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Abstract
This thesis deals with the systematic study of photoneutron reactions in the astrophysically
relevant energy region just above the neutron threshold.
Photodisintegration reactions play a decisive role in the nucleosynthesis of elements heavier
than iron. A large number of proton-rich isotopes are believed to be exclusively produced by a
combination of (γ,n), (γ, p) and (γ ,α) reactions during supernova explosions in the so-called
p process. Astrophysical network calculations of this process have to account for thousands of
photodisintegration reaction rates which mainly need to be adopted from theoretical predictions.
To test and improve the predictive power of these calculations, it is mandatory to provide reliable
experimental data for those reactions which can be studied in the laboratory.
Therefore, in the scope of this thesis, the photoneutron reactions of various isotopes have been
measured in photoactivation experiments at the superconducting Darmstadt electron linear ac-
celerator S-DALINAC. In particular, for the first time, experimental data have been provided
for the photoneutron cross sections of rare-earth isotopes in the astrophysically relevant energy
region. The experimental results will be compared with theoretical predictions of two statistical
model codes and discussed with regard to their astrophysical implications.

Zusammenfassung
Diese Arbeit bescha¨ftigt sich mit der systematischen Untersuchung von (γ,n)-Reaktionen im
astrophysikalisch relevanten Energiebereich knapp oberhalb der Neutronenseparationsenergie.
Photodisintegrationsreaktionen spielen eine maßgebliche Rolle in der Nukleosynthese der Ele-
mente schwerer als Eisen. Man geht davon aus, dass eine große Anzahl von protonenreichen
Kernen ausschließlich durch eine Kombination von (γ ,n)-, (γ, p)- und (γ ,α)-Reaktionen wa¨h-
rend einer Supernova-Explosion im sogenannten p-Prozess gebildet werden kann. Astrophysi-
kalische Netzwerkrechnungen fu¨r diesen Prozess mu¨ssen tausende von Photodisintegrations-
raten beru¨cksichtigen, die weitestgehend auf theoretischen Vorhersagen beruhen. Um die Vor-
hersagekraft dieser Rechnungen zu u¨berpru¨fen und zu verbessern, ist es erforderlich zuverla¨s-
sige experimentelle Daten fu¨r all diejenigen Reaktionen zu liefern, die im Labor zuga¨nglich
sind.
Zu diesem Zweck wurden im Rahmen dieser Arbeit verschiedene (γ,n)-Reaktionen in Photo-
aktivierungsexperimenten am supraleitenden Elektronenbeschleuniger S-DALINAC vermes-
sen. Insbesondere wurden erstmalig experimentelle Daten fu¨r (γ ,n)-Wirkungsquerschnitte im
astrophysikalisch relevanten Energiebereich in der Massenregion der Seltenen Erden bereit-
gestellt. Die experimentellen Ergebnisse werden mit zwei auf dem Statistischen Modell basieren-
den Rechnungen verglichen und im Hinblick auf ihre astrophysikalische Relevanz diskutiert.
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Chapter 1
Introduction
Since the early civilizations of our ancient world, mankind was trying to understand the com-
position of matter. Driven by the idea that the complexity of matter can be reduced to a com-
bination of only a small number of basic components, Empedokles (about 490− 420 B.C.)
postulated that the enormous variety of properties observed for all different kinds of materials
can be explained by the interaction of only four basic elements: fire, water, earth, and air. This
theory dominated the world view of the western culture for almost two thousand years.
It was not until the second half of the 18th century that atomism, i. e., the theory that all objects
are composed of a certain number of individable and indestructible blocks, so-called atoms,
started to gain in importance, encouraged by the observations of chemical experiments. During
that time, the ambitious studies of many scientists revealed the existence of a large number of
chemical elements, which were classified on a systematic basis. The most promising approach
was given by the periodic system of elements by Mendelejeff in the year 1869 listing 63 different
elements [1]. This periodic system still serves as the basis for today’s classification. From then
on, many physical experiments aimed to study the properties of atoms themselves indicating
that atoms consist of even smaller components.
In the year 1897, Thomson discovered the existence of small negatively-charged particles in
atoms: electrons. Afterwards, the famous scattering experiment of α particles on thin gold foils
by Rutherford in the year 1910 gave strong evidence that atoms consist of a small positively-
charged nucleus covered by a cloud of electrons. Some years later, it was found that the nucleus
is made of a certain number of positively-charged and neutral particles: protons and neutrons.
Finally, today, one knows that protons and neutrons are also composed in a complex way of
even smaller particles, so-called quarks. The investigation of the properties and interactions of
these elementary particles is still an ambitious aim of modern research.
Parallel to these studies, scientists started to go further into the question of the origin of chemical
elements. In particular, since first data for the relative abundances of elements were provided
by the geochemist Goldschmidt in 1937 [2], theoretical models for the synthesis of elements in
our universe could be reviewed on the basis of observed data. Within the following years, the
accuracy of the observed abundance pattern was increased significantly by several works due to
spectroscopic data of the sun and mass-spectroscopic data of meteoroids. This revealed more
and more features of the abundance curve.
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In the late 1930s and early 1940s, many theories were developed to quantitatively describe the
details of the abundance distribution, most of them assuming that the large bulk of elements
was produced in a primordial state of our universe (e. g., see Ref. [3]). However, many observa-
tions made in these years indicated that these theories were not able to provide a comprehensive
explanation for all the features of the abundance pattern. Moreover, the detection of lines of
technetium in the spectra of evolved red giant stars in 1952 by the astronomer Merrill brought
forward a powerful argument against theories postulating an exclusive primordial nucleosynthe-
sis. Because the longest-living isotope of technetium has a half-life of only about four million
years, this observation was a strong evidence for ongoing nucleosynthesis in our universe.
Based on large amounts of empirical data, Burbidge, Burbidge, Fowler, and Hoyle (B2FH) pub-
lished their pioneering work on the synthesis of elements in stars in the year 1957 [4]. In this
work, the idea was presented that all elements heavier than hydrogen can be built during the
various evolutionary stages of stars. In this context, they postulated eight different nucleosyn-
thetic processes giving a complete explanation for all details of the abundance curve. Aware
that the amount of empirical data available at that time was not sufficient to prove their theory
beyond all reasonable doubt, the main intention of the authors was to “lay the groundwork for
future experimental, observational, and theoretical work which may ultimately provide conclu-
sive evidence for the origin of the elements in stars”.
Indeed, this work has often been regarded as the starting point for a new field of research
called Nuclear Astrophysics, which has rapidly aroused great interest among many scientists.
In the following decades, extensive experimental and theoretical studies have been carried out
to confirm and to extend the suggestions by B2FH pushed on by further improving empirical
data from observations of stars. In the year 1997, the results of forty years of research on
the synthesis of elements in stars have been brought together in the comprehensive review by
Wallerstein et al. [5]. Although some of the processes proposed by B2FH had to be either
revised or extended, it is remarkable that many of their ideas could be verified.
However, even nowadays, more than fifty years later, the search for the origin of chemical
elements has not lost its fascination, and Nuclear Astrophysics has become one of the most
attractive fields of Nuclear Physics containing many open questions. The interdisciplinary work
of astronomers, chemists, geologists, astrophysicists, and nuclear physicists reveals more and
more features of the evolution of our universe, which need to be explained.
One of the still heavily discussed questions deals with the nucleosynthesis of elements heavier
than iron. This subfield of Nuclear Astrophysics provided the motivation for this thesis. In the
first part of Chapter 2, an overview of the stellar synthesis of heavy elements will be given. In
particular, the astrophysical implication of photodisintegration reactions will be outlined. As-
trophysical studies nowadays take into account huge reaction networks involving an enormous
number of nuclear reaction rates. These rates mainly need to be adopted from theoretical calcu-
lations. Therefore, the second part of Chapter 2 describes the basic ideas of theoretical models
based on the theory of Hauser and Feshbach [6]. The aim of this thesis is to provide reliable
3experimental data for photoneutron reactions with astrophysical implication. Thus, in Chapter
3 the experimental setup and the data analysis will be described in detail. Experimental results
of the photoneutron reactions of ten different isotopes will be presented and compared to the
theoretical calculations in Chapter 4. The results will then be discussed in Chapter 5. Finally, a
summary and outlook will be given in Chapter 6.
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Chapter 2
Physics basics
This chapter is intended to introduce the main theories regarding the nucleosynthetic processes
in stars and, thereby, outlines the nucleosynthesis of heavy elements beyond iron and the role of
photodisintegration reactions. In this context, the astrophysical implication of experimentally
determined reaction rates will be discussed. The second part of this chapter will discuss the main
ideas of statistical model calculations. This will serve as the basis for a deeper discussion on the
reliability of theoretical calculations in a later chapter of this work, where predictions of two
advanced statistical model codes will be compared to experimental data of several photoneutron
reactions.
2.1 Nucleosynthesis of elements
2.1.1 The solar abundance distribution
From the large amount of observational data stemming from mass spectroscopy of meteoroids
and the spectral lines of stars, the solar abundance distribution nowadays has been accurately
determined. A compilation of these data was published in a work by Anders and Grevesse in the
year 1989 [7] and still serves as the standard test for many quantitative nucleosynthesis network
calculations. Some of these data have recently been revised in Ref. [8]. The abundance curve
derived from this compilation is shown in Fig. 2.1, and today’s uncertainties for the elemental
abundances are summarized in Fig. 2.2 showing a mean uncertainty of only about 7%. Data for
isotopic solar abundance ratios are even more accurate because these ratios are not affected by
the galactical chemical evolution of matter. Thus, the observed abundance pattern sets strong
constraints on nucleosynthesis models. As shown in Fig. 2.1, the solar abundance distribution
cannot be simply described by a smooth curve but exhibits many features which need to be
accounted for in any complete theory on nucleosynthesis. These features will be discussed in
the following sections.
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Fig. 2.2: Uncertainties of elemental abundances Y quoted in Ref. [7]. The mean uncertainty is indicated
by dashed lines.
2.1.2 Stellar nucleosynthesis
As clearly seen from the solar abundance distribution in Fig. 2.1, the matter of our universe
is strongly dominated by hydrogen and helium. Most of their abundances are known to be
built in the explosive primordial synthesis of the big bang. However, many observations in the
last decades have proven that the production of all elements heavier than hydrogen is still an
ongoing process taking place in the various burning phases of stars.
The evolution of a star starts with quiet hydrogen burning. In this evolutionary stage, energy
is produced by the fusion of hydrogen to helium under conditions of a hydrostatic equilibrium.
This burning phase usually lasts for millions or even billions of years depending on the mass of
the star. However, at some point in time, hydrogen is exhausted and energy production is not
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sufficient anymore to balance the gravitational pressure of the massive envelope of the star. The
gravitational work then heats up the core and ignites helium burning leading to the production
of 12C by the fusion of three α particles. This burning continues until helium is exhausted
and the way is cleared for burning phases of higher temperatures such as carbon burning and
oxygen burning, where even heavier nuclei are synthesized. With each evolutionary stage of
stars temperature increases until, finally, a nuclear statistical equilibrium is reached in the so-
called silicon burning, in which only the most tightly bound isotopes survive. Under these
conditions, the abundance peak in the iron region at mass number A = 56 is produced.
Further fusion of charged nuclei beyond this iron peak is strongly suppressed due to the de-
creasing binding energy per nucleon and the increasing coulomb barrier. Thus, a different
nucleosynthetic mechanism is required to account for those heavy elements. Double peaks in
the abundance pattern at certain mass numbers (A = 80 and 90, A = 130 and 138, and A = 195
and 208) gave rise to the idea of the synthesis of heavy nuclei by two neutron capture pro-
cesses, the so-called slow neutron-capture process (s process) and the rapid neutron-capture
process (r process). In the last decades, much more evidence has been found for the existence
of these processes. More details will be given in the following section. However, even this
variety of processes can still not account for a large number of stable proton-rich nuclei, i. e.,
isotopes having more protons relative to other stable nuclei in an isotopic chain. For this reason,
B2FH had demanded the existence of another process, the so-called p process. Recent results
have shown that this process is mainly dominated by photodisintegration reactions under the
explosive conditions of supernovae. This will also be discussed in detail in the next section.
Although the key features of the solar abundance distribution can be understood within the
denoted processes, many questions in the quantitative description of the abundance curve still
remain unanswered providing much opportunity for extensive studies in the field of Nuclear
Astrophysics in the future. To mention a few examples, the origin of the very rare elements
D, Li, Be and B still is not fully understood. Moreover, even results of latest nucleosynthesis
network calculations show large discrepancies with empirical data for certain heavy isotopes,
e. g., several isotopes just below the A≈ 100 mass region are systematically underproduced by
theoretical calculations. In this context, recent theoretical models have revealed the importance
of neutrinos for the synthesis of many elements calling for additional processes such as the
ν process and ν p process. It would go far beyond the scope of this thesis to cover this new
field of nuclear astrophysics with neutrinos sufficiently, and the reader, therefore, is referred to
Refs. [9, 10].
2.1.3 The s, r, and p process
Almost all nuclei heavier than iron are synthesized by the slow neutron-capture process (s pro-
cess) and the rapid neutron-capture process (r process). A small fraction of isotopes, however,
cannot be produced in either of these two processes and is believed to be synthesized to a large
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degree by photodisintegration reactions in a hot stellar environment. In the following, these
processes will be described in more detail in the context of nucleosynthesis of rare-earth iso-
topes in the mass region A ≈ 150. The experiments presented in Chapter 4 focus on this mass
region. The rare-earth isotopes are exceptionally well suited to test stellar nucleosynthesis mod-
els with high accuracy because their relative abundances are known to an uncertainty of better
than two percent (see Fig. 2.2). The main contributions to nucleosynthesis in this mass region
are illustrated in the partial chart of nuclei shown in Fig. 2.3.
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Fig. 2.3: Nucleosynthesis in the rare-earth region. The s-process flow is illustrated by solid lines. The
thickness of the lines indicates the strength of the reaction flow. The reaction path is influenced
by several branching points (dashed boxes). Unstable isotopes are shaded light gray (β−) and
dark gray (β+,ε). Most isotopes also have nucleosynthesis contributions from the r and p
processes (dotted lines), respectively.
The s process
In the s process, neutrons are sequentially captured by stable isotopes at moderate neutron
densities and temperatures (mean values: nn ≈ 108 cm−3, T ≈ 1−3×108 K). When an unstable
isotope is reached along the process path, the β -decay rate will usually exceed the neutron-
capture rate, and the unstable isotope decays before another neutron can be captured. Thus,
the reaction path follows the valley of stability involving mainly stable isotopes as illustrated in
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Fig. 2.3. Those isotopes having a closed neutron shell and, thus, a significantly reduced neutron-
capture cross section, act as a bottleneck in the process path leading to an increased abundance
of isotopes with neutron-magic numbers. Hence, peaks in the solar abundance distribution at
the mass numbers A= 90, 138, and 208 corresponding to neutron numbers N = 50, 82, and 126
can be observed as shown in Fig. 2.1.
In the last decades, extensive experimental studies have been carried out in neutron-capture
experiments. Neutron-capture cross sections for a wide range of isotopes have become available
with uncertainties of only a few percent [11, 12]. With this enormous amount of nuclear physics
input, the understanding of s-process nucleosynthesis has been largely improved.
Two different sites are involved in the s-process nucleosynthesis. Isotopes of mass between A=
56 and A = 90 are synthesized in the weak s process during He- and C-shell burning in massive
stars. On the other hand, the heavy isotopes up to mass number A = 208 are produced in the
main s process during He-shell burning of thermal-pulsing AGB stars. Great improvements in
the stellar models describing these sites have been achieved in the last years (e. g., see Ref. [13])
showing that the observed abundances of many isotopes can only be reproduced accurately by
network calculations if the full dynamics of the physical conditions in the stellar environment
are taken into account.
A very sensitive test for stellar models is provided by the so-called branching points along the
s-process path. These unstable isotopes exhibit a half-life long enough for the neutron capture
to become competitive with β decay. This situation leads to branchings of the reaction flow
where the branching ratios sensitively depend on the physical conditions of the stellar site.
Important branchings in the rare-earth region occur at the isotopes 147Nd, 147,148Pm, 151Sm,
154,155Eu, and 153Gd as illustrated in Fig. 2.3. Unfortunately, experimental investigations of the
neutron-capture cross sections of branching points are difficult to perform due to the instability
of these nuclei. Although some ambitious experiments have provided direct experimental data
for the rather long-lived isotopes [14–17], the neutron-capture cross sections of branching points
usually have to be adopted from theoretical predictions. The rather large uncertainties of these
calculations hamper further improvements of nucleosynthesis models for the s process [18].
Nevertheless, experimental data for the neutron-capture cross sections of branching points can
be derived from studying the inverse reaction, i. e., the (γ,n) reaction of a stable neighbouring
nucleus. The aim of these measurements is to constrain and improve the nuclear physics in-
put adopted for the theoretical predictions of the stellar neutron-capture rates. This approach
has been presented, e. g., in Ref. [19] and will be further discussed in Chapter 5. A detailed
description of the s process is given in the comprehensive article of Ref. [20].
The r process
As discussed in the preceding paragraph, a large number of isotopes can be synthesized by slow
neutron captures in the s process up to the isotope 209Bi. Beyond this isotope, the instability of
10 Chapter 2. Physics basics
nuclei against α decay terminates the s-process reaction flow. Obviously, the s process is not
able to produce all heavy isotopes observed in the solar abundance distribution. For example,
there is no way of reaching the heaviest stable elements, uranium and thorium, by slow neutron
capture. Furthermore, many stable neutron-rich isotopes are shielded against the s process by
short-lived β -unstable nuclei, e. g., the isotopes 150Nd and 154Sm as shown in Fig. 2.3.
Therefore, another neutron-capture process, the r process, has been postulated. Those nuclei
which can only be produced within this process are called r-only isotopes accordingly. This
process dictates that neutrons are captured on a very short time scale compared to the half-lives
of β -unstable nuclei allowing the process to synthesize very neutron-rich isotopes. Thus, the
process needs to take place under conditions of very high neutron densities (nn À 1020 cm−3).
Such conditions can only be found in explosive stellar scenarios. Although the astrophysical
scenario of the r process is still under discussion, one of the most promising sites are Type II
supernovae.
Under these explosive conditions, neutron capture and neutron emission by photodisintegra-
tion become comparable, and the so-called (n,γ)-(γ,n) equilibrium is established within each
isotopic chain. β decays connect the different elements but are slow compared to the other
reactions. Only one or two nuclei are significantly produced per isotopic chain, and their decay
determines the flow to the next chain. These nuclei are called waiting points, and their abun-
dances are directly related to their β -decay half-lives. If the r-process flow reaches isotopes
with neutron-magic numbers, these isotopes will usually represent waiting points due to their
relatively small Q-values for the neutron-capture reactions. After the β decay, the reaction flow
in the next isotopic chain will again be halted at the same neutron-magic number. Thus, the
r-process will move vertically upward in proton number until the Q-value for neutron capture
is sufficiently large to overcome the neutron-magic nuclei. As the process path approaches the
valley of stability, the half-lives of the corresponding waiting points will increase. The reaction
flow, therefore, will be significantly delayed at these relatively long-lived isotopes leading to an
accumulation of abundances.
As the process finally freezes out, neutron density rapidly decreases, and the produced iso-
topes decay back to the valley of stability and populate the r-only isotopes amongst others (see
Fig. 2.3). This explains the abundance peaks shown in Fig. 2.1 at mass numbers of A = 80, 130
and 195 shifted relative to the s-abundance peaks. In analogy to the s process, it is important to
mention that the r process is not able to synthesize all of the observed stable isotopes beyond
iron. Some of them are shielded by their neutron-rich isobars against the β decay during freeze-
out and, hence, can only be produced in the s process. Accordingly, these isotopes are referred
to as s-only isotopes. More details about the r process are given, e. g., in Ref. [21].
The p process
Calculations of advanced theoretical nucleosynthesis models based on many observational data
have shown that each the s and r process produce about 50% of the observed abundances. How-
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ever, about 35 stable proton-rich isotopes, the so-called p nuclei, cannot be produced in either
of these two processes (e. g., see 156,158Dy of Fig. 2.3). Although these isotopes generally only
represent a small fraction of the total abundance, another process is required to account for these
relatively rare nuclei. This process has been postulated to be the so-called p process. Contri-
butions from many different reaction mechanisms, such as radiative proton captures of lighter
elements, have been under discussion. However, the following discussion will be restricted to
photodisintegration, which is believed to be the most promising mechanism for the production
of p nuclei with mass numbers A > 100.
Under explosive conditions, e. g., in Type II supernovae, temperatures of up to T = 2−3×109 K
give rise to a dense high-energetic photon bath. These photons are able to photodisintegrate a
certain seed distribution of heavy nuclei via (γ ,n), (γ, p), and (γ,α) reactions. Close to the
valley of stability, (γ,n) reactions dominate the reaction flow moving the process path away to
more and more neutron-deficient nuclei. As neutron number decreases in an isotope sequence,
(γ, p) and (γ ,α) reactions become competitive giving rise to branchings in the reaction flow.
Thus, a rather complex reaction network emerges involving thousands of reactions. Finally, in
analogy to the r process, the synthesized nuclei will decay back to the valley of stability and
populate the p nuclei amongst others.
As already mentioned, the contributions of the p process to the abundances of most of the
isotopes being produced in the s and r processes are usually rather small. This is indicated
by the small relative abundances of the p nuclei, typically less than one percent. However,
in some cases large contributions are expected, e. g., a 33% contribution is predicted for the
s-only nucleus 152Gd [7]. A detailed description of the p process is given by the articles of
Refs. [22, 23].
In conclusion, the preceding discussions indicate that many different processes have an impact
on the nucleosynthesis of heavy elements. Therefore, to quantitatively test the outcome of a
certain theoretical model, it is most suitable to investigate those nuclei produced mainly in a
single process, such as the s-only, r-only and p isotopes. However, to address all features of the
abundance pattern, it is mandatory to explicitly take into account all processes.
2.1.4 Photodisintegration in the nucleosynthesis of heavy elements
Whenever a nucleosynthetic process is governed by very high temperatures, photodisintegra-
tion reactions will be induced by the high-energetic photon bath, whose spectral distribution is
described by a Planck distribution:
nPlanckγ (Eγ ,T )dEγ =
(
1
pi
)2( 1
h¯c
)3 E2γ
exp(Eγ/kT )−1 dEγ , (2.1)
where nPlanckγ denotes the density of photons of energy Eγ per energy interval in a photon bath
of temperature T . For photon energies much larger than the thermal energy, i. e., Eγ À kT , the
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photon density exponentially decreases with energy Eγ and increases with temperature T . Thus,
the impact of photodisintegration reactions on any nucleosynthetic process sensitively depends
on the binding energies of isotopes along the reaction flow and on the physical conditions of the
stellar environment.
In the preceding sections, it was outlined that the r and p processes presumably proceed under
the explosive conditions of supernovae giving rise to a significant contribution of photodisinte-
gration reactions. As discussed, photodisintegration has shown to be the dominating mechanism
in the p process for isotopes of mass A> 100. Furthermore, the r process reaction path is shaped
by photodisintegration when photoneutron reactions become competitive with neutron capture
due to the small neutron binding energies of very neutron-rich isotopes. Only in the s pro-
cess, photodisintegration has no direct impact on the reaction flow because the temperature is
relatively moderate.
Nevertheless, when reaction rates need to be calculated for nucleosynthesis networks, theoreti-
cians often make use of the principle of detailed balance [24] to directly relate a reaction rate
to its inverse reaction rate under stellar conditions. Consider a photodisintegration reaction of
type m(γ , j)i. According to Ref. [25], one obtains:
λ ∗γ =
(
AiA j
Am
)3/2 (2J0i +1)(2J0j +1)
(2J0m+1)
Gi(T )G j(T )
Gm(T )
(
kT
2piNAh¯2
)3/2
× exp(−Q/kT )〈σ∗i v〉 , (2.2)
where NA is the Avogadro constant, A and J0 denote mass and ground-state spin, respectively,
Q quotes the Q-value of the inverse reaction, and λ ∗γ and 〈σ∗i v〉 are the reaction rates of the pho-
todisintegration reaction and its inverse reaction at a given stellar temperature T , respectively.
Furthermore, G(T ) denotes the temperature-dependent normalized partition function given by
G(T ) = 12J0+1 ∑µ (2J
µ +1)exp(−Eµ/kT ), where one has to sum over all levels µ of energy
Eµ and spin Jµ .
For numerical reasons, the reaction rate is often calculated in the direction of positive Q-value,
and the inverse rate is determined from Eq. (2.2) afterwards. From an experimental point of
view, for many reactions, the rate in only one direction can be studied in the laboratory for
various experimental reasons, and Eq. (2.2) can then be applied to derive the inverse rate from
experimental data. Therefore, one could also consider to determine neutron-capture rates for
the s process via the measurement of photoneutron reactions. In particular, this would be an
interesting approach for the investigation of short-lived branching points because these isotopes
cannot be studied in neutron-capture experiments as outlined in Ref. [19].
However, it is important to clarify that Eq. (2.2) only holds for stellar reaction rates accounting
for the thermal population of excited states in both target and residual nucleus. This has been
illustrated, e. g., in Ref. [26]. For this reason, the applicability of Eq. (2.2) for measurements
under laboratory conditions will be critically discussed in the next section.
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2.2 Astrophysical implication of ground-state reaction rates
Due to the high temperatures during nucleosynthetic processes, low-lying levels of every nu-
cleus located in the stellar environment will be thermally populated according to the Maxwell-
Boltzmann distribution. Therefore, the stellar cross section of any reaction of type i( j,o)m is
generally given by:
σ∗(Ei j) =
∑µ (2J
µ
i +1)exp(−Eµi /kT )∑ν σ µν(Ei j)
∑µ (2J
µ
i +1)exp(−Eµi /kT )
, (2.3)
where Ei j denotes the center-of-mass energy. The indices µ and ν refer to the states of spin J
and energy E in the target nucleus i and reaction product m, respectively. For simplification,
projectile and ejectile are assumed to have no excited states. This is obviously fulfilled when
only protons, neutrons, α particles, and photons are taken into consideration at astrophysically
relevant energies. Note that a temperature of 3× 109 K corresponds to a thermal energy of
kT ≈ 259 keV.
Under laboratory conditions, thermal excitations of the nucleus are negligible. Using T ≈ 0 K,
Eq. (2.3) reduces to:
σ(Ei j)≈∑
ν
σ0ν(Ei j) . (2.4)
Thus, the cross section measured under laboratory conditions only addresses transitions starting
from the ground state of the target nucleus.
The enhancement of the stellar reaction rate in comparison to the reaction rates determined in
the laboratory is accounted for by the so-called stellar enhancement factor:
SEF =
〈σ∗v〉
〈σv〉 , (2.5)
where 〈σv〉 and 〈σ∗v〉 denote ground-state and stellar reaction rate, respectively. For capture
reactions, the stellar rate 〈σ∗v〉 is directly related to the so-called Maxwellian Averaged cap-
ture Cross Section (MACS) via MACS = 〈σ
∗v〉
vT
, where vT denotes the mean relative velocity
between target and projectile at temperature T . In analogy, the stellar enhancement factor for
photodisintegration reactions is defined by:
SEF =
λ ∗γ
λγ
. (2.6)
Using Eq. (2.5) and Eq. (2.6), stellar reaction rates can be derived from the experimentally de-
termined ones. These rates can then also be used to calculate the inverse reaction rates via the
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principle of detailed balance according to Eq. (2.2). Unfortunately, the stellar enhancement fac-
tor can usually only be adopted from theory and uncertainties of the calculations also give rise
to additional uncertainties in the derived stellar reaction rates. Therefore, the determination of
stellar reaction rates from experimental data only seems reasonable if the stellar enhancement
is rather small so that the overall uncertainties for the reaction rates are not dominated by the
uncertainties of the theoretical models. In the following, the stellar enhancement of photodisin-
tegration rates will be discussed.
The photodisintegration reaction rate per nucleus in a stellar environment of temperature T is
given by:
λ ∗(T ) = c
∫
nPlanckγ (Eγ ,T )σ∗(Eγ)dEγ , (2.7)
where nPlanckγ denotes the Planck distribution of Eq. (2.1), σ∗ is the stellar cross section of
Eq. (2.3), and c is the velocity of light. Technically, the integral has to be evaluated for the
whole energy range up to infinite photon energies. However, due to the exponentially decreasing
photon density for energies Eγ À kT , large contributions to the reaction rate are only expected
in a small energy window close to the reaction threshold. This is illustrated in Fig. 2.4 for the
case of the ground-state photoneutron reaction rate of 154Sm. In analogy to the reaction window
found for charged-particle reactions, this energy window is often referred to as the Gamow-like
window.
For further discussion, the stellar reaction rate λ ∗ can be written as a sum of the contributions
stemming from each level of energy Eµi and spin J
µ
i in the target nucleus. Using Eq. (2.3) and
Eq. (2.7), one obtains:
λ ∗(T ) = c
∫
nPlanckγ (Eγ ,T )
∑µ (2J
µ
i +1)exp(−Eµi /kT )∑ν σ µν(Eγ)
∑µ (2J
µ
i +1)exp(−Eµi /kT )
dEγ
=
∑µ (2J
µ
i +1)exp(−Eµi /kT )∑ν λ µν(T )
∑µ (2J
µ
i +1)exp(−Eµi /kT )
=
∑µ (2J
µ
i +1)exp(−Eµi /kT )λ µ(T )
∑µ (2J
µ
i +1)exp(−Eµi /kT )
, (2.8)
where λ µν(T ) =
∫
nPlanckγ (Eγ ,T )σ µν dEγ and λ µ(T ) =∑ν λ µν(T ). In the laboratory, it is only
possible to measure the ground-state reaction rate λ g.s. = λ 0. Thus, with regard to Eq. (2.8),
the stellar enhancement factor is given by:
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SEF(T ) =
λ ∗(T )
λ g.s.
=
1
Gi(T )
∑
µ
2Jµi +1
2J0i +1
exp(−Eµi /kT )
λ µ(T )
λ 0︸ ︷︷ ︸
f µ (T )
, (2.9)
where Gi(T ) is the normalized partition function defined in the preceding section, and f µ is the
contribution of each state to the SEF.
To derive some qualitative features of f µ , some simplifications will be applied. First, it is
assumed that the reaction threshold Sx is rather large with regard to the thermal energy, i. e.,
Sx À kT . Furthermore, only low-energetic initial states in the target nucleus are taken into
consideration so that Sx À Eµi . Therefore, Eγ À kT for terms contributing to the integral of
Eq. (2.9) because σ µν only has non-zero values for photons of energy Eγ ≥ Sx−Eµi . Thus, the
Planck distribution becomes proportional to E2γ × exp(−Eγ/kT ) and f µ can be approximated
by:
f µ(T )≈ 2J
µ
i +1
2J0i +1
exp(−Eµi /kT )
∞∫
Sx−Eµi
E2γ exp(−Eγ/kT )∑ν σ µν(Eγ)dEγ
∞∫
Sx
E2γ exp(−Eγ/kT )∑ν σ0ν(Eγ)dEγ
=
2Jµi +1
2J0i +1
exp(−Eµi /kT )
∞∫
Sx
(Eγ −Eµi )2 exp(−(Eγ −Eµi )/kT )∑ν σ µν(Eγ −Eµi )dEγ
∞∫
Sx
E2γ exp(−Eγ/kT )∑ν σ0ν(Eγ)dEγ
=
2Jµi +1
2J0i +1
∞∫
Sx
(Eγ −Eµi )2 exp(−Eγ/kT )∑ν σ µν(Eγ −Eµi )dEγ
∞∫
Sx
E2γ exp(−Eγ/kT )∑ν σ0ν(Eγ)dEγ
. (2.10)
Note that a transformation of the integration limits has been performed in the second step of
Eq. (2.10). If one further estimates that (Eγ −Eµi )2 ≈ E2γ and assumes that the cross section is
rather independent of the initial state µ , i. e., σ µν(Eγ −Eµi )≈ σ0ν(Eγ), one finally obtains:
f µ(T )≈ 2J
µ
i +1
2J0i +1
. (2.11)
This is an amazing result. It shows that each state in the target nucleus gives approximately
the same contribution to the SEF and, thus, to the stellar reaction rate independent of stellar
temperature T and level energy Eµi . Qualitatively, this can be understood with regard to the
fact that the exponential increase of photon density nPlanckγ with decreasing reaction threshold
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Fig. 2.4: Astrophysically relevant energy window for photoneutron reactions. The solid line shows a
Planck distribution nPlanckγ at a temperature of T = 2.5×109 K, which is typical for the stellar
environment during the p process. The dashed line shows the ground-state photoneutron cross
section σ for 154Sm calculated with the NON-SMOKERWEB code [27]. The reaction rate is
determined by the product nPlanckγ ×σ (dotted line) showing only significant contributions in a
small energy window just above the neutron threshold, the so-called Gamow-like window.
Sx−Eµi is balanced by the exponential decrease of the Maxwell-Boltzmann distribution with
increasing energy Eµi .
According to Eq. (2.9), the SEF is approximately given by:
SEF≈ 1
Gi(T )
∑
µ
2Jµi +1
2J0i +1
. (2.12)
Because a very large number of states is usually involved in the reaction and Gi(T ) is rather
small under stellar temperatures (see Fig. 2.5), Eq. (2.12) implies that the stellar enhancement
factor can be expected to be huge. This indicates the difficulty to derive stellar photodisinte-
gration rates from experimentally determined ground-state reaction rates because the latter only
make up a small fraction of the total reaction rates under stellar conditions. Although the result
from Eq. (2.11) has been derived under rather strong assumptions, the qualitative features can
be confirmed by detailed theoretical calculations as illustrated in Tab. 2.1.
The preceding discussion has been based on the assumption that the Q-value of the reaction
is negative and large compared to the thermal energy. This applies to most photodisintegration
reactions involved in the nucleosynthesis reaction networks. However, with regard to the inverse
reaction such as neutron capture, it is interesting to discuss the stellar enhancement for reactions
of positive Q-value. In analogy to Eq. (2.10), one obtains:
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Fig. 2.5: Normalized partition function G(T ) as a function of temperature for 148Nd (solid line), 154Sm
(dashed line) and 192Os (dotted line). G(T ) has been adopted from Ref. [25]. The gray-shaded
areas indicate temperatures typical for the s and p process, respectively. The partition functions
are close to unity at s-process temperatures and increase rather slowly with temperature.
f µ(T ) =
2Jµi +1
2J0i +1
exp(−Eµi /kT )
∞∫
0
vΦ(v,T )∑ν σ µν(v)dv
∞∫
0
vΦ(v,T )∑ν σ0ν(v)dv
, (2.13)
where v is the relative velocity between target nucleus and projectile, and Φ denotes the Maxwel-
lian velocity distribution. Again, if one assumes the cross section to be rather independent of
the initial state in the target nucleus, i. e., σ µν ≈ σ0ν , the equation further reduces to:
f µ(T )≈ 2J
µ
i +1
2J0i +1
exp(−Eµi /kT ) . (2.14)
In contrast to the result of Eq. (2.11), one finds that excited states in the target nucleus only
make up a small fraction of the stellar reaction rate depending sensitively on the temperature
of the stellar environment and on the level energy Eµi . At moderate temperatures, e. g., during
the s process, the stellar rate, thus, will be strongly dominated by the ground-state reaction rate.
According to Eq. (2.9), the SEF is approximately given by:
SEF≈ 1
Gi(T )
∑
µ
2Jµi +1
2J0i +1
exp(−Eµi /kT ) = 1 , (2.15)
which shows that the SEF is expected to be close to unity. Eq. (2.15) has been derived under the
rather strong assumption that all cross sections σ µν are equal. However, detailed calculations
treating each cross section σ µν individually confirm that the stellar enhancement is usually
small [25].
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148Nd
T [109 K] λ g.s. λ ∗ SEF
2.0 1.20×10−2 6.53×100 5.44×102
2.5 8.62×101 3.78×104 4.38×102
3.0 3.39×104 1.16×107 3.41×102
154Sm
T [109 K] λ g.s. λ ∗ SEF
2.0 6.53×10−4 4.95×10−1 7.54×102
2.5 9.21×100 6.44×103 6.99×102
3.0 5.65×103 3.51×106 6.21×102
192Os
T [109 K] λ g.s. λ ∗ SEF
2.0 4.88×10−3 3.53×100 7.24×102
2.5 4.55×101 2.55×104 5.60×102
3.0 2.12×104 9.25×106 4.36×102
Tab. 2.1: The stellar photoneutron rate λ ∗ for three different nuclei is compared to the photoneutron
ground-state reaction rate λ g.s.. The rates are quoted in units of s−1. λ g.s. has been calculated
using the NON-SMOKERWEB code [27], and λ ∗ has been derived from the parametrization
of Ref. [25] also based on the NON-SMOKER code. The stellar enhancement factor SEF is
found to be large and only weakly dependent on temperature. See text for more details.
In conclusion, one needs to be very careful when experimental data is adopted for astrophysical
studies due to the stellar enhancement of reaction rates. The stellar enhancement factor has
turned out to be very large for reactions of large negative Q-values such as photodisintegration
reactions. This gives rise to large uncertainties when experimentally determined reaction rates
are extrapolated to stellar rates. On the other hand, reactions of positive Q-value have shown
a very small stellar enhancement. Thus, the large amount of neutron-capture data provided by
experiments in the last decades [11] can be almost directly adopted for the reaction network
of the s process exhibiting only rather small uncertainties. Furthermore, it seems to be more
reliable to derive stellar photodisintegration reaction rates for the p process from experimental
rates of the inverse reactions by applying the principle of detailed balance according to Eq. (2.2)
rather than to derive those rates from experimental photodisintegration data.
Apparently, direct measurements of stellar photodisintegration reaction rates cannot be per-
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formed. Nevertheless, photodisintegration experiments are an excellent tool to test the pre-
dictive power of theoretical calculations for a wide range of nuclei, at least for ground-state
reaction rates. Experimental data for photodisintegration reactions in the astrophysically rele-
vant energy region are still rare but are mandatory to constrain and improve the nuclear models
adopted for theoretical calculations. By improving the nuclear physics input, one will increase
the reliability and accuracy of theoretical predictions for ground-state reaction rates as well as
for stellar reaction rates. This will be further discussed in the next section.
2.3 Theoretical basics of reaction-rate calculations
Theoretical predictions of reaction rates are indispensable for astrophysical studies and calcula-
tions of nucleosynthesis networks. Though desirable, it is impossible to provide reliable highly
accurate experimental data for each reaction involved in the networks. Obviously, experiments
can not address each of the thousands of reactions needed for astrophysical studies. Moreover,
experimental studies are further hampered by the fact that many of the nuclei with astrophys-
ical implication are unstable and difficult to access in the laboratory. Finally, even if every
single reaction was measured in the experiment, one would still have to account for the stellar
enhancement of the determined rates.
As mentioned, the stellar enhancement factor can only be derived from theoretical calculations.
Most of the astrophysical investigations, therefore, have to rely on theoretical models. It is the
task of experimentalists to exemplarily check the reliability of theoretical predictions on the
basis of those reactions accessible in the laboratory and to provide improved input from nuclear
physics to enhance the theoretical models.
Predictions of reaction rates for middleweight and heavy nuclei usually make use of the statis-
tical model based on the theory of Hauser and Feshbach [6]. The basic ideas of the statistical
model will be presented in the following section. The reliability of calculations within this
model is mainly determined by the nuclear physics input adopted for the theoretical codes.
Therefore, in Sec. 2.3.2, the nuclear models applied for two advanced statistical model codes
will be summarized. The predictions stemming from these theoretical codes serve as the basis
for comparison with experimental data provided in Chapter 4.
2.3.1 The statistical model
Nuclear reactions of rather low energy are usually dominated by compound-nucleus reactions.
In these reactions, the target nucleus and projectile form an excited compound system which
has a lifetime much longer than the typical transit time of the projectile before decaying into one
of the energetically allowed reaction channels. The kinetic energy of the incident projectile is
assumed to be statistically divided among the nucleons in the compound nucleus rather than be-
ing transferred to one or a few nucleons. Thus, metaphorically speaking, the compound nucleus
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looses any memory of its formation making the decay of the compound system independent of
the process of formation except for spin conservation. Therefore, the cross section of a reaction
of type iµ( j,o)mν can be written – neglecting spin conservation – as the product of formation
and decay:
σ µν = σ µ(CN)P
ν =
λ 2
4pi2
T µj P
ν , (2.16)
where σ µ(CN) denotes the cross section for the formation of the compound nucleus from the
initial nucleus iµ , and T µj is the transmission coefficient. The probability of the decay of the
compound system Pν to the residual nucleus mν can be determined from the reciprocity theorem
[28]. Finally, for comparison with experimental data, one has to take into account that the
reaction involves many compound states of various spin J and parity pi that can be excited. The
statistical model presumes that the corresponding wave functions of the various transitions have
random phases. Thus, averaging over many states will highly suppress any interference terms,
and σ µν is simply determined by the sum over all participating compound states [25]:
σ µν(Ei j) =
pi h¯2/(2µi jEi j)
(2Jµi +1)(2J j +1)
∑
J,pi
(2J+1)
× T
µ
j (E,J,pi,E
µ
i ,J
µ
i ,pi
µ
i )T
ν
o (E,J,pi,Eνm,Jνm,piνm)
Ttot(E,J,pi)
. (2.17)
This formula now takes into account spin and parity conservation rules. The center-of-mass
energy and the reduced mass are denoted by Ei j and µi j. For the notation used in Eq. (2.17),
see Fig. 2.6. T µj and T
ν
o are the transmission coefficients for the formation and decay of the
compound state, respectively.
The total transmission coefficient Ttot is a sum over all energetically allowed exit channels α
into bound and unbound states β of the residual nucleus and, hence, given by Ttot = ∑α ,β T
β
α .
However, in many cases the number of allowed final states is huge making it impossible to treat
each state individually. Therefore, the sum over all final states β of a certain reaction channel
α is usually divided into:
∑
β
T βα (E,J,pi) =
βm
∑
β=0
T βα (E,J,pi,Eβ ,Jβ ,piβ )+
∫ E−Sα
Eβm
∑
J′,pi ′
ρα(E ′,J′,pi ′)Tα(E,J,pi,E ′,J′,pi ′)dE ′ . (2.18)
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Fig. 2.6: Schematic figure of a compound-state reaction of type iµ( j,o)mν . Projectile j of angular mo-
mentum l j, spin J j, and parity pi j and target nucleus in initial state µ of energy Eµi , spin J
µ
i , and
parity piµi form a compound state of energy E, spin J, and parity pi . The compound state then
decays by the emission of ejectile o of angular momentum lo, spin Jo, and parity pio into the
residual nucleus in final state ν of energy Eνm, spin Jνm, and parity piνm. The corresponding trans-
mission coefficients are denoted by T µj and T
ν
o , respectively. The gray-shaded area indicates a
high level density in the compound nucleus.
The sum of the first term is evaluated for all states of known spin and parity up to the level βm,
where these quantum numbers are either uncertain or the density of levels becomes too high
to treat each state separately. Final states of energies larger than Eβm are accounted for by the
integral of the second term. Sα is the channel separation energy, ρα denotes the level density of
the residual nucleus, and Tα describes an averaged transmission coefficient. The level density
is adopted from theoretical models or from an empirical fit to experimental data.
The sum of Eq. (2.17) has to be evaluated for all quantum numbers allowed from parity and spin
conservation. Furthermore, the transmission coefficients T µj can be divided into a summation
over all quantum-mechanically allowed partial waves:
T µj (E,J,pi,E
µ
i ,J
µ
i ,pi
µ
i ) =
J+s
∑
l=|J−s|
Jµi +J j
∑
s=|Jµi −J j|
Tjls(E
µ
i j) . (2.19)
Eq. (2.19) already accounts for the fact that the angular momentum ~l and the channel spin
~s= ~J j+ ~J
µ
i couple to the compound-state spin ~J =~l+~s. For example, assume a compound state
of J = 3/2 is formed by neutron capture on an initial target state of Jµi = 0. Since J j = 1/2 for
neutrons, the channel spin is also s = 1/2. Hence, the angular momentum must be either l = 1
or l = 2, i. e., the neutron capture is described by a p wave or d wave, respectively. Further
constraints could be derived from parity conservation.
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In case of particle capture or emission, the transmission coefficients Tjls are calculated from
solving the Schro¨dinger equation by the use of an appropriate optical-model potential, which
describes the particle-nucleus interaction. For the excitation or de-excitation by photons, the
transmission coefficients have to be derived from the total photon width or γ-ray strength func-
tion, respectively. For many calculations, it is sufficient to include only the dominant E1 and
M1 transitions. E1 transitions are usually calculated on the basis of a Lorentzian representation
of the giant dipole resonance. M1 transitions are much smaller and are usually calculated within
a simple single particle approach. In addition, for both the particle and radiative transmission
coefficients, a so-called width fluctuation correction is applied. This correction accounts for the
fact that the processes of formation and decay are not completely independent of each other as
assumed in Eq. (2.17). It becomes important for an accurate description near reaction thresh-
olds.
Finally, some considerations need to be given to the applicability of the statistical model. As
mentioned, the model assumes that the density of levels is high enough for a statistical treatment,
approximately 5− 10 MeV−1. This is fulfilled for almost all heavy nuclei. However, one
has to be careful when calculating reaction rates of light nuclei or nuclei near shell closures.
Furthermore, the statistical model presumes that the energy of the incident particle is not too
large (Ekin < 20 MeV). In general, energies of astrophysical implication are far below this
critical energy. More details about statistical model calculations can be found, e. g., in Refs.
[25, 28, 29].
2.3.2 Nuclear physics input
Today, a large number of theoretical model codes based on the Hauser-Feshbach formalism is
available. Whereas the Hauser-Feshbach theory itself is well established, different predictions
between the various codes can mainly be ascribed to the adopted nuclear physics input, e. g.,
optical-model potentials, nuclear level densities and γ-ray strength functions. The sensitivity of
the results to the various input parameters will be discussed in more detail in Chapter 5.
The aim of some theoretical codes is to predict reaction rates reliably for a wide range of
isotopes without adjusting the nuclear input parameters to local experimental data. The use
of global nuclear parameters is essential especially for astrophysical investigations because in
many cases nuclei far from the valley of stability are involved in the reaction network where no
empirical data is available.
In this thesis, the predictions of two advanced statistical model codes, the TALYS code by
Koning et al. [30] and the NON-SMOKERWEB code by Rauscher [27], will be compared with
experimental data. Therefore, the default nuclear models recommended by the authors of the
codes have been used for the calculations. Details of these models will not be discussed here
but will be summarized in the following for the sake of completeness. For more details, the
reader is referred to the given references.
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The NON-SMOKERWEB code involves the neutron optical-model potential published by Jeukenne
et al. [31] with a low-energy modification by Lejeune [32]. The γ-ray strength function is based
on a description by Thielemann and Arnould [33] using experimental GDR energies and widths
if available and the low-energy modification of the GDR Lorentzian by McCullagh et al. [34].
For the nuclear level density, a global parametrization within the back-shifted Fermi-gas for-
malism by Rauscher et al. [35] is applied.
The TALYS code uses the neutron optical-model potential parameterizations of Koning and
Delaroche [36]. The γ-ray strength function is obtained from the compilation by Kopecky
and Uhl [37], and the nuclear level density is also based on an approach using the Fermi-gas
model [38]. Both the TALYS code and the NON-SMOKERWEB code employ the Constant
Temperature Model from Gilbert and Cameron [39] for the nuclear level density to avoid the
divergence of the Fermi-gas model at low excitation energies.
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Chapter 3
Photoactivation experiments at the S-DALINAC
In the last decade, several photoactivation experiments have been performed at the supercon-
ducting Darmstadt electron linear accelerator S-DALINAC [40] to study photodisintegration
reactions close to the particle threshold. In this chapter, the experimental technique of pho-
toactivation will be explained followed by a comprehensive description of the data analy-
sis. This well-established technique has already been presented in previous works, e. g., see
Refs. [26, 41].
However, compared to previous works, this chapter rather intends to deliver a deep and trans-
parent insight into the main uncertainties of the data analysis. Since the analysis requires the
use of various Monte Carlo simulations, it is essential to be aware of systematic uncertainties
stemming from these simulations. In the past, exclusively the Monte Carlo code GEANT3 [42]
was applied, which, unfortunately, showed discrepancies in several descriptions, in particular
for the description of the spectral shape of bremsstrahlung. Therefore, all simulations of this
work have been performed with the improved Monte Carlo code GEANT4 [43]. The reliability
of these simulations will be discussed in detail.
At the end of this chapter, an overview of the experimental uncertainties will be given. Due to
the fact that a significant contribution stems from uncertainties of the beam energy determina-
tion, several experimental techniques are presented and compared to each other with the aim to
constrain this uncertainty.
3.1 Experimental technique
The experiments presented in this thesis have been performed at the Nuclear Resonance Flu-
orescence (NRF) setup at the superconducting electron linear accelerator S-DALINAC. This
setup is located straight behind the injector of the accelerator and will be referred to as the
photoactivation setup in the context of this thesis [44]. A schematic layout of the S-DALINAC
is shown in Fig. 3.1. At the photoactivation setup the accelerator provides a monoenergetic
electron beam of energies up to E0 = 10.5 MeV with an energy spread of about 25 keV at a
maximum beam current of 60 µA. According to Fig. 3.2, the monoenergetic electron beam is
stopped completely in a thick copper radiator and produces a continuous spectrum of brems-
strahlung photons with a maximum energy of Emax = E0. In the following, the notation Emax
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Fig. 3.1: Schematic layout of the superconducting Darmstadt electron linear accelerator S-DALINAC.
Electrons are emitted by an electron gun with an energy of about 250 keV and then formed to
bunches of 3 GHz time structure in a chopper and prebuncher system using the so-called cw-
mode. The electron bunches are accelerated by superconducting high-frequency cavities made
out of high-purity niobium and cooled by liquid helium at 2 K. Behind the injector, a beam of
energy up to 10.5 MeV and with currents up to 60 µA can be provided at the Nuclear Res-
onance Fluorescence (NRF) setup for experiments with real photons, e. g., photon-scattering
and photoactivation experiments. For higher energies, the electrons need to be deflected into
the main accelerator. This yields a beam of energy up to 130 MeV due to the possibility of two
recirculations. The beam can be extracted to a separate experimental area after each passing of
the main linac.
will be used in the context of the photon spectrum only, whereas E0 is used to refer to the kinetic
beam energy.
Conventionally, the beam energy is adjusted with a well-calibrated 40◦ deflecting magnet in
front of the radiator. This does not allow for an online control of the beam energy during the
irradiation so that the experiment is usually interrupted periodically to correct energy drifts if
necessary. More details about the determination of beam energy will be given in Sec. 3.4.
The beam position is adjusted by means of several fluorescence screens, which, however, can
only be used at very low beam currents. Therefore, during the experiment, the beam current is
monitored online by continuously integrating the current on the radiator while a detector array
of 5 Si-PIN diodes mounted behind the collimator allows for a coarse control of photon-flux
intensity and beam position.
To study photodisintegration reactions, targets can be irradiated at two different positions. The
first position is located directly behind the radiator, where one obtains a high-intense photon
flux. The distance between radiator and target at this position was about 6.5 cm in older experi-
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Fig. 3.2: Schematic layout of the photoactivation setup. The energy of the monoenergetic electron beam
is adjusted with a well-calibrated 40◦ deflecting magnet (1), and the beam position is monitored
on fluorescence screens (2,3). The beam is then stopped in a massive copper radiator (4) pro-
ducing intense bremsstrahlung. The photons are used for the irradiation of targets, which can
be mounted in front of (5) and behind (8) a thick copper collimator system (6). In addition, at
position (8) photon-scattering reactions can be studied with actively-shielded HPGe detectors
(7). A detector array of Si-PIN diodes (9) monitors the beam intensity and position during the
irradiation.
ments and since 2007 has been increased to a larger distance of 19 cm due to small modifications
on the beam line and radiator. The second target position is located behind a thick copper col-
limator system at a distance of 165 cm to the radiator (respectively, 177.5 cm since 2007). The
well-collimated photon beam at this position provides a sufficiently low background condition
to study photon-scattering reactions with actively-shielded high-purity germanium (HPGe) de-
tectors [45]. However, the photon-flux intensity behind the collimator is approximately 270
times lower than in front of the collimator as shown in Fig. 3.3. A much longer irradiation at
the second target position is needed for a sufficient reaction yield and, therefore, the first target
position is definitely preferable. Nevertheless, some previous photoactivation experiments had
to be performed behind the collimator [46–48] because no reliable description of the spectral
shape of the photon flux in front of the collimator was available at that time. This will be
discussed in more detail in Sec. 3.3.
For the determination of the time-integrated photon flux during the irradiation, the reaction
yields of various standard reactions of well-known cross sections are measured simultaneously
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Fig. 3.3: Absolute photon flux nγ for a fixed photon energy of Eγ = 7332 keV as a function of maximum
photon energy Emax at the photoactivation setup prior to the year 2007. The photon-flux inten-
sity sharply increases with Emax (note the logarithmic scale) and is approximately 270 times
lower behind the collimator (dashed line) than in front of the collimator (solid line). The abso-
lute values have changed since 2007 due to small modifications on the beam line and radiator.
See text for more details.
in each experiment. Conventionally, this is done by observing the photon-scattering reac-
tion 11B(γ ,γ ′) at the second target position or by measuring the photodisintegration reactions
187Re(γ ,n) and 197Au(γ,n) at both target positions, respectively. A detailed discussion of the
photon-flux determination is given in Sec. 3.3.
The photodisintegration reaction yield Y , i. e., the number of reaction products induced by a
certain photodisintegration reaction during an irradiation using bremsstrahlung of energy Emax,
is given by:
Y Emax = NT
∫
Nγ(E,Emax) σ(E) dE = NT Iσ , (3.1)
where NT denotes the number of target nuclei, Nγ(E,Emax) is the time-integrated photon flux∫ tact
0 nγ(E,Emax, t) dt for the duration of activation tact, and σ(E) is the energy-dependent pho-
todisintegration cross section. In the following, the integral of Eq. (3.1) will be referred to as
the energy-integrated cross section Iσ .
The reaction yield Y is determined after the irradiation by measuring the γ transitions following
the α or β decays of the produced unstable isotopes with HPGe detectors under low-background
conditions. Hence, photoactivation experiments are usually restricted to the investigation of
those reactions where the reaction product is unstable and has an appropriate half-life and γ in-
tensity of the decay to be observable. The excellent energy resolution of HPGe detectors of
the order of 1 keV for photon energies of about 100 keV assures a distinct identification of the
observed γ transitions and, therefore, a clear assignment to the corresponding decay, even if
many γ transitions appear in the decay spectrum. This allows to study simultaneously a variety
3.1. Experimental technique 29
of target isotopes and to use naturally composed targets in the experiment. Therefore, photoac-
tivation experiments are a time-efficient as well as a cost-efficient technique. The determination
of the reaction yield is discussed in detail in Sec. 3.2.
Finally, the energy-integrated cross section Iσ from Eq. (3.1) can be derived from the reaction
yield and compared with theoretical model calculations. In the following, two different methods
of data analysis are discussed.
3.1.1 Normalization of absolute cross-section predictions
Although the experiment directly yields the energy-integrated cross section Iσ according to
Eq. (3.1), a further deduction of the absolute cross section σ can hardly be performed. This
is due to the fact that bremsstrahlung is characterized by a continuous spectral distribution
making a deconvolution of Iσ generally impossible. However, if a theoretical prediction for the
cross section denoted by σTheory is adopted, Iσ can be theoretically calculated and then directly
compared with the experiment. This yields a normalization factor f for the prediction:
f Emax =
IExpσ
ITheoryσ
=
IExpσ∫
Nγ(E,Emax)σTheory(E)dE
. (3.2)
By using bremsstrahlung of different energies Emax and deriving f for each energy, one can test
the validity of a theoretical prediction within different regions of energy. If the cross section is
accurately described by theory, f should be independent of Emax and close to unity. However,
one should point out that photoactivation experiments using bremsstrahlung only have limited
sensitivity to the shape of the cross section because the normalization factor f indicates an
average over a wide energy range as illustrated in Fig. 3.4. If the aim is to derive information
about the energy dependence from the subtraction of reaction yields obtained at different Emax,
then this analysis is strongly hampered by the large uncertainties associated with the subtraction
of nearly equally large numbers.
Anyway, measuring at different energies Emax will reduce several experimental uncertainties
and increase the reliability of the derived normalization factor. Therefore, in this thesis a mean
normalization factor 〈 f 〉 is usually derived from averaging over measurements at different en-
ergies Emax.
3.1.2 Determination of ground-state reaction rates
The physical values directly involved in astrophysical network calculations are reaction rates
rather than cross sections. In particular, for calculations of the p-process network, mainly pho-
todisintegration reaction rates for isotopes in a hot thermal photon bath need to be adopted.
According to Sec. 2.2, these rates are determined by:
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Fig. 3.4: Top panel: Simulated spectral distribution of bremsstrahlung at different energies Emax of
(1) 8050 keV, (2) 8600 keV, (3) 9050 keV, and (4) 9650 keV (solid lines) in comparison to
the photoneutron cross section σ of 154Sm (dashed line) predicted by the NON-SMOKERWEB
code [27]. Bottom panel: The product nγ×σ yields the integrand of the energy-integrated cross
section Iσ (see Eq. (3.1)), which covers a broad energy range close to the neutron separation
energy.
λ ∗(T ) = c
∫
nPlanckγ (E,T )σ∗(E)dE , (3.3)
where nPlanckγ is the Planck distribution of Eq. (2.1), σ∗ denotes the stellar photodisintegration
cross section of Eq. (2.3), and c is the velocity of light. As discussed in detail in Sec. 2.2,
stellar reaction rates cannot be measured directly in the laboratory because it is not possible
to produce a thermal photon bath at p-process conditions, i. e., with the intensities resulting
from temperatures between 2 and 3×109 K, and, thus, to account for the thermal population of
excited states. Therefore, only ground-state reaction rates denoted by λ g.s. can be determined
in the experiment.
An obvious way of deriving λ g.s. is to use the normalized cross section σ = 〈 f 〉×σTheory of
the analysis described in the preceding section and then to calculate the ground-state reaction
rate from Eq. (3.3). Using this method one has to rely on an appropriate description of the
energy dependence of the cross section. This might lead to large systematic uncertainties if the
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predicted shape of the cross section deviates significantly from its real shape, e. g., if some res-
onances above the neutron emission threshold are omitted in the theoretical description. Hence,
an approach is preferred where the reaction rates can be directly determined from experimen-
tal data without the need of any theoretical input. This can be achieved by approximating
the Planck spectrum at temperature T with a superposition of several bremsstrahlung spectra
nBremsγ (E,E
i
max) at different energies E
i
max [49]:
cnPlanckγ (E,T )≈∑
i
ai(T )NBremsγ (E,E
i
max) , (3.4)
where ai(T ) are temperature-dependent weighting coefficients. As illustrated in Fig. 3.5, a
highly accurate approximation of the Planck spectrum can be achieved in the relevant energy
region for astrophysical studies just above the neutron threshold energy, i. e., in the Gamow-
like window, depending on how many bremsstrahlung spectra are used for the approximation.
In general, using only about five bremsstrahlung spectra, the deviation between approximated
and real Planck spectrum in the astrophysically relevant energy region is already less than 10%.
With this approximation, Eq. (3.3) can be written as:
λ g.s.(T ) ≈ ∑
i
ai(T )
∫
NBremsγ (E,E
i
max)σ(E)dE (3.5)
= ∑
i
ai(T ) I
Exp
σ ,i . (3.6)
Since the energy-integrated cross section IExpσ ,i is directly determined by the experiment, the re-
action rates can be obtained without further assumptions on the energy dependence of the cross
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Fig. 3.5: Thermal Planck spectrum at a temperature of T = 2.5×109 K (solid line). The weighted sum
of different bremsstrahlung spectra (dotted lines) yields a good approximation (dashed line) of
the Planck spectrum within a small energy window. See text for details.
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section. Therefore, this analysis is free of systematic uncertainties stemming from any cross
section prediction. Nevertheless, a reliable description of the spectral shape of bremsstrahlung
close to Emax is essential. This will be discussed in detail in Sec. 3.3.
The experimentally determined ground-state reaction rates can then be compared to theoretical
predictions. The ratio of experimental and theoretical rates can slightly differ from the normal-
ization factor 〈 f 〉 of the preceding section because 〈 f 〉 is determined by a weighted average
with regard to the uncertainties of each data point, whereas λ g.s. is derived from a weighted
sum using additionally appropriate weighting coefficients ai(T ). Contrary, these coefficients
usually enhance the contribution of data points with larger uncertainties measured at energies
very close to the threshold.
3.2 Determination of reaction yields
To determine the reaction yield of a certain reaction in photoactivation experiments, the γ tran-
sitions subsequent to the α or β decays of the produced unstable isotopes are measured with
HPGe detectors after the irradiation. A typical decay spectrum is shown in Fig. 3.6.
The reaction yield Y can be derived from the activity of the irradiated target:
Y =
A0
λ
× τact× τlost , (3.7)
where A0 denotes the activity at the beginning of the measurement, λ is the decay constant, and
τact and τlost are time-dependent correction terms.
To determine the activity A0, the decay spectrum is accumulated over a time period tmeas, which
yields a peak at energy E and of area Nmeas in the spectrum corresponding to a certain γ transi-
tion. The activity can then be calculated using:
A0 =
Nmeas×λ
Iγ × ε× (1− e−λ tmeas)× τdead
, (3.8)
where Iγ is the intensity of the observed γ transition per decay of the parent nucleus, ε denotes
the energy-dependent detection efficiency, and τdead is the correction for the dead time of the
data acquisition system.
The correction factors τact and τlost account for the decay of produced nuclei during and after
the irradiation, respectively. The latter is simply described by the decay law:
τlost = eλ tlost , (3.9)
where tlost denotes the time period between the end of irradiation and the beginning of measuring
the decay. For the correction factor τact, one needs to take into account that the reaction products
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Fig. 3.6: Typical spectrum of an irradiated gold target measured at the LEPS setup (see Sec. 3.2.1). The
spectrum was accumulated over a period of about 13 min. The strong γ transitions of energy
Eγ = 333.03 keV, 355.73 keV, and 426.10 keV can clearly be identified in the spectrum. The
gray-colored peaks stem from coincidences between X-rays and either of the transitions of
energy Eγ = 333.03 keV and 355.73 keV (1) and coincidences between these two transitions
(2), respectively.
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Fig. 3.7: Beam-current record of an experimental run at E0 = 9050 keV. The beam current has been
averaged over a time interval of ∆t ≈ 2− 3 s. The irradiation was periodically interrupted to
check the beam energy.
are continuously, but – due to fluctuations in the photon flux – usually not homogeneously
accumulated in time during the period of irradiation tact. Since the number of nuclei Nprod,i
produced in a time interval ∆ti is directly proportional to the photon flux and, thus, to the beam
current Ie on the radiator, τact can be derived from the time profile of the beam-current record
(see Fig. 3.7):
τact =
∑i Nprod,i · e−λ (tact−ti)∆ti
∑i Nprod,i
=
∑i Ie,i · e−λ (tact−ti)∆ti
∑i Ie,i
. (3.10)
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Usually, the fluctuations only have a minor impact on the correction factor τact, and the beam
current can be assumed to be constant. The corrections due to fluctuations become only signif-
icant if the half-life of the reaction product is much shorter than the duration of irradiation.
3.2.1 Detector setups
For the experiments of this thesis two different setups have been used to measure the reaction
yields of a photoactivation experiment.
The first setup consisted of a coaxial HPGe detector with 30% efficiency relative to a 3”× 3”
NaI detector and will be referred to as HPGe setup in the following. The distance between
target and detector was varied in different experiments. Small distances were used to cover
a large solid angle to assure a high detection efficiency. On the other hand, larger distances
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Fig. 3.8: Natural background spectrum measured at the HPGe and LEPS setup. The spectra have been
accumulated for a period of a few days and were normalized to the measuring time afterwards.
In comparison with the HPGe setup, the background rate sharply decreases towards higher
energies at the LEPS setup. This can be understood with regard to the sharply decreasing
detection efficiency for photons of higher energy due to the relatively small detector crystal (see
Fig. 3.9). Moreover, the peaks stemming from the X-rays of lead are significantly suppressed at
the LEPS setup due to an additional copper shielding. Some prominent peaks stemming from
natural background are indicated by arrows (energies in units of keV).
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were applied to minimize summing effects of coincident γ rays in the spectra. The treatment of
summing effects is described in detail in Sec. 3.2.4.
Additionally, a second setup was used in the described experiments which consisted of two
planar HPGe Low-Energy Photon Spectrometers (LEPS) of almost identical construction and
will be denoted by LEPS setup in the following. These detectors suffer from a relatively small
detector crystal when being used for the detection of photons of energies above a few hundred
keV. However, they provide an excellent energy resolution of less than 1 keV for photon ener-
gies of about 100 keV. Furthermore, they benefit from a very thin beryllium entrance window
making them highly sensitive even to low-energetic photons down to a few keV. These detectors
were positioned face-to-face having a distance of only 10 mm to each other. The targets were
mounted directly between the two detectors to obtain a high detection efficiency. However, this
geometry gave rise to a significant amount of summing effects, which had to be corrected by a
careful analysis.
Both setups were covered by thick shieldings of lead to reduce natural background. In addition,
the LEPS were shielded by an inner layer of copper to reduce X-rays and low-energy γ rays
stemming from the outer lead shielding. The natural background spectrum measured at both
setups is shown in Fig. 3.8.
3.2.2 Detection efficiency
The detection efficiency of each detector setup was simulated using the Monte Carlo code
GEANT4 [43]. For this purpose, the full geometry of the detectors was implemented into the
simulation code with regard to the detailed dimensions including any absorbing layers, e. g.,
entrance window and dead layers of the detector crystal (see Tab. B.2 of the appendix). In addi-
tion to the simulations, efficiencies at certain energies between 14 and 1350 keV were measured
using standard calibration sources, which served as a normalization for the simulated efficiency
curve. A list of sources used for the experiments of this thesis is shown in Tab. B.1 of the ap-
pendix. If not otherwise stated, the efficiency will always refer to the photopeak efficiency in
the following, i. e., the probability that a photon deposits its full energy in the detector.
As shown in Fig. 3.9, the normalized simulations are in good agreement with the experimen-
tal data points and provide a reliable description of the energy-dependent detection efficiency.
From the experimental uncertainties and the deviation between experimental data points and
normalized simulations, it was estimated that the absolute detection efficiency can be deter-
mined with an uncertainty of less than 7% for energies of up to about 1500 keV at each detector
setup.
In some of the experiments of this thesis, two independent measurements of the detection effi-
ciency were performed at the beginning and at the end of the beam time, respectively, to confirm
the reproducibility of the efficiency calibration. It has been found that the detection efficiency
can be accurately reproduced within an uncertainty of about 2% for those setups using a large
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Fig. 3.9: Detection efficiency of the HPGe and LEPS setup. Calibration sources (squares) served as a
normalization for simulations of the detection efficiency (dashed line). Due to large summing
effects of coincident photons at small distances between detector and source (see Sec. 3.2.4),
only those calibration sources without γ cascades were used in these cases. In addition, non-
calibrated radioactive sources (triangles) have been used to further confirm the energy depen-
dence of the detection efficiency. Left panels: Detection efficiency at the HPGe setup for various
distances between detector and source denoted by d. Right panels: Detection efficiency of the
two different detectors used at the LEPS setup. The distance between the detectors and sources
was 5 mm. Both detectors are almost of identical construction so that they nearly provide the
same detection efficiency.
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Fig. 3.10: The variation of detection efficiency as a function of distance between source and detector has
been simulated for both the HPGe setup and LEPS setup. The plot shows the uncertainty of
the detection efficiency assuming a 1 mm uncertainty of distance between detector and source
for photon energies of 100 keV (circles), 200 keV (triangles) and 1000 keV (open squares).
A calculation based on the geometrical efficiency only is shown as a dashed line. See text for
details.
distance between detector and calibration source. However, setups using very small distances
showed deviations of about 10% in several measurements.
It has been assumed that these deviations stem from uncertainties of the positioning of the
sources in front of the detectors. To confirm this assumption, the sensitivity of the detection
efficiency as a function of distance between detector and source has been investigated in simu-
lations. The results are illustrated in Fig. 3.10. The simulations confirm the sensitivity expected
for the geometrical efficiency, which only refers to the solid angle covered by the detector. Devi-
ations can be understood with regard to the fact that the intrinsic efficiency, i. e., the probability
for a full energy deposition of a photon hitting the detector, is also a function of distance.
One finds that at the HPGe setup a variation of 1 mm in distance causes a relative uncertainty
of the detection efficiency of about 5%, if the source is placed very close to the detector. As
expected, the sensitivity decreases towards larger distances giving rise to uncertainties of about
2% per mm variation for a distance of 100 mm.
At the LEPS setup, the sensitivity is found to be slightly higher up to about 8% per mm variation,
presumably due to the smaller diameter of the detector crystal. It was found that the results are
almost independent of photon energy. Therefore, if one assumes a reasonable uncertainty in the
positioning of the sources of about 1 mm the discrepancies found in the measurements can be
understood with regard to these results.
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3.2.3 Correction for self-absorption and target dimensions
The previous section described how the detection efficiency for photons emitted by point-like
sources can be determined. In the experiments of this thesis, however, targets of finite dimen-
sions are used, typically disks with a diameter of 20 mm. Therefore, the efficiencies derived
from point-like sources need to be adjusted appropriately to be adopted for the data analysis of
photoactivation experiments.
For this purpose, three different effects must be taken into consideration. First, one has to
account for self-absorption of photons within the targets. This is especially of importance if
low-energetic photons should be observed. Secondly, photons are emitted from any position
within the finite target volume. Hence, the assumption of a point-like source is not satisfied.
And thirdly, the activity of an irradiated target is not spread homogeneously over the target
volume due to the angular distribution of bremsstrahlung used for the irradiation.
To account for these effects, detailed simulations using GEANT4 were performed. The detection
efficiency for photons of energy E of a voluminous target can be calculated from:
εTarget(E) = εPoint(E)×
εSimTarget(E)
εSimPoint(E)
, (3.11)
where εPoint denotes the experimental detection efficiency for a point-like source as derived in
the previous section while εSimTarget and ε
Sim
Point refer to the simulated detection efficiency for a target
of finite dimensions and a point-like source, respectively. The ratio of εSimTarget and ε
Sim
Point states
the correction which needs to be applied to the experimentally determined efficiency curve.
It is possible to determine this correction by means of one single comprehensive simulation
that takes into consideration all of the effects mentioned above. However, to study each effect
separately, εSimTarget can be written as:
εSimTarget(E) =
∆∫
0
R∫
0
εSim(E,ρ,z) P(ρ)dρ dz
∆∫
0
R∫
0
P(ρ)dρ dz
, (3.12)
where R and ∆ are target radius and thickness, respectively, and ρ and z denote the cylindrical
coordinates. εSim is the simulated detection efficiency including self-absorption for a photon
emitted at the position (ρ,z), and P denotes the activity distribution of the target as a function
of ρ .
The efficiency function εSim has been determined for targets of different material and mass. The
activity distribution P has been adopted from the angular distribution of the photon flux used for
the irradiation, which has been derived from bremsstrahlung simulations (see Sec. 3.3.1) and is
illustrated in Fig. 3.11.
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Fig. 3.11: Angular distribution of bremsstrahlung at the photoactivation setup. The graph shows the
simulated photon flux nγ for a maximum photon energy of Emax = 9500 keV as a function of
ϑ which denotes the angle between beam axis and momentum vector of the bremsstrahlung
photon. The distribution has been normalized to nγ(0◦). The gray areas indicate the angular
regions covered by targets in front of the collimator before (light gray) and after modifications
of the setup (dark gray), respectively. The angular region covered by targets behind the colli-
mator is very small. Thus, targets behind the collimator are irradiated almost homogeneously
over the target volume.
Extensive simulations have shown that the contribution due to the finite dimensions of the tar-
get sensitively depends on the geometry of the detector setup. A correction of about 1% for
the HPGe setup using a distance of 81 mm between target and detector and of about 7% for
the LEPS setup using a distance of 5 mm has been determined, respectively. In addition, a
significant contribution was found to stem from self-absorption of photons within the target
depending on target mass and material. Finally, the detection efficiency has been calculated
using both a homogeneous activity distribution and a distribution according to the angular dis-
tribution of Fig. 3.11. Interestingly enough, the results determined for the two different activity
distributions only showed deviations of the order of 1% indicating that the averaged detection
efficiency is rather insensitive to the adopted activity distribution.
A selection of correction factors is shown in Tab. C.1 of the appendix. With regard to the
uncertainties of the simulations, it was estimated that the correction factors can be determined
with an overall uncertainty of less than 5%.
3.2.4 Treatment of summing effects
Whenever a detector is coincidentally hit by two photons, the detector response will appear
to stem from only one single event with signal strength corresponding to the summed energy
deposition of both photons. In general, two events can be ascribed to be coincident if they occur
within a short time interval compared to the time constant of the data acquisition system.
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For a setup using HPGe detectors with conventional electronics, the time constant is usually
of the order of a few µs. Thus, if the detection rate is restricted to a maximum rate of a few
kHz, as this was the case for the experiments of this thesis, random coincidences will only
play a minor role. However, a significant amount of coincident events will occur if a decay is
measured in which the nucleus de-excites from an excited level by the subsequent emission of
several photons (see Fig. 3.12). The time constant of these transitions is usually of the order of
1 ps and, therefore, much shorter than the time constant of the data acquisition system.
In the following, it will be described how coincident events distort a measured spectrum due
to summing effects and how this can be corrected in the data analysis. These corrections have
already been discussed in previous works, e. g., see Ref. [41]. However, summing effects have
played a major role for several decays studied in the experiments of this thesis, and, therefore, it
is worthwhile to recapitulate the correction procedure. Moreover, it was found that some of the
corrections derived in previous works have to be revised for reasons discussed further below.
To point out the contributions of summing effects, a typical photoactivation experiment will be
discussed in which the reaction products decay according to Fig. 3.12, and the activity of the
irradiated target has to be determined. For this purpose, one could, e. g, count the number of
transitions γ5 via the detection of the corresponding photons, which yield a peak at energy E5
and of area N5 in the observed spectrum (notations are according to Fig. 3.12).
Neglecting any summing effects, the target activity A0 can be determined according to Eq. (3.8):
N5 =
A0
λ
× (1− e−λ t)× τdead× Iγ+ce5 ×
1
1+α5
× ε5 , (3.13)
In the following, Iγ+cei denotes the probability for the transition γi per decay of the parent nu-
cleus due to the emission of either a photon or a conversion electron, αi is the conversion
coefficient, and εi is the photopeak efficiency.
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Fig. 3.12: Typical β -decay scheme. Several levels in the daughter nucleus A(Z−1) can be populated by
the β decay and will de-excite by means of various transitions γi.
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However, due to summing effects the observed spectrum is usually distorted and the observed
peak area Nmeas at energy E5 will deviate from N5. For example, the observed peak area will be
reduced compared to N5 if photons stemming either from γ1 or γ4 are measured in coincidence
with photons stemming from γ5 because these events will have a total energy deposition larger
than E5. On the other hand, the peak area will be increased if photons stemming from γ2 are
measured in coincidence with photons stemming from γ3 and both photons deposit their full
energy in the detector. Thus, Nmeas is given by:
Nmeas = N5−N1+5−N4+5+N2+3 , (3.14)
where Ni+ j refers to events stemming from the coincidence of γi and γ j. To determine N5, it is
mandatory to calculate the contributions of the terms corresponding to summing effects. This
will be briefly described in the following.
With regard to the notation used above, N1+5 can be calculated by:
N1+5 = N5× 11+α1 × ε1
ε total1
ε1︸ ︷︷ ︸
(i)
, (3.15)
Term (i) quotes the probability of a photon of energy E1 to deposit any amount of energy in the
detector. It is important to point out that photons need not necessarily deposit their full energy
to give contributions to N1+5 because any additional energy deposition will shift an event of true
energy E5 to higher energies in the observed spectrum. To calculate term (i), one can adjust the
well-known photopeak efficiency by a correction factor εi/ε totali , which will be referred to as
the photopeak-to-total ratio in the following. This ratio has been determined by means of simu-
lations illustrated in Fig. 3.13. Some larger discrepancies can be observed between simulations
and experimental data indicating a rather large uncertainty for the adopted photopeak-to-total
ratio. However, the contribution of this uncertainty to the overall experimental uncertainty is
usually rather small (see Sec. 3.5).
As shown in Fig. 3.13, the photopeak-to-total ratio becomes significant for the correction pro-
cedure of summing effects for photon energies Eγ > 100 keV. Nevertheless, this ratio was not
taken into account in previous works (e. g., see Ref. [41]). Therefore, some of the previous
experimental results have to be revised, especially if the studied decays gave rise to strong sum-
ming effects. Such a revision has been performed for the photoneutron reaction of 197Au in
Sec. 3.3.2.
In analogy to the calculation of N1+5, N4+5 is given by:
N4+5 = N5×
Iγ+ce4
Iγ+ce4 + I
β
3
× 1
1+α4
× ε4 ε
total
4
ε4
, (3.16)
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Fig. 3.13: Left panel: The decay spectrum of a 22Na source measured with a HPGe detector (black
histogram) is compared with a simulation using GEANT4 (gray histogram). The simulated
spectrum was folded with a Gaussian function to account for the energy resolution of the
detector. Both spectra have been normalized to give the same photopeak area. A large amount
of photons do not deposit their full energy in the detector. The ratio of photopeak events to the
total number of events in the spectrum is denoted by the photopeak-to-total ratio ε/εtotal. The
simulation overestimates the photopeak-to-total ratio by about 30-40%, although the shape of
the spectrum is fairly described. Right panel: The graph shows results of a simulation for the
photopeak-to-total ratio as a function of photon energy for the HPGe setup (solid line) and the
LEPS setup (dashed line), respectively. The results were found to be almost independent of
the adopted distance between detector and source.
where Iβ3 denotes the probability for the population of state 3 due to the β decay of the parent
nucleus.
Furthermore, N2+3 is determined by:
N2+3 =
A0
λ
× (1− e−λ t)× τdead× Iγ+ce3 ×
1
1+α3
× ε3× 11+α2 × ε2 , (3.17)
Note that no photopeak-to-total ratio appears in Eq. (3.17) because both photons stemming from
γ2 and γ3 have to deposit their full energy to yield an event of total energy E5.
Using Eq. (3.14) to (3.17), N5 can be directly derived from the observed peak area Nmeas:
N5 =
(
1− N1+5+N4+5−N2+3
N5
)−1
︸ ︷︷ ︸
ktotal
×Nmeas . (3.18)
It has to be pointed out that the correction factor ktotal only involves information about the decay
scheme and the detection efficiency and is independent of the activity A0.
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For the experiments of this thesis, correction factors have been determined for each transition
used for the analysis of the photoneutron reaction yields. Some decay schemes have been
much more complicated than in the example discussed, giving rise to many more correction
terms. However, the basic principle of the correction procedure has remained unchanged in
these cases. A list of correction factors determined for the decays studied in the experiments of
this thesis is shown in Sec. C.2 of the appendix.
Some final remarks shall be added to point out some simplifications implicitly applied for the
determination of the correction factor ktotal. First, any coincidences stemming from more than
two transitions have been neglected in the correction procedure. This is a reasonable simplifica-
tion because all correction terms taken into account are of the order o(ε2), whereas the leading
term N5 is of the order o(ε). Coincidences of more than two transitions would be at least of the
order o(ε3). Since the detection efficiency is usually much smaller than unity, those correction
terms would only give a minor contribution to the total correction factor.
Secondly, it has been assumed that the angular distribution of photons emitted by subsequent
transitions is isotropic. However, as long as a large solid angle is covered, i. e., for small
distances between detector and source, the detector averages over a large interval of the angu-
lar distribution. In this case, corrections due to the angular distribution are almost negligible.
Larger corrections are expected with increasing distance, but at large distances summing effects
only play a minor role due to the small detection efficiency. Therefore, assuming an isotropic
angular distribution will not involve a significant error in the data analysis.
Further discussions about the correction of summing effects can be found in Refs. [50–52].
3.3 Determination of the photon flux
To determine absolute cross sections of photodisintegration reactions, it is mandatory to know
the time-integrated photon flux of the irradiation. Due to the very intense photon beam, it is
hardly possible to directly measure the photon flux by means of a photon detector placed in-
beam straight behind the experimental setup. Thus, the photon flux is adopted from extensive
Monte Carlo simulations which have to be normalized to the reaction yields of various standard
reactions measured simultaneously during the irradiation. A short description of these simula-
tions will be presented in the next section, whereas the various standard reactions are discussed
in Sec. 3.3.2.
3.3.1 Spectral shape of bremsstrahlung
The spectral shape of the photon flux at both target positions in front of and behind the colli-
mator is obtained from detailed simulations using the Monte Carlo code GEANT4 [43]. The
simulations account for the electron exit window of the accelerator made out of aluminium of
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Fig. 3.14: The spectral shape of bremsstrahlung of maximum photon energy Emax = 9500 keV obtained
from a simulation with GEANT4 (solid line). For photon energies Eγ > 6500 keV, the spectrum
can be accurately described by the parametrization stated in Chapter A of the appendix (dashed
line). However, some larger discrepancies appear close to Emax.
130 µm thickness, the copper radiator of 12 mm thickness as well as the thick copper collima-
tor with a length of 955 mm. The entrance and exit hole of the collimator have diameters of
11.4 mm and 19.8 mm, respectively. The simulations have been carried out for a wide range
of beam energies. For illustration, a simulated bremsstrahlung spectrum for a beam energy of
E0 = 9500 keV is shown in Fig. 3.14. Although simulations have been performed for each beam
energy used in the experiment, a parametrization of the energy-dependent photon flux has been
derived from a large set of simulations to provide a simple description for a wide energy range.
This parametrization will be presented in Chapter A of the appendix.
3.3.2 Absolute normalization of the photon flux
The absolute normalization of the time-integrated photon flux can be derived from the reaction
yields of standard reactions with well-known cross sections. For this purpose, the photoneutron
reactions 187Re(γ,n) and 197Au(γ,n) and the photon-scattering reaction 11B(γ ,γ ′) are dedicate
reactions, respectively. Both types of reaction will be discussed in the following.
3.3. Determination of the photon flux 45
Normalization of the photon flux via photoneutron reactions
For this technique, standard targets are irradiated both in front of and behind the collimator to
normalize the absolute photon flux at both target positions by means of the measured reaction
yields. With Nγ,sim(E,Emax) denoting the simulated spectral distribution of bremsstrahlung of
maximum photon energy Emax, the normalization factor N
Emax
γ ,0 for the simulation can be derived
from Eq. (3.1):
NEmaxγ ,0 =
Y Emax
NT
∫
Nγ,sim(E,Emax) σ(E) dE
, (3.19)
where σ denotes the photoneutron cross section of the standard target. Thus, the normaliza-
tion of the photon flux can be directly determined by the well-known cross section σ and the
experimentally determined reaction yield Y Emax .
In this thesis, gold and rhenium targets were used as standard targets because the reactions
187Re(γ,n) and 197Au(γ,n) have been studied in the astrophysically relevant energy region in
previous experiments [46, 48]. The cross section of 187Re has been adopted from the empirical
parametrization given in Ref. [48]:
σ
187Re(E) = (81.64±8.029)×
(
E−Sn
Sn
)0.5
, (3.20)
where Sn quotes the neutron separation energy.
A similar parametrization for the cross section of 197Au has been determined in Ref. [46].
However, this parametrization had to be revised because summing effects stemming from the
β decay of 196Au had not been treated properly in the data analysis of this work as outlined in
Sec. 3.2.4. A reanalysis of the data yielded a slightly increased cross section, which has been
used for the absolute normalization of the photon flux in this thesis:
σ
197Au(E) = (152.7±19.5)×
(
E−Sn
Sn
)0.545
, (3.21)
This cross section is about 4.4% larger than quoted in Ref. [46].
Normalization of the photon flux via photon-scattering reactions
A second approach for the normalization of the photon flux is to observe the photon-scattering
reaction 11B(γ,γ ′) with HPGe detectors behind the collimator (see Fig. 3.2). The reaction yield
for a certain transition from a state of energy Ei into a state of energy E j is given by:
Yi→ j = NBor×Nγ(Ei,Emax)× Ii→ j , (3.22)
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where NBor is the number of 11B nuclei in the target and Ii→ j denotes the integrated cross
section of the observed γ transition. Since the reaction yield Yi→ j can be derived from the
spectra measured with HPGe detectors and Ii→ j is well known for several transitions in 11B up
to an energy of about 9000 keV, one can directly determine the absolute photon flux at various
energies by analyzing different transitions.
However, an accurate knowledge of the detection efficiency is mandatory for the determination
of Yi→ j. Therefore, simulations using GEANT4 have been performed with regard to the detailed
geometry of the various detectors used in the experiments (see Tab. B.2 of the appendix). The
simulations accounted for several sets of lead and copper absorbers in front of the detectors
which are usually used to reduce low-energetic background during the experiment.
Measurements of the detection efficiency using the calibration sources 22Na, 54Mn, and 60Co,
respectively, served as a normalization for the simulations. Additionally, a non-calibrated 56Co
source that provides many γ transitions up to an energy of about 3500 keV has been used to con-
firm the energy-dependence of the simulated efficiency. Results for different sets of absorbers
used in the experiments of this thesis are illustrated in Fig. 3.15 proving that the simulation
provides a reliable description of the energy-dependent detection efficiency. A mean deviation
between the experimental data points and the simulated efficiency curve of less than 5% has
been determined. However, to account for additional uncertainties due to the extrapolation of
the detection efficiency to higher energies where no experimental data was available, an overall
uncertainty of 10% has been estimated.
With the knowledge of the detection efficiency, the reaction yield Yi→ j of the photon-scattering
reaction can be determined from the observed γ transitions, and the absolute photon flux at
various energies can be derived from Eq. (3.22). The analysis of Yi→ j involves several additional
correction terms, e. g., the angular distribution of the observed photons and the feeding of low-
lying levels. However, this shall not be further discussed here, and the reader is referred to
Ref. [41] where a detailed description is given.
Finally, the analysis of the photon-scattering reaction provides data points for the absolute pho-
ton flux at several photon energies which serve as a normalization for the simulated photon spec-
trum. For illustration, data points from an experiment using bremsstrahlung of Emax = 9500 keV
are shown in Fig. 3.16 and compared with normalized simulations using GEANT3 and GEANT4,
respectively.
As shown in Fig. 3.16, GEANT3 is not able to accurately describe the spectral shape close to
Emax. Therefore, previous works had to apply a correction procedure to adjust the simulations to
the experimental data point at Eγ = 8916.3 keV [41]. This procedure gave rise to large system-
atic uncertainties, in particular for experiments performed in front of the collimator where no
experimental data for the photon flux had been available to confirm the validity of this correc-
tion procedure. Therefore, previous experiments were usually restricted to irradiations behind
the collimator.
In comparison, simulations using GEANT4 are in much better agreement with the experimental
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Fig. 3.15: Detection efficiency of HPGe detectors at the photoactivation setup using lead and copper
absorbers of various thickness. Specifications of the detectors NRF2 and NRF3 are summa-
rized in Tab. B.2 of the appendix. The dashed line shows the simulated efficiency curve using
GEANT4, which has been normalized to data points stemming from several calibration sources
(open circles). A non-calibrated 56Co source has been used to confirm the energy dependence
of the simulated detection efficiency (triangles).
data points showing that a correction procedure no longer needs to be applied. Measurements
for many different energies Emax have confirmed that these simulations provide a reliable overall
description of the photon flux. A mean deviation of about 15% has been found between exper-
imental data and simulation. Therefore, it can be assumed that these simulations also yield an
accurate description of the photon flux in front of the collimator within the quoted uncertainty
of 15%. Further confirmation of the reliability of bremsstrahlung simulations using GEANT4
will be given in Sec. 3.4.2 where experimental data stemming from direct measurements of
bremsstrahlung spectra are provided.
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Fig. 3.16: Simulations of a bremsstrahlung spectrum using GEANT3 (dashed line) and GEANT4 (solid
line) are compared to experimental data points (open squares) stemming from the photon-
scattering reaction 11B(γ,γ ′). The data points are in good agreement with the simulation using
GEANT4, whereas the simulation using GEANT3 shows a large discrepancy to the data point
at Eγ = 8916.3 keV. Hence, a correction procedure was applied to simulations using GEANT3
in previous works [41]. The dotted line shows the corrected spectrum.
A final remark is that photon-scattering reactions only allow for the normalization of the photon
flux behind the collimator. However, with regard to the reliable overall description provided by
the simulations, it can be assumed that the determined normalization factor behind the collima-
tor is also valid for the photon-flux simulation at the target position in front of the collimator.
This assumption will be confirmed in the next paragraph.
Comparison of various standard reactions
To check the reliability and consistency of the absolute photon flux normalization derived from
the various standard reactions, several independent measurements have been performed and
normalization factors for the photon flux have been determined by means of each standard
reaction. The results are compared in Fig. 3.17.
The normalization factors derived from the various standard reactions are in good agreement to
each other. Whereas both photoneutron reactions 187Re(γ ,n) and 197Au(γ ,n) yield consistent
results within the adopted cross-section uncertainties of these reactions, a deviation of about
20% can be found in comparison to the photon-scattering reaction 11B(γ ,γ ′). However, this
discrepancy can be understood with regard to the assumed uncertainties for the spectral shape
of the photon flux.
Moreover, Fig. 3.17 implies that the normalization factors determined for the photon flux behind
the collimator are almost equal to those determined independently in front of the collimator.
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This is a further indication that the simulations using GEANT4 provide an accurate description
of the photon flux both in front of and behind the collimator.
In conclusion, the data shown in Fig. 3.17 have proven the reliability of various standard reac-
tions and confirmed that the absolute photon flux during an irradiation can be determined with
an uncertainty of less than 20%.
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Fig. 3.17: Normalization factors for the photon flux derived from the photoneutron reactions 187Re(γ,n)
(left panels) and 197Au(γ,n) (right panels) are compared to those determined by the photon-
scattering reaction 11B(γ,γ ′). The data stem from a photoactivation experiment that will be
discussed in Sec. 4.1. Since no experimental data for 11B(γ,γ ′) were available in front of the
collimator, the quoted ratio for each energy has been calculated by means of the same normal-
ization factor Nγ,0(11B(γ,γ ′)) in front of and behind the collimator. The experimental error
bars take into account uncertainties for the spectral shape of the photon flux and uncertainties
stemming from the reaction yield determination of the various standard reactions. The gray
error band denotes the uncertainty of the adopted photoneutron cross sections of 197Au and
187Re [46, 48], respectively. The various standard reactions are found to be consistent within
the quoted uncertainties. The mean ratio is indicated by a dashed line.
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3.4 Determination of the beam energy
It is essential to know the absolute beam energy for the determination of photodisintegra-
tion cross sections in photoactivation experiments, especially just above the particle threshold.
This is illustrated in Fig. 3.18 where the expected reaction yield for the photoneutron reaction
154Sm(γ,n) has been calculated as a function of beam energy using a theoretical cross-section
prediction. It can be clearly seen, that for beam energies as low as a few hundred keV above
the threshold a 25 keV uncertainty of E0 already gives rise to very large uncertainties of the
predicted reaction yield. Unfortunately, this is the most relevant energy region for astrophysical
investigations. Therefore, reliable experimental data of astrophysical implication can only be
provided if the beam energy is well controlled during the irradiation and systematic uncertain-
ties in the determination of the beam energy are reduced to a minimum.
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Fig. 3.18: Sensitivity of the photoneutron reaction yield Y to the absolute beam energy E0. Top panel:
The solid line shows the expected photoneutron reaction yield of 154Sm assuming a photoneu-
tron cross section adopted from a NON-SMOKERWEB calculation. The dashed and dotted
lines indicate the error bands assuming uncertainties for the beam energy of ∆E0 = 25 keV
and 50 keV, respectively. Sn denotes the neutron separation energy of 154Sm. Bottom panel:
The relative uncertainty of the predicted reaction yield due to uncertainties of the beam energy
is plotted as a function of E0 − Sn. Close to the neutron threshold, this uncertainty clearly
dominates other experimental uncertainties indicated by the gray band. A detailed discussion
of these uncertainties is provided in Sec. 3.5.
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As described in Sec. 3.1, the beam energy is conventionally adjusted by the use of a deflect-
ing magnet in front of the experimental setup. However, only few attempts have been made
in the past to confirm the reliability of this technique as applied at the photoactivation setup
[53, 54]. The adjustment of beam energy has therefore been subject to large systematic uncer-
tainties, which have only been estimated so far. The intention of this section is to constrain
these systematic uncertainties by means of several experimental approaches.
3.4.1 Offline method using a deflecting magnet
The beam energy at the photoactivation setup can be derived from the deflection of the electron
beam by a well-calibrated 40◦ deflecting magnet. The beam energy E0 is then determined by
[55]:
E0 = m0c2
(√
e2ρ2
m20c
2 B
2+1−1
)
, (3.23)
where m0 denotes the electron mass and B is the magnetic field strength corresponding to a 40◦
deflection of electrons with kinetic energy E0. The effective radius of curvature ρ depends on
the detailed field characteristics of the magnet and can be adopted from analytic calculations.
Thus, E0 can be directly determined by the measured magnetic field B. This technique will be
referred to as the conventional technique in the discussion of the following sections.
This technique is subject to several uncertainties. First of all, the calculation of ρ requires a
detailed knowledge of the magnetic field including fringe fields. Hence, any uncertainties in
the magnetic field distribution will give rise to systematic uncertainties of ρ and, thus, of E0.
Secondly, even if ρ is known with high accuracy, Eq. (3.23) only holds for a central electron
beam traversing the symmetry plane of the magnet. Any deviation from this ideal trajectory will
result in a wrong assignment of magnetic field and energy. The sensitivity of the energy deter-
mination to the adjustment of beam position has been studied in detail in Ref. [53]. It was found
that even rather small maladjustments of the beam position give rise to uncertainties of about
∆E0 = 50 keV. However, this uncertainty only refers to the reproducibility of this technique
and does not account for any systematic discrepancies of the absolute beam energy. Finally, it
has to be mentioned that this technique as applied at the photoactivation setup is restricted to
beam currents below 100 nA because the beam position behind the deflecting magnet has to
be observed with fluorescence targets. Hence, one cannot exclude that any energy drifts occur
when higher beam currents are used in the experiment.
To constrain these systematic uncertainties, two different measurements have been performed
which will be described in the following two sections.
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3.4.2 Direct measurement of bremsstrahlung spectra
As a first approach to determine the absolute beam energy E0 independently of the conventional
technique, the spectral distribution of the photon flux at the photoactivation setup has been
measured directly using a HPGe detector (detector NRF4 of Tab. B.2 of the appendix). The
detector was placed in-beam directly behind the collimator, and its front side was shielded with
copper of 1 cm thickness to reduce the low-energetic photon background. A very low beam
current had to be used not to exceed count rates of a few kHz in the detector, which would have
caused a significant amount of pile-up effects. Spectra were measured for three different beam
energies adjusted via the conventional method of Sec. 3.4.1 to EConv0 = 8000 keV, 8087 keV,
and 8197 keV and are shown in Fig. 3.19.
Since bremsstrahlung spectra, in general, exhibit a sharp cut-off in the spectral distribution, the
original idea of this approach was to determine the beam energy from this cut-off, which was
expected to be found close to EConv0 in the measured spectra. However, as shown in Fig. 3.19,
the spectra are smeared out significantly at these energies making it hardly possible to clearly
identify the position of the cut-off. It has been assumed for further analysis that this smearing-
out has been caused by a small fraction of pile-up events which evenly spread over the spectra.
The average number of pile-up events per energy bin was determined from events of energy
above EConv0 and has then been subtracted from the spectra as illustrated in Fig. 3.19. Even after
this correction, the cut-off still could not be determined accurately due to insufficient statistics
and, thus, the idea was to derive E0 from the shape of the measured spectra instead.
Therefore, the spectral distribution has been simulated in detail with GEANT4 for several ener-
gies (denoted by ESim0 ) close to E
Conv
0 taking into account that the measured spectra are a con-
volution of photon-flux distribution and detector response. As shown in Fig. 3.19, the overall
agreement between measurement and simulation is excellent. Furthermore, the spectral shape
in the energy range between 3000 and 6000 keV was found to be almost independent of the
adopted energy ESim0 but differed significantly for energies close to the cut-off.
Hence, as a first step of the analysis, the simulated spectra of various energies ESim0 have each
been normalized to the measured spectra for energies between 3000 to 6000 keV. In a second
step, the normalized simulations have been compared to the measurements in the energy range
between 6000 to 8000 keV by means of a χ2 test, whereas the minimum value of χ2red has been
expected to yield the most probable value of the true beam energy. The results of this analysis
are shown in Fig. 3.20.
Due to large statistical uncertainties in both the measured and simulated spectra close to the
cut-off, the data points are subject to large fluctuations which hamper a clear determination of
the minimum χ2red. Nevertheless, the results obtained from this measurement already allow to
constrain the uncertainty of the absolute beam energy to about 50 keV and are found to be in
good agreement with the beam energies adopted from the conventional method.
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Fig. 3.19: Direct measurement of bremsstrahlung using a HPGe detector at beam energies EConv0 =
8000 keV, 8087 keV, and 8197 keV, respectively (gray histograms). The beam energy was
adjusted by means of the conventional method of Sec. 3.4.1 and each spectrum was accumu-
lated for a period of about 1 h. Left panel: The spectra show no clear cut-off close to EConv0 ,
presumably due to pile-up effects in the detector. Solid lines indicate the assumed averaged
rate of pile-up events per energy bin derived from events of energies E > EConv0 . Right panel:
The averaged rate of pile-up events has been subtracted from the measured spectra. For com-
parison with the corrected spectra, two simulations for beam energies ESim0 = 8025 keV and
8325 keV are shown (black histograms). Each simulation has been normalized to the corrected
spectra for energies between 3000 and 6000 keV. See text for details.
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Fig. 3.20: Comparison of directly measured bremsstrahlung spectra with simulations using GEANT4.
Simulations have been performed for various beam energies ESim0 and compared to the mea-
sured spectra via a χ2 test. The beam energy for the measurement (denoted by EConv0 ) has been
adjusted by the conventional method of Sec. 3.4.1. Although no clear minimum of χ2red can
be identified, the beam energy can already be estimated with an uncertainty of about 50 keV
(gray band). See text for more details.
3.4.3 Photoactivation very close to the neutron threshold
In this section, the approach will be discussed to constrain the beam energy by analyzing the
reaction yields of various photoneutron reactions for beam energies very close to the neutron
separation energy. As shown in Fig. 3.18, the reaction yield of photoneutron reactions just
above the threshold is highly sensitive to the beam energy. While this sensitivity hampers an
accurate determination of cross sections close to the threshold, it allows to strongly constrain
the absolute beam energy from a measured reaction yield if the cross section is already well
known. Unfortunately, there are no reliable experimental cross-section data very close to the
neutron threshold available, but it will be demonstrated in this section that a reasonable analysis
can already be performed by adopting the cross section from theoretical calculations assuming
uncertainties within a factor of 2. Therefore, the idea of this approach is to constrain the beam
energy by comparing experimental yields with theoretical predictions.
Several sets of target nuclei with similar neutron separation energies were irradiated for a pe-
riod of about two hours, each using beam energies close to the neutron threshold. The target
specifications are summarized in Tab. 3.1. The beam energy was adjusted by means of the con-
ventional method of Sec. 3.4.1, and irradiations were performed in steps of 25 keV at energies
of EConv0 = 9125 keV, 9150 keV, 9175 keV, 9200 keV, and 9225 keV, respectively. Since exper-
imental conditions such as beam adjustments were kept constant for all of these irradiations, it
can be assumed that the various beam energies used for the measurements have been accurately
known relatively to each other. This is essential for studying the reaction yield as a function of
beam energy.
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Isotope Form Weight [g] Sn [keV] Eγ [keV] Iγ [%]
127I KI 4.5−5 9143.91 388.6 35.6±0.4
140Ce CeO2 2.5−3 9202.1 165.85 79.9±0.05
121Sb Sb2O3 4−5 9241.96 89.8 79.5±1.6
Tab. 3.1: Specifications of targets irradiated very close to the neutron separation energy Sn. Iγ denotes
the intensity per decay for a γ transition of energy Eγ .
The experimental reaction yields were determined after the irradiation by the analysis described
in Sec. 3.2 and compared to theoretical predictions. The results are shown in Fig. 3.21. The
measured reaction yields highly exceeded the theoretical predictions even if the uncertainty for
the adopted cross section is taken into account. This indicates that the true beam energy was
actually higher than determined from the conventional method.
To further constrain the beam energy, the experimental data points have been fitted to the theo-
retical predictions by means of two free parameters, one describing an energy shift of the data
points (denoted by ∆EConv0 ) and a second one quoting the absolute normalization of the pre-
dicted cross section (denoted by f ). The best combination of these two parameters has then
been derived from a χ2 test. In case of the reaction 127I(γ ,n), a minimum χ2red was found for
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Fig. 3.21: Reaction yields for photoneutron reactions very close to the neutron threshold for 127I(γ,n)
(left panel) and 140Ce(γ,n) (right panel). A theoretical prediction for the reaction yield us-
ing the TALYS code [30] is shown by the dotted line. The gray error band accounts for
the uncertainty of the theoretical cross-section prediction. The measured reaction yields are
shown as triangles assuming a beam energy derived from the conventional method described
in Sec. 3.4.1. The error bars quote the experimental uncertainties discussed in Sec. 3.5. To
determine the correct beam energy of the irradiation, the data points have been adjusted to the
theoretical prediction by means of a χ2 test which yields a combination of energy-shifted data
points (circles) and normalized theoretical predictions (dashed lines). See text for details.
56 Chapter 3. Photoactivation experiments at the S-DALINAC
an energy shift of ∆EConv0 = 25 keV and a normalization factor f = 0.71. For
140Ce(γ ,n), these
parameters have been determined to ∆EConv0 = 39 keV and f = 2.2. Although the normalization
factor found for 140Ce(γ,n) is larger than the assumed uncertainty of a factor of 2, the result is
still consistent with regard to the rather large experimental error bars quoted for the data points.
As shown in Fig. 3.21, the agreement between the energy-shifted experimental data points and
the normalized theoretical prediction is excellent, confirming the reliability of this approach.
It needs to be added that no data points have been obtained for the reaction 121Sb(γ,n) either
because the true beam energy was below the neutron threshold or the reaction yield was below
the sensitivity limit for detection.
In conclusion, the results of this analysis indicate that the absolute value of the beam energy
has been slightly underestimated by the conventional technique quoting a deviation to the true
beam energy between 25 keV and 50 keV. However, this deviation is still fully consistent with
the uncertainty stated for the reproducibility of the conventional technique.
3.4.4 Charge distribution in a segmented radiator
All of the approaches discussed in the preceding sections are not capable to provide an online
control of the beam energy at high beam currents during the experiment. However, it is desir-
able to record the beam energy as a function of time to correct any energy drifts occurring on
relatively short time scales.
For this purpose, a simple idea is to measure the penetration depth of the incident electron
beam in the radiator because the range of an electron in matter directly depends on its energy.
Although the penetration depth cannot be determined for each single electron in the experiment,
a mean penetration depth of the electron beam can be derived from measuring the distribution
of charge deposition in the radiator.
This approach has been realized using a fourfold segmented copper radiator with a thickness of
3 mm per segment [54]. It was found that the beam energy can already be accurately determined
by the charge ratio of the first two segments as illustrated in Fig. 3.22. This technique is highly
sensitive to relative changes in the absolute beam energy, and, thus, provides a reliable online
control if the charge ratio is recorded as a function of time during the experiment. For the
determination of absolute beam energy the charge ratio as a function of energy can be either
derived from simulations or from an experimental calibration using the conventional method
described in Sec. 3.4.1. However, as shown in Fig. 3.22, the this way determined calibration
curves exhibit rather large discrepancies which have to be fully understood before applying this
technique to derive absolute beam energies.
In conclusion, this simple approach allows to monitor energy drifts of less than 25 keV dur-
ing the experiment. The accuracy might even be increased if more sophisticated methods are
applied to analyze the charge distribution, e. g., using a higher segmentation of the radiator.
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Fig. 3.22: Distribution of deposited charge in a segmented radiator. Left panel: Simulated charge depo-
sition of an electron beam of energy E0 = 8000 keV (black histogram) and E0 = 9000 keV
(gray histogram), respectively, in a copper radiator as a function of penetration depth d. The
vertical dashed lines indicate the segmentation of the radiator. Middle panel: Charge ratio of
the first two segments measured as a function of time during an irradiation with beam energies
of E0 = 9175 keV (dotted histogram), 9200 keV (dashed histogram), and 9225 keV (solid
histogram), respectively. The charge ratios were averaged over 30 s yielding mean values
between Q(Seg.1)Q(Seg.2) = 0.84 and 0.88. Fluctuations of beam energy were found to be less than
25 keV. Right panel: Charge ratio of the first two segments as a function of beam energy. The
data points stem from an experimental calibration by means of the conventional method de-
scribed in Sec. 3.4.1, whereas the solid line refers to a simulation. In addition, the dashed line
shows a simulation for a slightly adjusted thickness of each segment (2.65 mm). Although
the absolute value for the charge ratio is much better described by the adjusted simulation,
discrepancies concerning the energy dependence have not yet been solved.
3.4.5 Comparison and summary of various techniques
This section gives a short summary of the various experimental techniques for beam energy
determination described in the preceding sections. Therefore, the key features of each technique
concerning accuracy, effort, and applicability as an online control are compared in Tab. 3.2.
Each technique exhibits advantages and disadvantages for the application as an energy monitor
in the experiment. Apparently, the accuracy of a certain method increases with the effort of the
corresponding measurement. Moreover, only the technique described in Sec. 3.4.4 provides a
full online control during the experiment but has not been capable so far to provide the absolute
value of beam energy without a previous calibration.
In conclusion, the beam energies derived from the various techniques were found to be in good
agreement to each other. It could be confirmed that the absolute beam energy can be adjusted
using the conventional technique described in Sec. 3.4.1 with an uncertainty of less than 50 keV.
For the experiments presented in this thesis, the absolute beam energy has only been adjusted by
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Accuracy Effort Imaxe
Online
control
Conventional (Sec. 3.4.1) < 50 keV ∼ 1 min 100 nA no
Bremsstrahlung (Sec. 3.4.2) < 50 keV ∼ 1 h 10 nA no
Reaction yield (Sec. 3.4.3) < 25 keV ∼ 1 d full current no
Charge ratio (Sec. 3.4.4) - ∼ 1 s full current yes
Tab. 3.2: Specifications of various techniques for the determination of beam energy. The accuracy refers
to the determination of the absolute beam energy E0. Relative changes in energy might be
measured with higher accuracy. The typical time needed to perform the measurement and
analysis of a certain method is denoted by the effort. The maximum beam current applicable
using a certain method is quoted by Imaxe .
means of the conventional method, whereas in more recent experiments additionally the charge
ratio has been recorded as a function of time to assure the stability of the accelerator according
to Sec. 3.4.4. Hence, a mean uncertainty of beam energy of 25 keV was taken into account. With
regard to the huge uncertainties involved in any cross-section determination in the energy range
very close to the threshold (see Fig. 3.18), experimental data points for photoneutron reactions
have usually been discarded when stemming from irradiations which used beam energies as
close as a few hundred keV above the neutron separation energy.
3.5 Systematic and statistical uncertainties
In this section, the uncertainties involved in the analysis of the photoactivation experiments
presented in this thesis will be compared and summarized. Therefore, it will be distinguished
between systematic uncertainties ∆sys and statistical uncertainties ∆stat. The latter are not cor-
related between different experimental runs at various beam energies and, therefore, can be
reduced by a large number of individual measurements. An overview of the various contribu-
tions to the overall uncertainty is illustrated in Fig. 3.23. Each contribution quoted in this figure
will be discussed in more detail in the following.
For the determination of reaction yields according to Sec. 3.2, one needs to take into con-
sideration uncertainties of detection efficiency, self-absorption, summing correction, half-life,
γ intensity, and the determination of peak areas in the measured spectra. However, the domi-
nating contribution usually stems from the detection efficiency. As described in Sec. 3.2.2, the
detection efficiency is derived from simulations which have been normalized to experimental
data points obtained from calibration sources. The mean uncertainty has been found to be about
7%. This uncertainty has to be treated as a systematic uncertainty but can usually be further
constrained if the reaction yield is derived from several γ transitions of different energy and
intensity.
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Fig. 3.23: Typical uncertainties of photoactivation experiments of this thesis. The arrows indicate a lower
limit for the corresponding uncertainty if its absolute value is very sensitive to experimental
conditions. The overall uncertainty is calculated by means of a Gaussian error propagation.
See text for details.
Furthermore, it was outlined in Sec. 3.2.2 that an additional uncertainty arises from the posi-
tioning of targets in front of the detector which gives a contribution of up to 11% depending on
the distance between detector and target. This uncertainty, however, can be treated statistically
and, therefore, is reduced when averaging over many individual data points.
Contributions stemming from self-absorption, summing correction, half-life, γ intensity, and the
determination of peak areas are usually relatively small and of the order of a few percent. The
uncertainty of summing corrections will only show larger contributions in a few cases discussed
in Sec. 4.4 of the next chapter.
When deriving absolute cross sections from the measured reaction yields and comparing exper-
imental data with theoretical predictions, one needs to account for the uncertainties arising from
the determination of photon flux and target mass. Whereas uncertainties of the target mass are
almost negligible, a significant uncertainty stems from the determination of the photon flux as
described in Sec. 3.3. On the one hand, a systematic contribution has to be taken into consider-
ation due to an uncertainty in the adopted spectral shape of the photon flux. On the other hand,
additional systematic uncertainties arise from the absolute normalization of the photon flux
due to the uncertainties of the corresponding cross sections of the involved standard reactions.
Hence, one has to account for uncertainties of the photoneutron cross sections of 187Re and
197Au and of the integrated cross sections of the γ transitions of 11B, respectively. The overall
systematic uncertainty stemming from the photon-flux determination has been estimated to be
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approximately 15 to 20%. Moreover, the determination of the reaction yield of these standard
reactions involves additional statistical uncertainties of about 5%.
As pointed out in Sec. 3.4, it is essential for the data analysis applied in this thesis to reliably
adopt the absolute beam energy used for irradiation. As outlined, an uncertainty of 25 keV has
been estimated for the determination of beam energy. Depending on the energy range studied
in the experiment, this gives rise to large contributions to the overall uncertainty, in particular,
if photoneutron reactions very close to the neutron threshold are measured. For the analysis
of this thesis, it was assumed that this uncertainty can be treated statistically, i. e., the overall
uncertainty is reduced by averaging over many independent measurements.
Finally, if astrophysically relevant ground-state reaction rates are determined according to the
method described in Sec. 3.1.2, the uncertainty for the approximation of thermal Planck spectra
has to be taken into account. Depending on how many data points and, hence, how many brems-
strahlung spectra are adopted for the approximation, contributions to the overall uncertainty of
the order of 10% have been found.
In conclusion, the total uncertainty for the experiments of this thesis are mainly of systematic
nature dominated by the the photon flux determination. If statistical uncertainties are reduced
by averaging over several data points, a total uncertainty of about 20 to 25% has to be accounted
for when comparing experimental data with theoretical predictions.
Chapter 4
Experimental results
In this chapter, the results of several photoactivation experiments will be presented in which
photoneutron reactions of various isotopes for incident photon energies just above the neutron
separation energy have been studied. All experiments have been performed at the photoactiva-
tion setup of the superconducting electron linear accelerator S-DALINAC as described in the
preceding chapter. The experimental results will be compared to theoretical predictions calcu-
lated with the TALYS and NON-SMOKERWEB code, respectively. These two statistical model
codes have been described in Sec. 2.3.
The first two sections will focus on the investigation of isotopes in the rare-earth region, where
only few experimental data for photoneutron cross sections in the astrophysically relevant en-
ergy region close to the neutron threshold have been available so far. Therefore, photoneutron
reactions of several isotopes ranging from 160Gd down to the neutron-shell closure at 140Ce have
been studied to provide a reliable set of experimental data, which serve as a test for theoretical
predictions.
The second part of this chapter will address photoneutron reactions in the heavy-mass region
A ≥ 185 which have already been studied extensively in previous photoactivation experiments
[19, 26, 46–48, 56, 57]. To further expand this data set, the photoneutron reactions of 191,193Ir
and 192Os have been measured, and the experimental results have been compared to theoretical
calculations.
Finally, this chapter closes with a short overview and discussion concerning the obtained results.
4.1 Photoneutron reactions of rare-earth isotopes
4.1.1 Experiment and data analysis
The photoneutron reactions of the isotopes 148,150Nd, 154Sm, and 154,160Gd have been simulta-
neously measured in a single photoactivation experiment by the irradiation of naturally com-
posed targets.
Thin metallic disks were used as neodymium and gadolinium targets (m = 40−50 mg). Since
both elements are highly oxidative, the targets were prepared and weighed under the condition
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of an argon atmosphere to avoid any oxidation of the material before weighing and, hence, to
reduce systematic uncertainties in the determination of target mass. The samarium targets were
made of Sm2O3 powder and pressed to thin disks (m= 500−1750 mg). The powder was heated
before the target preparation to remove any amount of water within the material. Each target
had a diameter of 20 mm. The target specifications are summarized in Tab. 4.1.
The targets were mounted directly in front of the photon collimator system at a distance of
Isotope Form N [%] m [mg] Sn [keV] Eγ [keV] Iγ [%]
148Nd metal foil 5.76 40-50 7332.9 91.1 27.9±1.1
531.0 13.1±0.9
150Nd metal foil 5.64 40-50 7379.9 114.3 19.2±1.5
155.9 5.93±0.31
211.3 25.9±1.4
267.7 6.03±0.28
270.1 10.6±0.5
154Gd metal foil 2.18 40-50 8894.8 97.4 29.0±0.8
103.2 21.1±0.6
160Gd metal foil 21.86 40-50 7451.4 58.0 2.49±0.07
226.0 0.217±0.002
348.3 0.239±0.003
363.6 11.8±0.1
154Sm Sm2O3 22.70 500-1750 7967.6 69.7 4.73±0.04
97.4 0.772±0.019
103.2 29.3±0.2
187Re metal foil 62.60 320-340 7363.0 122.6 0.603±0.003
137.2 9.47±0.30
197Au metal foil 100 50-160 8072.4 333.03 22.9±0.95
355.73 87.0±3.0
426.10 6.6±0.3
Tab. 4.1: Specifications of targets and calibration targets used for the photoactivation experiments of iso-
topes in the rare-earth region. The abundance of the isotopes is denoted by N. m and Sn are
target mass and neutron separation energy, respectively. The energies of the analysed γ transi-
tions subsequent to the β decays of the reaction products are quoted by Eγ . The γ intensities
per decay Iγ were taken from Ref. [58].
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about 6.5 cm to the radiator. The irradiation was performed at various beam energies starting
at E0 = 7450 keV just above the neutron threshold of 148,150Nd. The energy was increased in
steps of 150 and 200 keV up to E0 = 9800 keV. Each activation run lasted between 6 and 24 h.
The absolute normalization of the photon flux was derived from the photon-scattering reaction
of 11B behind the collimator. In addition, gold and rhenium targets were simultaneously irra-
diated both in front of and behind the collimator to confirm the normalization by means of the
standard reactions 187Re(γ,n) and 197Au(γ,n). The determination of the absolute normalization
has been discussed in detail in Sec. 3.3.2.
After the irradiation, the activity of the reaction products was measured at the LEPS setup,
which provides a high detection efficiency and sensitivity for low-energetic photons (see Sec.
3.2.1). Summing effects for the observed γ transitions have been carefully corrected as de-
scribed in Sec. 3.2.4. In most cases, the corrections were found to be smaller than 10%. A
list of the applied correction factors is shown in Tab. C.2 of the appendix. Nevertheless, the
determined activity was confirmed for a few selected targets at the HPGe setup using a large
distance of 81 mm between target and detector, where summing effects were almost negligible.
The self-absorption of photons within the targets was accounted for by the analysis described
in Sec. 3.2.3. For the very thin gadolinium and neodymium targets, a correction of less than
20% had to be applied. The relatively massive samarium targets, however, required a correction
of up to a factor of 5 for the low-energetic γ transitions. Some correction factors are shown in
Tab. C.1 of the appendix.
Additionally, in case of the decays of 147Nd and 153Sm, the activity was measured as a function
of time to verify the half-lives quoted in the literature [58]. Exemplarily, this measurement is
illustrated in Fig. 4.1 for the decay of 147Nd. The determined half-lives of 10.88± 0.07 d and
45.98±0.06 h for 147Nd and 153Sm, respectively, show some small deviations to the published
values 10.98±0.01 d and 46.50±0.21 h.
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Fig. 4.1: Determination of the half-life of 147Nd. The activity has been measured as a function of time
and the half-life has been derived from an exponential fit (dashed line). For purposes of clarity,
only every 20th data point has been plotted in the figure.
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4.1.2 Results
The energy-integrated cross sections of the photoneutron reactions measured in the experi-
ment have been compared to theoretical predictions calculated with the TALYS and the NON-
SMOKERWEB code, respectively, and averaged normalization factors 〈 f 〉 for the calculations
have been determined as described in Sec. 3.1.1. Experimental data points stemming from ir-
radiations with maximum photon energies Emax as close as 300 keV to the neutron threshold
have been omitted for the determination of 〈 f 〉 because these data points were subject to large
uncertainties due to uncertainties of the absolute beam energy (see Sec. 3.4). The results for the
various photoneutron reactions are illustrated in Fig. 4.2, Fig. 4.3 and Fig. 4.4 and summarized
in Tab. 4.12 at the end of this chapter.
The error bars in the figures only refer to the statistical uncertainties of each measurement,
whereas the gray error band denotes the overall uncertainty ∆total〈 f 〉 for each averaged normal-
ization factor and is derived from a Gaussian error propagation of all statistical and systematic
uncertainties (see Sec. 3.5 for a detailed discussion about the experimental uncertainties).
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Fig. 4.2: Normalization factors f derived for two different theoretical predictions of the photoneutron
cross section of 148,150Nd at various photon energies Emax.
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Fig. 4.3: Normalization factors f derived for two different theoretical predictions of the photoneutron
cross section of 154Sm at various photon energies Emax. The triangular data point at Emax =
9050 keV refers to an independent measurement to test the reproducibility of the experimental
results.
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Fig. 4.4: Normalization factors f derived for two different theoretical predictions of the photoneutron
cross section of 154,160Gd at various photon energies Emax.
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Both statistical model codes are in fair agreement with the experimental data points. A χ2
test confirmed that the normalization factors f derived from irradiations of various maximum
photon energies Emax can be assumed to be independent of Emax within the experimental un-
certainties. With regard to the normalization factor derived for each isotope a mean deviation
of 24% and 27% and a mean normalization factor of 0.82 and 0.73 has been found for the
NON-SMOKERWEB and for the TALYS calculation, respectively. One may conclude that the
predictions slightly overestimate the photoneutron cross sections in the rare-earth region.
The results have also been compared to various experiments which investigated the photoneu-
tron cross section in the energy region of the giant dipole resonance but also provided data for
the low-energy tail down to the neutron separation energy. These data were obtained by us-
ing several experimental techniques like absorption and activation measurements using brems-
strahlung as well as direct measurements of the energy dependence of the photoneutron cross
section using a quasimonoenergetic photon beam produced by the annihilation in flight of mo-
noenergetic positrons. Details of these experiments are given in Refs. [59–64], and the results
are shown in Fig. 4.5 in comparison with the two theoretical predictions which were normalized
with the factors derived from the experiments of this thesis. For the isotopes 148Nd, 154Sm, and
160Gd, the normalized calculations appear to be slightly below the experimental data points but
are still fully consistent within the quoted uncertainties of the derived normalization factors.
On the other hand, larger deviations have been found for 150Nd and 154Gd. For 150Nd, a com-
parison close to the neutron emission threshold is not possible because no experimental data
from previous works are available in this energy region. For 154Gd, a non-negligible photoneu-
tron cross section was even stated below the neutron separation energy of Sn = 8894.8 keV in
Ref. [61]. This indicates systematic uncertainties of these experimental data and might explain
the discrepancy to the normalized predictions of this thesis.
In addition to the determination of normalization factors, the astrophysically relevant ground-
state reaction rates λ g.s. of 148,150Nd, 154Gd, and 154Sm have been derived for stellar temper-
atures between 2 and 3× 109 K using the approximation of a thermal Planck spectrum as de-
scribed in Sec. 3.1.2. For 160Gd, too few data points were available in the relevant energy region,
i. e., in the Gamow-like window, to perform an appropriate analysis. Since the experimental data
points very close to the neutron emission threshold are subject to large uncertainties, they have
been discarded for the analysis to increase the reliability of the experimental determination of
the ground-state reaction rates. Consequently, the approximation of the Planck spectrum be-
came less accurate. For comparison, the ground-state reaction rates were calculated according
to Eq. (3.3) using the unnormalized theoretical predictions for the photoneutron cross sections.
The results are shown in Tab. 4.2 and Tab. 4.3. The energy range between the neutron emission
threshold and the upper energy limit quoted in the table has been estimated to contribute about
99% to the total ground-state reaction rate. ∆λ g.s.Exp,Yield and ∆λ
g.s.
Exp,Approx account for the uncer-
tainty of the experimental reaction yield and of the approximation of the Planck spectrum within
the Gamow-like window, respectively. Consistent with the normalization factors 〈 f 〉 found for
the corresponding isotopes, the predictions slightly overestimate the ground-state reaction rates.
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Fig. 4.5: Comparison of experimental data of the photoneutron cross section σ stemming from vari-
ous experiments [59–64] and theoretical predictions using the TALYS (dashed line) and NON-
SMOKERWEB code (solid line), respectively. The theoretical calculations were normalized by
the factors presented in Tab. 4.12. Note that the error bands of the theoretical predictions due
to the experimental uncertainties of the applied normalization factors have been omitted in the
graphs.
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148Nd
Temperature [109 K] 2.0 2.5 3.0
Upper energy limit [keV] 8380 8655 8945
λ g.s.Exp 5.97×10−3 6.45×101 2.92×104
∆λ g.s.Exp,Yield 1.10×10−3 1.17×101 0.54×104
∆λ g.s.Exp,Approx 1.64×10−3 1.39×101 0.99×104
λ g.s.TALYS 1.09×10−2 8.19×101 3.31×104
λ g.s.N.S. 1.20×10−2 8.62×101 3.39×104
150Nd
Temperature [109 K] 2.0 2.5 3.0
Upper energy limit [keV] 8440 8715 9010
λ g.s.Exp 3.52×10−3 4.09×101 1.78×104
∆λ g.s.Exp,Yield 0.64×10−3 0.74×101 0.33×104
∆λ g.s.Exp,Approx 0.85×10−3 0.99×101 0.67×104
λ g.s.TALYS 9.10×10−3 7.74×101 3.25×104
λ g.s.N.S. 9.44×10−3 7.16×101 2.91×104
154Sm
Temperature [109 K] 2.0 2.5 3.0
Upper energy limit [keV] 8930 9205 9505
λ g.s.Exp 4.78×10−4 7.45×100 5.04×103
∆λ g.s.Exp,Yield 0.85×10−4 1.32×100 0.88×103
∆λ g.s.Exp,Approx 0.54×10−4 0.46×100 0.28×103
λ g.s.TALYS 7.87×10−4 1.11×101 6.79×103
λ g.s.N.S. 6.53×10−4 9.21×100 5.65×103
Tab. 4.2: Astrophysical ground-state reaction rates of 148,150Nd and 154Sm determined experimentally by
the approximation approach of a thermal Planck spectrum at three different temperatures are
compared with theoretical predictions of two statistical model codes. The notation is described
in Sec. 4.1.2.
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154Gd
Temperature [109 K] 2.0 2.5 3.0
Upper energy limit [keV] 9850 10120 10400
λ g.s.Exp 2.74×10−6 1.12×10−1 1.49×102
∆λ g.s.Exp,Yield 0.50×10−6 0.21×10−1 0.29×102
∆λ g.s.Exp,Approx 0.48×10−6 0.34×10−1 0.52×102
λ g.s.TALYS 5.10×10−6 2.07×10−1 2.58×102
λ g.s.N.S. 5.01×10−6 2.06×10−1 2.58×102
Tab. 4.3: Astrophysical ground-state reaction rates of 154Gd determined experimentally by the approxi-
mation approach of a thermal Planck spectrum at three different temperatures are compared
with theoretical predictions of two statistical model codes. The notation is described in
Sec. 4.1.2.
4.2 Photoneutron reactions near the neutron-shell closure
The experimental results of the preceding section have confirmed the predictive power of two
statistical model calculations for photoneutron cross sections of several isotopes in the rare-
earth region. To extend the data set for this mass region, the photoneutron reactions of 140,142Ce
have been investigated in an independent photoactivation experiment. These isotopes are near
or even at the N=82 neutron-shell closure, where some of the assumptions involved in statistical
model calculations, e. g., a sufficiently high level density for a statistical treatment, are often not
entirely fulfilled. Therefore, it is interesting to investigate if any significant deviations between
experiment and theory can be observed when approaching the neutron magic number.
4.2.1 Experiment and data analysis
In this experiment, several naturally composed cerium targets (disks of 20 mm diameter) were
irradiated in front of the collimator using maximum photon energies between Emax = 8250 keV
and 9900 keV (see Tab. 4.4). The duration of each activation run was between 12 and 24 h for
each set of targets. Compared to the other photoactivation experiments discussed in this thesis,
the distance between radiator and target position was increased to about 19 cm due to slight
modifications on the beam line and radiator setup. It was found that this has reduced the photon
flux by almost a factor of 6. Nevertheless, the obtained reaction yields were fully sufficient for
a proper analysis, and statistical uncertainties were still far below the systematic ones.
The photon-flux normalization was performed by means of the two standard targets gold and
rhenium measured simultaneously at the target position of the cerium targets in front of the
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Isotope Form N [%] m [mg] Sn [keV] Eγ [keV] Iγ [%]
140Ce CeO2 88.48 ∼ 800 9202 165.858 79.9±0.5
142Ce CeO2 11.08 ∼ 800 7169.1 145.443 48.29±0.2
Tab. 4.4: Specifications of cerium targets used for the photoactivation experiments. For details about the
calibration targets gold and rhenium and for the notations used in the table, see Tab. 4.1.
collimator. In this experiment, no normalization of the photon flux behind the collimator was
determined.
After the irradiation, the activity of each target was measured at the HPGe setup using a distance
of 42 mm between target and detector. This distance proved to be a good compromise with
regard to detection efficiency and summing effects, which could be neglected in the analysis.
Corrections due to self-absorption were determined to be less than 10% as seen from Tab. C.1
of the appendix.
Finally, the energy-integrated cross section of the photoneutron reactions of 140,142Ce were
derived from the activity of the reaction products as described in Sec. 3.2.
4.2.2 Results
The experimental data have been compared to statistical model calculations using the TALYS
and NON-SMOKERWEB code. The results for the determined normalization factors are illus-
trated in Fig. 4.6 and summarized in Tab. 4.12 at the end of this chapter.
In case of 140Ce, averaged normalization factors of 1.29 and 1.65 for the TALYS and NON-
SMOKERWEB code, respectively, have been determined showing that the theoretical predictions
seem to underestimate the photoneutron cross section in the energy region close to the neutron
threshold. Note that the photoneutron cross section of 140Ce has already been investigated
to some extent in the analysis described in Sec. 3.4.3. This analysis has indicated an even
larger normalization factor of 2.2 for the TALYS calculation. The discrepancy between the
independently derived normalization factors might be explained by the fact that the analysis of
Sec. 3.4.3 is very sensitive to the photoneutron cross section just a few keV above the threshold,
whereas the result presented in this section has been determined by averaging the cross section
over a wide energy range of several hundred keV. In other words, if the energy dependence of
the cross section is not exactly described by theory, this might have a significant influence on
the obtained results.
Nevertheless, one can also not fully exclude that the discrepancy stems from experimental er-
rors. Unfortunately, due to the rather high neutron separation energy of Sn = 9202 keV only
three data points have been obtained for the photoneutron reaction of 140Ce. As shown in
Fig. 4.6, these data points exhibit strong fluctuations, which is expressed by the large value
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Fig. 4.6: Normalization factors f derived for two different theoretical predictions of the photoneutron
cross section of 140,142Ce at various energies Emax.
obtained from a χ2 test. This calls for further systematic investigations of this reaction in the
future.
For the photoneutron cross section of 142Ce, an excellent agreement with the prediction using
the NON-SMOKERWEB code was found, whereas the TALYS code overestimates the cross
section. Similar to the analysis of 140Ce, a rather large value was determined for χ2red due to
discrepancies between the experimental data points. For example, a much lower value of χ2red
will be obtained if the data point at Emax = 9500 keV is discarded. Although one cannot entirely
exclude that the discrepancies arise from uncertainties of the involved theoretical predictions,
they rather have to be ascribed to experimental errors.
Finally, the normalized theoretical predictions have been compared to experimental data of
previous experiments which have measured the photoneutron reactions by means of the positron
annihilation in flight technique [65]. The results are shown in Fig. 4.7.
In case of 140Ce, some larger discrepancies between the experimental data and the normalized
calculations can be seen for energies close to the threshold. It has to be pointed out that the
experimental data of Ref. [65] quote some non-negligible cross section even below the neu-
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Fig. 4.7: Comparison of experimental data of the photoneutron cross section σ of 140,142Ce stemming
from measurements using the positron annihilation in flight technique [65] and theoretical pre-
dictions using the TALYS (dashed line) and NON-SMOKERWEB code (solid line), respectively.
The theoretical calculations were normalized by the factors presented in Tab. 4.12. Note that
the error bands of the theoretical predictions due to the experimental uncertainties of the applied
normalization factors have been omitted in the graphs.
tron separation energy of Sn = 9202.1 keV. This indicates some systematic experimental errors.
Therefore, the data points close to the threshold should be treated under reserve. At larger
energies, however, the normalized prediction using the TALYS code is in very good agree-
ment with the data points, whereas the cross section is still overestimated by the normalized
NON-SMOKERWEB calculation. In case of 142Ce, both normalized theoretical predictions are
systematically below the data points, although the energy dependence of the cross section is
rather well described.
In conclusion, the investigation of 140,142Ce has confirmed the applicability of statistical model
codes even for isotopes near and at the neutron-shell closure. The determined normalization
factors of up to 1.65 are still consistent with the expected uncertainties of these theoretical cal-
culations. However, the experimental data showed some strong fluctuations, and the derived
normalization factors from this photoactivation experiment should be verified in future investi-
gations.
4.3 The photoneutron reaction of 192Os
Among the photoneutron reactions studied in this thesis, the reaction 192Os(γ ,n) exhibits the
peculiarity that the first excited state of the reaction product 191Os is an isomeric state with
a half-life of 13.1 h, which is long enough to be observed in the experiment. This allows to
distinguish between reaction channels of the photoneutron reaction populating the ground state
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and the isomeric state, respectively. Hence, this photoneutron reaction provides an additional
test for the predictions of statistical model codes.
To estimate the contribution of each reaction channel, one needs to take a closer look at the
quantum numbers of the states involved in the reaction. In general, the dominating channels of
a photoneutron reaction are those where the parent nucleus is excited by an E1 transition and
then decays by the emission of an s-wave neutron. Magnetic excitations, e. g., M1 transitions,
or electric excitations of higher multipolarity, e. g., E2 transitions, are usually suppressed by
several orders of magnitude, whereas the angular momentum barrier hampers the emission of
neutrons of larger angular momentum, e. g., via a p or d wave.
In case of the photoneutron reaction of 192Os, which has a ground state of spin and parity
Jpi = 0+, it follows that mainly states of 191Os with Jpi = 12
−
and Jpi = 32
−
will be populated.
Other states can only be accessed by magnetic excitations or electric excitations of higher multi-
polarity or by the emission of neutrons of larger angular momentum. This is outlined in Tab. 4.5.
With regard to the level scheme of 191Os illustrated in Fig. 4.8, one can conclude that a direct
population of the ground state of 191Os having spin and parity Jpi = 92
−
is highly suppressed,
whereas the first excited state of Jpi = 32
−
can be easily accessed.
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Tab. 4.5: Accessible states of 191Os in the photoneutron reaction 192Os(γ,n) with regard to the conser-
vation of spin and parity
For a quantitative investigation, the intensity of each individual reaction channel has been cal-
culated by means of the TALYS code as a function of incident photon energy. To compare
with photoactivation experiments, the theoretical prediction has been weighted with the spec-
tral distribution of bremsstrahlung. The results are shown in Fig. 4.8. As expected, the direct
population of the ground state is negligible, whereas the isomeric state is highly populated.
Anyhow, one should be aware of the fact that excited states of higher energy will decay either
to the ground state or to the isomeric state via electromagnetic transitions on a very short time
scale. Hence, if theoretical predictions shall be compared to experimental data stemming from
photoactivation experiments, one needs to quantitatively treat this de-excitation to determine
the final ratio between the population of ground state and isomeric state. Unfortunately, it was
found that the TALYS code was not capable of reliably treating this de-excitation and, thus, no
quantitative prediction could be obtained.
Anyway, with some simple considerations, one can already provide a rough estimation for the
final population. Since the de-excitation will be dominated by transitions of low multipolarity,
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Fig. 4.8: Level scheme of 191Os up to energies of 470 keV obtained from Ref. [58]. For some of the
states no data for spin and parity was available. The population probability (in %) of the levels
in 191Os of the reaction 192Os(γ,n) has been predicted by the TALYS code for incident photons
following a bremsstrahlung distribution of energies Emax = 8000 keV, 8900 keV, and 9900 keV,
respectively. Probabilities of less than 0.1% have been omitted in the figure. See text for more
details.
one can assume that only states of spin J ≥ 52 will decay with a non-negligible branching to
the ground state, whereas states of lower spin will favor the decay to the isomeric state. Under
this assumption, only the state at Ex = 131.9 keV can significantly populate the ground state if
bremsstrahlung of maximum photon energy Emax = 8000 keV is used for the irradiation (see
Fig. 4.8). Since the predicted population of this state is only 1.48%, the final population of the
ground state can be expected to be of the order of 1% or less.
With increasing photon energy, the direct population of lower-energetic states decreases, whereas
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the population of higher-energetic states increases. Hence, the number of possible transitions
to the ground state will increase, in particular those exhibiting multi-step de-excitations. There-
fore, one can also expect an increase of the ground-state population. For example, at a maximum
photon energy of Emax = 9900 keV the summed population of all states of spin J ≥ 52 up to an
energy of 470 keV already exhibits about 17%. A detailed calculation of the final population of
the ground state has to involve all branching ratios for the de-excitation of each excited state.
Such an analysis, however, goes beyond the scope of this thesis.
In conclusion, one expects to find a very low final population of the ground state of the order
of 1% or less in photoactivation experiments for irradiations of rather low photon energy and,
presumably, a larger population at higher photon energies. Indeed, this has been confirmed by
the experiment discussed in the next section.
4.3.1 Experiment and data analysis
The reaction 192Os(γ ,n) was investigated in two different experiments. In a first experiment, the
irradiation of 192Os was performed together with the investigation of the rare-earth isotopes dis-
cussed in Sec. 4.1. The targets used in this experiment were prepared from naturally composed
OsO2 powder which was pressed to thin disks of 20 mm diameter. The target specifications are
summarized in Tab. 4.6.
After the irradiation, the activity of the irradiated targets was measured at the LEPS setup. In
spite of the high detection efficiency, no correction for summing effects had to be applied in case
of the decay of 191Os, but the self-absorption in the massive targets required a correction by up
to a factor of 2 (see Tab. C.1 of the appendix). Moreover, due to the population of the isomeric
state of 191Os in the photoneutron reaction, a more sophisticated analysis of the experimental
data than described in Sec. 3.2 was necessary. As discussed further below, it was found that
this data analysis has to involve the time dependence of the target activity, which had not been
measured in this experiment.
For this reason, a second photoactivation experiment of 192Os was carried out where the photo-
disintegration was measured with bremsstrahlung of maximum photon energy Emax = 8250 keV,
8900 keV, 9350 keV and 9900 keV, respectively. The activity of the reaction product was
recorded as a function of time for a period of several days after the irradiation. In this second
experiment, only the time dependence of the activity was studied and no photon-flux calibration
had to be performed.
In this section, it will be briefly outlined how one can extract the population of ground state and
isomeric state from the time dependence of the target activity. Since a detailed description of
this analysis is presented in Ref. [66], only the basic ideas will be provided.
In the following, Ngs and Nm denote the number of 191Os nuclei in the ground state and in
the isomeric state, respectively. The ground state decays to 191Ir with a half-life of T1/2(β ) =
15.4 d. The β decay of the isomeric state would require a first-forbidden transition and, hence, is
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Isotope Form N [%] m [mg] Sn [keV] Eγ [keV] Iγ [%]
192Os OsO2 41.0 400 - 550 7558.09 129.431 26.50±0.04
Tab. 4.6: Specifications of osmium targets used for the photoactivation experiments. These targets were
used in two independent photoactivation experiments as discussed in the text. The notation
used in the table is described in Tab. 4.1.
highly suppressed compared to the internal transition with T1/2(IT) = 13.1 h feeding the ground
state. During the photoactivation experiment, the ground state and isomeric state of 191Os are
populated with a certain rate λgs and λm, respectively. These quantities shall already include
the subsequent de-excitation of excited states in the reaction product 191Os and refer to the final
population of the ground state and isomeric state, respectively (For clarification: λgs should not
be confused with the astrophysically relevant ground-state reaction rate, which is denoted by
λ g.s. in this thesis). With regard to this notation, the time evolution of Ngs and Nm is given by a
set of coupled differential equations:
dNgs
dt
= λITNm(t)−λβ Ngs(t)+λgsΦ(t) (4.1)
dNm
dt
=−λITNm(t)+λmΦ(t) . (4.2)
The decay constants λβ and λIT refer to the β decay of the ground state and the internal transi-
tion of the isomeric state, respectively. Φ(t) accounts for the time dependence of the photon-flux
intensity during the irradiation and is known from experiment. The differential equations also
hold for the time after irradiation when Φ(t) = 0. Thus, one can solve the differential equations
using λgs and λm as free parameters and obtains the solutions for the number of nuclei in the
ground state and isomeric state as a function of time, i. e., Ngs(t,λgs,λm) and Nm(t,λm).
The rates λgs and λm can then be determined if Ngs and Nm are each measured for a certain point
of time after the irradiation. Due to its very small γ intensity, however, the internal transition
of the isomeric state cannot be detected using HPGe detectors and, therefore, Nm cannot be
determined directly. But it is possible to measure Ngs as a function of time by observing the
γ transitions subsequent to the β decay of the ground state to 191Ir. The reaction rates λgs and
λm can then be obtained from a fit of Ngs(tact,λgs,λm) to the measured decay curve.
This data analysis has been applied to the time dependence of the target activity measured in the
second photoactivation experiment described above. Since no photon-flux normalization was
performed in this experiment, it was not possible to determine the absolute rates λgs and λm,
but the measurement was sufficient to yield the ratio of both quantities. The data analysis and
the obtained results are illustrated in Fig. 4.9.
The ratio λgs/λm is small being less than 3% at Emax = 8250 keV indicating that the ground state
of 191Os is only scarcely populated in the photoneutron reaction of 192Os. However, the ratio
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Fig. 4.9: Ratio of population of the ground state and isomeric state of 191Os after the photoneutron re-
action 192Os(γ,n). Left panel: The activity of a target irradiated with bremsstrahlung of max-
imum photon energy Emax = 8900 keV has been measured as a function of time by observing
the γ transition of energy Eγ = 129.431 keV subsequent to the β decay of 191Os to 191Ir (gray
data points). The photoneutron reaction rates λgs and λm to the ground state and the isomeric
state of 191Os, respectively, can be derived from a fit of the solutions of Eq. (4.1) and Eq. (4.2)
(solid line). See text for more details. Right panel: The ratio of population λgs/λm has been
determined for irradiations of four different energies Emax.
increases with incident photon energies up to about 8% at Emax = 9900 keV. Such a dependence
has indeed been expected with regard to the discussion made in the preceding section. The
experimental uncertainty of this analysis has been estimated to be less than 10% [66].
The determined ratios λgs/λm have then been adopted for the data analysis of the first photoac-
tivation experiment where Ngs has been measured for one single point of time only. Note that in
this experiment a normalization of the photon flux has been performed. Therefore, the absolute
rates λgs and λm could be derived from the well-known time dependence of Ngs and from the
ratio λgs/λm. This analysis is described in more detail in Ref. [66].
For the sake of completeness, it shall be mentioned that the measured time dependence of the
activity of 191Os for times much larger than T1/2(IT) also yielded the half-life of the β decay
of 191Os. The determined value of T1/2(β ) = 15.02±0.28 d was found to be in fair agreement
with the published value of T1/2(β ) = 15.4±0.1 d [58].
4.3.2 Results
As mentioned above, both statistical model codes were not capable to reliably treat the de-
excitation of 191Os after the photoneutron reaction of 192Os and, thus, could not provide the final
population of ground state and isomeric state in this reaction product. Hence, the experimental
data could only be compared with predictions for the total photoneutron cross section which
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refers to the sum of λgs and λm. The results are shown in Fig. 4.10 and summarized in Tab. 4.12
at the end of this chapter. The theoretical predictions are in excellent agreement with the experi-
mental data within the experimental error bars. Whereas the TALYS code slightly overestimates
the cross section by about 20%, the normalization factor for the NON-SMOKERWEB calcula-
tion is almost unity. With regard to the large uncertainties stemming from the uncertainties of
the absolute beam energy (see Sec. 3.4), the first data point above the neutron threshold has
been omitted for the determination of the averaged normalization factor 〈 f 〉.
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Fig. 4.10: Normalization factors f derived for two different theoretical predictions of the photoneutron
cross section of 192Os at various energies Emax.
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Fig. 4.11: The photoneutron cross section σ of 192Os derived from an experiment using quasimonoener-
getic photons [67] is compared with two theoretical predictions using the TALYS code (dashed
line) and the NON-SMOKERWEB code (solid line), respectively. Both calculations have been
normalized by the factors presented in Tab. 4.12. The error bands of the calculations due to
the uncertainties of the applied normalization factors have been omitted in the graph.
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Furthermore, the results have been compared to experimental data stemming from a direct mea-
surement of the photoneutron cross section with quasimonoenergetic photons produced by the
positron annihilation in flight technique [67] (see Fig. 4.11). Whereas the normalized NON-
SMOKERWEB calculation is in very good agreement with the data of this experiment, the nor-
malized TALYS calculation shows some larger discrepancies at energies above 9000 keV.
Finally, the experimental data obtained from the photoactivation experiments of this thesis have
been used to calculate the ground-state reaction rates via an approximation of a Planck spectrum
as described in Sec. 3.1.2. The results are summarized in Tab. 4.7. In accordance with the nor-
malization factors derived for the predictions of the photoneutron cross section, the calculations
very well agree with the experimental data within the quoted uncertainties.
192Os
Temperature [109 K] 2.0 2.5 3.0
Upper energy limit [keV] 8560 8830 9130
λ g.s.Exp 5.11×10−3 5.10×101 2.47×104
∆λ g.s.Exp,Yield 1.03×10−3 1.03×101 0.50×104
∆λ g.s.Exp,Approx 0.57×10−3 0.25×101 0.16×104
λ g.s.TALYS 6.24×10−3 5.75×101 2.65×104
λ g.s.N.S. 4.88×10−3 4.55×101 2.12×104
Tab. 4.7: Astrophysical ground-state reaction rates of 192Os determined experimentally by the approxi-
mation approach of a thermal Planck spectrum at three different temperatures are compared
with theoretical predictions of two statistical model codes. The notation is described in
Sec. 4.1.2.
4.4 The photoneutron reactions of 191,193Ir
4.4.1 Experiment and data analysis
The photoneutron reactions of 191,193Ir were measured in a photoactivation experiment using
bremsstrahlung at seven different energies ranging from Emax = 7875 keV just above the neutron
separation energy of 193Ir up to 9900 keV. Naturally composed iridium targets (disks of 20 mm
diameter) were mounted in front of the collimator at a distance of about 6.5 cm to the radiator
and were irradiated for a duration of 12 to 24 h each. The target specifications are shown in
Tab. 4.8. For the absolute normalization of the photon flux, the two standard targets gold and
rhenium were measured simultaneously at the target position in front of the collimator. No
normalization of the photon flux was performed behind the collimator in this experiment.
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Isotope Form N [%] m [mg] Sn [keV] Eγ [keV] Iγ [%]
191Ir metal foil 37.3 330 8026.5 186.68 52.44±2.052
518.55 33.972±1.114
557.95 30.096±0.912
569.30 28.50±0.912
193Ir metal foil 62.7 330 7771.85 295.957 28.72±0.14
308.455 29.68±0.15
316.506 82.71±0.21
468.069 47.81±0.24
612.462 5.34±0.08
Tab. 4.8: Specifications of iridium targets used for the photoactivation experiments. For details about
the calibration targets gold and rhenium and for the notations used in the table, see Tab. 4.1.
After the irradiation, the β decays of the reaction products were measured at the HPGe setup
using a distance of only 0.5 mm between target and detector. The large solid angle covered by
the detector for this geometry gave rise to a large amount of summing effects as seen from the
decay spectrum in Fig. 4.12.
Therefore, these summing effects had to be analyzed and corrected in detail according to the
method described in Sec. 3.2.4. Especially for the decay of 190Ir to 190Os, a large number of
levels in the daughter nucleus can be populated by the decay, which leads to a complex decay
scheme [58]. Thus, for some of the analyzed γ transitions the correction procedure involved up
to a few hundred terms in the analysis. Although all of these terms were taken into account, it
was found that the major contribution of the correction stem from only a few coincident transi-
tions . Anyhow, corrections of larger than 50% were determined for some of the γ transitions
used for the data analysis of the photoneutron cross section. A list of the correction factors
determined for this experiment is shown in Tab. C.3 of the appendix.
Accounting for these corrections, the target activity has been calculated from Eq. (3.8) indepen-
dently for each of the analyzed γ transitions. It was found that the obtained activities agreed
within a deviation of less than 5%, which confirms the reliability of the correction procedure.
It needs to be emphasized, however, that this correction procedure is subject to some system-
atic uncertainties. The analysis relies on an accurate description of the detector response to
derive the photopeak-to-total ratio described in Sec. 3.2.4. This ratio has been obtained from
simulations using GEANT4, which showed some larger discrepancies to experimental data (see
Fig. 3.13). An uncertainty of 30% was taken into account for this ratio, which led to a system-
atic uncertainty of about 10% for the determined correction factors and, thus, for the overall
experimental uncertainty.
Finally, some minor corrections had to be applied due to self-absorption in the target. The
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Fig. 4.12: Decay spectrum of an irradiated naturally composed iridium target. The decay was measured
at the HPGe setup using a distance of 0.5 mm (top panel) and 81 mm (bottom panel) be-
tween target and detector. For better comparison, the spectra were normalized to the peak
area corresponding to the strong transition at Eγ = 186.68 keV. Most of the peaks at energies
above 600 keV can be identified as summing peaks stemming from the coincident detection of
two lower-energetic γ transitions. Due to the much lower detection efficiency at large distance
between target and detector, these summing effects have almost disappeared in the correspond-
ing spectrum. Transitions used for the analysis of the reaction yield are marked with arrows
(energies in units of keV).
corrections were found to be approximately 10%. Furthermore, for one of the irradiated targets
the activity was measured as a function of time and half-lives of 11.9± 0.44 d and 75.0±
1.27 d for 190Ir and 192Ir have been derived, respectively, consistent with the published values
of 11.78±0.10 d and 73.827±0.013 d [58].
Similar to 191Os discussed in the previous section, both nuclei 190Ir and 192Ir have two isomeric
states each which can be populated in the photoneutron reactions of 191,193Ir. Hence, one has
principally to apply the same analysis for these reactions as described for the photoneutron
reaction of 192Os. However, the situation for the photoneutron reactions of 191,193Ir is somewhat
different and allows to apply the standard analysis of Sec. 3.2 if one is only interested in the
total photoneutron cross section. This can be understood with regard to the quantum numbers
of the states involved in the photoneutron reaction.
Both parent nuclei 191,193Ir have a ground state of spin and parity Jpi = 32
+
. Hence, mainly states
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of rather low spin in 190,192Ir will be populated by the corresponding photoneutron reaction
as illustrated in Tab. 4.9. The ground state of 190Ir is of spin Jpi = 4− and, thus, difficult to
access in the photoneutron reaction of 191Ir. The same applies for the second isomeric state at
Ex = 376.4 keV which has a spin Jpi = 11−. Instead, the population of the first isomeric state of
spin Jpi = 1− at Ex = 26.1 keV will be favored. This state decays to the ground state by internal
transition with a half-life of 1.12 h. Because the waiting time between the end of irradiation
and the beginning of the activity measurement took many hours for each irradiated target in
this experiment, almost all 190Ir nuclei had already decayed to their ground state at the time of
measurement. For this reason, the standard analysis of Sec. 3.2 could be applied.
The same argumentation holds for the photoneutron reaction of 193Ir. For 192Ir, the ground state
and second isomeric state at Ex = 168.14 keV have spin Jpi = 4+ and Jpi = 11−, respectively,
and can hardly be accessed. On the other hand, the first isomeric state at Ex = 56.72 keV has
spin Jpi = 1− and will be highly populated. This state, however, has a half-life of only 1.45 min
resulting in a quick decay to the ground state, which again allows to apply the standard analysis
of Sec. 3.2.
Neutron emission
s wave: 12
+⊗0+ p wave: 12
+⊗1− d wave: 12
+⊗2+
Excitation
E1: 32
+⊗1− 0− to 3− 0+ to 4+ 0− to 5−
M1: 32
+⊗1− 0+ to 3+ 0− to 4− 0+ to 5+
E2: 32
+⊗2+ 0+ to 4+ 0− to 5− 0+ to 6+
Tab. 4.9: Accessible states of 190,192Ir in the photoneutron reaction 191,193Ir(γ,n) with regard to the con-
servation of spin and parity
4.4.2 Results
The experimentally determined energy-integrated cross sections of the photoneutron reactions
of 191,193Ir were used to derive normalization factors for the predicted cross sections of the
TALYS and NON-SMOKERWEB code as shown in Fig. 4.13. An excellent agreement with the
experimental data was found for the NON-SMOKERWEB code for both photoneutron reactions
191Ir(γ ,n) and 193Ir(γ ,n). On the other hand, the TALYS code overestimates the photoneutron
cross section of 193Ir by almost 50%. Although the cross section of 191Ir seems to be very
well predicted by the TALYS code, this calculation needs to be treated under reserve, because
a wrong neutron separation energy for this isotope of Sn = 8072.35 keV is adopted in the code
causing a systematic error. One might expect that the theoretical prediction yields a larger
reaction yield if the correct but lower neutron separation energy of Sn = 8026.5 keV is used.
However, for both statistical model codes the normalization factors proved to be constant as a
function of maximum photon energy Emax within the experimental uncertainties. This has been
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Fig. 4.13: Normalization factors f derived for two different theoretical predictions of the photoneutron
cross section of 191,193Ir at various energies Emax.
confirmed by a χ2 test, although a somewhat larger value for χ2 was found for the normalization
of the TALYS code calculation in case of the photoneutron reaction of 193Ir. The results for
the averaged normalization factors are summarized in Tab. 4.12. As already discussed for the
analysis of the other experiments, the first data point above the neutron threshold has been
omitted for the determination of the averaged normalization factor 〈 f 〉.
Furthermore, the normalized theoretical predictions have been compared to previous experi-
mental data of the photoneutron cross section of 191,193Ir which stem from experiments using
also bremsstrahlung [68]. These data are shown in Fig. 4.14 and quote a significantly larger
photoneutron cross section close to the neutron threshold than found in the experiment of this
thesis. Moreover, the energy dependence of these data points is rather inadequately described
by the normalized calculations.
Finally, the astrophysically relevant ground-state reaction rates have been directly derived from
experiment by the approximation of a thermal Planck spectrum. The reaction rates in compari-
son with the theoretical predictions are stated in Tab. 4.10 and Tab. 4.11 and confirm the results
obtained for the averaged normalization factors.
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Fig. 4.14: The photoneutron cross sections of 191,193Ir derived from photodisintegration experiments us-
ing bremsstrahlung [68] are compared with two theoretical predictions using the TALYS code
(dashed line) and the NON-SMOKERWEB code (solid line), respectively. Both calculations
have been normalized by the factors presented in Tab. 4.12. The error bands of the calculations
due to the uncertainties of the applied normalization factors have been omitted in the graphs.
191Ir
Temperature [109 K] 2.0 2.5 3.0
Upper energy limit [keV] 9140 9430 9750
λ g.s.Exp 3.04×10−4 5.13×100 3.60×103
∆λ g.s.Exp,Yield 0.71×10−4 1.20×100 0.84×103
∆λ g.s.Exp,Approx 0.54×10−4 0.59×100 0.27×103
λ g.s.TALYS 2.60×10−4 4.56×100 3.26×103
λ g.s.N.S. 2.68×10−4 4.50×100 3.14×103
Tab. 4.10: Astrophysical ground-state reaction rates of 191Ir determined experimentally by the approxi-
mation approach of a thermal Planck spectrum at three different temperatures are compared
with theoretical predictions of two statistical model codes. The notation is described in
Sec. 4.1.2.
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193Ir
Temperature [109 K] 2.0 2.5 3.0
Upper energy limit [keV] 8840 9124 9431
λ g.s.Exp 1.08×10−3 1.46×101 8.21×103
∆λ g.s.Exp,Yield 0.25×10−3 0.34×101 1.94×103
∆λ g.s.Exp,Approx 0.17×10−3 0.16×101 0.65×103
λ g.s.TALYS 1.89×10−3 2.39×101 1.37×104
λ g.s.N.S. 1.27×10−3 1.57×101 8.85×103
Tab. 4.11: Astrophysical ground-state reaction rates of 193Ir determined experimentally by the approxi-
mation approach of a thermal Planck spectrum at three different temperatures are compared
with theoretical predictions of two statistical model codes. The notation is described in
Sec. 4.1.2.
4.5 Overview
This chapter closes with a short overview of the experimental results presented in this thesis.
In the previous sections the investigation of the photoneutron cross sections of ten isotopes has
been described in detail. The experimental data have been compared to the predictions of two
statistical model codes, the TALYS code by Koning et al. and the NON-SMOKERWEB code by
Rauscher. According to the analysis described in Sec. 3.1.1, normalization factors have been
derived for the predicted photoneutron cross sections for incident photon energies just above
the neutron threshold. The results for the averaged normalization factor of each of the studied
photoneutron reactions are shown in Tab. 4.12. The systematic and statistical uncertainties
of the measurements are denoted by ∆sys〈 f 〉 and ∆fit〈 f 〉, respectively. These uncertainties have
been discussed in detail in Sec. 3.5. ∆fit〈 f 〉was derived from averaging the normalization factors
measured at different incident photon energies Emax with regard to the statistical uncertainties
of each individual data point. The total uncertainty ∆total〈 f 〉 was then obtained from a Gaussian
error propagation of ∆sys〈 f 〉 and ∆fit〈 f 〉.
Both theoretical model codes proved to reliably predict the photoneutron cross sections for a
wide range of isotopes. For all isotopes studied in this thesis the theoretical predictions agreed
with the experimental data within a factor of 2. Even in case of the isotopes 140,142Ce near
and at the neutron-shell closure the deviations between experiment and theory were consistent
with the assumed uncertainties of the calculations. Averaging over all normalization factors
a mean normalization factor of 0.81 and 0.99 has been determined for the TALYS and NON-
SMOKERWEB code, respectively. This suggests a slightly better agreement between experiment
and theory for the NON-SMOKERWEB code. However, it has to be emphasized that both values
are still consistent within the experimental uncertainties. Therefore, any further conclusion on
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TALYS NON-SMOKERWEB
〈 f 〉 ∆total〈 f 〉 ∆fit〈 f 〉 ∆sys〈 f 〉 〈 f 〉 ∆total〈 f 〉 ∆fit〈 f 〉 ∆sys〈 f 〉
148Nd 0.86 0.176 0.052 0.169 0.86 0.176 0.052 0.169
150Nd 0.55 0.111 0.037 0.105 0.62 0.127 0.047 0.118
154Gd 0.55 0.102 0.052 0.088 0.56 0.100 0.045 0.090
160Gd 0.93 0.151 0.039 0.145 1.15 0.186 0.051 0.179
154Sm 0.74 0.119 0.029 0.115 0.89 0.143 0.034 0.139
140Ce 1.29 0.295 0.059† 0.289 1.65 0.339 0.078† 0.330
142Ce 0.74 0.135 0.013† 0.134 1.02 0.205 0.019† 0.204
191Ir 1.01 0.221 0.042 0.217 1.12 0.244 0.041 0.241
193Ir 0.63 0.136 0.020 0.135 1.00 0.216 0.031 0.214
192Os 0.79 0.162 0.028 0.159 0.99 0.204 0.043 0.200
Tab. 4.12: Overview of the experimentally determined normalization factors 〈 f 〉 for the theoretical pre-
dictions of various photoneutron cross sections using the TALYS and NON-SMOKERWEB
code derived from the experimental data of this thesis. For those uncertainties marked with
a dagger, deviations between data points stemming from irradiations of different maximum
photon energies Emax were found to be significantly larger than expected from the assumed
statistical uncertainties. Hence, these values have to be treated under reserve.
a systematic overestimation or underestimation of one of the statistical model codes can hardly
be drawn.
Moreover, with regard to the normalization factor 〈 f 〉 derived for each isotope both codes ex-
hibit a similar mean deviation to the experimental data, which was determined to be about 25%
for the TALYS code and 20% for the NON-SMOKERWEB code. This indicates the predic-
tive power of the two statistical model codes. Although the quoted experimental uncertainty is
also about 20%, it has to be pointed out that many of the isotopes have been simultaneously
irradiated. Hence, systematic uncertainties, in particular the uncertainty stemming from the
photon-flux determination, are significantly reduced when comparing the normalization factors
of those isotopes measured relatively to each other. One can conclude that the discrepancy be-
tween experimental data and theory is not only due to experimental uncertainties in many cases
but, indeed, indicates the uncertainty of the calculations.
Furthermore, the normalized theoretical predictions have also been compared to experimental
data of the photoneutron cross section stemming from previous experiments. The aim of these
experiments was to study the photoneutron cross sections in the energy range of the giant dipole
resonance, but in many cases data was also provided for energies down to the neutron separa-
tion energy. For some of the reactions, the normalized theoretical predictions showed quite
good agreement with these data. On the other hand, for other reactions significant discrepan-
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cies have been observed both for the absolute value and for the energy dependence of the cross
section. Since some measurements quoted reaction yields even for incident photon energies
below the neutron threshold (e. g. see Fig. 4.7), some of the discrepancies might be ascribed
to experimental errors. In other cases, however, the normalized predictions were in excellent
agreement with the experimental data close to the neutron threshold but showed larger devia-
tions when approaching the giant dipole resonance (e. g. see Fig. 4.11). This deviation rather
stems from uncertainties of the predicted energy dependence of the cross section and indicates
that, in general, the derived normalization factors cannot be assumed to be energy-independent
over a wide energy range. This calls for further investigations providing reliable experimental
data with high energy resolution for energies starting at the neutron separation energy up to the
giant dipole resonance.
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Chapter 5
Discussion
The photoactivation experiments presented in the previous chapter have provided experimental
data for the photoneutron cross sections of various isotopes just above the neutron threshold. In
the first section of this chapter, it will be discussed how theoretical models can be improved on
the basis of these data. The second section will provide a comprehensive overview of photoneu-
tron reactions measured at the S-DALINAC in the last years and discuss the global predictive
power of statistical model calculations for photoneutron ground-state reaction rates.
5.1 Sensitivity of statistical model calculations to nuclear
physics input
As discussed in detail in Sec. 2.2, photoneutron cross sections measured under laboratory con-
ditions only have a minor direct impact on astrophysical investigations because they do not
account for the thermal population of excited states in the parent nucleus, which plays an es-
sential role for reaction rates under stellar conditions. For this reason, the experimental data
should rather be used to constrain the nuclear models involved in the theoretical calculations
in order to improve the reliability of theoretical predictions for cross sections of astrophysical
implications.
It has been outlined in Sec. 2.3.1 that statistical model codes involve a large variety of nuclear
models for the description of quantities such as nuclear level density, optical-model potential
and γ-ray strength function. The intention of this section is to discuss the sensitivity of statistical
model calculations to the various nuclear input parameters.
With regard to the experimental data provided in this thesis, it is interesting to study how mod-
ifications of nuclear models affect the derived normalization factors 〈 f 〉 for the theoretical pre-
dictions of photoneutron cross sections. For this purpose, the experimental data of Sec. 4.1 have
been reanalyzed for several isotopes of the rare-earth region using the NON-SMOKERWEB code
by means of different sets of nuclear input parameters.
To investigate the sensitivity to each single parameter, the absolute value of nuclear level den-
sity, neutron transmission coefficient (neutron width), and radiative transmission coefficient (γ
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width) has been varied within a factor of 2. The normalization factors have then been recalcu-
lated according to the analysis described in Sec. 3.1.1, and the results have been compared to the
normalization factors derived for the default parameters. However, to directly see the impact of
the various parameters it is more suitable to compare the inverse of the averaged normalization
factor 〈 f 〉. For a fixed maximum photon energy Emax this quantity is directly proportional to
the predicted energy-integrated cross section ITheoryσ (see Eq. (3.2)). Accordingly, the inverse of
the normalization factor 〈 f 〉 averaged over various energies Emax will be denoted by 〈ITheoryσ 〉
in the following. The results are illustrated in the left panel of Fig. 5.1.
As shown, 〈ITheoryσ 〉 is rather insensitive to the applied nuclear level densities. In particular,
the calculations are almost independent of the adopted level density of the residual nucleus
i. This can be understood with regard to the fact that maximum photon energies Emax just
above the neutron threshold were used for the irradiation. For this reason, only low-lying states
of well-defined quantum numbers can be accessed in the residual nucleus by photoneutron
reactions. According to Eq. (2.18), these states are treated separately in the calculations and,
thus, independent of any adopted nuclear level density.
Moreover, the calculations also prove to be rather insensitive to variations of the neutron width
and, thus, to the neutron transmission coefficient. Within variations of a factor of 2, 〈ITheoryσ 〉
changes by less than 20% for the studied isotopes. On the other hand, a high sensitivity has
been found to variations of the γ width and, therefore, to the radiative transmission coefficients,
showing that 〈ITheoryσ 〉 increases almost linearly with this parameter. This dependence can be
observed for each of the studied isotopes. Thus, the normalization factors 〈 f 〉 derived in this
thesis seem to provide a sensitive test for the γ-ray strength function adopted for the theoretical
calculations. It should therefore be the aim of future studies to constrain the γ-ray strength
function on the basis of the experimental data given in this thesis to improve the reliability of
theoretical predictions for photodisintegration reactions relevant for explosive nucleosynthesis.
Furthermore, it has been suggested in previous works [19, 26, 48] that experimental data for
photoneutron reactions could also be used to adjust the neutron-capture cross section of the
inverse reactions. In particular, such an approach would be worthwhile to improve the neutron-
capture cross sections of short-lived branching points in the s process, which cannot be mea-
sured directly in neutron-capture experiments (see Sec. 2.1.3). In previous works, it was as-
sumed that a normalization factor determined for a theoretical calculation of a certain photoneu-
tron cross section can also be applied to the calculation of the neutron-capture cross section of
the inverse reaction, provided that both cross sections have been predicted by means of the same
theoretical model. Such an approach, however, only seems reasonable if both the photoneutron
and neutron-capture reaction show a similar sensitivity to the various nuclear input parameters
adopted for the calculations.
For comparison with the results obtained for the sensitivity of 〈ITheoryσ 〉, the Maxwellian Aver-
aged capture Cross Section (MACS) described in Sec. 2.2 has been calculated for the inverse
reactions assuming a typical stellar temperature for the s process of kT = 30 keV. According
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Fig. 5.1: Sensitivity of statistical model calculations to nuclear physics input. The averaged energy-
integrated photoneutron cross section 〈ITheoryσ 〉 has been calculated for 148Nd (solid line), 150Nd
(dashed line), 154Gd (dotted line), 160Gd (dashed-dotted line), and 154Sm (short-dashed line)
as a function of the absolute values of the nuclear input parameters (NIP) (left panel). For
comparison the MACS at temperature kT = 30 keV of the inverse reaction is shown in the
right panel. The results have been normalized to the calculations for the default parameters
(NIPDefault). The asterisk indicates that the initial nucleus i is thermally excited in case of the
neutron-capture reaction. See text for details.
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to the analysis described above, several nuclear input parameters have been varied, and the cal-
culated MACS has been compared with the calculation based on the default parameters. The
results are shown in the right panel of Fig. 5.1.
Parallel to the predictions for the photoneutron reaction, the MACS shows a high sensitivity
to the γ width and almost no sensitivity to the nuclear level density of the parent nucleus i.
Moreover, a rather low sensitivity to the neutron width can be observed. However, in contrast to
the photoneutron reaction, the nuclear level density of the compound nucleus m has a significant
impact on the calculated MACS. This seems plausible, because neutron and nucleus i form a
highly excited compound state. Thus, the subsequent radiative transitions can access a huge
number of final states which need to be treated by appropriate nuclear models for the level
density. This already illustrates the difficulty in deriving neutron-capture cross sections from
the inverse photoneutron reaction. Even if the γ-ray strength function was reliably determined
by photoneutron reactions, one would still have to deal with the uncertainties stemming from the
description of the level density. A detailed discussion on uncertainties of nuclear level densities
can be found in Ref. [35] quoting a mean uncertainty of about 50%. Hence, without setting
further constraints on these nuclear models, a direct determination of neutron-capture cross
sections from photoactivation experiments is hardly possible. Nevertheless, it can be expected
that theoretical predictions for neutron-capture cross sections can be significantly improved if
photoneutron reactions yield reliable descriptions for the γ-ray strength function.
As described in Sec. 2.3.1, the dominating contributions for the radiative transmission coeffi-
cients and, thus, for the γ-ray strength function stem from E1 transitions, which are based on a
Lorentzian representation of the giant dipole resonance (GDR). The main parameters involved
in these representations are the energy EGDR and width ΓGDR of the GDR, respectively. In case
of statically deformed nuclei the GDR is described by two oscillations, one along and the other
one perpendicular to the axis of rotational symmetry. Thus, one has to adopt EGDR and ΓGDR
for each oscillation. To test the sensitivity of the theoretical predictions to these parameters, cal-
culations for 〈ITheoryσ 〉 and the MACS have been performed within a variation of 10% for EGDR
and ΓGDR. The results are illustrated in Fig. 5.2. As expected, both 〈ITheoryσ 〉 and the MACS in-
crease when either EGDR approaches the neutron threshold or ΓGDR increases. The dependence
on the different parameters appears to be similar for both types of reactions, although 〈ITheoryσ 〉
shows a slightly stronger sensitivity than the MACS. However, one should keep in mind that
the GDR parameters for stable isotopes have usually been measured accurately. Many exper-
iments quote uncertainties of the order of 1% or even less (e. g., see Ref. [59]). Therefore,
these parameters should only give a minor contribution to the overall uncertainty of theoretical
predictions for nuclei close to the valley of stability. The contributions, however, might become
significant for exotic nuclei where the GDR parameters are a lot less constrained. Moreover,
rather large uncertainties are expected to stem from the γ-ray strength function at lower photon
energies, which can not be accurately described by the low-energy tail of a simple Lorentzian
curve. Therefore, experimental data for this energy region as provided by the experiments of
this thesis are mandatory.
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Fig. 5.2: Sensitivity of statistical model calculations to the GDR parameters. The averaged energy-
integrated photoneutron cross section 〈ITheoryσ 〉 has been calculated for 148Nd (solid line), 150Nd
(dashed line), 154Gd (dotted line), 160Gd (dashed-dotted line), and 154Sm (short-dashed line) as
a function of the GDR parameters (NIP) (left panel). For comparison the MACS at temperature
kT = 30 keV of the inverse reaction is shown in the right panel. The results have been normal-
ized to the calculations for the default parameters (NIPDefault). The asterisk indicates that the
nucleus i is thermally excited in case of the neutron-capture reaction. See text for details.
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Finally, different neutron optical-model potentials have been adopted to study the uncertainties
of statistical model calculations arising from the various descriptions. As illustrated in Fig. 5.3,
the results have been compared to the default calculation based on the potential by Jeukenne et
al. [31]. In accordance with the results found for the neutron width, the calculations show a
rather low sensitivity to the adopted model. Larger discrepancies can only be observed for the
descriptions by Bauge et al. [72, 73].
In conclusion, it has been found that photoneutron reactions are mainly sensitive to the γ width,
whereas other nuclear input parameters such as nuclear level densities and the neutron optical-
model potential have proven to give only minor contributions to the overall uncertainty of pre-
dicted photoneutron cross sections. Thus, experimental data stemming from photoactivation
experiments serve as a reliable test for different descriptions of the γ-ray strength function.
However, these experiments only yield an energy-integrated cross section averaged over a large
energy interval above the neutron threshold and are, therefore, less suited to constrain the energy
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Fig. 5.3: Sensitivity of statistical model calculations to the neutron optical-model potential. The averaged
energy-integrated photoneutron cross section 〈ITheoryσ 〉 has been calculated for 148Nd (squares),
150Nd (circles), 154Gd (open circles), 160Gd (open squares), and 154Sm (triangles) for different
neutron optical-model potentials using an empirical parametrization (Equivalent Square Well)
and descriptions by Moldauer [69], Wilmore and Hodgson [70], Becchetti and Greenless [71],
Jeukenne et al. [31], and Bauge et al. [72, 73] (left panel). For comparison the MACS at
temperature kT = 30 keV of the inverse reaction is shown in the right panel. The results have
been normalized to the calculations using the model of Jeukenne et al.. The data points have
been connected by lines to guide the eye. The asterisk indicates that the nucleus i is thermally
excited in case of the neutron capture reaction. See text for details.
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dependence predicted by theory. This demands more sophisticated experimental techniques dis-
cussed in the outlook of this thesis.
5.2 Global predictive power of statistical model codes
This section will provide a global overview of the predictive power of statistical model calcu-
lations for photoneutron reactions just above the neutron separation energy. For this purpose,
Tab. 5.1 gives a summary of all astrophysically relevant ground-state reaction rates, which have
been measured in photoactivation experiments at the S-DALINAC in the last years. For compar-
ison, the reaction rates have been calculated by means of the TALYS and NON-SMOKERWEB
code. For all but the experimental values marked with a dagger, the reaction rates have been
determined using the approximation of Planck spectra as described in Sec. 3.1.2. For those val-
ues marked with a dagger, the photoneutron cross section has been adopted from an empirical
parametrization derived from experiment as given in the references, and the ground-state reac-
tion rate has been calculated according to Eq. (3.3). Note that no ground-state reaction rates
were determined for the isotopes 140,142Ce and 160Gd discussed in this thesis.
For easier comparison, the ratios of experimental and theoretical rates have been plotted in
Fig. 5.4 as a function of neutron number. A mean ratio 〈λ g.sExp/λ g.sTheo〉 of 0.82 and 1.01 and a mean
deviation between experiment and theory of 20.0% and 18.5% have been derived for the TALYS
and NON-SMOKERWEB code, respectively. No systematic dependence of the deviation with
neutron number has been observed, e. g., when approaching neutron-shell closures. Thus, this
result proves the excellent overall agreement between experiment and theory for photoneutron
reactions with regard to the experimental uncertainties as already stated for the results found in
the experiments of this thesis (see Sec. 4.5).
However, there seems to be a systematic deviation of about 25% between the two different
statistical model codes. This becomes even more evident if both codes are directly compared to
each other as illustrated in Fig. 5.4. This discrepancy definitely calls for further investigation in
the future.
In conclusion, statistical model calculations have proven to provide reliable predictions for pho-
toneutron reactions in the astrophysically relevant energy region just above the neutron thresh-
old. The predicted reaction rates for almost all studied isotopes agreed with the experimental
results within less than a factor of 2 with a mean deviation of only about 20%. However, only
one experimental data point has yet been provided for isotopes with mass numbers A < 140.
Further experiments are necessary to confirm the predictive power of theoretical calculations in
this mass region.
Considering the fact that only global nuclear input parameters have been adopted for the calcu-
lations, the quoted uncertainty, indeed, indicates the predictive power of the theoretical models.
This accuracy is sufficient for many astrophysical investigations where further improvement is
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Isotope N λ g.s.Exp λ
g.s.
TALYS λ
g.s.
N.S. Ref.
96Zr 56 6.63±0.31† 6.96 5.98 [26]
148Nd 88 64.5±18.2 81.9 86.2 this thesis
150Nd 90 40.9±12.4 77.4 71.6 this thesis
154Sm 92 7.45±1.40 11.1 9.21 this thesis
154Gd 90 0.112±0.040 0.207 0.206 this thesis
187Re 112 91.1±10.9† 99.2 74.0 [48]
190Pt 112 0.567±0.167† 0.199 0.140 [47]
191Ir 114 5.13±1.34 4.56 4.50 this thesis
192Os 116 51.0±10.3 57.5 45.5 this thesis
192Pt 114 0.372±0.060 0.619 0.534 [47]
193Ir 116 14.6±3.80 23.9 15.7 this thesis
196Hg 116 0.427±0.071† 0.364 0.248 [56]
197Au 118 6.16±0.83 7.45 5.32 [56]
198Pt 120 60.8±7.30 80.4 61.2 [47]
198Hg 118 2.00±0.27 1.75 1.41 [56]
204Hg 124 57.2±8.90 108 80.1 [56]
Tab. 5.1: Overview of astrophysically relevant ground-state reaction rates λ g.s.Exp for a stellar temperature
of T = 2.5× 109 K measured at the S-DALINAC using the approximation of Planck spectra
as described in Sec. 3.1.2. For comparison, calculations using the TALYS (λ g.s.TALYS) and NON-
SMOKERWEB code (λ g.s.N.S.), respectively, are shown. All rates are quoted in units of s
−1. Ex-
perimental rates marked with a dagger have been derived from an empirical parametrization of
the photoneutron cross section. The experimental rate quoted for 196Hg has to be treated under
reserve because the analysis was based on a wrong neutron separation energy of Sn = 8839 keV
in Ref. [56]. The neutron number of each isotope is denoted by N. See text for details.
hampered by uncertainties for the description of astrophysical scenarios rather than by uncer-
tainties stemming from the nuclear physics input. However, it should be emphasized again that
experiments are only capable to test predictions for ground-state reaction rates, and additional
uncertainties need to be taken into account for the calculations of stellar rates.
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Fig. 5.4: Predictive power of statistical model calculations for astrophysically relevant ground-state re-
action rates at a stellar temperature of T = 2.5×109 K. Predicitons stemming from the TALYS
(λ g.s.TALYS) and NON-SMOKER
WEB code (λ g.s.N.S.) are compared with the experimentally deter-
mined rates λ g.s.Exp stated in Tab. 5.1. The squares represent data points derived from the approxi-
mation of Planck spectra as described in Sec. 3.1.2, whereas open circles stem from an empirical
parametrization of the photoneutron cross section. No reaction rates have been determined for
the data points shown as triangles, which refer to the photoneutron reactions of 140,142Ce and
160Gd. These data points represent the averaged normalization factor 〈 f 〉 as stated in Tab. 4.12.
The mean ratio in each plot is indicated by a dashed line. See text for more details.
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Chapter 6
Summary and outlook
Photoneutron reactions play an important role in explosive astrophysical scenarios and, thus,
for the nucleosynthesis of the elements heavier than iron. To provide a reliable description of
the various nucleosynthetic processes, astrophysical reaction networks have to account for a
huge number of reactions. Most of the reaction rates have to be predicted by theory. Therefore,
it is mandatory to provide as many experimental data as possible to constrain and improve the
theoretical models.
The intention of this thesis has been to provide reliable experimental data for photoneutron
reactions for a wide range of isotopes and to discuss the results with regard to their astrophysical
implication. For the first time, photoneutron reactions have been measured for several rare-
earth isotopes in the astrophysically relevant energy region just above the neutron threshold.
In addition, several isotopes of mass numbers A ≈ 190 have been investigated to confirm the
results of previous works in the heavy-mass region.
To improve the reliability of the experimental results in comparison to previous experiments,
several systematic experimental uncertainties have been constrained in this thesis which had
only been estimated so far. On the one hand, it has been pointed out that the uncertainty of
the beam energy causes large systematic errors in photoactivation experiments, and, therefore,
several experimental techniques have been applied in this thesis to constrain this uncertainty.
On the other hand, the reliability of the data analysis could be improved using the advanced
Monte Carlo code GEANT4. For the first time, the spectral distribution of bremsstrahlung could
be reproduced by simulations without applying a correction procedure necessary in previous
works.
The experimental data for photoneutron reactions derived from the experiments of this thesis
showed a good agreement with the theoretical predictions of two different statistical model
codes. Considering all experimental data available for photoneutron cross sections just above
the neutron emission threshold, a mean uncertainty of about 20% has been derived for the theo-
retical calculations. This confirms the predictive power of the theoretical models. Nevertheless,
it should be the aim of future investigations to further reduce this uncertainty.
In this context, the advantages and disadvantages of photoactivation experiments have been
discussed in this thesis. Photoactivation experiments using bremsstrahlung combine the ad-
vantages of a very intense photon flux with the excellent energy resolution of HPGe detectors.
99
100 Chapter 6. Summary and outlook
Therefore, these experiments are exceptionally well suited to provide a comprehensive set of
data for a wide range of nuclei including even isotopes of very low abundance.
On the other hand, photoactivation experiments are restricted to the investigation of reactions
where the reaction products can be detected by means of their α or β decay. For several unstable
isotopes, however, the decay cannot be measured via the detection of subsequent γ transitions
because either the half-life is too large or the γ intensity is too small. In these cases, a promising
approach is to count the number of reaction products by means of Accelerator Mass Spectro-
metry (AMS). This technique exhibits an outstanding selectivity and sensitivity, typically many
orders of magnitude higher than conventional mass spectrometry. Thus, AMS is capable to
even distinguish between isobars and to count single atoms. Initially, AMS has been exclusively
applied to the detection of light isotopes, in particular 14C. Recent developments, however, have
proven that this technique can also be used for the investigation of heavy isotopes [74]. One can
expect that AMS will soon become applicable for a wide range of isotopes as a complement to
conventional photoactivation experiments.
It has been shown that photoactivation experiments as described in this thesis serve as a sensi-
tive test for the absolute value of the photoneutron cross section but are rather insensitive to its
energy dependence. To further improve the nuclear models involved in statistical model calcu-
lations, in particular the γ-ray strength function, it is mandatory to provide reliable experimental
data for the shape of the cross section. Although a large number of photoneutron reactions has
been studied in the 70s, these experiments have usually been subject to large statistical and sys-
tematic uncertainties close to the neutron threshold. Thus, they do not serve as a reliable test
for theoretical predictions in the astrophysically relevant energy region.
However, in the scope of the Sonderforschungsbereich 634 a tagged-photon facility has recently
been built at the S-DALINAC. At this facility, a monoenergetic electron beam is scattered in a
thin radiator and produces high-energetic bremsstrahlung photons. In contrast to the photoac-
tivation setup, the energies of the scattered electrons are measured by a magnetic spectrometer
afterwards so that the energy of each bremsstrahlung photon can be determined by the well-
defined energy of the incident electron and scattered electron. Therefore, this facility allows to
perform experiments with quasimonoenergetic photons. It has been designed to provide pho-
tons in the energy range between 6 and 20 MeV with an excellent energy resolution of better
than 25 keV [75] making it a unique tool to provide high-resolution data for photodisintegration
reactions with astrophysical implication. This facility will certainly give a substantial contribu-
tion to the improvements of nuclear models relevant for astrophysical studies.
Although the statistical model codes used in this thesis have proven their predictive power for
a wide range of isotopes, it has to be emphasized that most of the isotopes of astrophysical
implication are far from the valley of stability, i. e., they are very difficult to access in the
laboratory. Nevertheless, experimental data is obligatory to confirm the reliability of theoretical
calculations even for exotic nuclei. In this context, highly advanced radioactive beam facilities
such as FAIR (Facility for Antiproton and Ion Research) at the GSI in Darmstadt will definitely
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open a new field of experimental possibilities in the next decades and, thus, play a key role for
improvements of explosive nucleosynthetic processes.
Finally, it shall be mentioned that the quoted accuracy for predictions of photoneutron cross
sections is sufficient for many subfields of Nuclear Astrophysics with regard to the uncertain-
ties for other types of reactions. In the p process, e. g., the main uncertainties of astrophysical
network calculations stem from rather inadequate descriptions of the α potential as underlined
by Arnould and Goriely in Ref. [23]. Thus, experimental investigations, in particular, should
address (γ ,α) and (α,γ) reactions in the future to extend the very rare experimental data avail-
able so far. For this purpose, recently, a first photoactivation experiment to study the reaction
143Nd(γ,α) has been performed at the S-DALINAC [76]. This experiment, however, showed
that the investigation of these reactions is extremely challenging due to the very small cross
sections in the astrophysically relevant energy region. This calls for more sophisticated experi-
mental techniques in the future.
In conclusion, more than fifty years after the pioneering work of B2FH, many questions of the
nucleosynthesis of heavy elements are still unanswered. Even though the theoretical models
have made large progress in the description of many astrophysical scenarios, further improve-
ments demand reliable empirical observations from astronomers and highly accurate experi-
mental data from nuclear physicists. Experimental investigations of thermonuclear reaction
rates such as photodisintegration reactions for astrophysical network calculations have often
met the limits of experimental possibilities. However, the enthusiasm and ambition of scientists
will push on the development of sophisticated experimental techniques providing a deep insight
into more and more features of Nuclear Physics. There is no doubt that also in the next fifty
years Nuclear Astrophysics will have some surprises in store and, therefore, definitely remain
an important, exciting and fascinating field of research.
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Appendix A
Parametrization of bremsstrahlung spectra
In this section, a simple parametrization for bremsstrahlung spectra will be provided to reli-
ably estimate the photon flux at the photoactivation setup of the S-DALINAC (see Sec. 3.1).
This parametrization has been derived from extensive simulations using the Monte Carlo code
GEANT4 as described in Sec. 3.3.1.
It has been found that the spectral shape of bremsstrahlung of maximum photon energy Emax >
7500 keV can be accurately described by a linear function for photon energies Eγ > 6500 keV:
nγ(Eγ ,Emax) = a(Emax)×Eγ +b(Emax) , (A.1)
where nγ denotes the photon flux in units of (s cm2 keV µA)−1, and Eγ and Emax are in units
of keV, respectively. The two parameters a and b each are a function of Emax and have been
derived from a large number of simulations for various incident beam energies. It has been
found that they can be parameterized in front of the collimator by
a(Emax) = −(0.097−0.04× e−0.00047(Emax−7000))×Emax (A.2)
b(Emax) = 657.284×Emax+159.454 (A.3)
and behind the collimator by
a(Emax) = −(0.00032−0.00012× e−0.001(Emax−7000))×Emax (A.4)
b(Emax) = 2.4247×Emax−3847.31 . (A.5)
Using these parameters, a mean deviation of less than 15% has been determined between the
simulations and the parametrization of Eq. (A.1). However, very close to the cut-off the devi-
ation increases and larger discrepancies have been found for energies as close as 100 keV to
Emax in front of the collimator and 300 keV behind the collimator, respectively. In this energy
region, the parametrization should only be applied under reserve. Although the accuracy of this
parametrization is usually not sufficient to be involved in the detailed analysis of experiments,
it allows for a reliable estimation of the photon flux for a wide energy range.
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As a final remark, it has to be mentioned that the numeric values of the parameters of Eq. (A.2)
to Eq. (A.5) have only been derived for a distance of 6.5 cm between radiator and collimator.
For the modified experimental setup of slightly larger distance (see Sec. 3.1), the parameters a
and b have not been determined. However, it was found that the spectral shape of the photon
flux remains almost unchanged, whereas the photon-flux intensity is reduced by about a factor
of 6 in front of the collimator and by about 5% behind the collimator.
Appendix B
Input for detection-efficiency calibrations
B.1 Calibration sources
Isotope Activity [kBq] Eγ [keV] Iγ [%] Transmission [%]
133Ba 44.90±1.35a 53.2 2.199±0.022 94.9
79.6 2.620±0.060 97.7
81.0 34.06±0.270 97.7
160.6 0.645±0.008 98.4
223.2 0.450±0.004 98.5
276.4 7.164±0.220 98.6
302.9 18.33±0.060 98.7
356.0 62.05±0.190 98.7
383.8 8.940±0.030 98.7
109Cd 39.10±1.56c 88.0 3.700±0.100 97.8
57Co 392.0±11.8b 122.1 85.60±0.170 98.2
136.5 10.68±0.080 98.2
60Co 46.10±1.38a 1173.2 99.85±0.030 99.3
1332.5 99.98±0.001 99.3
137Cs 45.70±1.37a 661.7 85.10±0.200 100.0
54Mn 400.0±12.0a 834.9 99.98±0.001 100.0
22Na 38.50±1.16a 1274.6 99.94±0.014 100.0
210Pb 40.70±1.63c 46.5 4.250±0.040 96.8
Tab. B.1: Specifications of calibration sources. The γ intensities per decay Iγ were taken from
Ref. [58]. The transmission accounts for the absorption of photons in the surrounding
plastic housing and has to be taken into account for detection-efficiency calibrations.
The transmission factors have been adopted from Ref. [77].
Reference date: a: 01.12.1999, b: 01.02.2005, c: 01.03.2006.
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B.2 Detector dimensions
Detector S/N ∅ [mm] l [mm] ∆ [mm] d [mm]
HPGe GI-423 57.0 62.0 1.0 (Al) 3.0
LEPS1 43-TE 389 36.0 13.0 0.25 (Be) 7.0
LEPS2 43-TE 391 36.0 13.0 0.25 (Be) 7.0
NRF1 72902 77.0 80.0 1.0 (Al) 3.0
NRF2 73760 78.9 79.0 1.0 (Al) 3.5
NRF3 72930 78.0 78.0 1.0 (Al) 5.0
NRF4 b 90006 73.0 77.0 1.0 (Al) 5.0
Tab. B.2: Dimensions of the detectors used for the experiments of this thesis as implemented in the
simulations with GEANT4. The diameter and length of the sensitive crystal are denoted by ∅
and l, respectively. The thickness of the entrance window and the distance between detector
crystal and entrance window are quoted by ∆ and d, respectively. In addition, a cooling finger
of 9.0 mm diameter and 49.0 mm length for the HPGe detector and an additional absorbing
mylar layer of 0.025 mm for both LEPS have been taken into account. The LEPS and HPGe
detector have been used for activity measurements in this thesis (see Sec. 3.2.1), whereas
detectors denoted by NRF (Nuclear Resonance Fluorescence) have been mounted behind the
collimator of the photoactivation setup to measure the photon-scattering reaction of 11B (see
Sec. 3.3.2). In addition, detector NRF4 has been used for a direct measurement of the spectral
distribution of bremsstrahlung (see Sec. 3.4.2).
Appendix C
Correction factors for the determination of target
activity
C.1 Corrections for self-absorption and target dimensions
As described in Sec. 3.2.3, the detection efficiencies determined for point-like sources have to
be corrected before being adopted for the determination of target activity according to Eq. (3.8).
The corrections account for the finite dimensions of a target (a disk of 20 mm diameter) and
for self-absorption of photons within the target material. For all targets studied in this thesis
simulations using GEANT4 have been performed to derive the corresponding correction factors
denoted by kε . A selection of correction factors for both detector setups used in the experiments
of this thesis is shown in Tab. C.1.
C.2 Correction factors for summing effects
The coincident detection of photons gives rise to summing effects in the observed spectra, which
need to be corrected in the data analysis as discussed in detail in Sec. 3.2.4. The correction
factors calculated for the γ transitions used for the data analysis in the experiments of this thesis
are summarized in Tab. C.2 and Tab. C.3. With regard to the various terms contributing in the
correction procedure, the total correction factor ktotal has been divided into:
• kcascades: Refers to contributions according to Eq. (3.15) and Eq. (3.16)
• ksumming: Refers to contributions according to Eq. (3.17)
• kX−rays: This correction stems from coincident events between γ transitions and X-rays
subsequent to the decay of the parent nucleus. Therefore, this contribution usually only
becomes significant if the parent nucleus decays by electron capture. This correction has
not been discussed explicitly in Sec. 3.2.4 but can be treated in analogy to Eq. (3.15) and
Eq. (3.16).
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Target m [mg] Eγ [keV] kε (LEPS) kε (HPGe)
Au 50 333.0 0.927 0.981a
426.1 0.931 0.990a
200 333.0 0.916 0.978a
426.1 0.923 0.998a
Re 350 122.6 0.774 0.864a
137.2 0.808 0.883a
Gd 50 69.7 0.830 0.931a
103.0 0.894 0.957a
Nd 45 91.1 0.894 0.973a
270.2 0.932 0.988a
Sm2O3 500 69.7 0.508 0.857a
103.0 0.738 0.991a
1750 69.7 0.206 0.552a
103.0 0.470 0.970a
CeO2 800 145.4 – 0.927b
165.9 – 0.958b
OsO2 400 129.4 0.765 0.857a
646.0 0.918 0.991a
1725 129.4 0.461 0.552a
646.0 0.911 0.970a
Ir 330 186.9 – 0.872c
296.0 – 0.918c
612.5 – 0.924c
Tab. C.1: Correction factors kε for the detection efficiency due to self-absorption and target dimensions
as described in Sec. 3.2.3. The distance between target and detector at the LEPS setup was
5 mm. At the HPGe setup different distances were used, which is indicated by the superscripts
(a: 81 mm, b: 42 mm, c: 0.5 mm).
The total correction factor ktotal can be calculated from:
ktotal =
(
1−∑
i
1− 1
ki
)−1
, (C.1)
where ki refers to the various contributions stated above.
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Isotope Detector Eγ [keV] kcascades ksumming kX−rays ktotal
148Nd (2) 91.105 1.0032 1 1.026 1.029
531.016 1 1 1.026 1.026
150Nd (2) 114.314 1.0529 1 1.026 1.082
155.873 1.0610 1 1.026 1.090
211.309 1.0122 0.992 1.026 1.030
267.693 1.0721 0.998 1.026 1.100
270.166 1.0104 0.914 1.026 0.945
154Gd (2) 97.431 1 1 1.148 1.148
103.18 1.0204 1 1.148 1.175
160Gd (2) 57.996 1 1 1 1
226.04 1.0365 1 1 1.037
348.28 1 0.998 1 0.998
363.55 1.0204 1 1 1.020
154Sm (2) 69.673 1.0418 1 1.026 1.070
97.431 1.0289 1 1.026 1.056
103.18 1.0079 1 1.026 1.034
187Re (1) 122.64 1 1 1 1
137.157 1 1 1 1
197Au (2) 333.03 1.0403 1 1.134 1.185
355.73 1.0107 1 1.134 1.148
426.10 1 1 1 1
Tab. C.2: Correction of summing effects involved in the photoactivation experiment of isotopes in the
rare-earth region. Correction factors have been determined for each γ transition analyzed in
the experiment. The calculations have been performed for both the HPGe setup (1) and the
LEPS setup (2) for a distance of 81 mm and 5 mm between detector and target, respectively.
See Sec. 3.2.4 for a detailed discussion and Sec. C.2 for the notations used in the table.
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Isotope Detector Eγ [keV] kcascades ksumming kX−rays ktotal
191Ir (1) 186.86 1.5786 1 1.050 1.651
518.55 1.5327 1 1.050 1.614
569.30 1.5249 0.9887 1.050 1.595
557.95 1.3059 0.9146 1.050 1.248
193Ir (1) 295.96 1.3714 1 1 1.379
308.46 1.3415 1 1 1.341
316.51 1.2277 1 1 1.228
468.07 1.1632 1 1 1.163
612.46 1.1592 0.576 1 0.668
187Re (1) 122.64 1 1 1 1
137.157 1 1 1.037 1
197Au (1) 333.03 1.1692 1 1.087 1.290
355.73 1.0413 1 1.087 1.136
426.10 1 1 1 1
Tab. C.3: Correction of summing effects involved in the photoactivation experiment of 191,193Ir. Cor-
rection factors have been determined for each γ transition analyzed in the experiment. The
calculations have been performed for the HPGe setup (1) for a distance of 0.5 mm between
detector and target. See Sec. 3.2.4 for a detailed discussion and Sec. C.2 for the notations used
in the table.
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