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ABSTRACT
Rating-based summary statistics are ubiquitous in e-commerce,
and often are crucial components in personalized recommendation
mechanisms. Largely left unexplored, however, is the issue to what
extent the descriptives of rating distributions influence the decision
making of online consumers. We conducted a conjoint experiment
to explore how different summarizations of rating distributions (i.e.,
in the form of the number of ratings, mean, variance, skewness or
the origin of the ratings) impact users’ decision making. Results
from over 200 participants indicate that users are primarily guided
by the mean and the number of ratings and to a lesser degree by
the variance, and the origin of a rating. We also looked into the
maximizing behavioral tendencies of our participants, and found
that in particular participants scoring high on theDecision Difficulty
subscale displayed other sensitivities regarding the way in which
rating distributions were summarized than others.
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1 INTRODUCTION
Although ratings are no longer the sole source of user feedback as
they have been in early works on collaborative filtering algorithms,
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they are still important cues to rank items according to users’ pre-
sumed tastes and preferences. Moreover, in e-commerce in general
rating summarizations are typically an important decision aid visu-
alizing the aggregate opinions of a multitude of users. The mean rat-
ing value, or the total number of ratings, are common mechanisms
to rank large item lists. In recommender systems research, sum-
mary statistics of the rating behavior of a user’s nearest neighbors
have been classified as collaborative explanation types [13]; already
Herlocker et al. [18] identified them to be a compelling way to
explain the data behind recommendations. Largely left unexplored,
however, is the issue to what extent the specific characteristics of
rating distributions influence the choices of online consumers. We
conducted a choice-based conjoint (CBC) experiment to explore
how different summarizations of rating distributions (i.e., the to-
tal number of ratings, mean, variance, skewness or the origin of
the ratings itself) impact users’ decision making. In a pre-study
that considered solely mean and number of ratings as attributes,
we identified that users are more strongly guided by the mean
rating value. It should be noted that this earlier study put to test
representative attribute levels from the movie domain, where the
average number of ratings per item is typically in the high three
digit, or low four digit numbers. In that study, we noticed that, at
levels with lower numbers of ratings, the relative importance of
the number of ratings versus the mean value grows. Therefore, in
this study, we sought to select a domain that is more representative
for e-commerce in general, namely tourism, and extracted different
attribute values from TripAdvisor rating data. Furthermore, it in-
cludes the origin of rating as a separate attribute – i.e., if the rating
summarization was based on all user ratings or just on those from
users similar to the current one – in order to quantify the strength
of personalized collaborative explanations versus a justification
based on all ratings.
In addition, since decision making strategies vary from person to
person [23], we hypothesized that users that could be characterized
as high on dispositional maximization would behave different from
those high on dispositional satisficing in such as choice experiment.
In particular, we predicted this to occur, if we followed the recom-
mendation of [31] to examine the three maximization dimensions
separately.
Results from more than 200 participants indicate that, in general,
users are primarily guided by the mean and the number of ratings,
and to a lesser degree by the variance, as well as the origin of a
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rating. However, when looking into the maximizing behavioral
tendencies of our participants, we clearly observe different sen-
sitivities regarding the way in which rating distributions impact
users’ choice behavior. For instance, participants scoring low on
Decision Difficulty – which is a sub-scale of the commonly used
Maximizing Scale [31] – considered mean and number of ratings
with nearly similar weight, and also were considerably intrigued
by ratings originating only from similar users, while those scoring
high on this dimension were clearly selecting the choice with the
higher meanmore often. The results of this study, therefore, provide
clear indications about the degree of the potential persuasiveness
[42] of different representations of rating summaries – i.e., framing
them into the context of all users, or only similar users and their
respective rating distribution characteristics. This leads us to dis-
cuss algorithmic tunings of matrix factorization algorithms in the
final section of this work.
After outlining related work in Section 2, in Section 3 we will
provide a detailed description of the choice-based conjoint method-
ology that was used in the present study. Section 4 will serve to
present obtained results, and in Section 5, finally, we hypothesize
on the implications for recommendation algorithms and future
research.
2 RELATEDWORK
Explaining recommendations is a salient topic in the field of rec-
ommender systems, and has received considerable attention in the
past years [32, 40].
Herlocker et al.[18] compared 21 different styles of explanations
and demonstrated that the rating histograms were users’ preferred
mechanism to render the data behind the recommendations trans-
parent. These user style explanations have proven to be popular
also in many other studies [3, 9] ever since; also in the very recent
one of Kouki et al.[25], where user-based explanations and high
mean rating values were identified to be the most popular styles.
The “user” style justifies recommendations by providing infor-
mation on how similar users (neighborhood-based) interacted with
the recommended item. The neighborhood is inferred from similar
past behavior between users – like clicking, buying or ratings ac-
tions. “User” style justifications are usually presented by a sentence
like “Similar users to you rated this item: . . ." [32], followed by a
rating summary statistics.
It has been acknowledged in the literature on recommender sys-
tems that decision making strategies vary from person to person,
and that people differ in the extent to which they search for "the best
possible choice", or rather opt for "a decent choice considering the
circumstances" [22, 23]. Inspired by the seminal work of Herbert Si-
mon on the satisficing nature of human decision making [37], Barry
Schwartz and colleagues developed a theory and self-report scale
to assess individual differences in a person’s maximizing behav-
ioral tendencies [36]. The authors distinguish between maximizers,
which are people tending to bargain to obtain the best solution
for themselves, and satisficers, which are people that – like in Her-
bert Simon’s essays – tend to settle for a "decent enough" solution.
Empirical research has revealed distinct behavioral responses for
maximizers and satisficers. In general, people determined by high
levels of maximization find it more difficult to cope with a large
number of choices (so-called choice overload), take longer to make
their choices, are less committed to their choices, display lower sat-
isfaction with their choices, socially compare with others who seem
to be better of, and/or even regret their choices [10, 19, 29, 36, 38].
Unfortunately, the sparse work on dispositional differences be-
tween maximizing versus satisficing in the setting of recommender
systems has failed to replicate these findings. That is, [23] reported
an opposing response pattern for satisfaction with choices derived
from non-personalized recommendations (i.e., maximizers appeared
more rather than less satisfied with their choices than satisficers),
whereas [22] even reported null effects in the presence of recom-
mendations. One possible explanation for these inconsistencies
may be that those studies failed to take into account the theoretical
building blocks underlying maximizing and satisficing. It is true
that a person’s behavioral tendency towards maximization could
be measured and analyzed as an aggregate measure per se, but
it may pay-off to study differences in maximizing-satisficing at a
higher level of granularity – that is, by also focusing on the three
sub-dimensions (alternative search, decision difficulty, and high
standards) that make up maximization, separately [31].
Conjoint analysis is a widely appreciated methodological tool
from marketing and consumer research, which is particularly appli-
cable to the study of user preferences and trade-offs in the decision
making process [34]. A vast literature documents the merits of
conjoint analysis for the study of marketing-related preference
problems, as has been continuously reviewed in articles and book
(chapters), cf., [2, 15, 17, 33]. The conjoint methodology has also suc-
cessfully been employed in a wide range of areas beyond marketing
and consumer research, including education, health, tourism, and
human computer interaction. In the latter domain, for instance, Cho
et al.[7] used conjoint analysis to investigate elders’ preference over
smart-phone application icons. The authors explored the dynamics
of two attributes (degree of realism and level abstraction) one with
four levels and one with two levels, and ran their user study with
a modest total of 30 respondents. Intriguingly, Marriott even used
conjoint analysis to design its hotel chains, which highlights the
practical value of the method; [41] referred to in [33].
In the field of recommender systems and online decision support,
Zanker and Schoberegger [43] employed a ranking-based conjoint
experiment to understand the persuasive power of different expla-
nation styles over the users’ preferences. More recently, and of
interest to the present discussion, Carbonell et al. [4] observed that
users select physicians based on considerations of user-generated
content such as ratings and comments rather than the official de-
scriptions of the physicians’ qualifications. The authors relied on a
choice-based conjoint design to understand the features influenc-
ing user’s choice, and suggested that future consideration of such
attributes in recommender systems would improve the decision
making process.
While these studies seem to offer first evidence for the existence
of a persuasive effect of the descriptive characteristics of rating sum-
marizations, to the best of our knowledge, no study has explored
this issue in relation to individual differences in maximizing versus
satisficing behavioral tendencies. The novelty of our work, in that
respect, is twofold: First, the inclusion of maximizing vs. satisfic-
ing user characteristics to account for differential tendencies the
processing of rating summarizations is novel. Second, and related,
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the incorporation of these behavioral measures responds to the
recent call to action on conjoint analysis in [2, 33] to increase the
knowledge on the ways in which people choose reference points
from a wider list, and to use these insights to develop better utility
models [2]. As such, the present research goes well beyond the
mere provision of a best practice in order to quantify the perceived
utility of the characteristics of different rating summarizations.
3 METHODOLOGY
We conducted a user study in order to understand the trade-off
mechanisms between confrontation with different origins of ratings
and item’s ratings profiles. Our analysis was based on the Choice-
Based Conjoint (CBC) methodology, which is also denoted as the
Discrete Choice Experiment by several authors [28]. CBC analysis
is an excellent method for determination of the impact of product
features among consumers. It is frequently used in marketing and
consumer research to determine user preferences over a wide range
of product or service attributes [27].
In conjoint designs, products (a.k.a., profiles) are modeled by sets
of categorical or quantitative attributes, which can have different
levels, cf. [33]. The CBC experiment is typically designed such that
participants repeatedly select a preferred profile from varying sets
of choices. This design feature nicely matches real-world settings
when users are confronted with recommendation lists [8].
In the remainder of this Section, we discuss in greater detail how
we investigated the user’s decision making on collaborative expla-
nations. We will elaborate on the way in which we designed the
profiles (i.e., the rating summarizations). Also, we will outline our
experimental procedure, and present the materials and measures
used in the present research.
3.1 Attribute selection
The first step in building a conjoint design is to determine the at-
tributes and their corresponding levels. Rating summarizations are
usually presented as a frequency distribution on the class of discrete
ratings values, preceded by the origin of the rating. We specifically
observed five distinct attributes: origin of ratings, number of ratings,
mean rating, variance and skewness of the ratings. We used these
five attributes to develop our stimuli (i.e., the profiles) of ratings
summarization.
The origin of ratings is commonly used in the explanation of
recommendations. Different origins are considered to differentially
influence the decision making process (i.e., in terms of persuasive-
ness, effectiveness, etc.), and improve the overall experience of the
user on the platform [40]. The total number of ratings is often seen
as a proxy for an item’s popularity, and many well-known algo-
rithms are implemented to recommend items that are frequently
rated [20]. Following the argument of [11], a high number of rat-
ings with a slightly lower rating mean should be preferred over
higher means based on a much lower total number of ratings. This
leads us to the third attribute of this study, the mean rating value.
It should be noted that variance and skewness can be interpreted
as measures of disagreement or conflicting opinions among prior
reviewers on the platform. Even though the item might have a high
overall score, variations of the scores, should, therefore, discourage
the users from interacting with the item.
Table 1: Attributes and attribute levels.
Attribute Level Value
A1: Origin of ratings L1 Similar UsersL2 All users
A2: Number of ratings L1 20L2 70
A3: Mean rating L1 3.7L2 4.3
A4: Variance L1 0.7L2 1.3
A5: Skewness L1 -1.2L2 -0.5
For the origin of ratings attribute we compared two levels: the
personalized explanation (i.e., similar users), versus the unperson-
alized explanation (i.e., all users). For this paper, we bootstrapped
information about ratings from TripAdvisor’s Web-crawled dataset
obtained from [14]. This dataset contains all ratings of hotels from
different destinations at the time of crawling. In order to bootstrap
our choice experiments with realistic attribute levels, we filtered all
hotels located in New York, which was the tourist destination with
the highest number of reviews – i.e., 11061 ratings on 258 hotels
from a total 9597 named users. In order to determine the respective
attribute levels, we analyzed the distribution of ratings per item in
the TripAdvisor dataset (see Figure 1). Figure 1a shows the rank dis-
tribution of the items based on the total number of ratings. The 30th
and 70th percentiles of the number of ratings are 20 and 70, which
we, henceforth, denote as the Small and Large levels of number of
ratings. Next, Figure 1b depicts the rank distribution of the mean
rating values. The 30th and 70th percentiles have rounded mean
rating values of 3.7 and 4.3, respectively, which we transformed
into the Low and High levels of our mean rating values. Figure 1c
shows the distribution of items based on the variance. Similar to the
number of ratings and the mean value, the 30th and 70th percentiles
yield variance values of 0.7 and 1.3, respectively, which became
our Low and High levels of the variance. Finally, the skewness dis-
tribution is shown in Figure 1d. The 30th and 70th percentiles of
the skewness distribution are -1.2 and -0.5, respectively, which we
turned into our Low and High levels of skewness.
Table 1 summarizes the selected attributes and the selected values
for each level.
3.2 Study design
Conjoint choice experiments not only require a set of profiles;
another requirement is a design outlining how these profiles are
distributed into a number of choice sets, and presented to the re-
spondents in the sample, cf. [33].
In the present study, the identified attribute levels allowed us to
build a full-factorial design [44] that included all possible combina-
tions of attributes and levels – that is, a design, which consisted
of 5 attributes × 2 levels each. This resulted in 32 different profiles
that were put to the test (see Table 2). Importantly, all profiles repre-
sented statistically feasible level combinations, while, for instance,
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Figure 1: Rank distribution of items based on (a) number of ratings, (b) mean value, (c) variance and (d) skewness in the
TripAdvisor dataset.
Table 2: Description of profiles. Orig. is the origin of ratings,
Rt. refers to the number of ratings,Mean, Var., and Skew. cor-
respond to the mean attribute, the variance attribute, and
the skewness attribute, respectively. Ratings distribution
shows, which percentage of the rated the item is T(Terrible),
P(Poor), A(Average), V(Very Good) and E(Excellent).
Profile
ID Orig. Rt. Mean Var. Skew.
Ratings Distribution
T P A V E
1 S.U 20 3.7 0.7 -1.2 3% 8% 18% 65% 8%
2 S.U 20 3.7 0.7 -0.5 3% 0% 38% 45% 15%
3 S.U 20 3.7 1.3 -1.2 10% 3% 15% 55% 18%
4 S.U 20 3.7 1.3 -0.5 3% 15% 20% 28% 35%
5 S.U 20 4.3 0.7 -1.2 0% 5% 8% 35% 53%
6 S.U 20 4.3 0.7 -0.5 0% 0% 23% 28% 50%
7 S.U 20 4.3 1.3 -1.2 0% 18% 3% 15% 65%
8 S.U 20 4.3 1.3 -0.5 0% 8% 25% 8% 60%
9 S.U 70 3.7 0.7 -1.2 3% 8% 18% 65% 8%
10 S.U 70 3.7 0.7 -0.5 3% 0% 38% 45% 15%
11 S.U 70 3.7 1.3 -1.2 10% 3% 15% 55% 18%
12 S.U 70 3.7 1.3 -0.5 3% 15% 20% 28% 35%
13 S.U 70 4.3 0.7 -1.2 0% 5% 8% 35% 53%
14 S.U 70 4.3 0.7 -0.5 0% 0% 23% 28% 50%
15 S.U 70 4.3 1.3 -1.2 0% 18% 3% 15% 65%
16 S.U 70 4.3 1.3 -0.5 0% 8% 25% 8% 60%
17 ALL 20 3.7 0.7 -1.2 3% 8% 18% 65% 8%
18 ALL 20 3.7 0.7 -0.5 3% 0% 38% 45% 15%
19 ALL 20 3.7 1.3 -1.2 10% 3% 15% 55% 18%
20 ALL 20 3.7 1.3 -0.5 3% 15% 20% 28% 35%
21 ALL 20 4.3 0.7 -1.2 0% 5% 8% 35% 53%
22 ALL 20 4.3 0.7 -0.5 0% 0% 23% 28% 50%
23 ALL 20 4.3 1.3 -1.2 0% 18% 3% 15% 65%
24 ALL 20 4.3 1.3 -0.5 0% 8% 25% 8% 60%
25 ALL 70 3.7 0.7 -1.2 3% 8% 18% 65% 8%
26 ALL 70 3.7 0.7 -0.5 3% 0% 38% 45% 15%
27 ALL 70 3.7 1.3 -1.2 10% 3% 15% 55% 18%
28 ALL 70 3.7 1.3 -0.5 3% 15% 20% 28% 35%
29 ALL 70 4.3 0.7 -1.2 0% 5% 8% 35% 53%
30 ALL 70 4.3 0.7 -0.5 0% 0% 23% 28% 50%
31 ALL 70 4.3 1.3 -1.2 0% 18% 3% 15% 65%
32 ALL 70 4.3 1.3 -0.5 0% 8% 25% 8% 60%
a mean rating of 5 with a variance different from 0 would obviously
be unfeasible.
Three principles needed to be respected in order to build the
choice sets and to draw the most information on main effects and
interactions: level balance, orthogonality, and minimal overlap [44].
First, level balance requires attribute levels to appear with equal fre-
quency in the different choice sets. Second, orthogonality ensures
that main and interaction effects are uncorrelated – something,
which is achieved by having all attribute levels vary independently
X =

0 1 0 1 1 0 0 1 0 1
1 0 1 0 0 1 1 0 1 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...

X1
L1 L2 L1 L2 L1 L2 L1 L2 L1 L2︸   ︷︷   ︸
A1
︸   ︷︷   ︸
A2
︸   ︷︷   ︸
A3
︸   ︷︷   ︸
A4
︸   ︷︷   ︸
A5
Figure 2: Design matrix X , represented in Nonorthogonal
Less-Than-Full-Rank Binary or Indicator Coding.
from each other. Overlap among attribute levels (i.e., identical at-
tribute values for two or more profiles within the same choice set),
finally, reduces the collected information. We used the established
D-efficiency metric to measure the statistical effectiveness of our
design [21]:
D − efficiency = 100 × 1
N × |(X ′
C
XC )−1 |1/p
(1)
WhereN is the number of observations in the design, as before,p
is the number of parameters, andXC is the standardized orthogonal
contrast coding of the matrix X [26]. In matrix X , columns corre-
spond to the levels of each attribute. Eachm rows of the matrix X ,
Figure 2, where a single row is a binary representation of a profile
in a choice set (Xn ).
Coding is the process of replacing our design levels by the set
of indicator or coded variables. To determine the efficiency of our
design, we relied on standard orthogonal contrast coding as recom-
mended by [44]. Please note that the sum of squares of the column
in a standard orthogonal coding matrix is equal to the number of
levels (e.g., if X has two levels, the sum of squares of the columns
of XC is 2). Thus, if X is orthogonal and balanced X ′CXC = N I ,
where I is a p × p identity matrix. In this case, the denominator
terms in Formula 1 cancel each other, such that the efficiency is
100%.
We identified a CBC design consisting of N = 16 choice sets
with m = 2 alternatives to be optimal due to attaining 100% D-
efficiency with minimal overlap, balanced frequency of levels, and
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Figure 3: An example snapshot of the binary choice between
two rating summarizations based on different attribute lev-
els.
orthogonality of effects. An example snapshot of a choice set is
shown in Figure 3.
3.3 Statistical analysis
In Figure 3 we depict an exemplary choice set consisting of two
alternatives with different levels of the number of ratings and the
mean rating value. One of the basic assumptions underlying the
assessment of users’ choices is an additive utility model, assuming
that the different attributes and characteristics of an item/profile
will contribute, independently of each other, to the overall utility.
A respondent’s preferences are modeled via a utility function
u(xi ) [44], Formula 2, representing how much the respondent likes
a given item.
u(xi ) = xiβ + ϵ (2)
where xi is a vector characterizing a profile i , β is the vector
with the unknown preferences for each attribute level, and ϵ is
the residual error. The utility u(xi ) of an item xi is the sum of the
partial utilities for each attribute.
The most common approach in analyzing CBC-designs is the
multinomial logistic regression [16, 34, 44], where – given N choice
sets – each consisting of m profiles, the probability of choosing
profile i in the choice set n is defined by Equation 3:
P(choicen = i) = e
u(xi )∑m
j=1 e
u(xj ) (3)
Please note that the multinomial logistic regression is based
on the assumption that the error ϵ is independent and identically
distributed in a choice set. Knowing the posterior probability, we
use the multinomial logit to estimate the coefficients of vector β
that maximize the likelihood of a profile to be chosen based on
respondents’ data.
3.4 Personality scale
Several scales exist to assess individual differences in maximizing
versus satisficing behavioral tendencies, ranging from the 13-item
Maximization Scale [36] to several shorter forms. In the present
study, we used the shortened 6-item scale put forward by [31].
Importantly, all these scales have in common that the behavioral
tendency towards maximization – even though it can be analyzed as
a single, overall construct – is better understood in terms of a three-
dimensional disposition. Specifically, the psychometric qualities
reveal the following sub-dimensions: alternative search, decision
quality, and high standards.
The following items in the shortened version by [31] measured
the sub-dimension alternative search: "When I am in the car listening
to the radio, I often check other stations to see if something better
is playing, even if I am relatively satisfied with what I’m listening
to", "No matter how satisfied I am with my job, it’s only right for me
to be on the lookout for better opportunities" (Cronbach’s α = 0.30).
The following items tapped into decision difficulty: "I often find it
difficult to shop for a gift for a friend", "Booking a hotel is really
difficult. I’m always struggling to pick the best one"1 (Cronbach’s
α = 0.53). The sub-dimension high standards, finally, was measured
using: "Nomatter what I do, I have the highest standards for myself",
and "I never settle for second best" (Cronbach’s α = 0.74). The
reliability measures for the first two sub-scales might appear low,
however, they are perfectly within the ranges outlined by [31].
Further, the overall scale was reliable; Cronbach’s α = 0.53. Each of
the items presented above was measured on a 7-point scale ranging
from 1 (completely disaдree) to 7 (completely aдree).
3.5 Study procedure
Volunteers were invited per email to participate in an online user
study on recommender systems and e-commerce. The interested
volunteer was provided with a Web-link to the study, including
a brief introduction into the research, and the guarantee that the
data collection would safeguard anonymity. If the participant gave
informed consent to have the data used for research purposes, she
would be asked to fill out a short personality test (the shortened
Maximization Scale described above). Next, the participant was
asked to consider the following, hypothetical yet plausible, tourism-
inspired decision making task:
“You need to make a choice between two hotels on a booking plat-
form for your holiday stay. Both hotels are equally preferable to you
with respect to cost, location, facilities, services, etc. Other users’ rat-
ings are aggregated and summarized by their number of ratings, the
mean of their ratings, their distribution over the different rating values
as well as by the origin of ratings (i.e. if the ratings were based on all
users or from users similar to you). Given the above, which of the two
hotels below would you choose, when you were to solely consider the
ratings for the two accommodations?”
Following this introduction, the participant went through 16
choice tasks according to our design – an exemplary choice set of
which is presented in Figure 3. The order of the choice tasks and
the answer options (i.e., the profiles) were randomized for each
respondent. Additional feedback on what characteristics of rating
summaries guided their decision most, demographic information
and general feedback on the questionnaire were included in the
post-experimental part of the questionnaire.
1Note, that we replaced Renting a video [..] in the original scale of [31] with Booking a
hotel [..].
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Table 3: Summary of the respondents’ demographics.
Personal Category Totalfeature
Age 18-24 25-30 31-40 40+
# 97 39 25 21 182
% 53% 21% 14% 12% 100%
Gender Female Male No answer
# 92 83 7 182
% 51% 45% 4% 100%
Country∗ Italy UK Netherl. Albania Austria Others
# 117 19 16 11 10 9 182
% 64% 10% 9% 6% 5% 9% 100%
∗ Corresponds to the browser’s geolocation from where the survey was
accessed.
Table 4: Results of the multinomial logit.
Attribute Level Estimate (β)
Origin Similar 0.37 ( 0.05 ) ***All -
# ratings 70 0.89 ( 0.05 ) ***20 -
Mean 4.3 1.18 ( 0.05 ) ***3.7 -
Var. 1.3 -0.18 ( 0.05 ) ***0.7 -
Skew. -1.2 0.02 ( 0.05 )-0.5 -
Log-Likelihood: -1484.8
McFadden R2: 0.26
Likelihood ratio test : X 2= 1054.4 ***
Note: *** p<0.001; ** p<0.01; * p<0.05. Dashes (-) are
the baseline levels. The estimated coefficients are the
change in log odds of choosing a particularmode rather
than the baseline category. The values in parentheses
are estimated standard errors.
4 RESULTS
Between February and April 2018, 215 subjects from 12 countries
participated in our study, where 182 completed the survey. In Table 3
we present the demographics of the participants in our sample. They
were invited via the studentmailing lists of management, economics
and computer science faculties of our universities and per social
media to participate in this study. No statistical differences were
observed between the different demographic participant groups.
Since every participant had to complete 16 binary choice tasks,
reported results are based on 182× 16 = 2912 observed choices. For
the entire sample of observations, we estimated the multinomial
logit model underlying the CBC design, and report results in Table 4.
The likelihood ratio test shows that the model was significant (Mc-
Fadden’s R2 = 0.26, X 2 = 1054.4,p < .001). Presenting ratings only
from similar users had a positive effect (β = 0.37, p<.001) compared
to the reference level – displaying ratings of all users. As expected,
a high number of ratings had a significant impact (β = 0.89, p<.001),
whereas the most significant influence derived from a high mean
Table 5: Results of themultinomial logit formaximizers and
satisficers†.
Attribute Level Maximizers (β) Satisficers (β)
Origin Similar 0.34 ( 0.07 ) *** 0.39 ( 0.07 ) ***All - -
# ratings 70 0.72 ( 0.07 ) *** 1.04 ( 0.07 ) ***20 - -
Mean 4.3 1.14 ( 0.07 ) *** 1.23 ( 0.07 ) ***3.7 - -
Var. 1.3 -0.18 ( 0.07 ) * -0.17 ( 0.07 ) *0.7 - -
Skew. -1.2 -0.03 ( 0.07 ) 0.06 ( 0.06 )-0.5 - -
Note: *** p<0.001; ** p<0.01; * p<0.05. Dashes (-) are the baseline levels. The
estimated coefficients are the change in log odds of choosing a particular
mode rather than the baseline category. The values in parentheses are esti-
mated standard errors. † Comparison based on median split of the overall
maximization score.
rating value (β = 1.18, p<.001). Respondents also noticed the vari-
ance, and, as expected, were negatively influenced by the higher
variance condition (β = -0.18, p<.001). However, no significant in-
fluence was found for skewness (β = 0.03, p>.05). In addition, we
analyzed results based on the participant’s self-declared decision
style based on the shortened Maximization Scale [31]. In Table 5
we present the estimates from respondents, who scored high vs.
respondents, who scored low on overall maximization. The multi-
nomial logit model gives different partial utilities – in particular
for the number of ratings attribute – of maximizers and satisficers
that lead to higher probabilities of choice for rating summarizations
with high rating numbers for satisficers.
However, following the recommendation of [31], we also looked
into the details of the three components of the Maximization Scale.
Table 6 reports the separate results for a median split of each of
the three sub-dimensions. Cheek and Schwarz [5] summarize that
Alternative Search and Decision Difficulty both measure core compo-
nents of the negative aspects of maximizing behavior that predict
regret and dissatisfaction with life, as well as depression. In contrast,
people scoring high on High Standards do not necessarily need to
exhibit a maximizing behavior in their online decision making, but
can also act as satisficers. According to [5] this is a potential reason
for the inconclusive results of several studies that did not analyze
the subscales but solely the overall maximization score; see also
[31] for the same point. Since, in our choice tasks, participants had
no particular possibility to search for alternatives, but rather had to
select one of the two options given the associated rating informa-
tion, we were particularly interested in respondents experiencing
Decision Difficulty. We do observe in Table 6 that participants ex-
periencing decision difficulty had a tendency to strongly rely on
the higher mean (β = 1.31, p<.001), and to avoid a high variance
(β = -0.25, p<.01) of rating data. They would also be less likely to
select the alternative with the higher number of ratings, had they to
accept a lower mean value in return. In contrast, respondents that
scored low, seemed to be nearly equally likely according to their
log odds to choose the high mean or the high number of ratings
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Table 6: Results of the multinomial logit for the three sub-scales†.
Attribute Level Alternative search Decision difficulty High standardsLow High Low High Low High
Origin Similar 0.25 ( 0.07 ) *** 0.51 ( 0.07 ) *** 0.42 ( 0.06 ) *** 0.29 ( 0.08 ) *** 0.44 ( 0.06 ) *** 0.24 ( 0.08 ) **All - - - - - -
# ratings 70 0.95 ( 0.07 ) *** 0.83 ( 0.07 ) *** 0.96 ( 0.07 ) *** 0.80 ( 0.08 ) *** 0.80 ( 0.06 ) *** 1.04 ( 0.08 ) ***20 - - - - - -
Mean 4.3 1.29 ( 0.07 ) *** 1.05 ( 0.07 ) *** 1.09 ( 0.07 ) *** 1.31 ( 0.08 ) *** 1.12 ( 0.06 ) *** 1.30 ( 0.08 ) ***3.7 - - - - - -
Var. 1.3 -0.11 ( 0.07 ) -0.25 ( 0.07 ) *** -0.14 ( 0.06 ) * -0.24 ( 0.08 ) ** -0.20 ( 0.06 ) *** -0.13 ( 0.08 )0.7 - - - - - -
Skew. -1.2 0.03 ( 0.06 ) 0.01 ( 0.07 ) 0.02 ( 0.06 ) 0.02 ( 0.07 ) 0.02 ( 0.06 ) 0.02 ( 0.07 )-0.5 - - - - - -
Note: *** p<0.001; ** p<0.01; * p<0.05. Dashes (-) are the baseline levels. The estimated coefficients are the change in log odds of choosing a particular mode rather
than the baseline category. The values in parentheses are estimated standard errors. † Comparison based on median split of the respective maximization sub-scale.
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Figure 4: Attributes that guided users’ choices, median split
of decision difficulty subscale. Note: * significant, p<.05 one-
sided.
alternative – that is, they could more confidently trade-in different
attribute levels against each other in their decision strategy.
In the post-experimental part of the survey, we asked partici-
pants to self-report on the attributes they, retrospectively, thought
to have guided their decision making behavior. This allowed us to
test if participants were actually aware of their differences in choice
behavior. Figure 4 plots the users’ responses, separated for high
and low scores on the Decision Difficulty subscale. The observation
from the multinomial logit that participants scoring high on De-
cision Difficulty were more likely to go for high mean values and
disregarded a high number of ratings was hereby clearly confirmed.
5 DISCUSSION AND FUTUREWORK
5.1 General considerations
Results from our CBC experiment give us important clues how
users value the five characteristics of rating summarizations (cmp.
Table 4). Marketing research has shown that consumers are strongly
guided by online reviews, and that the mean rating value is inter-
preted as an indicator for the quality of a product [12]. Also in our
study, participants followed this quality hypothesis, where themean
characteristic is attributed the highest log odds from a multinomial
logit. However, results also indicate that users display considerable
sensitivity towards a larger number of ratings, in particular when
they are solely double digit numbers, since they communicate a
higher level of reliability and trustworthiness as mentioned by [11].
Variance of ratings signifies disagreement among users and showed,
as expected, a moderate negative effect on the choice probability
of items. Higher skewness is in turn not really noticed to have an
effect on the decision making of our participants. As an additional
novel contribution, we also put the origin of ratings, i.e. summariz-
ing all ratings vs. only a personalized subset of the users’ nearest
neighbors, as a justification for the presentation of an item to test.
We observed that personalized rating summarizations possess a
moderate positive effect on the probability of choice. However,
since the number of ratings only from similar users needs to be
obviously less than the total number of ratings, the negative effect
of a lower number of ratings would invert the overall direction of
the effect – at least for the double digit rating numbers we studied
here. Future work has therefore to determine the break-even point
at which rating numbers presenting personalized rating histograms
outperform unpersonalized rating summarizations.
These general results are therefore in line with prior research
on the effects of potential decision biases [6] that can be either
purposefully exploited to develop more persuasive systems [42]
or explicitly neutralized, as has been, for instance, proposed by
Teppan & Felfernig[39].
5.2 Algorithmic considerations
In line with the idea of tuning available algorithms to increase the
actual probability of choice of presented recommendations Abdul-
lahi & Nasraoui [1], for instance, recently introduced an approach,
denoted explainable matrix factorization. They suggest that an item
would be highly explainable, when having a high average rating
in the neighborhood. In their line of argument users would thus
benefit to a larger extent, if algorithms would take the presumed
perception of explanations into consideration. They extend the
matrix factorization (MF) loss function with a soft constraint that
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considers the perceived utility of each user based on the average
mean of the ratings in a user’s neighborhood.
Given our empirical findings, we can, however, propose that
the utility of displayed collaborative explanations would not only
depend on the mean of the ratings, but also on the total number of
ratings and their variance. Thus, we can derive a multi-attribute
utility of an item j for user i as follows:
ui j = γi#Rt × #Rtj + γiMean ×Meanj + γiVar ×Var j (4)
Where γi#Rt , γiMean and γiVar are the parameter estimates for
user i that could also take differences in presumed decision styles
into account. While, #Rtj Meanj and Var j are correspondingly the
number of ratings, the mean, and the variance of item j . Please note,
that due to this additive formula for utility weights, low partial
utility values on one attribute can be compensated by higher partial
utilities on another. Items scoring higher on such a utility function,
should thus have higher odds to be included in actual recommen-
dations under the condition of a similar matching score in terms of
relevance for a particular user. Furthermore, we need to disclaim
here, that additional more fine grained sensitivity results are needed
to understand how the trade-off function between different charac-
teristics looks like in order to determine the individualized attribute
weights γi∗ since we can safely assume that marginal utilities of
additional ratings or slightly higher means could diminish.
Matrix factorization methods are used in recommender systems
to derive a set of latent factors, from the user × item rating matrix,
to characterize both users and items by this vector of latent factors.
The user-item interaction is modeled as the dot product of the
latent factor space [24]. Accordingly, in the base version of a rating
prediction algorithm each item j will be associated with a vector of
factors qj , and each user i is associated with a vector of factors pi
and predictions can be derived from the dot product of their factor
vectors rˆui = pi ∗qTj . Thus, in the equation below we add our utility
weights ui j as a soft constraint in analogy to [1]:
∑
i, j ∈R
(ri j − piqTj )2 +
ϕ
2 (∥pi ∥
2 + ∥qj ∥2) + δ2 | |pi − qj | |
2ui j (5)
where ϕ and δ are regularization coefficients, and ui j is the user’s
i perceived utility of item j’s rating summarization. We use a L2
regularization term to properly fit the model to the data. To mini-
mize the observed loss function of Formula 5, we used a stochastic
gradient descent.
In a toy example, we trained both the base MF and the con-
strained MF on our tourism dataset, by setting the latent space
equal to two dimensions, and project users and items onto the two-
dimensional latent space, as anecdotal evidence for the functioning
of the approach. The blue square depicts a randomly drawn user
from the dataset. Green dots are explanations that users are more
likely to accept, according to the utility function in Formula 4. In
Figure 5a the green dots are spread all over the latent space. After
applying the soft constraint to the MF, Figure 5b, all explainable
items are shifted closer to the user. Obviously, using more features
would lead to better results as well as application of this idea to
different (ranking) algorithms remains to be demonstrated. For this
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Figure 5: Matrix factorization in the two-dimensional latent
space. For a given randomuser from theTripAdvisor dataset,
represented by the blue square, green dots are a graphical
representation of items with the highest measured utility in
the two dimensional latent space. The red dots are the lowest
measured utility for a given user.
example, however, we used a prediction algorithm for the sake of
easier visualization and due to the recent work of [1].
5.3 Considerations on personality results
Scholars in behavioral research developed considerable evidence for
the existence of individual differences in the desire to maximize or
satisfice [10, 19, 29, 36, 38], but, so far, attempts at applying these in-
sights onto the recommender systems domain yielded inconclusive
results [22, 23]. In the present study, we took on the suggestion from
[5, 30] that maximization is better understood by looking into over-
all maximization as well as into its sub-components. This enabled
us to confirm the body of evidence from behavioral studies stating
that maximizers respond differently to rating summarizations than
satisficers. Moreover, we observed that this behavioral difference
among maximizers is due to their difficulty in making their choices
when exposed to various rating summarizations. Apparently, they
suffer more heavily from what is known as choice overload [35],
and this insecurity to discover "the best possible choice" leads maxi-
mizers with decision difficulty to respond to rating summarizations
in a highly distinctive manner. These findings are valuable to the
domain of recommender systems, since they can lead to the devel-
opment of adaptation and personalization strategies that would
help to lower the perceived decision difficulty, or even the potential
experience of regret.
6 CONCLUSIONS
This paper presented a choice-based conjoint (CBC) experiment
that explored how different summarizations of rating distributions,
like the total number of ratings, mean, variance, skewness or the
Decision Making of Maximizers and Satisficers Based on Collaborative Explanations WOODSTOCK’97, July 1997, El Paso, Texas USA
origin of the ratings themselves, impact users’ decision making.
By putting attribute levels that are not only representative for the
tourism domain, but also for e-commerce in general, to test, we no-
ticed that users are willing to trade-in an alternative with a higher
mean rating value based only on few ratings against an item with a
lower mean that is based on many more ratings. Importantly, this
behavior is moderated by the decision style of participants, where
people with a high behavioral tendency towards maximization, and
in particular those high on the decision difficulty dimension un-
derlying maximizing tendencies, still rely primarily on high mean
values. In contrast, their counterparts that do not experience deci-
sion difficulty are more free to weight in different characteristics
of rating distributions against each other. These results require a
more fine-grained sensitivity analysis as future work in order to
serve as a basis for tuning recommendation algorithms according
to users’ presumed decision making styles.
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