This paper will consider the problem of solving the nonlinear system of equations with block-triangular structure. A generalized block Newton method for semismooth sparse system is presented and a locally superlinear convergence is proved. Moreover, locally linear convergence of some parameterized Newton method is shown.
Introduction
The focus of this paper is the numerical solution of the system of nonlinear equations
where F : R n → R n is assumed to be locally Lipschitzian. We consider system (1) with lower block triangular structure, i.e., such that the n equations and n variables can be partitioned into m blocks where, obviously, n 1 + n 2 + · · · + n m = n. In other words, system can be written in the form:
where F i : R n 1 × · · · × R n i → R n for all i = 1, 2, . . . , m.
The block-angular systems are used in many practical applications based on mathematical models which are dynamic in the sense that their solutions for one period of time provide essential data for solving the model at the next period. Methods for solving such systems were proposed by Erickson in [5] (decomposition for smooth nonlinear equations), Dennis et al. in [4] (p-step quasi-Newton methods for smooth system), Krejić and Martinez in [10] (block-inexactNewton method for smooth systems) and [9] (inexact-Newton algorithm for semismooth systems). A modified quasiNewton method for smooth nonlinear equations with sparse Jacobian was proposed by Schubert in [19] . Moreover, Ferris and Pang in [6] described the production side of economy as a nonlinear complementarity problem, which can be written as a system of nonsmooth equations (see, e.g., [22] ).
In the present paper a generalized Jacobian-based Newton method idea is applied to the semismooth block-triangular system (2) . Such superlinearly convergent methods for semismooth nonstructured systems were proposed by Qi and Sun in [16] , Qi in [15] , Sun and Han in [20] and Gao in [7] . Recently, inexact Newton methods for systems of semismooth nonlinear equations have been studied by Martinez and Qi in [11] and Ruggiero and Tinti in [18] . Furthermore, a nonmonotone inexact Newton method for semismooth nonlinear systems has been introduced by Bonettini and Tinti [1] . We consider the generalized Newton method defined by
where V (k) could be taken as an element of various subdifferentials of F at x (k) . It was assumed to be an element of Clarke generalized Jacobian [16] , of B-differential [15] , of b-differential [20] and * -differential [7] . Rademacher's theorem implies that locally Lipschitz function is almost differentiable. Let D F denote the set where F is differentiable. Then [15] . The generalized Jacobian of F at x in the sense of Clarke [3] is
where conv denotes a convex hull. The following set:
where f i is the ith component of F, is called b-differential of F at x [20] . A * -differential j * F (x) is nonempty bounded set for each x such that
It is easy to verify that if n = 1, then jF (x) reduces to Clarke generalized gradient of F at x and j b F (x) = j B F (x). Moreover, jF (x), j B F (x) and j b F (x) are * -subdifferentials for a locally Lipschitz function [7] .
Most of the elements of matrices belonging to some subdifferential of F at x (k) are known to be zero. Therefore, it is possible to take advantage of sparsity. If V (k) has a band structure, we need not evaluate a new approximate matrix many times.
The paper is organized as follows: in the next section, a notation for block structured system is established and some preliminaries on nonsmooth analysis are reviewed. In Section 3, a semismooth block Newton method is shown and its locally superlinear convergence is proved. Moreover, the locally linear convergence of some modified by Chen and Qi in [2] Newton method is proved.
Notation: Let S(x, r) denote an open ball in R n with center x and radius r.
Preliminaries
We will use the similar notation as Krejić and Martinez in [9, 10] . Obviously, every Newton-like method is iterative. The successive approximations to the solution will be denoted by x (k) 
1 and
what means that at ith step, x (k+1) i
(the ith component of x (k+1) ) will be computed, using x (k) i (the ith component of x (k) ) and already obtained first i − 1 components of x (k+1) . Such idea is the block version of what Ortega and Rheinboldt in [13] described as the nonlinear Gauss-Seidel method. Next, vector whose components are the first i components of x will be denotedx i . So, if x = (x 1 , x 2 , . . . , x m ), then we havē
Hence, we can write
Appropriate norms will be necessary on the spaces R n 1 × R n 2 × · · · × R n i . For an arbitrary nor | · | (and its induced matrix norm) we will use
The notion of B-derivative was proposed by Robinson in [17] . A function F is said to be B-differentiable at a point x if it is directionally differentiable at x and
We may write (4) as
Shapiro showed that a locally Lipschitzian function F is B-differentiable at x if and only if it is directionally differentiable at x. In this case, the B-derivative and directional derivative are identical (see [8] ). Qi and Sun in [16] proved the following:
exists. Then the classic directional derivative exists and is equal to this limit, i.e.,
The notion of semismoothness was originally introduced for functionals by Mifflin in [12] . Obviously, convex functions and smooth functions are semismooth. Scalar products and sums of semismooth functions are still semismooth functions. Moreover, maximum of a finite number of smooth functions and piecewise smooth functions are semismooth, too. The following definition is presented after Qi and Sun [16] . A function F is said to be semismooth at a point x if F is locally Lipschitz at x and
exists for any h ∈ R n .
Semismooth functions have many properties, which are very important in convergence analysis of methods in nonsmooth optimization. We need some properties for our later discussion: [16] ). The following statements are equivalent:
Proposition 2 (Qi and Sun [16]). Suppose that F (x; h) exists for any h at x. Then
(i) F (x; ·) is Lipschitzian; (ii) for any h, there exists a V ∈ jF (x) such that F (x; h) = V h.
Theorem 3 (Qi and Sun
Remark. In original version of the statement (iii) in above lemma there was assumption x + h ∈ D F , which may be left, without loss generality, because proof is analogous.
From statement (iii) of above lemma it follows that if F has strong Fréchet derivative at x, then F is semismooth at x.
Semismooth block Newton method
In this section we prove local convergence results for the generalized Jacobian based Newton method. Assume that x (0) ∈ R n is arbitrary initial approximation to the solution of nonlinear system (1) . Given the kth approximation
where
is an element of some subdifferentials of
for the above algorithm we can obtain as the solution of a linear system with matrix V [14] and others introduced practical from computational viewpoint ways of approximation of various subdifferentials.
These approach is similar in nature to [9] , where Krejić and Martinez studied semismooth block inexact-Newton method with B-differential. Our method (5) , that belongs to the class generalized Jacobian methods, is based on the subdifferential, some of which are mentioned in Introduction. However, in our method the forcing sequence is not used. This fact lowers computational cost of one iteration step of algorithm. Moreover, Gao suggested in [8] that by virtue proved Lemma 3.1 different * -differentials j * F (x) generate different superlinearly convergent Newton methods by the iteration (3). So, by iteration (5) we can have different methods. Additional, we prove locally superlinear convergence of parameterized version method that is well defined even when the generalized Jacobian is singular. Now, we will prove convergence results for method (5) with B-differential. We assume that F is locally Lipschitzian, semismooth and BD-regular at x * (i.e., all elements in j B F (x) are nonsingular).
As in the case analyzed by Krejić and Martinez in 
Both above properties are consequences assumptions of BD-regularity and semismoothness, respectively. Proof. First we note that from properties (A1) and (A2), for all > 0 there exist > 0, M > 0 and r 1 > 0 such that for x ∈ S(x * , r 1 ) and V i ∈ j B F i i (x i ) we have that V i is nonsingular and
Moreover, by (6) we have that for all > 0 there exists r 2 ∈ (0, r 1 ) such that
For i = 2, . . . , m we have
Moreover, from above inequalities we can obtain
and for i = 2, . . . , m
Now, suppose that
By property (A2) we have that lim k→∞
and using (7)- (10) we obtain
Assume, as inductive hypothesis,
and the sequence {x (k) } converges to x * q-superlinearly.
Chen and Qi in [2] consider a modification of the method (3) with B-differential in the following form:
where I is the n × n identity matrix and parameters k and k are chosen to ensure that {x (k) } converges and V (k) + k I is invertible, respectively. Obviously, for k = 1 and k = 0, we become the generalized Newton method (3). Now, we will prove locally q-linear convergence for the semismooth block version of method (11): given the kth approximation
Theorem 5. Let x * be a solution of (1), F be semismooth, B-differentiable and BD-regular at x * . Let
Then there exists a neighborhood of x * such that for any starting point x (0) belonging to this neighborhood, the sequence {x (k) } generated by the method (12) converges q-linearly to x * . Furthermore, if k → 1 and k → 0 as k → ∞, then {x (k) } converges q-superlinearly to x * .
Proof. First, we will claim that from definition of B-differentiability there exist r > 0 and > 0 such that for x ∈ S(x * , r) and V i ∈ j B F i i (x i ), we have that
and from Theorem 3
Moreover, for
If above inequality is not true, then there is a sequence {y
By passing to a subsequence, we may assume that
, what contradicts the above inequality. Hence (16) holds and
This implies that V i + I is nonsingular and from the Banach Perturbation Lemma [13] we obtain
where 0
Moreover,
Suppose that x (k) ∈ S(x * , r). Then 
