Cell-penetrating peptides (CPPs) promote the transport of pharmacologically active molecules, such as nanoparticles, plasmid DNA and short interfering RNA. Accurate prediction of new CPPs is a prerequisite for in-depth study of such molecules. Biological experimental predictions can provide an accurate description of the penetrating properties of CPPs. However, predicting CPPs by wet laboratory experiments is both resource-intensive and time-consuming. Therefore, the development of effective calculation method prediction has become an important topic in the study of CPPs. Recently, numerous methods developed for predicting CPPs use amino acid composition, alone and the accuracies of such methods have been limited. In this study, we proposed a new CPP prediction framework, which integrates four amino acid composition features, and utilizes these features to help train Support Vector Machine (SVM) model as a classifier to predict CPPs. When performing on the training dataset CPP924, the proposed method achieves an accuracy of 92.3%, which is significantly better than the state-of-the-art methods. These results suggest that the framework can orchestrate various amino acid composition features predicted models flexibly with good performances.
I. INTRODUCTION
Cell-penetrating peptides (CPPs) are short peptides that reach 5-50 amino acids in length and can pass through cell membranes and carry proteins, peptides, nucleic acids and other molecules into cells. The cell membrane is a semi-permeable barrier between cells and the extracellular environment and features selective permeability, which strongly ensures a relatively constant intracellular environment [1] . Although this phospholipid bilayer is essential for cell survival and function, it creates barriers to the exchange of cargo molecules inside and outside cells. Considering that macromolecules, such as proteins, peptides and nucleic acids, hardly enter cells and reach sufficient concentration, the therapeutic effect of drugs is unsatisfactory, thus hindering the application of these The associate editor coordinating the review of this manuscript and approving it for publication was Leyi Wei. macromolecular substances in basic research and clinical treatment [2] . In the past 20 years, with in-depth understanding and research, CPPs have been powerful tools for solving the above problems and gradually revealed attractive application prospects.
The first CPP (Tat) was discovered in 1980, and it is derived from the transcriptional activator of human immunodeficiency virus type 1 [3] . Subsequently, increasing numbers of CPPs were discovered. Currently, 1850 CPP sequences have been included in the largest CPP database, CPPsite 2.0 (http://crdd.osdd.net/raghava/cppsite/index.html) [4] ; 80% of CPPs are derived from protein sequences. With the development of sequencing technology, the rapid growth of protein sequence size indicates that a large number of CPPs may be hidden in large-scale protein sequences. Considering the importance of CPPs, computational methods to predict VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ whether potential CPPs exist in protein sequences will be a research focus.
Although biological experiments can predict CPPs more accurately, wet experimental methods are time-consuming and expensive. Therefore, calculation methods for CPP prediction from a large amount of protein sequence data should be developed. Machine-learning-based algorithms allow us to identify CPPs from large sequence data. In recent years, researchers have proposed machinelearning-based prediction methods to predict whether a protein sequence exhibits cell-penetrating functions. Machine learning models commonly used in existing prediction methods include support vector machine (SVM) [5] - [15] , neural network (NN) [16] - [20] , kernel extreme learning machine [21] - [23] , random forest [12] , [24] - [36] and other ensemble classifiers [37] - [39] . The method developed by Hansen et al. [40] uses z-scales, which involve numerous variables, such as molecular weight, molecular orbital calculations and proton nuclear magnetic resonance shift. Then, the z-score of 87 known CPPs in Sandberg's [41] dataset was calculated. For sequence prediction, the Z-score of the sequence was first calculated. If the value falls within the Z-score interval of the known 87 peptide sequences, CPP function is considered for the sequence, and vice versa. Dobchev et al. [42] used quantitative structure-activity relationship technology to vectorise certain characteristic parameters and assemble an artificial NN to construct a prediction algorithm, which can achieve 83% prediction accuracy. Sanders et al. [6] proposed a feature extraction method based on different physicochemical properties of amino acids and constructed SVM prediction models on five different datasets. The method achieved good prediction results. However, several scholars have shown that the training sample set used to construct the predictive model is relatively small, the maximum number of positive samples (actual CPPs) in the largest training sample set are no more than 111, and models constructed based on small samples are often less robust. Gautam et al. [7] solved the problem of small sample size of training data and constructed a number of different training sample sets. The largest training sample set contained 708 positive samples. In solving the problem of datasets, Gautam et al. [7] further proposed a number of different feature models, including amino acid composition, dipeptide composition, binary profile of patterns and the physicochemical properties of amino acids, as well as motifs. Recently, Chen et al. [24] used the physicochemical properties of amino acids and pseudo-amino acid components to quantify protein sequences into 270-dimensional features, selected the optimal 32-dimensional features by using the feature selection technology to randomly input features and employed the random forest algorithm to construct the predictive model.
Although much progress has been achieved in the prediction of CPPs, major challenges remain. Firstly, CPPs are short peptides containing 5-30 amino acid residues. For such short peptides without much context information, capturing distinguishing features that characterise the intrinsic features of CPPs presents extreme difficulty. Secondly, various prediction methods feature unpredictable prediction accuracy.
Accordingly, we proposed a novel machine-learning-based predictor, which is mainly summarised in the following three aspects. (1) We integrated the feature information extracted by four feature extraction methods to fully exploit the information on sequence features and residue physicochemical properties; (2) to further improve the feature representation capability, we applied the SVM-recursive feature elimination (RFE) and correlation bias reduction (CBR) [43] to optimise the feature vectors and obtain the best feature subset;
(3) we inputted the best feature subset into the SVM classifier to construct a prediction model. As demonstrated by the jackknife results for the benchmark dataset, our proposed method predicted the accuracy of CPPs at 92.3%, which is superior to that of most advanced prediction algorithms and demonstrates the effectiveness of the proposed method.
II. MATERIALS AND METHODS

A. FRAMEWORK OF THE PROPOSED CPP PREDICTOR
This study predicted the CPP framework, as shown in Figure 1 , which involves three main phases. The first stage is data set preparation. Candidate peptide sequences were typically collected from a validated database [44] . To build a high-quality predictive model, training and test sets were required. The training set was used for model training, and the test set was employed to verify the scalability and reliability of the training model. The second stage involved extraction of CPP sequence feature information. This phase consisted of feature extraction and optimisation [45] , [46] . For feature extraction, various feature extraction methods are commonly used to capture CPP feature information; these methods include CKSAAGP, CTDC, GDPC and GAAC feature extraction methods. To improve the capability to express features, features were usually optimised by removing unrelated ones [47] . The final stage is construction of the predictive model. The SVM algorithm was used to train the best features of the previous stage to construct a predictive model. For a given CPP sequence, feature information was extracted, and the prediction model was entered. Ultimately, the developed predictive model will provide reliable predictions to determine CPPs.
B. DATASETS
In this study, we built a set of high-quality datasets, which play important roles in building stable predictive models [48] . Samples in the positive sample dataset were generally selected from experimentally validated peptide sequences with cell penetrating function. Therefore, we downloaded 1855 CPP sequences from our current largest and most complete CPP database CPPsite 2.0 [4] as our initial positive example set. Among the 1855 sequences, 1564 were natural peptide sequences (natural CPPs), and 291 were non-natural CPPs. The natural peptide sequences contain members of the 20 standard amino acids; the non-natural peptide sequences include other non-amino acid molecules in addition to amino acids. Hence, we will concentrate on the unnatural peptide sequence from the initial positive sample. Exclusion of certain peptides left 1564 natural peptide sequences. In addition, considering that data redundancy easily leads to evaluation bias of model prediction performance, we further performed de-redundancy operation on the 1564 remaining sequences. We utilised the currently used redundant software Cluster Database at High Identity with Tolerance (CD-HIT) [49] , [50] to delete sequence data with sequence similarity over 80%, leaving 462 CPP sequences. In the end, we considered these 462 sequences as our positive samples. The current methods of collecting negative samples were generally generated by randomly constructing sequences. Therefore, in this study, the negative sample dataset was constructed by randomly generating 462 negative samples.
In summary, we successfully constructed a CPP dataset, including 462 positive samples and 462 negative samples, and we named this dataset CPP924 [25] .
C. FEATURES EXTRACTION
Feature extraction is very important for constructing the computational predictor [51] - [60] .
Consider a sequence of amino acids of length L:
where A i represents an amino acid at the i-th position in the amino acid sequence, and 
(1) GAAC Grouped Amino Acid Composition (GAAC) calculates the frequency of each amino acid group, and is defined as:
Here, N R i (1 ≤ i ≤ 5) represents the number of R i residue. L is the length of the sequence. Thus, the feature dimension obtained by the GAAC method is 5.
(2) CKSAAGP Composition of k-Spaced Amino Acid Group Pairs (CKSAAGP) calculate the frequency of amino acid pairs separated by k (k = 0,1,2,3,4,5) residues. Thus, the resulting CKSAAGP feature vector can be defined as:
represents the number of R i R j residue pairs separated by k residues. L is the length of the sequence, k = 0, 1, 2, 3, 4, 5. Therefore, the feature dimension obtained by the CKSAAGP method is 150 (6 * 25).
(3) GDPC Grouped Di-Peptide Composition (GDPC) encoding is composed of a total of 25 descriptors that are defined as:
Here, N R i R j (1 ≤ i, j ≤ 5) represents the number of R i R j residue pairs. L is the length of the sequence. Thus, the feature dimension obtained by the GDPC method is 25 (5 * 5).
(4) CTDC The Composition-transition-distribution (CTD) feature represents a pattern of amino acid distributions of specific structural or physicochemical properties in a protein or peptide sequence [64] . The feature algorithm divides 20 amino acids into three groups according to different amino acid attributes, which are represented by three feature descriptors: composition, transition and distribution. Inspired by the CTD method, this paper proposes a feature extraction method, CTDC, based on the composition feature of the CTD method to calculate the percentage frequency of a specific amino acid property group in CPPs.
To represent the amino acid composition patterns of specific structural or physicochemical properties in peptide sequences, 13 physicochemical properties were used to calculate these characteristic properties. These properties include hydrophobicity, normalised van der Waals volume, polarity, polarisability, charge, secondary structures and solvent accessibility. The descriptors were calculated according to the following steps: (1) converting amino acid sequence into a sequence of certain structural or physicochemical properties of the residue; (2) dividing the 20 amino acids into TABLE 1. The amino acid residues are classified into three groups according to physicochemical properties. three groups for seven different physicochemical properties (Table 1) based on the major cluster of amino acid indices constructed by Tomii and Kanehisa et al. [65] .
Considering charge attribute as an example, all amino acids were divided into three groups: positive, neutral and negative ( Table 1 ). The composition features three values: the overall compositions (percentage) of positive, neutral and negative residues of CPPs. CTDC features can be calculated as follows: Table 1 lists the groups of positive, neutral and negative amino acid residues of the charge attribute. R i ∈ {Positive, Neutral, Negative}, and N R i (1 ≤ i ≤ 3) represent the number ofR i . L is the sequence length. The feature dimension obtained by the composition method is 39 (13 * 3).
D. CLASSIFICATION ALGORITHM
Support Vector Machine (SVM) [33] , [60] , [66] - [70] is a supervised learning method based on machine learning theory, which is mainly used for classification and regression problems [71] . SVM model treats each sample as a point in n-dimensional space (where n represents the dimension of the feature), and each value in the feature vector is the value of a particular coordinate. The samples are then classified by finding the hyperplane with the largest spacing. Due to the excellent generalization ability of the SVM model, the validity in the high-dimensional space, and the good classification performance in the small sample data set are widely used in the biological sequence classification problem. In this study, we chose SVM to classify samples. Specifically, we use the public support vector machine library (LIBSVM) to train feature data to build predictive models. LIBSVM toolkit [72] can be downloaded free of charge at http://www.csie.ntu.edu.tw/∼cjlin/libsvm. We integrated this toolbox into the Matrix Laboratory (MATLAB) workspace to build a predictive model. The SVM kernel function has a large impact on its classification performance. There are four commonly used kernel functions:
(1) The linear kernel function is defined as:
(2) The polynomial kernel function is defined as:
(3) The radial basis function kernel (RBF) is defined as:
(4) The sigmoid kernel function is defined as:
The RBF kernel usually performs best in nonlinear classification problems, therefore, we choose the radial basis function as the kernel function and use the grid search based on 5-fold cross-validation to optimize the SVM parameter γ and the penalty parameter C.
E. FEATURE SELECTION
After extracting features from the CPP sequence, all samples in the benchmark dataset were converted to feature vectors with the same dimensions. The feature space of each CPP sequence in this study was represented by a combination of CKSAAGP, CTDC, GDPC and GAAC features. To eliminate noise and redundant features in the original feature space, reduce overfitting and improve performance, we used the SVM-RFE and CBR [43] algorithms to select the best feature subset. The SVM-RFE algorithm proposed by Laura and Thomas [73] has been successfully applied to numerous system biology problems [74] . The CBR algorithm has been used to reduce potential bias in linear and nonlinear SVM-RFE. In this study, we employed the SVM-RFE + CBR [43] algorithm to optimise eigenvectors. First, all feature vectors were sorted using SVM-RFE + CBR, and a set of top ranked feature vectors was selected. Secondly, the selected feature vectors were reorganised into new and ordered feature vectors [75] - [79] . Finally, these new feature vectors were entered into the SVM classifier to generate a training model. Some bio-inspired computing models, see e.g. spiking neural systems [80] - [83] parallel computing models can be used to abstract features.
F. MEASUREMENT
In order to accurately estimate the predictive performance of the predictor, the choice of evaluation methods and evaluation indicators are critical. In statistical forecasting, there are three commonly used evaluation methods, including k-fold cross validation, independent test, and jackknife test. Among them, jackknife test is considered to be the most dynamic test method for a successful predictor evaluation [88] - [94] , because it always produces unique prediction results for a given benchmark dataset. Therefore, in this study, we used a folding knife test to evaluate the model.
The performance evaluation indicators of the model are generally measured by SE (sensitivity), SP (specificity), ACC (accuracy), ROC (receiver operating characteristic) and MCC (Matthew's correlation coefficient) to measure the effect of the classifier. The SE evaluation method is capable of judging the correctness of the positive sample, and the SP evaluation method is capable of judging the correctness of the negative sample. The ROC score is the normalized area under the curve dividing the correct positive sample and the wrong positive sample. MCC is used in machine learning to evaluate the advantages and disadvantages of the two-classification method, and its value is generally between SE and SP. It is a balanced measure, even for very unbalanced data [91] . The number of positive examples of the prediction pair is represented by TP, TN is the number of negative samples of the prediction pair, FP is the number of negative samples predicted as positive samples, and FN is the number of positive samples predicted as negative samples. SE, SP, ROC, ACC, and MCC are given by the following formulas:
where TP, TN, FP and FN denote the number of true positives, true negatives, false positives and false negatives, respectively.
III. RESULTS AND DISCUSSIONS A. EFFECT OF SVM CLASSIFIER KERNEL FUNCTION SELECTION
In this study, to verify the influence of different kernel functions of SVM on the prediction method, we applied the jackknife test to the benchmark dataset data CPP924 to evaluate the following kernel functions: linear kernel, polynomial kernel, RBF kernel and sigmoid kernel. The experimental results are shown in Table 2 , which shows that the values of SE, SP, ACC and MCC predicted by SVM by using RBF kernel reached 91.8%, 92.9%, 92.3% and 0.846, respectively, and are superior to those of other kernel functions. Among these values, those of ACC and MCC in the second-ranking linear kernel prediction were 0.6% and 0.013 lower than those in the RBF kernel, respectively. Therefore, we selected the RBF kernel as the kernel function of the SVM classifier. 
B. PERFORMANCE OF DIFFERENT FEATURES
To evaluate the effect of different feature information on the prediction performance of CPPs, we compared the experimental subsets of each feature subset on the benchmark dataset. The study consisted of four sub-features: CKSAAGP, CTDC, GDPC and GAAC, with feature dimensions of 150, 39, 25 and 5, respectively. To evaluate the effect and importance of each feature subset on the prediction results, we used the SVM classifier to train the prediction model and grid search to obtain the optimal parameters of the SVM. Fivefold cross-validation tests were performed on these sets of feature subsets. Table 3 shows the comparison of performances of different feature extraction methods on the benchmark dataset by using jackknife test. As displayed in Table 3 , the values of SE, SP, ACC and MCC predicted by CTDC feature extraction method reached 88.7%, 90.7%, 89.7% and 0.795, respectively, which are superior to those of other feature extraction methods. Among these features, the values of ACC and MCC in the secondranking CKSAAGP prediction were 0.6% and 0.013 lower than those obtained by the CTDC method, respectively. To further evaluate the performance of the four subfeatures, we calculated their AUC values on the benchmark dataset. The AUC values of sub-features CKSAAGP, CTDC, GDPC and GAAC were 88.6%, 0.95.7%, 87.0% and 87.0%, respectively, as shown in Figure 2 . Therefore, the same conclusion can be drawn, that is, the prediction performance based on the CTDC feature method is superior to the prediction performance of other methods.
C. IMPORTANCE ANALYSIS OF FEATURES
To explore the effect of each feature on the performance of the entire classification prediction model, we separately analysed each feature in the feature sets and quantified its importance. To quantitatively measure the importance of each feature, we introduced information gain (IG) [95] to measure the importance scores of different features. IG scores have been widely used in feature importance analysis of biological sequences [9] , [96] - [98] . A higher IG value score indicates higher importance of a feature for the predictive classification model. Table 4 lists the IG scores for the first 40 features in the benchmark dataset.
As shown in Table 4 , we ranked the IG scores of all features descending order. The top 40 features include 5 features of the CKSAAGP method, 2 features of the GAAC method and 1 feature of the GDPC. The CTDC method exhibited the most number of features (32) .
We also calculated the average IG scores of the four subfeatures (CKSAAGP, CTDC, GDPC and GAAC), yielding values of 0.1326, 0.3390, 0.1476 and 0.3585, respectively, as shown in Figure 3 . Among these sub-features, the average IG score of the GAAC method was the highest, and that of the CTDC method ranked second. However, the GAAC contained five feature dimensions, whereas the CTDC exhibited a 39-dimensional feature. Therefore, the CTDC feature extraction method exerted the greatest effect on performance.
D. COMPARISON WITH THE STATE-OF-THE-ART PREDICTORS
To evaluate the performance of the proposed prediction method, we compared it with the most state-of-the-art predictors: CellPPD [7] , SkipCPP-Pred [26] , Diener's method [99] and CPPred-RF [25] . These predictors show good performance when predicting CPPs. Notably, the CellPPD method includes three sequence-based prediction models: (1) a prediction model based on amino acid composition, (2) a prediction model based on dipeptide composition and (3) a binary-distribution-based forecast model. For ease of discussion, we have labelled the three prediction models of the CellPPD method as CellPPD-1, CellPPD-2 and CellPPD-3. For fair comparison, all the above prediction models selected the best parameters they provided, which were compared on the same benchmark dataset. Table 5 shows the experimental results on the jackknife test of the comparative methods. Table 5 shows the values of the four evaluation indicators of our proposed method: SP (91.8%), SE (92.9%), ACC (92.3%) and MCC (0.846), of which the values of ACC and MCC are optimal. The ACC and MCC values obtained by our method were 0.07% and 0.035 higher than those of the previously known best performance prediction algorithm CPPred-RF [25] (ACC = 91.6% and MCC = 0.831), respectively. In order to more intuitively show the experimental results of different methods, we have drawn a histogram, as shown in Figure 4 .Therefore, the experimental results show that the proposed method exhibits good predictive performance compared with other state-of-the-art methods.
E. PERFORMANCE OF OUR METHOD ON INDEPENDENT DATASET
To further evaluate the proposed method, we performed an independent dataset evaluation prediction model. We compared the independent evaluation experiments with the SkipCPP-Pred [26] , CPPred-RF [25] , and KELM-CPPpred [22] prediction models, and the independent evaluation dataset was derived from the literature [22] . The experimental results are shown in Table 6 .
It can be seen from Table 6 that the ACC and MCC of our proposed method were 84.38% and 0.688, respectively, which were superior to other prediction methods. Therefore, our proposed method was effective in independent evaluation tests.
IV. CONCLUSION
In this paper, we proposed a novel feature extraction algorithm to construct a machine learning method for CPP prediction. To generate high-quality feature representation, we employed feature extraction algorithm to extract four feature vectors, namely, CKSAAGP, CTDC, GDPC and GAAC. Through analysis of each feature subset, we determined that the CTDC feature set exhibited the greatest effect on prediction performance. To further optimise the feature representation, we used the SVM-RFE + CBR method to generate high-quality feature subspaces. In the jackknife test, our method can achieve good predictive performance, which remarkably exceeded that of other existing methods after feature selection. The performance of our method demonstrates the rationality of feature extraction algorithm and its effectiveness in predicting CPPs.
