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I. INTRODUCTION 
Consider the nonlinear system 
x’ = A(t) x +f(t, x), t z 0, (1) 
where X, f are n-vectors, A(t) is a continuous n x n matrix for t 3 0, and 
f(t, X) is a continuous function of t and x for t > 0 and I[ x [I < 03 (where 
![ I( denotes any appropriate vector norm). Many papers have been devoted 
to a discussion of the asymptotic relationships between the solutions of (1) 
and those of the linear system 
y’ = 40% t > 0. 
Excellent accounts on this subject may be found in a number of standard 
texts on ordinary differential equations, e.g. Coddington and Levinson [.5], 
Hartman [IO] and Sansone and Conti [15]. However, in most of the earlier 
works, it is usually assumed that the function f(t, x) is either small as 
compared to .z’ for sufficiently small x or small for sufficiently large t and 
for all (1 x [[ < co. In this paper, we attempt to investigate some asymptotic 
relationships between the solutions of these two equations for cases when 
the functionf(t, X) is not necessarily small for all x but for sufficiently small 
initial values becomes small compared to solutions of (2). 
* This research was supported by the U.S. Army Research Office, Contracts 
No. DA-31-124-ARO-D-268 and DA-31-124-ARO-D-462. 
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The basic tools for our investigation are that of variation of constants 
and the comparison principle which are typical among investigations on 
this subject, see e.g. Wintner [19], [20], Levinson [12], Brauer [2], [3], and 
Yakubovic [21]. Our results have been anticipated in a number of papers 
for some special classes of equations and by different approaches (cf. 
Section 3). To single out an outstanding contribution on this problem, 
we refer the reader to Hale and Onuchic [8] in whic.h methods of fixed 
point theorems are employed. Our results, though more elementary in their 
approach, compare favorably with results in 181, and in general have v-ery 
little overlapping with those. In fact, since our results are formulated in 
terms of an arbitrary matrix 4 (see conditions (3) and (4) below), they offer 
greater versatility in obtaining various asymptotic properties for specific 
nonlinear differential equations. 
II. STAIN RESULTS 
THEOREM 1. Let I’(t) be the fundamental solution matrix of (2) satiffring 
Y(tJ = I for some t, , where I denotes the identity matrix. Let 4(t) be a 
nonsingular continuous matrix satisfying 
II 40 Y(t)li G 4th (3) 
where a(t) is a continuous positive function for t 3 t, . Suppose also that f(t? x) 
satisjles 
where w(t, Y) is continuous and moraotone non-decreasipzg irz r for each t on 
t > t, , 0 < I’ < CO, arzd the scalar equation 
r’ = w(t, Y), (5) 
has a positive solution which is boutzded on t > to . Then corresponding to each 
solution x(t) of (1) ,with // x(t,)[j sz@cientl~ 1 small, there exists a constant vector c 
such that 
II 4)(x(t) - Y(t) c>ll = 44% t-+ Go, (6) 
Proof. Using the variation of constants formula, we can represent any 
solution x(t) of (1) by the integral equation 
x(t) = Y(t) x(t,) 4- Y(t) jio Y-l(sjf(s, +)) ds. 
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Then, 
which implies 
or 
&II “(t) -@II d II &)ll + j:, w (s, $ II d(s) 4s)ll) 4 (8) 
on account of (3) and (4). Let r(t) be a given positive bounded solution 
of (5). Suppose that the initial value (1 ~(t,,)j] is chosen so that 
II 44J &Jll G 4o> 44J* (9) 
Then by the well known comparison principle, see Hartman [IO], p. 29, 
or Brauer [I], we have 
for all t > to . 
Next, consider the expression 
44,) + j;" I'-Ys)f(s, x(s)) ds. 
Using (4), (LO) and the monotonicity of w, we obtain 
s t 
(11) 
< w(s, Y(S)) ds = r(t) - ~(t,,), 
to 
which is bounded as t tends to infinity. As a consequence of the Lebesgue 
dominated convergence theorem, we have 
c = lim 
s t t-m Y-Wf(s, 4s)) ds + x&J to 
02) 
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exists. Using (12), we may rewrite (7) as 
= d(t) Y(t) c - A(t) Y(t) jr Y-“(s)f(s, x(s)) ds. 
* 
Thus, it follows from (11) that 
THEOREM 2. Under the hypotlzesis of Theorem 1, if in additiotl we have 
then corresponding to each solution of (1) with su$iciently small initial values 
(say satisfying (9)>, there exists a nonzero constant vector c such that (6) holds. 
Proof. Using (5) and (13) choose t, such that r(a) - y(t,J < E and 
[ii .4(t,)Ij]/[~~(tJ] < 27, where E < [~(c0)]/[2(2~ + I)]~ Proceed as in the proof 
of Theorem 1, except that x(t,,) is chosen such that (9) becomes an equalitji, 
we obtain the limiting vector c given by (12). Observe that 
505/6/1-10 
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Since II x(&J + JiO IT-l(s)f(s, x(s)) d s Is 11 . b ounded away from zero for all t, 
the limiting vector c is not the zero vector. 
THEOREM 3. Let the hypotheses of Theorem 1 be satisjed except that (4) 
is replaced by the stronger condition that f(t, 0) = 0 ard 
II JYtXf (t, 4 -f (6 x&l G OJ (1’ & II 4t)bi - x,)ll), (14) 
where the only sohtioz of (5) satisfying r(O) = 0 and r’(0) = 0 is the identically 
zero solution. Then corresponding to each solution y(t) = Y(t) c of (2) with 
@ lJ sz@cientZy small, there is a solution x(t) of (1) such that (6) holds. 
Proof. We consider the integral equation (7) rewritten in the form 
A@> x(t) = 4) Y(t) c _ 4) Y(t) rco 
4t) a(t) 44 J t Ws)f ($9 x(s)) ds. (15) 
For a given vector c with sufliciently small 11 c 11, we shall show that there 
exists a solution x(t) of (15). It then follows that x(t) satisfies (6), for the 
argument used in the proof of Theorem 1 proves the convergence of the 
integral in (15). Define the successive approximations xi(t) (j = 0, 1, 2,...) by 
x0(t) = Y(t) c, 
s(t) = Y(t) c - Y(t) sl” Y-l(s)f (s, XimI(S)) ds. 
(16) 
For convenience of notation, we write 
2.Q) = A(t) %(t> 
3 
4t> ’ 
(j = 0, 1,2 ,... ). 
First we show that (iQt)> is a uniformly bounded equicontinuous sequence. 
By taking /j c 11 sufficiently small, we can make 11 i$(t)ll < r(t) for t > 0 as 
before, where r(t) is the given bounded solution of the scalar equation (5). 
Now suppose that (1 Zj(t)ll < r(t) for t > 0; then using (3), (4), (5) we obtain 
< !I c II + j t 4 r(s)) ds 
< c II + r(a) - r(t). 
(17) 
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Fix T so large such that 2r(t) > r(o3) for t > T. Then choose c with 
11 c ij < 2r(T) - Y(CO), Using this in (17), we have 
Since such a choice of T is independent of the sequence ($j, we conclude 
by induction that {4(t)> is uniformly bounded by r(t) for t > T. To prove 
equicontinuity, we observe that for tI , t, > T, 
/j .Sj+l(tJ - 
+ /i 4(t2> y(t2> s m il +J t* Y-l(s)f(s, q(s)) as - 4(~;tf;(t1) j-m Y-l(s)f(s, xj(s)) ds jj 21 
Using (3), (4), (5) and (lg), we obtain 
which shows the equicontinuity of (&(t)) on [T, co). By the Ascoli-Arzela 
Theorem, we can extract a subsequence (.!&(t)> which converges pointwise 
to a function s(t) on [T, co), and the convergence is uniform on every compact 
subinterval of [T, co). Similarly the sequence {Gjk+r(t)> converges to a function 
i*(t) defined by 
where x(t) = a(t) 4-l(t) a(t). 
We will show that lin~~+~[~~+~(t) - $(t)] = 0, for all t > T, and then it 
will follow that s*(t) = s(t) and hence x(t) satisfies (15). From (17), we have 
4(t) E’(t) a? L&(t) - &i(t) = s 4 t 
Y-l(s)1 f(s, Xj(S)) - f(S2 Xj,,(S))] as. 
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Define 
q(t) = E(t) Y-l(t) d-1(t)[2j+l(t) - $.(t)] 
Then, 
=--- 
J 
‘, Y-l(s)(f(s, q.(s)) -f(s, xjJs))) ds. 
zQ(t + h) - v,(t) = j:+ Y-W(f(s, 3cj(4) -.I% d4)) ds 
and from (3), (14) we obtain 
II dt + 4 - @)I1 < jl’” 4, I/ %4 - L(~ll) ds. 
Denote 
and observe that 
Hence, for 6 > 0, there exists AT, independent of t and j such that 
II %+1(t) - %(t)ll d q> + 6, j > N6. 
By (19) and the monotonicity of w in I’, we have 
II uj(t + Jz) - Ml1 < /l” 4, ~(4 + 8) 4 jtN*. (20) 
Also, it is clear that 
I u(t + 12) - u(t)1 < lim2zp II q(t + lz) - q(t>ll. (21) 
Combining (19) and (20), we obtain 
1 u(t + h) - u(t)\ < jl’” w(s, u(s) + S) ds. (22) 
By continuity of w(t, Y), we may let S + 0 in (22) and obtain (via the Lebesgue 
Dominated Convergence Theorem) 
I u(t + 4 - @>I < j”t’” 4, f+)) d.L 
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The remainder of the proof proceeds exactly as the corresponding stages 
of the proof of Theorem 3.1 of Chapter 2 of Coddington and Levinson [5]. 
Thus the proof of the convergence of the successive approximations and 
hence the proof of the theorem is complete. 
THEOREM 4. Under the hypothesis of Theorem 3, and the additional 
hypothesis that all the solutions of the scalar equatio?z (5) aye bounded, therz 
coYresponding to each solutiolz s(t) of (1) tl we exists a solzztio?z y(t) of (2) AS&Z that 
II ‘WW) - YW)ll = o(4>h t-+ co, 
aad vice versa. 
Proof. We need only to note that the restriction of the smallness of 
II 4to)ll and II y(to>il d P d e en s only on the given bounded solution r(t) of 
equation (5). If all solutions of (5) are bounded, then the arguments presented 
in the proofs of Theorems 1 and 3 remain valid for arbitrary solutions 
of (1) or (2). 
III. DISCUSSIONS 
Theorems in Section II may be considered as further connotations of 
some well known results on asymptotic equivalence between system (1) 
and (2). In particular, Theorem 4 above implies the following useful corollary. 
COROLLARY 1. If all solutions of (2) and of the scalar eqzlation (5) are 
bounded, ;f f satisfies (14), atzd zjc in addition 
lizinf j” tr A(s) ds > --CO. 
0 
then equations (1) and (2) are asynzptotically equivalmt. 
To prove Corollary 1, one needs to observe that condition (23) together 
with the boundedness of Y(t) imply the boundedness of Y-l(t). Corollary 1 
extends a result of Brauer [2] who considered the special case w(t, r j = A(t) r 
with A(t) ~Ll[0, co). Brauer’s theorem includes as a special case the well 
known result of Levinson and Weyl when A(t) is constant. (See Sansone 
and Conti [IA, p. 516, Theorem 36). Furthermore, the above argument 
when applied to the special case when f(t, X) = G(t) X, yields the following 
result by Bebernes and Vinh [4]. 
COROLLARY 2. If 
s m IIY-W G(s) WIa’s < 00, 0 
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then every solution x(t) of (1) can be expressed in the form 
x(t) = Y(t) c(t) 
where lim,, c(t) exists and is jinite. Furthermore for a?zy fixed vector f there 
corresponds a so&ion of (1) such that Em,,, c(t) = ,$. 
Corollary 2 also generalizes a second order result due to Trench [16]. 
In a slightly different context, Corollary 2 is given as a special case of more 
general results by Hale and Onuchic [a], p. 74. Special cases of these results 
may be found in [14], and for second order equations in [5], [7]. 
We note that in the proofs of Corollaries 1 and 2, we restrict the matrix 
function d(t) to the cases I, and Y-l(t) respectively. By taking A(t) = l&t”) I, 
Theorem 3 yields generalizations of a number of results on the asymptotic 
behaviour of certain nth order scalar differential equations, Waltman [Zfl, 
[Ia], Hallam [9], Locke [13]. T o d emonstrate this, we show how Hallam’s 
result follows from Theorem 3. Consider the nth order scalar equation 
u(n) +f(t, u, u’,..., z.P-l)) = h(t), (24) 
where h(t) EL~[O, co), and f(t, u,..., zP-1)) satisfies the following estimate 
n-1 
) f (t, EC,..., zw))j < 1 g,(t)/ ZP (Q 
i=O 
(25) 
Suppose that sz gi(t) t7i(“-i-1) dt < CO for i = 1,2,..., n; then there exists 
a solution u(t) of (24) such that 
Let equation (24) be put into system form (1) with 
x(t) = (u(t), u’(t),..., zdqt>> 
and 
(26) 
01 0 
A= O1 .i *I * 1 0 ‘0 
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Hence the fundamental solution matrix of (2) will be given by 
t” 
T! 
1 
p-l 
(n - l)! 
1 
and if we take A(t) = (l/t+l)I, then (3) will be satisfied with a(t) = 1 for 
all t >, 1. Also note that 
11 F’(t)f(t, $11 = 1f(t, u, u’,..., d”-I))\ 
’ 1:=0 / 
where k = maxasiG+r ri . Take w(t, r) = A(t) rnax(rk, 1) with x(t) = 
c;I; &) tin---l)ri. T o show that the equation (5) has a bounded positive 
solution for this choice of w(t, Y), we take t, so large that St”, h(s) ds < l/(k - 1) 
and then choose r. > 1, 
( 
1 
) 
l/i?+1) 
TO < (k - 1) J; X(S) ds - 
The solution r(t) of (5) with r(t,) = r, satisfies r(t) > 1 for t 2 to, and 
thus (5) becomes 
r’ = A(t) Yk. 
By separation of variables it is easily seen that this solution is bounded 
(see [I], Theorem 3). The conclusion (26) now follows from Theorem 1. 
In fact, we obtain the stronger result 
lim zP(t) 
---T--- = & # 0, 
~--rco p-+1 
(i = 0, l)...) n - 1). 
We remark here that the proof in [9] seems incomplete for it only considered 
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the case when w(t, Y) = h(t) Ye, which is incorrect when Y < 1. (Cf. [9], 
p. 179, lines 13-18). 
Results given in [17], [18] and [Z3] can be obtained in a similar manner. 
Following Brauer [3], we may also investigate the asymptotic relationships 
between (1) and (2) with an additional forcing term p(t), namely, to compare 
Y’ = W>Y + At) (1)’ 
with the perturbed system 
x’ = A(t) x +Jqt> ?‘f(t, r). (2)’ 
Provided that p(t) is small relative to solutions of (2), results in the previous 
section will remain valid with (l)‘, (2)’ replacing (l), and (2). Specifically, 
if there exists M such that for all t > 0 
then Theorem 4 holds for systems (1)’ and (2)‘. If we postulate that the 
scalar equation (5) has a bounded solution r(t) with initial value r(t,) > M, 
then Theorems 1 through 3 remain essentially unchanged. We note that 
(27) is equivalent to the condition that all solutions of (1)’ are bounded. 
In this sense the result becomes a generalization of a theorem of Kato 
(Theorem 3 of [II]). 
For example, consider the second order equation 
y” + k*y = E sin wt +f(t, y, y’), (28) 
where k, E, and w are real constants, and 
with SW a(t) dt < co. Since all solutions of the corresponding linear equation 
v” + k2v = E sin wt (29) 
are bounded, it is easy to verify that the condition (27) is satisfied. We 
take .4(t) = l/(t)1 in Theorem 1, and we obtain that corresponding to a 
nontrivial solution u(t) of (28) with sufficiently small initial values there 
exists a nontrivial solution v(t) of (29) such that lim,.,,[lc(t) - v(t)] = 0. 
In fact, if Y, < 1, r2 < 1, the equations (28) and (29) are asymptotically 
equivalent. 
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