A graph property is monotone if it is closed under removal of vertices and edges. In this paper we consider the following edge-deletion problem; given a monotone property P and a graph G, compute the smallest number of edge deletions that are needed in order to turn G into a graph satisfying P. We denote this quantity by E P (G). The first result of this paper states that the edge-deletion problem can be efficiently approximated for any monotone property.
• For any > 0 and any monotone property P, there is a deterministic algorithm, which given a graph G of size n, approximates E P (G) in time O(n 2 ) to within an additive error of n 2 .
Given the above, a natural question is for which monotone properties one can obtain better additive approximations of E P . Our second main result essentially resolves this problem by giving a precise characterization of the monotone graph properties for which such approximations exist.
If there is a bipartite graph that does not satisfy P, then
there is a δ > 0 for which it is possible to approximate E P to within an additive error of n 2−δ in polynomial time.
On the other hand, if all bipartite graphs satisfy P,
then for any δ > 0 it is NP -hard to approximate E P to within an additive error of n 2−δ .
While the proof of (1) is simple, the proof of (2) requires several new ideas and involves tools from Extremal Graph Theory together with spectral techniques. This approach may be useful for obtaining other hardness of approximation results. Interestingly, prior to this work it was not even
1 Introduction
Definitions, background and motivation
The topic of this paper is graph modification problems, namely problems of the type: "given a graph G, find the smallest number of modifications that are needed in order to turn G into a graph satisfying property P". The main two types of such problems are the following; In node modification problems, one tries to find the smallest set of vertices, whose removal turns G into a graph satisfying P, while in edge modification problems, one tries to find the smallest number of edge deletions/additions, which turn G into a graph satisfying P. In this paper we will focus on edgemodification problems. Before continuing with the introduction we need to introduce some notations.
For a graph property P, let P n denote the set of graphs on n vertices, which satisfy P. Given two graphs on n vertices, G and G , we denote by ∆(G, G ) the edit distance between G and G , namely the smallest number of edge additions and/or deletions that are needed in order to turn G into a graph isomorphic to G . For a given property P, we want to denote how far is a graph G from satisfying P. For notational reasons it will be more convenient to normalize this measure so that it is always in the interval [0, 1] (actually [0, in 1979, Garey and Johnson [23] mentioned 18 types of vertex and edge modification problems. Graph modification problems were extensively studied as these problems have applications in several fields, including Molecular Biology and Numerical Algebra. In these applications a graph is used to model experimental data, where edge modifications correspond to correcting errors in the data: Adding an edge means correcting a false negative, while deleting an edge means correcting a false positive. Computing E P (G) for appropriately defined properties P have important applications in physical mapping of DNA (see [15] , [24] and [25] ). Computing E P (G) for other properties arises when optimizing the running time of performing Gaussian elimination on a sparse symmetric positive-definite matrix (see [34] ). Other modification problems arise as subroutines for heuristic algorithms for computing the largest clique in a graph (see [40] ). Some edge modification problems also arise naturally in optimization of circuit design [16] . We briefly mention that there are also many results about vertex modification problems, notably that of Lewis and Yannakakis [31] , who proved that for any nontrivial hereditary 1 property P, it is NP -hard to compute the smallest number of vertex deletions, which turn a graph into one satisfying P.
A graph property is said to be monotone if it is closed under removal of both vertices and edges. Examples of well studied monotone properties are k-colorability, and the property of being H-free 2 for some fixed graph H. Note, that when trying to turn a graph into one satisfying a monotone property we will only use edge deletions. Therefore, in these cases the problem is sometimes called edge-deletion problem. Our main results, presented in the following subsections, give a nearly complete answer to the hardness of additive approximations of the edge-deletion problem for monotone properties.
An algorithm for any monotone property
Our first main result in this paper states that for any graph property P, which belongs to the large, natural and well studied family of monotone graph properties, it is possible to derive efficient approximations of E P .
Theorem 1.1 For any fixed
> 0 and any monotone property P there is a deterministic algorithm that given
Note, that the running time of our algorithm is of type f ( )n 2 . We note that Theorem 1.1 was not known for many monotone properties. In particular, such an approximation algorithm was not even known for the property of being triangle-free and more generally for the property of being H-free for any non-bipartite H. Theorem 1.1 is obtained via a novel structural graph theoretic technique. One of the applications of this technique (roughly) yields that every graph G, can be approximated by a small weighted graph W , in such a way that E P (G) is approximately the optimal solution of a certain related problem (explained precisely in Section 3) that we solve on W . The main usage of this new structural-technique in this paper is in proving Lemmas 3.5 and 3.6, which lie at the core of the proof of Theorem 1.1. This new technique, which may very well have other algorithmic and graph-theoretic applications, applies a result of Alon, Fischer, Krivelevich and Szegedy [4] , which is a strengthening of Szemerédi's Regularity Lemma [36] . We then use an efficient algorithmic version of the regularity lemma, which also implies an efficient algorithmic version of the result of [4] , in order to transform the existential structural result into the algorithm stated in Theorem 1.1. It is interesting to note that Theorem 1.1 is the first algorithmic application of the regularity lemma of [4] . As we explain in Section 3, this application seems very difficult, if not impossible, to obtain using the standard regularity lemma of [36] .
We further use our structural result in order to prove the following concentration-type result regarding the edit distance of subgraphs of a graph. 
An immediate implication of the above theorem is the following, Corollary 1.2 For every > 0 and any monotone property P there is a randomized algorithm, which given a graph G computes in time O(1) a real E satisfying |E −E P (G)| ≤ with probability at least 1 − .
We stress that there are some computational subtleties regrading the implementation of the algorithmic results discussed above. Roughly speaking, one should define how the property P is "given" to the algorithm and also whether is a fixed constant or part of the input. These issues are discussed in the full version of the paper.
On the possibility of better approximations
Theorem 1.1 implies that it is possible to efficiently approximate the distance of an n vertex graph from any monotone graph property P, to within an error of n 2 for any > 0. A natural question one can ask is for which monotone properties it is possible to improve the additive error to n 2−δ for some fixed δ > 0. In the terminology of Definition 1.1, this means to approximate E P to within an additive error of n −δ for some δ > 0. Our second main result in this paper is a precise characterization of the monotone graph properties for which such a δ > 0 exists 3 . While the first part of the above theorem follows immediately from the known results about the Turán numbers of bipartite graphs (see, e.g., [37] ), the proof of the second item involves various combinatorial tools. These include Szemerédi's Regularity Lemma, and a new result in Extremal Graph Theory, which is stated in Theorem 4.1 (see Section 4) that extends the main result of [12] and [13] . We also use the basic approach of [1] , which applies spectral techniques to obtain an NP -hardness result by embedding a blow-up of a sparse instance to a problem, in an appropriate dense pseudo-random graph. Theorem 4.1 and the proof technique of Theorem 1.3 may be useful for other applications in graph theory and in proving hardness results. As in the case of Theorem 1.1, the second part of Theorem 1.3 was not known for many monotone properties. For example, to the best of our knowledge, prior to this paper it was not even known that it is NP -hard to precisely compute E P , where P is the property of being H-free for any fixed non-bipartite H.
Related work
Our main results form a natural continuation and extension of several research paths that have been extensively studied. Below we survey some of them.
Approximations of graph-modification problems
As we have previously mentioned many practical optimization problems in various research areas can be posed as the problem of computing the edit-distance of a certain graph from satisfying a certain property. Cai [14] has shown that for any hereditary property, which is expressible by a finite number of forbidden induced subgraphs, the problem of computing the edit distance is fixed-parameter tractable. Khot and Raman [27] proved that for some hereditary properties P, finding in a given graph G, a subgraph that satisfies P is fixed-parameter tractable, while for other properties finding such a subgraph is hard in an appropriate sense (see [27] ).
Note that Theorem 1.1 implies that if the edit distance (in our case, number of edge removals) of a graph from a property is Ω(n 2 ), then it can be approximated to within any multiplicative constant 1 + .
Hardness of edge-modification problems
Natanzon, Shamir and Sharan [32] proved that for various hereditary properties, such as being Perfect and Comparability, computing E P is NP -hard and sometimes even NPhard to approximate to within some constant. Yannakakis [38] has shown that for several graph properties such as outerplanar, transitively orientable, and line-invertible, computing E P is NP -hard. Asano [10] and Asano and Hirata [11] have shown that properties expressible in terms of certain families of forbidden minors or topological minors are NP -hard.
The NP -completeness proofs obtained by Yannakakis in [38] , were add-hoc arguments that applied only to specific properties. Yannakakis posed in [38] as an open problem, the possibility of proving a general NP -hardness result for computing E P that will apply to a general family of graph properties. Theorem 1.3 achieves such a result even for the seemingly easier problem of approximating E P .
Approximation schemes for "dense" instances
Fernandez de la Vega [19] and Arora, Karger and Karpinski [9] showed that many of the classical NP -complete problems such as MAX-CUT and MAX-3-CNF have a PTAS when the instance is dense, namely if the graph has Ω(n 2 ) edges or the 3-CNF formula has Ω(n 3 ) clauses. Approximations for dense instances of Quadratic Assignment Problems, as well as for additional problems, were obtained by Arora, Frieze and Kaplan [8] . Frieze and Kannan [22] obtained approximations schemes for several dense graph theoretic problems via certain matrix approximations. Alon, Fernandez de la Vega, Kannan and Karpinski [3] obtained results analogous to ours for any dense ConstraintSatisfaction-Problem via certain sampling techniques. It should be noted that all the above approximation schemes are obtained in a way similar to ours, that is, by first proving an additive approximation, and then arguing that in case the optimal solution is large (that is, Ω(n 2 ) in case of graphs, or Ω(n 3 ) in case of 3-CNF) the small additive error translates into a small multiplicative error.
All the above approximation results apply to the family of so called Constraint-Satisfaction-Problems. In some sense, these problems can express graph properties for which one imposes restrictions on pairs of vertices, such as k-colorability. These techniques thus fall short from applying to properties as simple as Triangle-freeness, where the restriction is on triples of vertices. The techniques we develop in order to obtain Theorem 1.1 enable us to handle restrictions that apply to arbitrarily large sets of vertices.
We briefly mention that E P is related to packing problems of graphs. In [26] and [39] it was shown that by using linear programming one can approximate the packing number of a graph. In the full version we explain why this method is not suitable for our purposes.
Algorithmic applications of Szemerédi's Regularity Lemma
Alon et al. [2] gave a polynomial time algorithmic version of Szemerédi's Regularity Lemma. They used it to prove that Theorem 1.1 holds for the k-colorability property. The running time of their algorithm was improved by Kohayakawa, Rödl and Thoma [28] . Frieze and Kannan [21] further used the algorithmic version of the regularity lemma, to obtain approximation schemes for additional graph problems.
As we have mentioned before, Theorem 1.1 is obtained via the algorithmic version of a strengthening of the standard regularity lemma, which was proved in [4] , and it seems that these results cannot be obtained using the standard regularity lemma.
Tolerant Property-Testing
In standard Property-Testing one wants to distinguish between the graphs G that satisfy a certain graph property P, or equivalently those G for which E P (G) = 0, from those that satisfy E P (G) > . The main goal in designing property-testers is to reduce their query-complexity, namely, minimize the number of queries of the form "are i and j connected in the input graphs?".
Parnas, Ron and Rubinfeld [33] introduced the notion of Tolerant Property-Testing, where one wants to distinguish between the graphs G that satisfy E P (G) < δ from those that satisfy E P (G) > , where 0 ≤ δ < ≤ 1 are some constants. Recently, there have been several results in this line of work. Specifically, Fischer and Newman [20] have recently shown that if a graph property is testable with number of queries depending on only, then it is also tolerantly testable for any 0 ≤ δ < ≤ 1 and with query complexity depending on | − δ|. Combining this with the main result of [6] implies that any monotone property is tolerantly testable for any 0 ≤ δ < ≤ 1 and with query complexity depending on | − δ|. Note, that Corollary 1.2 implicitly states the same. In fact, the algorithm implied by Corollary 1.2 is the "natural" one, where one picks a random subset of vertices S, and approximates E P (G) by computing E P on the graph induced by S. The algorithm of [20] is far more complicated. Furthermore, due to the nature of our algorithm if the input graph satisfies a monotone property P, namely if E P (G) = 0, we will always detect that this is the case. The algorithm of [20] may declare that E P (G) > 0 even if E P (G) = 0.
Organization
Due to space limitations most of the proofs are omitted from the current version. In Section 2 we introduce the basic notions of regularity and state the regularity lemmas that we use for proving Theorem 1.1 and some of their standard consequences. In Section 3 we give a high level description of the main ideas behind our algorithms. We also state the main structural graph theoretic lemmas, Lemmas 3.5 and 3.6, which lie at the core of these algorithms. Section 4 contains a high-level description of the proof of Theorem 1.3 as well as a description of the main tools, which we apply in this proof. In Section 5 we give the detailed proof of Theorem 1.3. The final Section 6 contains some concluding remarks and open problems. Throughout the paper, whenever we relate, for example, to a function f 3.1 , we mean the function f defined in Lemma/Claim/Theorem 3.1.
Regularity Lemmas and their Algorithmic Versions
In this section we discuss the basic notions of regularity, some of the basic applications of regular partitions and state the regularity lemmas that we use in the proof of Theorems 1.1 and 1.2. We start with some basic definitions. For every two nonempty disjoint vertex sets A and B of a graph G, we define e(A, B) to be the number of edges of G between A and B. The edge density of the pair is defined by d(A, B) = e(A, B)/|A||B|.
Definition 2.1 (γ-regular pair) A pair (A, B) is γ-regular, if for any two subsets A ⊆ A and B ⊆ B, satisfying |A | ≥ γ|A| and |B | ≥ γ|B|, the inequality |d(A , B ) − d(A, B)| ≤ γ holds.
A partition A = {V i | 1 ≤ i ≤ k} of the vertex set of a graph is called an equipartition if |V i | and |V j | differ by no more than 1 for all 1 ≤ i < j ≤ k (so in particular each V i has one of two possible sizes). The order of an equipartition denotes the number of partition classes (k above). A refinement of an equipartition A is an equipartition of the form T 2.3 (m, γ) may and is assumed to be monotone nondecreasing in m and monotone non-increasing in γ. Szemerédi's original proof of Lemma 2.3 was only existential as it supplied no efficient algorithm for obtaining the required equipartition. Alon et. al. [2] were the first to obtain a polynomial time algorithm for finding the equipartition, whose existence is guaranteed by lemma 2.3. The running time of this algorithm was improved by Kohayakawa et. al. [28] who obtained the following result. Our main tool in the proof of Theorem 1.1 is Lemma 2.6 below, proved in [4] . This lemma can be considered a strengthening of Lemma 2.3, as it guarantees the existence of an equipartition and a refinement of this equipartition, which poses stronger properties compared to those of the standard γ-regular equipartition. This stronger notion is defined below.
Definition 2.5 (E-regular equipartition) For a function
It will be very important for what follows to observe that in Definition 2.5 we may use an arbitrary function rather than a fixed γ as in Definition 2.2 (such functions will be denoted by E throughout the paper). The following is one of the main results of [4] . In order to design our algorithm we will need to obtain the equipartitions A and B, which appear in the statement of Lemma 2.6. However, as we explain in the full version of the paper, in order to obtain this partition one can use the efficient algorithmic version Lemma 2.4, which is given in Lemma 2.4, to get the following. As an example of a family of forbidden subgraphs, consider P which is the property of being 2-colorable. Then F P is the set of all odd-cycles. Clearly, a graph satisfies P if and only it contains no member of F P as a (not necessarily induced) subgraph. We say that a graph is F -free if it contains no (not necessarily induced) subgraph F ∈ F. Clearly, for any family F , being F -free is a monotone property. Thus, the monotone properties are precisely the graph properties, which are equivalent to being F -free for some family F . In order to simplify the notation, it will be simpler to talk about properties of type F -free rather than monotone properties. To avoid confusion we will henceforth denote by E F (G) the value of E P (G), where F = F P as above.
The main idea we apply in order to obtain the algorithmic results of this paper is quite simple; given a graph G, a family of forbidden subgraphs F and > 0 we use Proposition 2.7 with appropriately defined parameters in order to construct in O(n 2 ) time a weighted complete graph W , of size depending on but independent of the size of G, such that a solution of a certain "related" problem on W gives a good approximation of E F (G). As W will be of size independent of the size of G, we may and will use exhaustive search in order to solve the "related" problem on W . In what follows we give further details on how to define W and the "related" problem that we solve on W .
We start with the simplest case, where the property is that of being triangle-free, namely F = {K 3 }. Let W be some weighted complete graph on k vertices and let 0 ≤ w(i, j) ≤ 1 denote the weight of the edge connecting i and j in W . Let E F (W ) be the natural extension of the definition of E F (G) to weighted graphs, namely, instead of just counting how many edges should be removed in order to turn G into an F -free graph, we ask for the edge set of minimum weight with the above property. Let G be a k-partite graph on n vertices with partition classes V 1 , . . . , V k of equal size n/k. Suppose for every i < j we have d(V i , V j ) = w(i, j) (recall that d(V i , V j ) denotes the edge density between V i and V j ). In some sense, W can be considered a weighted approximation of G, but to our investigation a more important question is whether W can be used in order to estimate E F (G)? In other words, is it true
It is easy to see that E F (G) ≤ E F (W ). Indeed, given a set of edges S, whose removal turns W into a triangle free graph, we simply remove all edges connecting V i and V j for every (i, j) ∈ S. The main question is whether the other direction is also true. Namely, is it true that if it is possible to remove αn 2 from G and thus make it triangle free, then it is possible to remove from W a set of edges of total weight approximately αk 2 and thus make it trianglefree? If true this will mean that by computing E F (W ) we also approximately compute E F (G). Unfortunately, this assertion is false in general, as the minimal number of edge modifications that are enough to make G triangle-free, may involve removing some and not all the edges connecting a pair (V i , V j ), and in W we can remove only edges and not parts of them. It thus seems natural to ask what kind of restrictions should we impose on G (or more precisely on the pairs (V i , V j )) such that the above situation will be impossible, namely, that the optimal way to turn G into a triangle free graph will involve removing either none or all the edges connecting a pair (V i , V j ) (up to some small error). This will clearly imply that we also have
One natural restriction is that the pairs (V i , V j ) would be random bipartite graphs. While this restriction indeed works it is of no use for our investigation as we are trying to design an algorithm that can handle arbitrary graphs and not necessarily random graphs. One is thus tempted to replace random bipartite graphs with γ-regular pairs for some small enough γ. Unfortunately, we did not manage to prove that there is a small enough γ > 0 ensuring that even if all pairs
. In order to circumvent this difficulty we use the stronger notion of Eregularity defined in Section 2. As it turns out, if one uses an appropriately defined function E, then if all pairs
This result is (essentially) formulated in Lemma 3.5.
In the above discussion we considered the case F = {K 3 }. So suppose now that F is an arbitrary (possibly infinite) family of graphs. Suppose we use a weighted complete graph W on k vertices as above in order to approximate some k-partite graph. The question that naturally arises at this stage is what problem should we try to solve on W in order to get an approximation of E F (G). It is easy to see that G may be very far from being F -free, while at the same time W can be F -free, simply because F does not contain graphs of size at most k. As an example, consider the case, where the property is that of containing no copy of the complete bipartite graph with two vertices in each side, denoted K 2,2 . Now, if G is the complete bipartite graph K n/2,n/2 then it is very far from being K 2,2 -free. However, in this case W is just an edge, which spans no copy of K 2,2 .
It thus seems that we must solve a different problem on W . To formulate this problem we need the following definitions.
Definition 3.2 (Homomorphism) A homomorphism from a graph F to a graph K, is a mapping
ϕ : V (F ) → V (K) that maps edges to edges, namely (v, u) ∈ E(F ) implies (ϕ(v), ϕ(u)) ∈ E(K).
Definition 3.3 (F -homomorphism-free) For a family of graphs F , a graph W is called F -homomorphism-free if all F ∈ F have no homomorphism to W .
We now define a measure analogous to E F but with respect to making a graph F -homomorphism-free. Note that we focus on weighted graphs.
Definition 3.4 (H F (W )) For a family of graphs F and a weighted complete graph W on k vertices, let H F (W ) denote the minimum total weight of a set of edges, whose removal from W turns it into an
Note, that in Definition 3.3 the graph W is an unweighed not necessarily complete graph. Also, observe that when F = {K 3 } then we have H F (W ) = E F (W ). As it turns out, the "right" problem to solve on W is to compute H F (W ). This is formulated in the following key lemma. 
All pairs (V
i , V j ) are γ 3.5 (k, )-regular.
For every
It is easy to argue as we did above and prove that E F (G) ≤ H F (W ) in Lemma 3.5, however we will not need this (trivial) direction. It is important to note that while Lemma 3.5 is very strong as it allows us to approximate E F (G) via computing H F (W ) (recall that W is intended to be very small compared to G) its main weakness is that it requires the regularity between each of the pairs to be a function of k, which denotes the number of partition classes, rather than depending solely on the family of graphs F . We note that even if F = {K 3 } as discussed above, we can only prove Lemma 3.5 with a regularity measure that depends on k. This supplies some explanation as to why Lemma 2.3 (the standard regularity lemma) is not sufficient for our purposes; note that the input to Lemma 2.3 is some fixed γ > 0 and the output is a γ-regular equipartition with number of partition classes that depends on γ (the function T 2.3 (m, γ) ). Thus, even if all pairs are γ-regular, this γ may be very large when considering the number of partition classes returned by Lemma 2.3 and the regularity measure which Lemma 3.5 requires. Hence, the standard regularity lemma cannot help us with applying Lemma 3.5. In order to overcome this problem we use the notion of Eregular partitions and the stronger regularity-lemma given in Lemma 2.6, which, when appropriately used, allows us to apply Lemma 3.5 in order to obtain Lemma 3.6 below, from which Theorem 1.1 follows quite easily.
Lemma 3.6
For any > 0 and family of graphs F there are functions N 3.6 (r) and E 3.6 (r) satisfying the following 5 :
Let W be a weighted complete graph on k vertices with
Using the algorithmic version of Lemma 2.6, which is given in Proposition 2.7, we can rephrase the above lemma in a more algorithmic way, which is more or less the algorithm of Theorem 1.1: Given a graph G we use the O(n 2 ) time algorithm of Proposition 2.7 in order to obtain the equipartition described in the statement of Lemma 3.6. We then construct the graph W as in Lemma 3.6, and finally use exhaustive search in order to precisely compute H F (W ). By Lemma 3.6, this gives a good approximation of E F (G). The proof of the above two lemmas as well as the proofs of Theorems 1.1 and 1.2 appear in the full version.
Background for the Proof of Theorem 1.3
For the proof of Theorem 1.3 it will be more convenient to denote by E P (G) the number of edge removals needed to make G satisfy P, in other words E P (G) = n 2 · E P (G). In particular, E H (G) denotes the number of edge removals needed to turn G into an H-free graph. We will also denote by E r (G) the number of edge removals needed to turn G into an r-partite graph (or equivalently r-colorable graph). Note, that approximating E P (G) within n 2−δ is equivalent to approximating E P (G) within n −δ . The main technical result we need in order to obtain Theorem 1.3 is an extension of some classical results in Extremal Graph Theory. Recall, that Turán's Theorem (see [37] ) states that the largest K r+1 -free graph on n vertices (K r+1 = complete graph on r + 1 vertices) is precisely the largest r-partite graph on n vertices. Another classical result is the Erdős-Stone-Simonovits Theorem (see [37] ), which states that for any graph H of chromatic number r + 1, the largest H-free graph on n vertices has at most o(n 2 ) more edges than the largest r-partite graph on n vertices. As any r-partite graph does not contain a copy of a graph of chromatic number r + 1, the above results can thus be restated as saying that when H = K r+1 we have E H (K n ) = E r (K n ) and that for any H of chromatic number r + 1 we have
The main extremal graph-theoretic tool, which we use in order to obtain Theorem 1.3, is the following result, which greatly extends one of the main results of [12] . Note, that this result also extends Turán's Theorem and the Erdős-Stone-Simonovits Theorem as it states that E H (G) and E r (G) are very close not only when G is K n but already when G has a sufficiently large minimal degree. 
(i) If there is an edge of H whose removal reduces its chromatic number, then there is constant
(ii) Otherwise, there are constants γ = γ(H) > 0 and
The assertion of this theorem for the special case of H being a triangle is proved in [12] and in a stronger form in [13] . We note that the n 2−γ term in the second item of the theorem cannot be avoided. Note, that the error term we obtain in the second part of the theorem is better than the error term of the classical Erdős-Stone-Simonovits Theorem.
Such improvement of the error term was previously known (see, e.g., [17] and [35] ) but only for the case of G being K n and not for G of sufficiently high minimal degree.
Our second tool in the proof of Theorem 1.3 is certain pseudo-random graphs. An (n, d, λ)-graph is a d-regular graph on n vertices all of whose eigenvalues, except the first one, are at most λ in their absolute values. This notation was introduced by the first author in the 80s, motivated by the fact that if λ is much smaller than d, then such graphs have strong pseudo-random properties. In particular, (see, e.g., [7] , Chapter 9), in this case the number of edges between any two sets of vertices U and W of G is roughly its expected value, which is |U ||W |d/n. There are many known explicit constructions of (n, d, λ)-graphs that suffice for our purpose here. Specifically, we can use, for example, the graph constructed by Delsarte and Goethals and by Turyn (see [30] ). In this graph the vertex set V (G) consist of all elements of the two dimensional vector space over GF (q) (q is any prime power), so G has n = q 2 vertices. To define the edges of G we fix a set L of k lines through the origin. Two vertices x and y of the graph G are adjacent if x − y is parallel to a line in L. It is easy to check that this graph is d = k(q − 1)-regular. Moreover, because it is a strongly regular graph, one can compute its eigenvalues precisely and show that besides the first one they all are either −k or q − k. Therefore, by choosing k = (1 − µ) Given a graph F let F b denote the b-blowup of F , that is, the graph obtained from F by replacing every vertex v ∈ V (F ) with an independent set I v , of size b, and by replacing every edge (u, v) ∈ E(F ), with a complete bipartite graph, whose partition classes are the independent sets I u and I v . It is not difficult to show (see Claim 5.2) that for any integer r, we have E r (F b ) = b 2 E r (F ). The final piece of notation we need is the Boolean Or, denoted by G 1 ∪ G 2 of two graphs G 1 and G 2 on the same set of vertices V . Its set of vertices is V , and its set of edges contains all edges of G 1 and all edges of G 2 .
Proof of Theorem 1.3
We start with the proof of the first part of Theorem 1.3. If there is a bipartite graph H that does not satisfy P, then, by the known results about the Turán numbers of bipartite graphs proved in [29] , there exists a positive δ > 0 such that for any large n, any graph with n vertices and at least n 2−δ edges contains a copy of H. Thus, given a graph G on n vertices, one must delete all its edges besides, possibly, n 2−δ of them, to obtain a subgraph satisfying P. As certainly the edgeless graph satisfies P, this provides the required approximation in this case.
The proof of the second part is more complicated, and requires all the preparations obtained in the previous section. Suppose all bipartite graphs satisfy P, and let r + 1 ≥ 3 be the minimum chromatic number of a graph that does not satisfy this property. Fix a graph H of chromatic number r +1 that does not satisfy P. We will show that any efficient algorithm that approximates E P (G) up to n 2−δ will enable us to decide efficiently how many edges we need to delete from a given input graph F = (V (F ), E(F )) to make it r-partite. For r ≥ 3 this problem contains the r-colorability problem, and for r = 2 it is the MAX-CUT problem and therefore it is NP -hard for every r ≥ 2.
Given a graph F on m vertices such that we need to delete edges to make it r-partite, let b = m c where c is a large constant, to be chosen later. Let F b be the b-blowup of F , and let F be the vertex disjoint union of r copies of F b . Let µ = µ(H) be the constant from Theorem 4.1 and let G be the (n, d, λ)-graph with d = (1 − µ)n and λ ≤ √ n, described in Section 4. As the integer q in the construction discussed in Section 4 can be any prime power, we can always choose the number of vertices of G , which is q 2 , to be at least the number of vertices of F , and not more than 4 times of that. In particular, we have n = Θ(rmb) = Θ m c+1 . Identify the vertices of F with some of those of G . Let G = G ∪ F be the Boolean Or of these two graphs.
Suppose, that instead of adding to F a pseudo-random graph G , we would put any non-edge of F in G with probability 1 − µ. It is easy to see that in this case the expected number of edges, which would be spanned by a set of a vertices that span t edges in F , would be (1 − µ) a 2 + µt. The following claim establishes that this is approximately what we find when we add to F a pseudo-random graph. We then use this claim to show that we can also estimate E r (G) as a function of = E r (F ).
Claim 5.1 Let A be a subset of the vertices of G of size a which contains precisely t edges of F . Then the number of edges of
Recall that the b-blowup F b of a graph F , defined in Section 4, is the graph obtained from F by replacing every vertex v ∈ V (F ) with an independent set I v , of size b, and by replacing every edge (u, v) ∈ E(F ), with a complete bipartite graph, whose partition classes are the independent sets I u and I v . We need the following simple claim whose proof is omitted.
Claim 5.2 For any graph F and any integer b, we have
E r (F b ) = b 2 E r (F ).
Claim 5.3 The graph G satisfies
Proof: Fix a partition of F into r parts which misses exactly edges and consider r disjoint copies of F . By taking appropriately different parts in every copy of F we can partition this new graph into r equal parts such that exactly r edges are non-crossing. Since F is a b-blowup of r disjoint copies of F , this gives a partition of F into equal parts which misses r b 2 edges. We can extend this to a partition of G into r nearly equal sets V (G) = V 1 ∪ . . . ∪ V r which misses exactly r b 2 edges of F . Let t i be the number of edges of F inside V i , then i t i = r b 2 . This, together with Claim 5.1, implies that it is enough to delete at most
edges to make G r-partite and hence to satisfy property P.
On the other hand, by Claim 5.2, any partition of F , which is b-blowup of r disjoint copies of F , into r parts misses at least r b 2 edges. Therefore for every partition of the vertices of G into r sets there are at least r b 2 edges of F which are non-crossing. Let V 1 ∪ . . . ∪ V r be a partition of V (G) that maximizes the number of crossing edges and let again t i be the number of edges of F inside V i (note that in this case the sets V i are not necessarily of the same size). Using Claim 5.1, together with the fact that i t i ≥ r b 2 and the Cauchy-Schwartz inequality, we conclude that
We are now ready to complete the proof of Theorem 1.3. Choose the constant c to be sufficiently large so that 2/(c + 1) < min(δ, γ, 1/4). Recall, that as we chose b = m c and n = Θ(m c+1 ), we have
Also, as G has minimum degree (1 − µ)n we get from Theorem 4.1, that
As H does not satisfy P we clearly have E P (G) ≥ E H (G). Along with (1), (2) and (3) we infer that
Furthermore, by our choice of r, we get that any r-colorable graph satisfies P, hence we infer from (1) and (2) that
We thus conclude that |E P (G)−((1−µ) )/µrb 2 , this implies that we can precisely compute the number of edge removals, needed in order to turn the input graph F into an r-partite graph. This implies that the problem of approximating E P (G) within n 2−δ is NP -hard, and completes the (outlined) proof of Theorem 1.3.
Concluding Remarks and Open Problems
• We have shown that for any monotone graph property P and any > 0 one can approximate efficiently the minimum number of edges that have to be deleted from an n-vertex input graph to get a graph that satisfies P, up to an additive error of n 2 . Moreover, for any dense monotone property, that is, a property for which there are graphs on n vertices with Ω(n 2 ) edges that satisfy it, it is NP -hard to approximate this minimum up to an additive error of n 2−δ . It will be interesting to obtain similar sharp results for the case of sparse monotone properties. In some of these cases (like the property of containing no cycle, or the property of containing no vertex of degree at least 2) the above minimum can be computed precisely in polynomial time, and in some other cases, a few of which are treated in [10] , [11] , [38] , a precise computation is known to be hard. Obtaining sharp estimates for the best approximation achievable efficiently seems difficult.
• As mentioned in Section 1, a special case of Theorem 1.3 implies that for any non-bipartite H, computing the smallest number of edge removals that are needed to make a graph H-free is NP -hard. This is clearly not the case for some bipartite graphs such as a single edge or any star. It will be interesting to classify the bipartite graphs for which this problem is NP -hard.
• It is natural to ask if the main results of this paper can be extended to the larger family of hereditary properties, namely, properties closed under removal of vertices, but not necessarily under removal of edges. Many natural properties such as being Perfect, Chordal and Interval are hereditary non-monotone properties. By combining the ideas we used in order to prove Theorem 1.1 along with the main ideas of [5] it can be shown that Theorem 1.1 (as well as Theorem 1.2 and Corollary 1.2) also hold for any hereditary graph property. The proof, however, is far more complicated than the proof of Theorem 1.1. It seems interesting to check if one can obtain a result analogous to Theorem 1.3 for the family of hereditary properties.
• A weaker version of Theorem 1.1 can be derived by combining the results of [6] and [20] . However, this only enables one to approximate E P (G) within an additive error in time n f ( ) , while the running time of our algorithm is of type f ( )n 2 .
