ABSTRACT In this paper, a new direction-of-arrival (DOA) estimation method based on multiple Toeplitz matrices reconstruction is proposed for coherent narrowband signals with a uniform linear array (ULA). First, the received signals impinging on the ULA are rearranged in a Toeplitz matrix, and a full set of correlation matrices are computed by the Toeplitz-based matrix and the observed data of each sensor. Then, a weighted summation by squaring these correlation matrices is obtained to form the full rank equivalent data covariance matrix. Furthermore, a forward-and-backward scheme is presented to improve the estimation accuracy of the covariance matrix. Based on the joint diagonalization structure of the covariance matrix with noise contributions as a scalar matrix, the angle estimation problem can be resolved by combining it with subspacebased methods. In comparison with currently known matrix reconstruction methods, the proposed algorithm applies all information contained in the correlation matrices adequately without de-noising processing in advance. Even in the case of a low signal-to-noise ratio and low snapshot number with half the array aperture reduced, the new method provides good performance on estimation and resolution. Finally, simulation results are demonstrated to verify the theoretical prediction.
I. INTRODUCTION
High-resolution direction-of-arrival (DOA) estimation [1] is a major research issue in array processing [2] and has been widely used in radar [3] , sonar [4] , and wireless communications [5] , [6] . Many subspace-based algorithms including multiple signal classification (MUSIC) [7] - [9] and estimation of signal parameters via rotational invariance techniques (ESPRIT) [10] may provide good performance for uncorrelated signals but suffer serious performance degradation when in the presence of coherent or highly correlated signal environments owing to the rank loss of the covariance matrix. An effective way to solve this problem is the spatial smoothing (SS) technique and its variants such as forward-only (FOSS) [11] and forward/backward (FBSS) spatial smoothing [12] . These methods partition the total The associate editor coordinating the review of this manuscript and approving it for publication was Yanhui Liu. array into several groups containing overlapping subarrays, and the average of the subarray covariance matrices with restored full rank is employed to resolve the coherent signal direction-finding combined with subspace-based algorithms. However, the subarray number is determined by the number of sources in advance, which leads to an effective decrease in aperture size and therefore a decrease in resolution capability for closely spaced arrivals.
Methods such as maximum-likelihood (ML) [13] or signal subspace fitting (SSF) [14] have been provided for resolving the coherent narrowband array problem. These methods have the advantages of not requiring eigendecomposition and not being sensitive to the coherency between impinging signals. The computation of these methods is significant because they solve complicated multidimensional iteration problems or transform multidimensional problems into sequences of one-dimensional problems through alternating maximization [15] , [16] .
Recently, methods based on Toeplitz matrix reconstruction and its variants [17] - [24] were presented to resolve coherent signals. In [17] , a data-based matrix decomposition method was used to perform the singular-value decomposition of a correlation matrix between a Toeplitz matrix constructed by the received signals and the obtained signal from an extra reference array. This makes the noise contribution a zero matrix and may combine the eigenstructure methods under a coherent signal environment. A computationally efficient algorithm named ESPRIT-like and its variants [18] - [24] has attracted the attention of researchers. In [18] , the ESPRITlike method was applied to any single row of an array output covariance matrix (AOCM). The noise effects were eliminated in advance to construct a Toeplitz matrix whose rank was only related to the DOA of the signals, and the signal subspace could be estimated by using the ESPRIT algorithm. According to the ESPRIT-like method, an improved Toeplitz matrix-based method [19] was presented to increase the dimension of the signal subspace by exploiting forward and backward vectors. Reference [20] adopted an existing ESPRIT-like scheme by exploiting half-rows of an AOCM to form a set of Toeplitz matrices in the absence of noise. The DOAs were estimated via a designed cost function that did not require a priori information of the source number. In [21] - [25] , some matrix reconstruction decorrelation algorithms based on spatial differencing ideas [26] were proposed by constructing one Toeplitz matrix or several Toeplitz matrices from the covariance matrix of the received data under colored noise field. The maximum number of resolvable sources could potentially exceed the number of sensors. However, in most of these spatial differencing based methods, the DOAs of uncorrelated and coherent signals are estimated separately, which increased the computational burden. Moreover, their performance may become poor under a relatively small snapshot in the case of the non-zero residual correlations between the presupposed structural properties to be invalid.
Many other matrix reconstruction algorithms which were based on higher-order cumulants [27] have also been developed for coherent signal DOA estimation in order to resolve more signals in the presence of color Gaussian noise fields. Reference [28] presented a fourth-order cumulantsbased Toeplitz matrices reconstruction (FOC-TMR) method by arranging the cumulants elements of received signals from two parallel uniform linear arrays (ULAs) to two Toeplitz matrices. An effective decoherence method introduced in [29] extended the ESPRIT-like algorithm to achieve the DOA estimation of incident narrowband coherent signals by applying half-rows of an AOCM to reconstruct a set of fourth-order cumulants-based Toeplitz matrices. In [30] , an improved FOC-TMR algorithm was addressed to reconstruct two matrices by utilizing two parallel ULAs and the changing reference array element. Unfortunately, such methods require large numbers of snapshots and suffer from burdensome computation. In addition, the data matrix construction methods were also extended in many other applications such as two-dimensional (2D) DOA estimation [31] - [33] and multiple-input multiple-output (MIMO) radar [34] - [36] .
As mentioned above, there are two major problems among the existing Toeplitz matrix reconstruction methods. First, although they may be applicable by directly combining with subspace-based methods by applying auxiliary arrays or the central row of the AOCM to obtain a datebased Toeplitz covariance matrix (which allows the noise term to be a zero matrix or scalar matrix), adding an auxiliary array may increase costs and reduce the effective array aperture.
Second, when employing one noncentral row or partial rows of the AOCM for Toeplitz matrix construction, the noise contribution of the resulting matrix cannot be a scalar matrix. Therefore, DOA estimates should be obtained after the noise contribution is eliminated, which increases the computational burden. Furthermore, simply applying one row or partial rows of the covariance matrix could result in incomplete information utilization of the AOCM as well as a degradation in the resolving capability in terms of the estimation accuracy.
In this paper, we propose a new algorithm to overcome the aforementioned shortcomings of the existing methods. The proposed algorithm can employ the complete information of all array outputs to reconstruct the full set of Toeplitz matrices and produce better estimates of the covariance matrix. Unlike other Toeplitz matrix reconstruction methods, the proposed approach does not require auxiliary array or noise elimination.
This paper is organized as follows. We present the data model in Section II and derive our algorithm in Section III. Section IV provides numerical examples. Finally, we give our conclusions in Section V.
Notation: Matrices, vectors and scalar quantities are denoted by uppercase boldface, lowercase boldface, and lowercase letters, respectively. Superscripts (·) H , (·) T and (·) * represent a conjugate transpose, transpose and conjugate, respectively. The operator E [·] is the expectation. 0 m×n , I m and diag (·) denote the m × n zero matrix, m × m identity matrix, and the diagonal matrix, respectively.
II. PROBLEM FORMULATION
Consider a ULA with 2M + 1 isotropic sensors as shown in Fig. 1 . Suppose there are P (P < M + 1) narrowband farfield sources impinging on the array from distinct directions θ p , p = 1, 2, . . . , P. Let the index of the central array element be 0. d = λ 2 is the spacing between the adjacent sensors, and λ is the carrier wavelength. For the sake of notational simplicity, we define the (2M + 1) × 1 array output vector at time t in the noiseless case as
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Then, in the presence of noise, the (2M + 1) × 1 array output vector at time t is given as
where
T denotes the P × 1 source signal vector, where the P signals can be uncorrelated, partially correlated, or coherent.
T is the (2M + 1) × 1 Gaussian white-noise vector assumed to be uncorrelated to signals with zero mean and variance σ 2 n .
III. PROPOSED ALGORITHM
First, we construct an (M + 1) × (M + 1) Toeplitz matrix via x (t) as follows:
Let S (t) = diag {s 1 (t) , . . . , s P (t)}. Then, (3) can be rewritten as
Here
The correlation between R X (t) and obtained signal x i (t) from the ith array (i = −M , . . . , 0, . . . , M ) is given by
whereS i = E S (t) x * i (t) represents the correlation matrix between S (t) and x i (t).
Similar to (3), a (M + 1) × (M + 1) Toeplitz data matrix formed by y (t) has the following expression:
Toeplitz matrix constructed by the noise vector n (t).
In a similar way, the (M + 1)×(M + 1) correlation matrix between R Y (t) and the ith element output y i (t) is written as
whereĨ (M +1),i is an (M + 1)×(M + 1) matrix with all zeros except for the unity elements on the ith diagonal, andĨ (M +1),0 equals the
From (7), we observe that the correlation matrix R Yi that is obtained between R Y (t) and the received signal from ith array y i (t) is equivalent to employing the ith row of the AOCM R Y =E y (t) y H (t) for constructing a Toeplitz matrix, similar to the ESPRIT-like method in [18] . Obviously, utilizing the central array (i = 0) output y i (t) and R Y (t) to obtain R Yi ,Ĩ (M +1),0 of (7) results in an identity matrix, which allows us to perform eigenvalue decomposition directly for acquiring the solution of the signal subspace.
When selecting the noncentral array (i = 0) element to obtain R Yi , the noise components from σ 2 nĨ (M +1),i are uniformly distributed along the diagonal line parallel to the main diagonal line of the noise matrix. This means the noise term cannot become a scalar matrix, and the signal subspace cannot be obtained by directly carrying out the eigenstructure methods from R Yi for the DOA estimate.
To avoid only utilizing the partial information of the AOCM and depressing the noise process, which may lead to degradation of the DOA estimation performance, a new reconstructed Toeplitz matrix method is proposed by exploiting the overall signal and noise information of R Yi from i ∈ [−M , M ]. The DOA estimation can be realized by obtaining the diagonalization structure of the noise term without requiring denoising processing in advance.
GivenR by the sum of squaring
Considering the first term of (8), inserting (5) into the first term of (8) gives
For the second term of (8) (see Appendix A for details), we can write that
where R S = E s (t) s H (t) denotes the source covariance matrix, and
In a similar way, the third term of (8) can be computed as follows (see Appendix A):
From (10) and (11), we find that only summing all of the individual signals and noise cross-terms of
Xi can construct the equivalent source covariance matrix.
Considering the fourth term of (8),Ĩ (M +1),iĨ H (M +1),i can be written as
Substituting (12) in the fourth term of (8), we have
According to the result from (13), applying only half-rows of the AOCM to construct a set of Toeplitz matrices (equivalently summing the products of R Yi and R H Yi from i ∈ [−M , 0]) results in a noise contribution that is not a scalar matrix. Thus, the estimates of the equivalent covariance matrix can be available if the noise effect is neglected or eliminated. Our method can acquire a scalar matrix just by summing all of the terms corresponding to the noise contribution.
By combining (9)- (13), (8) can be simplified as
Here, we definẽ
andR can be rewritten as follows: 
are essentially equal to the (M + 1) -order equivalent source covariance matrix of the FOSS algorithm [11] . Hence,R S is a positive definite matrix with a full rank P. Furthermore, the rank P of our method is only related to the DOAs of signals and is independent of the coherence of the incident signals by the assumption made by the sources in Section II.
To improve the estimation performance, we consider facilitating (16) by the forward/backward smoothing technique as
where J denotes the (M + 1) × (M + 1) exchange matrix with ones on its antidiagonal and zeros elsewhere. According to (17) , R M is obtained with the noise term a scalar matrix as well, which allows us to find the column space ofÃ only by eigendecomposing R M without eliminating the noise contribution in advance. In addition, note thatR S in (15) has an extra equivalent source covariance matrix
M i=−MS iÃ HÃSH
i when compared to the FOSS algorithm. Similarly, after forward/backward averaging, the equivalent source covariance matrix of the MTOEP-root has one more term than the FBSS algorithm [12] , which indicates that our algorithm exploits the overall information of the (2M + 1) -order data covariance matrix to reconstruct the (M + 1) -order equivalent source covariance matrix. However, FBSS-root or FOSS-root use the principal diagonal autocorrelation information of the data covariance matrix to form the smoothed source covariance matrix, whose order depends on the smoothing number. Finally, the root-MUSIC method [37] without a space spectrum search can be applied to obtain the DOAs of the sources.
Detailed steps for implementing our proposed algorithm, which is called MTOEP-root, are listed in Table 1 .
IV. SIMULATION RESULTS
In this section, we present numerical examples to evaluate the performance of our proposed MTOEP-root method as compared with the FOSS, FBSS, and ESPRIT-like methods in terms of the root-mean-square error (RMSE) and probability of resolution. To be fair, the root-MUSIC algorithm is also applied to find the DOAs for the FOSS and FBSS schemes. The Cramér-Rao bound (CRB) given in [38] is applied for comparison reference in the former.
We assume that all narrowband sources are of equal power with a center frequency of 9 MHz, and the sampling frequency is set to 1000 Hz. The input signal-to-noise ratio (SNR) of the pth source is defined as SNR = 10 log 10 σ 2 p σ 2 n , and the RMSE of the DOA estimates is
where W is the number of Monte Carlo runs, and P is the number of all sources. Consider θ i,w − θ i less than 1 • as a successful resolution. A total of 1000 Monte Carlo trails are performed to obtain the statistic results in our examples, and there is a random phase delay from [0, 2π ] between these signals at each Monte Carlo trail. In the first example, the RMSE and probability of resolution performance as a function of the SNR are examined. We consider four sources: one uncorrelated signal from 53 From the simulation results shown in Fig. 2 , when coherent and uncorrelated sources exist, it can be clearly seen that our proposed MTOEP-root achieves a much better RMSE performance than the FOSS-root and ESPRIT-like methods over the entire SNR region. Meanwhile, our proposed method can produce better RMSEs than the FBSS-root algorithm in the low-SNR regime and is slightly inferior at high SNRs. Fig. 3 shows that our proposed MTOEP-root method has lower-resolution DOA estimation than the FBSS-root method, and obviously outperforms the FOSS-root and ESPRIT-like methods at any SNR. In particular, when the SNR is 15 dB, the resolution probability in our scheme and FBSS-root are above 90%, while those of the other two estimators are below 50%.
In the second example, we investigate the RMSE and probability of resolution vs. the number of snapshots. The simulation conditions are similar to those in example 1, except that the number of snapshots varies from 10 to 800 and the SNR is fixed at 20 dB.
It can be seen in Fig. 4 that our MTOEP-root achieves better performance than the FBSS-root scheme for a considerably low number of snapshots such as 10, and a little less when increasing the number of snapshots. In the entire snapshot regime, our MTOEP-root method produces much better RMSEs than the FOSS-root and ESPRIT-like methods. Fig. 5 also illustrates that the resolution probability of our MTOEP-root and FBSS-root methods is much higher than those of the other two estimators, especially for a low number of snapshots.
In the third example, we test the estimation performance in terms of the angular separation between two coherent signals. We can see in Fig. 6 that with an increase in the angular separation, our MTOEP-root method has much better RMSEs than the other three algorithms in the case of low SNR and few samples, especially when the DOAs between the coherent sources are relatively close. When the angular separation between the two coherent sources is enlarged, the RMSE curves of the FBSS-root method gradually approach those of our method. Fig. 7 shows that the probability of resolution of our MTOEP-root method is slightly higher than that of FBSS-root, and is clearly higher than the ESPRIT-like and FOSS-root methods across the entire angular separation regime.
The simulation results from Fig. 2 to Fig. 5 show that ESPRIT-like used only one row of the data covariance matrix and FBSS-root and FOSS-root use the principal diagonal autocorrelation information of the data covariance matrix. However, our MTOEP-root adequately uses all correlation information of the data covariance matrix, and therefore has the best estimation accuracy and resolution probability in the low/middle SNRs and few number of snapshots.
Because of the limitation of the aperture of the array, our method can estimate M sources with at least 2M + 1 sensors, which means that half the array aperture is lost as in the ESPRIT-like method. The array aperture of FBSS is larger than that of our algorithm. When the number of mixed coherent and uncorrelated signals is high with an increase in snapshot numbers and high SNRs, FBSS has better resolution and estimation performance than our method.
From Fig. 6 and Fig. 7 , we show that when the number of coherent sources to be resolved is small and the coherent source angles are close, our algorithm has better estimation accuracy and resolution probability. The information utilization in our method is the best among the three methods, especially under a low SNR and small snapshot.
V. CONCLUSIONS
A new direction-finding algorithm called MTOEP-root was proposed for coherent signals. First, we constructed a data-based Toeplitz matrix directly from all arrays of received data. Based on this Toeplitz matrix, a set of the correlation matrices between it and the received data from each array was computed. Then, the new data matrix was calculated by summing the products of these correlation matrices and their associated matrices. Finally, after exploiting forward/backward averaging, we obtained the equivalent full rank covariance matrix for decorrelating the source signals with the noise term as a scalar matrix.
As compared with existing subspace-based decorrelation estimators, the most significant advantage of the our proposed estimator is that it can apply all correlation information of the received data from the overall array sensors. In addition, the coherent signals are resolved with a reconstructed Toeplitz matrix without requiring elimination of the noise contribution in advance. The numerical results demonstrated the effectiveness of the proposed algorithm.
APPENDIX A
In this appendix, we prove that (10) and (11) hold.
Substituting (5) into the second term of (8) 
