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Abstract
In this work, we investigated experimentally and computationally
the fragmentation processes of ionic and hydrogen-bonded molecules
following valence photoionization. Four samples were studied: ionic
1-ethyl-3-methylimidazolium tetrafluoroborate (EMImBF4) and
hydrogen-bonded molecular clusters of acetamide (CH3CONH2),
acetamide-2,2,2-d3 (CD3CONH2), and acetic acid (CH3COOH).
The goal of the work was to investigate the influence of the
photon energy on the stability of the samples and their fragmentation
mechanisms. Tunable synchrotron radiation or gas discharge
lamp radiation in the vacuum ultraviolet region was used to
ionize the molecules in the gas phase. Clusters were studied by
mass spectrometry, while ionic liquid was additionally studied by
photoelectron spectroscopy. Partial ion yield technique was used to
elucidate the energetics of various photofragmentation pathways.
Both types of compounds were shown to be unstable toward
near threshold ionization and therefore subjected to extensive
fragmentation. Different fragmentation mechanisms were identified,
and common trends in dissociation behaviour of ionic and
hydrogen-bonded compounds were observed.
A significant finding is that not only photon energy influences
the outcome of the valence ionization (at higher photon energy new
fragmentation channels open up), but also the conditions at which
the samples are introduced into the gas phase. In the case of acetic
acid clusters, different clustering conditions resulted in different mass
spectra. A conclusion is drawn that photofragmentation channels
of a molecule depend on its internal energy. Lower internal energy
suppresses atomic rearrangements that might be required for a certain
fragment formation and instead, a new fragment is formed that does
not require any rearrangement of the system. We observed such
behaviour for acetic acid trimer that starts producing unprotonated
dimers at stronger expansion conditions (lower internal energy), while
there were no unprotonated dimers produced at weaker expansion
conditions (higher internal energy).
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Tiivistelma¨
Ta¨ssa¨ tyo¨ssa¨ tutkittiin kokeellisesti ja laskennallisesti ionisten ja
vetysidottuneiden molekyylien pirstoutumisprosesseja valenssikuvan
ja¨lkeen. Tutkimuksessa tutkittiin nelja¨ na¨ytetta¨: ioninen 1-etyyli-
3-metyyli-imidatsoliumtetrafluoriboraatti (EMImBF4) ja sitovia
molekyyleja¨ (CH3CONH2), asetamidi-2,2,2-d3 (CD3CONH2) ja
etikkahappo (CH3COOH).
Tyo¨n tavoitteena oli tutkia fotonien vaikutusta na¨ytteiden
vakauteen ja niiden hajotusmekanismeihin. Viritetta¨va¨a¨ synkrotroni-
sa¨teilya¨ tai kaasupurkauslamppu sa¨teilya¨ tyhjio¨-ultraviolettialueella
ka¨ytettiin molekyylien ionisoimiseen kaasufaasissa. Klustereita
tutkittiin massaspektrometrialla, kun taas ionisoitua nestetta¨ tutkittiin
lisa¨ksi fotoelektronispektroskopialla. Osittaista ionien
tuotosmenetelma¨a¨ ka¨ytettiin erilaisten valokuvaprosessointiva¨ylien
energioiden selvitta¨miseen.
Kummankin tyyppisten yhdisteiden osoitettiin olevan epa¨stabiileja
la¨helle kynnysionisaatiota kohti, ja siksi ne olivat alttiita laajalle
fragmentaatiolle. Eri pirstoutumismekanismit tunnistettiin ja
havaittiin yleisia¨ suuntauksia ionisten ja vetysidottujen yhdisteiden
dissosiaatioka¨ytta¨ytymisessa¨.
Merkitta¨va¨ havainto on se, etta¨ valon ionisaation lopputulos
ei vaikuta pelka¨sta¨a¨n fotonin energiaan (korkeammissa
fotonien energiassa avautuu uudet fragmentaatiokanavat),
vaan myo¨s olosuhteet, joissa na¨ytteet otetaan kaasufaasiin.
Etikkahappokeskittymien tapauksessa erilaiset klusterointiolosuhteet
johtivat erilaisiin massaspektreihin. Johtopa¨a¨to¨s on, etta¨ molekyylin
valokuvakehityskanavat riippuvat sen sisa¨isesta¨ energiasta.
Alhaisempi sisa¨inen energia heikenta¨a¨ atomien uudelleenja¨rjestelyja¨,
joita saatetaan tarvita tietyn fragmentin muodostumiselle, ja sen
sijaan muodostuu uusi fragmentti, joka ei edellyta¨ ja¨rjestelma¨n
uudelleenja¨rjestelya¨. Olemme havainneet ta¨llaisen ka¨ytta¨ytymisen
etikkahapon trimeerille, joka alkaa tuottaa ennalta protonoituneita
dimeereja¨ voimakkaammissa paisumisolosuhteissa (alempi sisa¨inen
energia), kun taas heikommilla laajentumisolosuhteilla (korkeampi
sisa¨inen energia) ei tuotettu protoniittomia dimeereja¨.
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1 Introduction
Electromagnetic radiation continues to be an essential tool in our
exploration and understanding of the world. It all began with the visible
light that we constantly use to see things around us with our eyes. Later
on, scientific advances led to the exploitation of the radiation from
the whole spectrum towards which our eyes are not sensitive, i.e. the
wavelengths that are shorter or longer than the visible light. For example,
long radio waves and microwaves are used in astronomy to study objects
located far away from our planet, while infrared, ultraviolet and x-ray
radiation are the best for examining the structure of the solid, liquid
and gaseous samples. The shortest gamma rays go deeper and probe the
inner structure of atoms. Different radiation wavelengths enable studying
various processes on the basis of light-matter interactions.
Nowadays, one of the most powerful radiation sources is synchrotron
accelerator. In a synchrotron storage ring, bright electromagnetic
radiation in the range from infrared to x-rays is produced by electrons
or positrons which are travelling close to the speed of light. In this
thesis, we will concentrate on fragmentation processes induced by vacuum
ultraviolet (VUV) radiation. According to ISO standard ISO-21348 [1],
VUV radiation corresponds to wavelengths in the range of 10 nm ≤ λ <
200 nm that is 6.2 – 124 eV, though the defined spectral region varies in
the literature and is often given approximately from 10 to 100 eV. VUV
studies involve valence electrons that are responsible for chemical bonding.
Comprehension and prediction of the photoinduced phenomena
(e.g ionization, molecular rearrangements, atomic motion, charge
migration, bond fragmentation) at molecular level is highly important
for understanding a large number of processes related with health
problems (UV radiation-induced damage), technological challenges
(photovoltaics, photosynthesis), and environmental studies (atmospheric
photochemistry) among others. In this thesis, we studied experimentally
and computationally the fragmentation processes induced by VUV
synchrotron radiation in two different types of molecular systems:
ionic liquid (IL) and molecular clusters. In particular, the following
molecules were studied: 1-ethyl-3-methylimidazolium tetrafluoroborate
or EMImBF4, acetamide clusters and acetic acid clusters. In the cluster
studies, the emphasis was put on the dimers. The structures of studied
samples are presented in Figure 1, featuring the most stable structures of
molecular dimers.
IL and molecular dimers are different by the nature of chemical bonding.
Both compounds are overall neutral molecules and can be thought of as the
systems composed of two counterparts. In IL, the counterparts (cation and
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Figure 1: The molecules studied: (1) 1-ethyl-3-methylimidazolium
tetrafluoroborate, (2) acetic acid dimer, (3) acetamide dimer.
the counterparts (two monomer subunits) are held together by hydrogen
bonds. The ionic bond, in essence, is the electrostatic attraction between
the oppositely charged ions. The hydrogen bond forms when a hydrogen
atom attached to a strongly electronegative atom by a covalent bond also
interacts electrostatically with the lone pair of another electronegative atom
of another molecule.
Both ILs and clusters are diverse classes of compounds that might take
on different structures and compositions. Studying interactions of ILs and
molecular clusters with ionizing radiation gives valuable insights into the
electronic structure and dissociation dynamics of these compounds.
A powerful tool to analyze neutral molecules by ionizing them and
then separating them in space or time by their molecular weight is mass
spectrometry. Ions can easily be guided, focused and separated by electric
and/or magnetic fields, and, finally, detected. Combination of mass
spectrometry with tunable synchrotron radiation allows exploring not
only molecular dynamics and dissociation processes but also the energetics
of different fragmentation pathways. Another widely used method is
photoelectron spectroscopy, where not ions but emitted electrons are
recorded that provide an image of the energy levels of the molecular
orbitals in the photoionized molecule. Photoelectron spectroscopy has a
substantial impact on quantum chemistry in terms of the development of
advanced molecular calculations.
The goal of this work was to apply the above-mentioned experimental
methods in combination with quantum mechanical calculations to study
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the interactions of IL and cluster compounds with VUV photons and to
characterize their properties on a molecular level. First, the influence of
the photon energy on the stability of the samples and their fragmentation
mechanisms was systematically investigated. This enabled to identify
different fragmentation mechanisms and common trends in dissociation
behaviour of ionic and hydrogen-bonded compounds. Second, the influence
of the clustering conditions on the cluster size distribution and their
photofragmentation pathways was examined. This resulted in a significant
finding that the conditions at which the samples are introduced into the
gas phase might influence the outcome of the photoionization.
This thesis is organized as follows: the introductory chapter is followed
by chapter 2 and chapter 3 that provide an overview of the physics and
techniques relevant to the research, correspondingly, then in chapter 4,
the results of the thesis-included papers are summarized and discussed,
after that, the main conclusions of the work are presented, followed by the
summary of the work in Estonian.
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2 Photofragmentation of molecules
In this section, the structure of the molecules will be explained as it is
understood in terms of molecular orbital theory. Also, the computational
methods used in this work will be briefly described. After that, light-
matter interaction processes such as photoionization and photoexcitation
that might lead to the decomposition of the molecule into fragments will
be discussed.
2.1 Solving the structure of molecules
The molecules are composed of a number of atoms and have a definite
geometric configuration. Atom is made up of a positive nucleus that is
surrounded by one or more negative electrons orbiting around it. According
to Born-Oppenheimer approximation, the atomic nuclei in the molecule
could be considered as almost stationary compared to electrons [2]. It
makes the calculations of electronic properties of molecules easier, allowing
to separate the motion of electrons and nuclei. It is a reasonable assumption
– proton (the nucleus of a hydrogen atom) is about two thousand times
heavier than an electron. Therefore, nuclei define the geometry of the
molecule.
The description of how atoms are held together in a molecule can
only be obtained by quantum mechanical methods [3]. Most of the
computational methods are based on or oriented toward the molecular
orbital (MO) theory approach [4]. It is possible to calculate the probability
of finding the electron at any point in the molecule by solving the
molecular time-independent Schro¨dinger equation:
HˆΨ = EΨ, (1)
where Hˆ is the Hamiltonian operator, Ψ is the wave function of the system,
and E is the energy of the system. However, this equation can be solved
exactly only for one-electron systems, while the exact solution for multi-
electron systems is impossible due to electron-electron repulsion potential.
Therefore, approximations are needed for molecules with more than one
electron.
A common approach to constructing the wave functions for the
Schro¨dinger equation is to use the linear combination of atomic orbitals
(LCAO) approximation. The LCAO approximation starts with the wave
functions χi localized on individual atoms (atomic orbitals) and combines







where cim is linear coefficient describing the contribution of the atomic
orbitals to the molecular orbital. The number of formed molecular orbitals
equals the number of atomic orbitals mixed.
The obtained molecular orbitals are the approximate solutions to the
electronic part of molecular Schro¨dinger equation. The question remains,
however, how to identify the best coefficients to obtain more accurate wave
functions. Quantum-mechanical computational methods are dealing with
this problem. For example, Hartree-Fock self-consistent field (HF SCF)
method is an iterative process that calculates the energy of the system from
initial guesses of molecular orbital coefficients until the energy is minimized
and the best coefficients are acquired. For more detailed mathematical
explanations of the method the readers are referred to Ref. [3] and [4].
The main problem of SCF methods is that they do not treat the
electron-electron correlation properly, i.e. an electron moves in an
electrostatic field produced by the average potential from other electrons.
Correlation is important for improving the accuracy of computed energies
and molecular geometries. Correlation is better accounted for in post-HF
methods such as the Møller-Plesset method of the second order (MP2)
used in this work. Here, electron interaction energy is lowered by allowing
electrons to occupy formally unoccupied molecular orbitals.
One computational method that includes electron-electron correlation
in its theoretical basis is called density functional theory (DFT) [4]. This
method is based on Hohenberg-Kohn theorems, which postulate that the
ground-state properties of the molecules and atoms are determined by their
electron density function and that guessed electron density must give an
energy greater or equal to the real energy. However, the second point is true
only when the exact density functional is used, but the exact functional is
not known, and since approximations are used, DFT can give energy values
below the real energy, contrary to the HF method [4]. Among the popular
functionals to approximate the exchange-correlation functional in DFT are
B3LYP (Becke three-parameter Lee-Yang-Parr) and new functionals like
Minnesota functionals of M06 family, both of which were used in this work.
One example of molecular orbitals calculated with HF method is
presented in Figure 2. Here, the highest occupied molecular orbital
(HOMO) and two orbitals below the energy of the HOMO are shown
for acetic acid and acetamide dimer molecules. These molecular orbitals
show that the electrons do not belong to individual bonds between two
specific atoms but can extend over several atoms. Molecular orbitals
are mathematical functions of the three spatial coordinates. Due to the
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difficulty of illustrating such functions, isosurface plots (like in Figure 2)
at a chosen wave function value are used for plotting them. Strictly
speaking, the integer orbital-occupation numbers 0, 1 and 2 are only valid
at the basic level of HF theory.
HOMO, -12.46 eV 
Acetic acid dimer Acetamide dimer 
HOMO, -10.97 eV 
HOMO-1, -12.95 eV HOMO-1, -11.24 eV 
HOMO-2, -13.17 eV HOMO-2, -11.40 eV 
Figure 2: Molecular orbitals of acetic acid and acetamide dimers calculated
with HF method: highest occupied molecular orbital (HOMO) and two
MO that are lower in energy (HOMO-1 and HOMO-2). The blue regions
are wave functions with a negative sign, the red ones are with a positive
sign.
There are several types of molecular orbitals. Since atomic orbitals are
wave functions, when combined they can interfere constructively forming a
bonding orbital or destructively forming an anti-bonding molecular orbital.
The bonding molecular orbital has lower energy than two separate atomic
orbitals, while the anti-bonding orbital is of higher energy.
Molecular orbitals are formed when atomic orbitals with similar energies
and proper symmetry can overlap. Atomic valence orbitals that do not
participate in the formation of molecular orbitals are called non-bonding
orbitals. Deep inner shell orbitals remain essentially atomic since their
overlap with the orbitals on other atoms is negligible. There are also
unoccupied molecular orbitals that are located above valence orbitals and
are higher in energy. The lowest unoccupied molecular orbital (LUMO)
and the HOMO are separated by a gap. LUMOs can accept electrons from
lower occupied orbitals or from neighbouring molecules or atoms. As is
shown in Figure 2, HOMOs, which contain highest-energy electrons, can
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extend over multiple atoms of a molecule due to the strong interaction of
valence atomic orbitals. The lowest-energy electrons are concentrated close
to the nucleus on core orbitals and are localized around a certain atom.
Therefore, electrons of the valence orbitals could be considered as the ones
responsible for the formation of chemical bonds.
2.2 Ionization, excitation and fragmentation
The energies of molecular orbitals can be determined experimentally by
photoelectron spectroscopy. This method relies on photoelectric effect that
was first observed by Heinrich Hertz in 1887 [5] and explained later in 1905
by Albert Einstein [6]. The effect is based on an ionizing interaction of
radiation with matter. When energy is given to a molecule, a quantum
mechanical transition from the ground state, the lowest energy state of the
molecular system, to a more energetic state can occur.
In a photoionization process, a cation M+ is formed as a result of
interaction of photons of sufficient energy (E = hν, where h ≈ 6.63 ×
10−34J·s is Planck constant and ν is the frequency of radiation) and a
neutral molecule M:
M + hν → M+ + e−. (3)
Upon the ionizing absorption of a photon by the molecule, the electron is
emitted into the continuum as shown on the left-hand side of Figure 3.
This electron has a kinetic energy (Ekin) that corresponds to the difference
between the photon energy and the binding energy (Ebin) of the electron
in accordance with the law of conservation of energy:
Ekin = hν−Ebin, (4)
The minimum amount of energy required to emit the electron from the
highest occupied molecular orbital is called ionization energy. Formation
of a positive ion is possible for any photon energy above the ionization
energy. Depending on photon energy, an electron can be removed from
core or valence orbitals or excited to initially unoccupied molecular orbital.
By measuring the kinetic energy of the emitted electrons, it is possible to
determine their binding energies, thus, in Koopmans’ approximation also
the energies of the molecular orbitals [7]. Koopmans’ theorem postulates
that the ionization energy required to remove an electron from the orbital
is given by the negative value of the energy of the orbital [7].
Figure 3 depicts photoionization and photoexcitation (also called
resonant excitation) processes with valence electrons involved. We consider
only valence electrons because this thesis deals with VUV radiation
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Figure 3: Photoionization and photoexcitation of the valence orbitals. Red
dots are electrons, and white dots are vacancies created by the absorption
of a photon. Photon energy hν1 is greater than hν2.
excitation process, the energy of the photon has to fulfill the condition:
hν = E1 − E2, (5)
where E1 in the binding energy of the molecular orbital from which electron
is promoted and E2 is the binding energy of the orbital that accommodates
this electron.
Photoionization and photoexcitation result in the formation of a
more energetic and thus less stable state of the molecule. To achieve
stabilization, the reorganization of the orbitals and energies of the
electrons might occur. Therefore, when a molecule is excited or ionized, it
may possess high internal energy that is capable of breaking the molecule
apart. The process is called fragmentation. If fragmentation happens due
to irradiation of a sample with photons, it is called photofragmentation
and resulting fragments – photofragments. The minimum energy required
to create a molecular fragment is called appearance energy of the fragment.
If created molecular ion or excited molecule contain sufficient internal
energy, they may undergo various competing dissociation reactions,
leading to the breakage of the molecule at different sites.
Dissociative photoionization and photoexcitation are very important
processes in the VUV region. Mass spectrometry is an excellent tool to
get more insight into VUV photochemistry as it is capable of detecting
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all the ions that are created in these processes. However, to differentiate
or eliminate some of the possible fragmentation pathways, the quantum
chemical calculations are often necessary. Therefore, calculations play
an essential role in the determination of possible outcomes of the
photoionization and photoexcitation processes. The analysis of reaction
energetics can predict what kind of molecular processes are able to occur
or likely to occur.
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3 Experimental background
In this thesis work, the gas-phase samples were studied by vacuum-
ultraviolet (VUV) spectroscopic methods. These methods investigate
the outcome of the light-matter interactions in the VUV region (approx.
10-100 eV). Various product particles such as electrons, photons, and
ions that are created when sample is illuminated by VUV radiation are
detected by different techniques. In this work, the ions were detected
with time-of-flight mass spectrometry and electrons with photoelectron
spectroscopy. For all compounds, partial ion yield (PIY) technique was
used to determine the appearance energies of the fragments.
As a source of VUV photons, we used the radiation produced by a
synchrotron or a gas discharge lamp. Electronic transitions involving
valence electrons have energies that are in the range of VUV photons,
which are hence useful as probes for the chemical nature and electronic
properties of materials. Synchrotrons are designed to generate beams of
high-intensity tunable electromagnetic radiation. The tunability of the
synchrotron radiation makes it possible to choose different photon energies
in the VUV range, while gas discharge lamps (another source of VUV
light) does not have that option. On the other hand, discharge lamps are
affordable, easy to handle, and are capable of producing very high light
intensities at some resonance wavelengths.
In this work, the samples were introduced into the gas phase. IL was
introduced via evaporation from a crucible located in a resistively heated
oven. Cluster beams were generated by a continuous supersonic expansion
source.
The next sections will describe the basic concepts of used radiation
sources (gas discharge lamp, synchrotron) and experimental techniques
(time-of-flight mass spectrometry, PIY technique, and electron
spectroscopy). Also, some detail will be given on the sample preparation
techniques.
3.1 Gas-discharge lamp
The gas-discharge lamp produces radiation by applying an electric
discharge through an ionized gas (typically a noble gas such as argon used
in this work). Generated radiation is coming from the gas that fills up a
discharge capillary between the cathode and anode. The electrons emitted
by the cathode accelerate toward the anode and thus gain the required
energy in the electric field to excite or ionize the gas atoms upon collision.
The excited atom can emit electromagnetic radiation in a relaxation
process when the electron returns from higher energy state to the lower
one.
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The gas-discharge lamp used in this work is high-intensity VUV source
(HIS 13) purchased from FOCUS GmbH. It achieves very high intensities by
integrating a high voltage anode into the self-centering discharge capillary
(see Figure 4). The lamp employs water cooling that makes high discharge
currents (up to 300 mA) possible, reducing electrode degradation, and
differential pumping to avoid excessive leakage of discharge gas into analysis
chamber.
Figure 4: Schematics of a cold cathode gas-discharge lamp (adapted from
[8]).
3.2 Synchrotron
The working principle of a synchrotron relies on the fact that accelerating
charged particles (electrons or positrons) emit electromagnetic radiation
[9, 10, 11].
From the first observation of synchrotron radiation in 1947 (described
in Ref. [12]) to our time, more than 70 synchrotrons have been built around
the world, each allowing for multidisciplinary research [13]. A schematic
illustration of a typical synchrotron is presented in Figure 5. A modern
synchrotron facility consists of 4 main components held under vacuum to
minimize electron collisions with the rest gas molecules and to prevent
absorption of the produced radiation. These components are discussed
below with a short description of processes happening to the electrons and
emitted electromagnetic radiation inside them:
1. Linear accelerator or linac accelerates electrons generated in the
electron gun with high voltage. Linac incorporates an electron gun


















Figure 5: Schematic illustration of a synchrotron storage ring.
are directed to the positive anode located on the opposite end. In
the centre of the anode is a small aperture that allows the electrons
to pass through either into the booster ring that accelerates electron
stream even further to the energy of electrons in main storage ring
or less (commonly measured in GeV) or straight to the storage ring.
2. Storage ring stores the relativistic electrons inserted from the linac
or the booster ring. Synchrotron light is produced in the storage
ring. Around the storage ring, there are different kind of magnets,
which force the electron beam to focus (quadrupole magnets), to
bend (bending magnet), or to travel in a ”snaking” path (undulator,
wiggler). Inserted in the storage ring radiofrequency cavity supplies
the electrons with the required amount of energy to compensate for
the energy loss due to emitted radiation when electrons pass the
above-mentioned magnetic structures.
3. Beamlines start after the magnetic structure and run off tangentially
from the storage ring. Beamlines have many optical devices (filters,
beam-position monitors, mirrors, lenses, monochromators, etc.) to
control and improve the quality of the radiation produced by the
electrons focusing, measuring and purifying the photon beam along
its final path to the experimental chamber.
4. Experimental end-stations are used to perform the experiments as
here radiation hits the sample placed in its path. Depending on the
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experiment, end-stations have different analyzing equipment.
For generation of synchrotron radiation, relativistic electrons are
deflected transversely to their direction of motion by magnetic fields. Due
to the relativistic velocity of the electrons, the radiation is emitted in a
narrow cone along the direction of motion of the electrons.
Emitted radiation characteristics such as spectral width and radiation
intensity depend on the electron deflection mode. As was mentioned
above, there are three types of magnetic structures commonly used in
synchrotrons to produce electromagnetic radiation: bending magnet,
wiggler, and undulator. In a bending magnet (dipole magnet), electrons
are forced to move in a circular motion in a constant magnetic field. The
emission of synchrotron radiation as a narrow cone of radiation results
from the centripetal acceleration of electrons travelling close to the speed
of light. Wigglers and undulators (multipole magnets), on the other
hand, use static magnetic field that oscillates in space. It is created by
the structure of magnets separated by a gap that forces the electrons to
move in a sinusoidal (”snake slithering”) path in a transverse plane to the
direction of electron motion. At every bend, a radiation cone is emitted.
The schematic illustration of an undulator along with undulator radiation







Figure 6: Schematic illustration of an undulator (left) and an undulator-
produced radiation spectrum recorded at beamline I411 of MAX-II storage
ring (right). The spectrum is adapted from Ref. [14].
undulator is in the degree to which the electrons are forced to deviate
from a straight path. The nature of the electron movement in a periodic






where e is the electron charge, B is the magnetic field, λu is the spatial
period of the magnets, me is the rest mass of an electron and c is the speed
of light.
In wigglers, K  1 (stronger magnetic field), therefore the deviation
from the straight path is higher which results in lower radiation intensities
as the radiation cones from each bend do not overlap. In undulators,
K < 1 (weaker magnetic field), therefore the amplitude of the electron
path is smaller, and radiation cones emitted by the electrons overlap and
interfere creating higher intensities upon constructive interference of certain
wavelengths. As a result, undulator spectra consist of narrow bands of
radiation (see the right-hand side of Figure 6), while the spectra of bending
magnet and wiggler are continuous over a broad range of electromagnetic
radiation.
The gap between upper and lower magnetic arrays is adjustable.
Pushing the magnets closer to each other and increasing the magnetic
field, the forces on the electron beam increase, forcing it to deviate more
from a straight path. This change in curve produces the change in
wavelength of the emitted radiation. The curves with the larger amplitude
produce longer wavelength radiation, while the curves with the smaller
amplitude produce shorter wavelength radiation. As a result, modern
synchrotron light sources cover radiation wavelengths from the infrared
to hard x-rays with superior brilliance1 and high intensity. The modern
synchrotrons equipped with undulators achieve brilliance values as high as
1021 photons/s/mrad2/mm2/0.1% BW. It is beneficial for ion and electron
spectroscopies as the larger amount of photons ionizes more molecules and
result in the stronger signal detected.
The polarization of the undulator radiation could be changed from
linear (as shown in Figure 6) to circular or elliptical by APPLE-type
(advanced planar polarized light emitter) undulator. This undulator
consists of four magnetic arrays instead of two (two below and two above
the electron beam). Longitudinally moving the two opposing magnetic
arrays with respect to the fixed ones, the polarization of the radiation
produced is varied, since a phase shift is created and the strengths of the
vertical and horizontal magnetic field components are varied. Beamline
I3 of MAX-III storage ring was APPLE-type undulator beamline. In our
experiments, linear horizontally polarized radiation was used.
3.2.1 Beamlines
Measurements related with this thesis were performed at the undulator
beamlines FINEST I3 [15, 16] of the 700 MeV MAX III storage ring (see
1Brilliance shows how the photon flux [photons/s/0.1% BW] is distributed in space
and angular range and is expressed as [photons/s/mrad2/mm2/0.1% BW] [13].
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Figure 7 for the beamline layout) and I411 [17, 14] of the 1.5 GeV MAX
II storage ring (see Figure 8 for the beamline layout) of former MAX-Lab
synchrotron facility in Lund, Sweden. I3 beamline was designed for the
Figure 7: Schematic layout of I3 beamline at MAX III storage ring
[15]. Pre-optics (mirrors M1, M2, and M3) focus the radiation on the
monochromator grating (G). Post-optics (mirrors M4, M5, M6, and M7)
compensate for the changing angle due to grating translation and focus the
light to the experimental stations. M4 is also used to switch between the
solid state (Exp. 1) and gas phase/luminescence (Exp. 2) stations.
low energy region of 5-50 eV. The beamline had two branches: one was
mainly used for atomic and molecular spectroscopy and luminescence
measurements and another for photoelectron spectroscopy on solids (see
Figure 7). We used the gas-phase branch (Exp. 2 in Figure 7) that
was equipped with a 6.65 m normal incidence monochromator allowing
for maximum resolving power of ≈ 105. The monochromator had three
gratings for different energy regions: 2400 lines/mm MgF2/Al coated
grating for photon energies from 5 to 11 eV, 4300 lines/mm Pt-coated
grating for photon energies above 26 eV, and a low-density 430 lines/mm
Au grating for energies from 5 to 50 eV for high flux and medium
resolution. The latter was used in the experiments with clusters, while
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Figure 8: Schematic layout of I411 beamline at MAX II storage ring [14].
M1 is horizontally focusing mirror. Plane mirror M2 and focusing mirror
M3 together with the plane grating G1 are the part of the Zeiss SX-700
monochromator. M4 is refocusing mirror. 1 m section of free space between
Exp. 1 and Exp. 2 could be used to mount required equipment for a specific
experiment. End-station Exp. 2 is equipped with Scienta SES-200 electron
analyzer.
MgF2/Al coated grating was used in the mass spectrometric measurements
of ionic liquid.
Differential pumping stage between the beamline and the end-station
provided the pressure difference in these regions and allowed for gas phase
experiments without damaging the ultrahigh vacuum in the beamline.
Photon flux on the sample was 1011 − 1013 ph/s/0.1%BW, spot size on
sample was 0.3 mm (V) x 0.5 mm (H). During the measurements, the
end-station was equipped with the analyzing equipment of the University
of Turku – Wiley-McLaren-type time-of-flight mass spectrometer.
The soft x-ray undulator beamline I411 was designed for the energy
region of 50-1500 eV. The beamline design was suitable for gaseous, solid,
and liquid samples. The beamline was equipped with modified Zeiss SX-700
monochromator with 1220 lines/mm grating and a plane-elliptical focusing
mirror, allowing for a resolving power of 103 − 104. Photon flux on the
sample was 1011− 1013 ph/s/0.1%BW. During the measurements, the end-
station was equipped with Scienta SES-200 hemispherical electron energy
analyzer for photoelectron spectroscopy measurements.
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3.3 Experimental techniques
3.3.1 Time-of-flight mass spectrometry
Before focusing on the operating principle of time-of-flight mass
spectrometer, let’s discuss the basic principle of mass spectrometry in
general. The fundamental principle of mass spectrometry relies on three
main aspects: Generation of gas-phase ions from compounds under study
by any suitable method (e.g. photon or electron ionization), separation
of those ions by their mass-to-charge ratio (m/z) using a mass analyzer
(e.g. time-of-flight, quadrupole, magnetic sector analyzers), and detection
of ions qualitatively and quantitatively by their m/z and abundance,
respectively [18]. When z = 1 (i.e. ions are singly ionized) as is the
case with near threshold ionization, the m/z scale directly reflects the m
scale. In commonly used mass analyzers, ions are subjected to the electric
or/and magnetic fields. The applied force to the ions can be presented by
the Lorentz force law:
F = ze E + zev × B, (7)
where F is the force vector, z is the number of charges, e = 1.6×10−19 C is
the elementary charge, E is the electric field vector, v is the ion velocity, and
B is the magnetic field vector. In the case of the nonmagnetic mass analyzer
( B = 0), the ions are influenced only by the electric force F = ze E. The
ion with mass mi in the electric field will have an acceleration a according





From the above equations, it is obvious that the acceleration depends both
on the ion mass and the charge. Therefore, mass spectrometers do not
separate the ions according to their mass but according to the ion m/z.
Next, we discuss the operating principle of Wiley-McLaren type linear
time-of-flight (TOF) mass spectrometer used in this work. The advantages
of TOF mass analyzers are high ion transmission, fastest analyzing
speed, highest practical mass range, accurate mass measurements,
good mass resolving power, compact design, and relatively low price.
Wiley-McLaren TOF spectrometer’s design was introduced in the 1950s
allowing for significantly improved mass resolution [19] in comparison with
its predecessors. The revolutionary design used two-stage acceleration of
the ions by the two electric fields instead of the single acceleration. A
schematic view of the two-field TOF spectrometer is presented in Figure 9.
The key principle of TOF mass analyzer is to separate ions with different
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m/z in time and to identify these ions by measuring the time required for
the specific ion to reach the detector. The time of flight, T , of an ion is
directly proportional to the square root of ion’s m/z and is expressed as:





where To and C are calibration constants that depend on the parameters of
the spectrometer and could be calculated by solving the above equation for
two known mass signals (e.g. rest gas ions always present in the vacuum
chamber such as N +2 and H2O
+). The typical flight times of the ions are
in the order of microseconds.
The TOF spectrometer used in this work consists of three regions
separated by the grids (see Figure 9). First, ions are formed in the
ionization region by a photon impact. Then, generated ions are drawn out
from the ionization region to the acceleration region by applying extraction
voltages, Vs, in short high-voltage pulses (100-300 V) by a pulse generator.
Pulse generator provides the starting signal to the timing electronics at
each pulse. In the acceleration region, the ions with the same charge value
are accelerated to the same kinetic energies by a constant electric field, Ed.
After acceleration region, the ions enter the electric field-free region (also
called drift tube) and continue moving toward the detector. According to
Equation 9, the flight time of the ions is a function of their m/z. When
an ion hits the detector, time measurement stops. If only singly charged
ions are present, the lightest ions reach the detector first followed by
the heavier ones (top of Figure 9). As an output, after every extraction
pulse, one gets a mass spectrum of a sample where various peaks represent
different ions.
Returning to the topic of the enhanced mass resolution in two-field TOF
spectrometers in comparison to the one-field spectrometers, we must define
what the resolution of a TOF mass spectrometer is. The ions created in the
ionization region do not have the same kinetic energies and starting times,
which makes it difficult to make narrow bunches of ions with the same m/z
and prevent the widening of the peaks. Therefore, the overall resolution of a
TOF spectrometer depends on its ability to reduce the time spread caused
by initial kinetic energy and space distributions of the ions. Two-stage
acceleration method prevents the spatial spread of the ions by a simple
adjustment of the electric fields Es and Ed by applying voltages Vs and Vd
in the ionization and acceleration region of a spectrometer, correspondingly
(see Figure 9). Consequently, the ions with the same m/z can reach the
detector at the same time independently of their initial creation position
(bottom of Figure 9). The specific ratio of Es/Ed that results in the narrow











m1  >  m2 
+ 
Ed Es 










m1  =  m2 
+ 
Figure 9: Schematic illustration of a Wiley-McLaren time-of-flight mass
spectrometer. Top: Ions with different masses and the same initial position
arrive at the detector at the different time. Bottom: Ions with the same
mass and different initial positions arrive at the detector at the same time
(space focusing).
space-focusing condition, D. D is the position in a drift tube, at which
ions of the same m/z but different initial positions s0 will pass each other.




















Therefore, when s0, d, and D are fixed, Ed/Es is determined by
Equation 10. In the single acceleration system, however, the focus
condition could only be influenced by the spectrometer’s geometry,
D = 2s0.
The mass spectrometer used in this work was equipped with an 80 mm
active area diameter Hamamatsu microchannel plate (MCP) detector.
MCPs consist of a large amount of fused together conductive glass
capillaries (channels) and essentially are secondary electron multipliers.
MCPs have a high-speed response and high ion detection efficiency
required for mass spectrometric experiments.
3.3.2 Partial ion yield technique
The mass spectrum itself gives a lot of valuable information about the
sample structure, composition and fragmentation abundance. However,
partial ion yield (PIY) technique provides additional information about the
appearance energies of the parent and fragment ions. In a PIY technique,
the yield of a specific ion is counted as a function of photon energy. In
practice, the PIY technique is realized by measuring an array of mass
spectra at increasing photon energies. Subsequently, the ion yield curves
are extracted by integrating the ion counts at every photon energy over the
time window containing the selected ion peak and then plotting obtained
intensities versus photon energy (for more details see subsection 3.6).
PIY technique requires a tunable radiation source. In this work, PIY
experiments were performed at the undulator beamline, which allows quick
tune of the photon energy by adjusting the undulator gap and tuning the
monochromator.
3.3.3 Photoelectron spectroscopy
The heart of the photoelectron spectroscopy is the electron spectrometer.
Electron spectrometer separates electrons, emitted from the sample by the
photon impact, according to their kinetic energies and records electron
energy distribution, i.e. counts how many electrons have a certain kinetic
energy value. The kinetic energies of the photoelectrons are connected to
their binding energies via Ekin = hν − Ebin. Therefore, the photoelectron
spectrum gives the information about the energies of the molecular (or
atomic) orbitals [20].
In this work, the most common electron spectrometer type was used
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during the measurements – concentric hemispherical analyzer. It consists
of three parts: a lens system, a hemispherical analyzing section and a
















Figure 10: Schematic illustration of a concentric hemispherical electron
energy analyzer.
Prior to the entering into the hemisphere, the electrons are focused,
decelerated or accelerated by several electrostatic lenses to match the fixed
kinetic energy value called pass energy, Ep. Therefore, not all electrons get
to the detector but only those with specific kinetic energies around pass
energy. To select which of the emitted electrons will obtain the chosen pass
energy, suitable electron deceleration is applied. Thus, the lens system
modifies the initial kinetic energies of the photoelectrons.
In the hemispherical section, electrons that are accelerated or
decelerated exactly to pass energy move along a certain radius (often
called the nominal radius of the analyzer, r0 = (R1 + R2)/2, where R1
and R2 are the radii of the inner and outer hemisphere, respectively)
between the two hemispheres (blue dashed line in Figure 10). The radius
is determined by the selection of inner, V1, and outer, V2, electrode
voltages, where V1 is always at more positive potential than V2. The
motion of the electrons in an electric field between the hemispheres at a
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potential difference of ΔV = V2 − V1 is described by Newton’s second law
and the Lorentz force. The electrons move along a curved trajectory with
an electron’s energy-dependent radius. Electrons will be focused at the









where e is the elementary charge.
Thus, the principle of the energy analysis is based on the dispersion of
the electrons in a deflecting field. Electrons that have lower energy than
the pass energy move closer to the inner hemisphere, while higher energy
electrons move closer to the outer hemisphere. Subsequently, slow and fast
electrons arrive at different positions on the detector, while too slow or too
fast electrons collide with the electrodes and never reach the detector. The
radial displacement of electrons with energy Ep + ΔE on the exit plane
of the spectrometer is given by Δr ∼ 2r0ΔE/Ep, valid for small entrance
angle.
There are two modes of running the spectrometer [21]. In the first mode,
the pass energy is kept constant, and the voltages of the electric lenses are
scanned. As an example, in SES-200 instrument [22], the size of the kinetic
energy range detected by the detector is around 10% of the selected pass
energy. If one wants to measure electrons with 100 eV kinetic energy at a
pass energy of 10 eV , a retardation potential of −90 eV should be applied
to the electrons by the lenses. Thus, by scanning the retardation potential,
an entire electron spectrum is recorded.
In the second mode, the pass energy is not constant, and the
hemispherical electrodes’ potential difference is scanned. In our
experiments, we preferred the first mode because it gives constant
resolution within an entire spectrum.
Two important parameters for the electron analyzer are the resolution
(minimum energy difference between electrons that can be separated) and
transmission (the effectiveness of the electron collection process, i.e. ratio
of all the electrons created in the ionization to the detectable electrons).
Resolution is related to the pass energy, entrance, s1, and exit, s2, slit







According to the above equation, lower pass energies and smaller slits
result in better resolution. However, this worsens the transmission of the
spectrometer, leading to the decrease of signal intensity. When a position
sensitive detector is used, instead of the exit slit, the accuracy of the
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detector (how well it can record the electron hit coordinates) is used to
determine the resolution. In case of position sensitive detector, not only
the resolution is improved, but also the signal intensity is increased since
the electrons can be collected from the whole active surface of the detector.
In Scienta SES-200 electron analyzer, used in this work, the electrons are
detected by MCPs-phosphor screen-charge-coupled device (CCD) detector
system [22]. The electron avalanches coming from MCPs create spots of
visible light on the phosphor screen, positions of which are recorded by a
CCD camera.
3.4 Sample preparation
Samples studied in this work were in the form of liquids (acetic acid,
1-ethyl-3-methylimidazolium tetrafluoroborate) and powders (acetamide,
acetamide-2,2,2-d3). The acetamide, acetic acid and IL were purchased
from Sigma-Aldrich, partly deuterated acetamide was purchased from Qmx
Laboratories. To introduce the IL into the interaction region of the vacuum
chamber in the form of single molecules, it was evaporated from a crucible
located in the resistively heated oven (MBE Komponenten NTEZ40). The
vapors of IL were then ionized and analyzed by mass spectrometry and
electron spectroscopy.
To make gas-phase clusters from the acetic acid, acetamide and partly
deuterated acetamide, home-made continuous supersonic cluster source was
used. The source was designed and built by Dr. Kuno Kooser based on
the construction reported by Kim et al. [23]. The schematic view of the
experimental chamber containing a cluster source is presented in Figure 11.
The solid samples had to be heated in an oven to obtain sufficient vapor
pressure, while heating of the liquid acetic acid was not required as it has
already high vapor pressure.
For the formation of clusters, the effusing vapor of the sample mixed
with argon carrier gas in a nozzle containing reservoir expanded through the
nozzle into the vacuum, from high-pressure region to low-pressure region.
Adiabatic expansion and cooling resulted in the formation of clusters by
condensation of the molecules. After expanding through the nozzle (in this
work, converging custom-made quartz nozzles were used with diameters of 7
μm and 18 μm), the cluster beam passed into ionization chamber through a
2-mm skimmer. In ionization chamber, the generated clusters were ionized
and then analyzed by time-of-flight mass spectrometry. The pressure of the
expansion chamber was held at around 1.2× 10−4 mbar, and the pressure
of the ionization chamber was held at around 1.16× 10−6 mbar.
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Figure 11: Schematic illustration of an experimental chamber for cluster
formation, ionization and detection.
3.5 Adiabatic expansion and cluster formation
As a result of adiabatic (isentropic) expansion, the gas is emitted into a
conical space angle that expands from the exit of the nozzle as schematically
is shown in Figure 12 [24, 25]. The direction of the gas flow is however
distributed and turned back into the center of the jet by pressure boundary
conditions and shock waves around the expanding gas. The jet becomes
compressed at the downstream from the nozzle. In this region, a Mach
disk is formed (see Figure 12), and the pressure of the gas is significantly
increased. Therefore, a skimmer must be placed before Mach disk to
eliminate any disturbing effects on the cluster beam.
Figure 12: Schematic illustration of adiabatic expansion profile (adapted
from Ref. [25]).
The velocity of the gas flow is described by a Mach number, Ma, that
34
35
is the ratio of the velocity of gas flow to the local speed of sound in the
gas. In the nozzle container, the gas flow is subsonic (Ma  1) and is
characterized by stagnation temperature, T0 and pressure, P0. The gas
flow becomes sonic (Ma = 1) in the nozzle region as it accelerates toward
the nozzle exit due to the pressure difference between P0 and expansion
chamber pressure, Pexp, (P0 > Pexp). In the expansion region, the gas flow
achieves supersonic speed (Ma > 1).
Adiabatic expansion leads to the temperature decrease in the gas. As
a result of such cooling, the formation of clusters by condensation of the
molecules is occurring. The most of the condensation occurs at the center
of the expanding gas flow in a few nozzle diameter distances from the nozzle
exit. During expansion, the sample molecules undergo many collisions with
each other and the carrier gas. Molecules cool in the collision processes,
losing most of their rotational and vibrational energy, and condensate. The
carrier gas is used to cool the growing clusters and to carry off the heat
of condensation, stabilizing clusters against dissociation. If the cooling
is insufficient, the clusters are stabilized by losing some of the monomer
subunits or by emitting photons.
Cooling efficiency in supersonic expansion can be enhanced by
increasing the number of collisions (for example, by using smaller nozzle
diameter). Stronger expansion generally leads to stronger cooling and
better nucleation conditions. In the weak expansion, the cooling efficiency
and nucleation conditions are worse.
It is assumed that cluster formation is based on three- and two-body
collision processes [25]. Initially, three-body collisions dominate, so that by
the collision of three separate molecules they nucleate into dimers (the heat
of condensation of two molecules is carried away by the third molecule).
When there are more clusters formed, two-body collisions of clusters with
each other start dominating and result in cluster growth.
As the gas expands into the vacuum, the density decreases rapidly with
increasing the distance from the nozzle. As a result, the number of collisions
decreases and finally the cluster growth stops.
3.6 Data analysis
All data presented in this thesis was analyzed using Igor Pro 6.32A software
with specifically-designed macros for peak fitting and work with PIY maps
[26, 27].
The recorded ion TOF spectra were converted to the mass-to-charge
ratio (m/z) scale according to T = To + C
√
m/z, where To and C are
spectrometer’s calibration constants that depend on spectrometer geometry
and applied electric fields. The constants are easily obtained by solving the
system of equations for two known mass peaks, for example, rest gas peaks
such as water and nitrogen.
The appearance energies, AE, of various ions were determined from the
PIY plots in the ionization threshold region using following fitting function:
f(E) =
{
BG, if E < AE
BG+ k × (E −AE), if E ≥ AE, (14)
where E is the photon energy, k is the slope of rising edge of the PIY
curve, and BG is a constant background level. The reported AEs are the
intercepts of the two straight sections of the fitting function. The fitting
function examples are shown in Figure 13 as blue lines for acetamide and
protonated acetamide ion yield curves.
In the PIY experiment, the full dataset is represented by a 2-dimensional
PIY map (photon energy vs. ion flight time) as shown in Figure 13 on the
example of acetamide clusters. Two methods were used to extract the PIY
curve (area of the specific ion peak in the TOF spectra vs. photon energy)
from the map. In the case of well-isolated ion mass peaks, the area was
obtained by integration and linear background removal, while in the case
of overlapping peaks, the areas were obtained by least-squares curve fitting
by Voigt profiles using the SPectral ANalysis by Curve Fitting (SPANCF)
macro package [26, 27]. The ion yield curves obtained with the second
method are shown in Figure 13 for acetamide monomer and protonated
monomer.
In the case of cluster experiments, the spectra were normalized by
measuring the drain current from the copper plate. The recorded photon
flux was also corrected by the quantum efficiency function of copper plate
signal. In the experiments with IL, the spectra were normalized by the
silicon photodiode (AXUV-100, International Radiation Detectors, Inc.)
current to account for the differences in the flux at the experimental
chamber.
The photon energy in the PIY spectra was calibrated by measuring the
PIY of argon gas and comparing the obtained ionization energy with a




Figure 13: Panel (a) – partial ion yield map of acetamide clusters. Panel (b)
– partial ion yield curves of acetamide monomer and protonated monomer
extracted from the map. Blue lines represent the fit to the curves. The
intersection point of the lines is marked with the vertical black line and
represents the appearance energy (AE) of the ion.
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4 Results and conclusions
4.1 Ionic liquids
Ionic liquids (ILs) are organic salts with a melting point close to or below the
room temperature [29]. The first room-temperature IL, ethylammonium
nitrate, was synthesized by Paul Walden in 1914 [29]. Later, ILs based on
chloroaluminate anion were widely investigated but the applications were
limited due to the high reactivity of the salts with water and oxygen [30].
In 1992, Wilkes and Zaworotko solved this problem by synthesizing air and
water stable ILs based on imidazolium cation and tetrafluoroborate (BF –4 )
and hexafluorophosphate (PF –6 ) anions, making the field of ILs research
highly popular from then on [31].
Due to their low vapor pressure, ILs were primarily used as a more
environment-friendly alternative to the volatile organic solvents. However,
ILs are finding new uses at a remarkable rate due to their extraordinary
combination of physicochemical properties such as good ionic conductivity,
chemical and thermal stability, liquid state, wide electrochemical window
and unique solvating properties. New applications are being developed in
various fields such as nanotechnology, electrochemistry, tribology, synthesis,
catalysis, and materials science to name a few [32, 33].
During the PhD studies, the author has participated in several projects
related to the applications of ILs in electrochemistry, material synthesis
and tribology. For example, we investigated the electrochemical behavior
of the Bi(111) and EMImBF4/EMImBr mixture (EMIm is 1-ethyl-3-
methylimidazolium cation) interface and concluded that IL mixtures
used as an electrolyte are promising candidates for supercapacitors to
achieve high energy densities [34]. By synthesizing the hybrid materials
from the 1-methyl-3-[3-(triethoxysilyl)propyl]imidazolium chloride and
titanium(IV) butoxide through aqueous sol-gel reaction, we immobilized
the IL in the solid state, solving the problems related with leakage. From
these highly homogeneous hybrid materials, we produced crack-free fibers
and capillaries [35], conductive, hydrophobic, washing and thermally
stable textile coatings functionalized with carbon nanotubes (CNT) [36],
and well-dispersed hybrid nanoparticles [37]. Also, we developed new
lubricant additives (nanoparticles mixed with phosphonium cation-based
IL) to provide a significant enhancement in tribological performance of
base oils already with a small amount of additive (1%) [38].
Nowadays, the most studied ILs typically consist of bulky polyatomic
organic cations based on the derivatives of imidazolium, pyridinium,
phosphonium, and ammonium. The anions could be of organic or
inorganic origin and contain either one (e.g. halide ions) or more atoms
(e.g. BF –4 , PF
–
6 ). The counterparts of an IL can be easily modified, and
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therefore a large number of potential ILs exists. IL modifications change
drastically their properties such as melting point, reactivity, viscosity,
solvation, miscibility, liquidus range, and conductivity. Therefore, it is
not simple to find or customize an IL that would be perfect for a given
task. Experimentally characterizing all possible ILs is unrealistic; thus
theoretical calculations offer a more efficient way to characterize them.
However, theoretical methods require experimental validation. Therefore,
research on the fundamental physical chemistry of ILs is required.
The best way to experimentally study ILs, to make a comparison
with theoretical methods, is to investigate them as single ion pairs in
the gas-phase, i.e., as overall neutral compounds consisting of one cation
and one anion. The studies of IL vapor have begun by the breakthrough
work of Earle et al. [39] who in 2006 demonstrated that some ILs
could successfully be distilled at low-pressure conditions and moderate
temperatures despite their ionic nature. However, no direct evidence
about IL gas-phase nature were given at that time. Works of Leal et al.
[40] along with Armstrong et al. [41] and Strasser et al. [42] were the first
studies on the composition of the IL vapour phase that concluded that
ILs evaporate as neutral ionic pairs (cation and anion linked together).
Mass spectrometry and photoelectron spectroscopy are two methods that
have mainly been used to investigate IL vapor phase. It was shown that
IL vapor is neutral as no ions were detected in the absence of ionizing
radiation. Also, it was demonstrated that ion pairs are easily subjected to
fragmentation as, in general, the ionized parent molecule is not detected.
The parent molecule was experimentally detected when soft ionization
methods such as electric field ionization (10-20 V/nm) were used [43]. The
example molecules for such studies are the imidazolium-based ILs that
contain a bis[(trifluoromethane)sulfonyl]imide (Tf2N
– ) anion. These ILs
were shown to be thermally stable. It was found that by fluorinating the
anion, thermal stability improves. Chemically less reactive large anions
exhibit enhanced thermal stability. We studied an imidazolium-based
IL with BF –4 anion as this type of ILs is very common, commercially
available and tested in many applications due to their large electrochemical
window, relatively low viscosity, and high conductivity. However, the mass
and electron spectroscopic data on ILs with BF –4 anion is limited.
Papers I and II of the thesis present experimental results of the
valence photoionization of gas-phase EMImBF4 studied by time-of-flight
(TOF) mass spectrometry and photoelectron spectroscopy, respectively.
In mass spectrometry study, photon-energy-dependent TOF spectra were
measured to decipher the energetics of the fragmentation pathways of the
IL. In the case of multiple possible assignments of a certain peak, the most
likely fragmentation product was identified computationally. Calculations
were performed using Spartan 14 software [44] with B3LYP functional
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and 6-31G** basis set. Calculated activation energies were determined
by the energy difference between the parent molecule and the resulting
fragment. Thus, the calculation estimates the minimum energy required
for the fragmentation, while the appearance energy (AE) of the fragment
might be higher due to transition state energy barriers. The AEs were
determined by analyzing the TOF spectra measured at different photon
energies and selecting the AE as the energy at which the signal starts
to appear. In Paper I, the PIY curve of the complex of peaks at m/z
110, 111, 112 is presented, but in this work, the PIY curve of a single ion
EMIm+ at m/z 111 is shown.
In the photoelectron spectroscopy study, the comparison of
experimental electron spectrum and calculated density of states (DOS)
using DFT and MP2 methods was performed, which allowed us to draw
conclusions on the electronic structure of EMImBF4 and the subject of
electron relaxation.
4.1.1 Mass spectrum of EMImBF4: Observed fragments
Figure 14 depicts two mass spectra of EMImBF4 vapor that were measured
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Figure 14: Mass spectra of EMImBF4 vapor measured at 20 eV photon
energy at liquid cell temperatures 190 ◦C (blue) and 250 ◦C (red). Spectra
are normalized to m/z 82.
observed fragments and then proceed to the discussion of their possible
formation channels.
The signal of background gases (O +2 , N
+
2 , H2O
+, OH+) is quite high
due to low vapor pressure of IL. The contaminants desorbed from the walls
of the spectrometer were present at m/z of 43-46, 57, 71, 85, 127, 149,
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154, 167. The most anticipated fragment is an intact cation EMIm+ at
m/z 111, the presence of which shows that IL evaporation as ion pairs
is occurring. Also, peaks that were one and two mass units lower were
detected and assigned to be dehydrogenated and doubly dehydrogenated
EMIm+, correspondingly. The dominant peak at m/z 82 corresponds
to the MIm+ ion that represents an intact cation that has lost its ethyl
group. Also, dehydrogenated and protonated MIm+ ions were present at
m/z 81 and 83, respectively. By the loss of methyl group from the intact
cation, EIm+ ion at m/z 96 is formed. The intact cation that has lost
both of its alkyl chains leaving behind one H atom produces a fragment
Im+ at m/z 68. Fragments at m/z 41, 42 and m/z 54, 55, 56 are most
likely the products of the intact cation fragmentation due to double bond











6 , correspondingly. The fragments that were heavier than
the intact cation were also detected at m/z 129 and 159. We assigned them
to be dehydrogenated EMImF+ and dehydrogenated EMImBF +2 cations.
However, these peaks came in an ensemble with m/z 130, 131 and m/z
157, 158, respectively. The peaks at m/z 20 and 49, detected at higher
temperatures, are HF+ and 11BF +2 ions, respectively.
4.1.2 Possible photofragmentation pathways of EMImBF4
Two mechanisms following the photoabsorption were identified for intact
cation (EMIm+) formation. The first one is photoexcitation of a neutral
parent molecule followed by dissociation of a neutral excited state into
cation and anion. We calculated that the activation energy of 4.2 eV is
required for this reaction:
EMImBF4 + hν → EMImBF ∗4 → EMIm+ + BF −4 . (15)
Although the activation energy is smaller than the calculated first excited
state energy (6.7 eV), this process is not possible before photoabsorption
takes place. The fragmentation should be possible as soon as the excitation
to the LUMO level occurs. Therefore, EMImBF4 is unstable following
photoabsorption and easily fragments after excitation.
The second mechanism for production of EMIm+ cations following
photabsorption is photoionization that results in dissociation of the parent
molecular cation into the intact cation and neutral BF4:
EMImBF4 + hν → EMImBF +4 + e− → EMIm+ + BF4 + e−. (16)
This pathway has a higher activation energy of 10.7 eV. From our
experiment, we could not determine the branching ratio between these two
















+∗ → (CH3CONH2)n−1H+ +CH2CONH •2 . (34)
Figure 20: Schematics of proton transfer mechanism shown on differently
arranged acetamide dimers. Blue lines are the borders across which the
proton transfer occurs before separation of the fragments. Depending
whether the subunit on the left or right becomes ionized, the proton transfer
follows a green or a red arrow, correspondingly.
To track the dominant proton transfer path and therefore elucidate the
most stable structure of acetamide dimer in the gas phase, a comparative
experiment with partly deuterated acetamide (CD3CONH2) was carried
out. It was shown that normal and deuterated acetamide clusters generally
fragment in the same way by comparing their mass spectra (see Paper III).
In the experiment with the partially deuterated sample, the products of the
dimer fragmentation reaction could be easily differentiated. If the deuteron
transfer occurs from the methyl group, the signal at m/z 64 appears; if the
proton transfer occurs from the amino group, the signal at m/z 63 appears.
The region of interest in the mass spectrum of the deuterated acetamide
clusters is shown in Figure 21 with both signals detected. Comparing the
intensities of the peaks, it is evident that the most likely proton source is
the amino group as the proton transfer from the amino group occurs in
86% of cases, while deuteron transfer from the methyl group only in 14%
of cases.
The signal at m/z 61 might originate from the monomer dissociation
by the loss of hydrogen or it might be the dimer dissociation product. If
after proton transfer in the dimer, the charge is localized on a fragment
with fewer hydrogens, the signal at m/z 61 could arise. If this signal indeed
arises from the dimer fragmentation, it only supports our finding that the
proton transfer is facilitated by the amino group. In another scenario, if
the methyl group would be responsible for deuteron transfer, a peak at m/z
60 that corresponds to (M-D)+ would also be expected. Since the signal



































Figure 21: Mass spectrum of partly deuterated acetamide clusters
(CD3CONH2)n near the monomer (M) region measured with Ar gas
discharge lamp at 11.62 eV.
the dominant source for protons in proton transfer reactions independent
whether the charge localizes on a fragment with more or less hydrogens.
Based on the above-discussed finding, the structural arrangements of
the acetamide dimers with the N−H···O−C bonds are more common than
with the C−H···O−C bonds. Thus, the structure 1 in Figure 20 with two
N−H···O−C H-bonds is the most stable one. The structure 2 with one
C−H···O−C and one N−H···O−C H-bond is less stable, while structure
3 with two C−H···O−C bonds is the most unstable. This result is in
agreement with Albrecht et al. infrared spectroscopy study [66] who also
identified the most stable geometry of acetamide dimer to be cyclic and
connected through amino group hydrogens.
To sum up, in acetamide clusters, two proton transfer mechanisms are
possible following the photoionization: from amino and methyl groups. The
amino group, however, is the dominant source of protons. The analysis of
different monomer subunit arrangements in the dimer in terms of proton
transfer showed that the most stable structure of the acetamide dimer in
the gas phase is cyclic with two N−H···O−C hydrogen bonds.
4.2.3 Formation of ammoniated acetamide clusters
In the spectrum of acetamide clusters, the signals that were 17 and 18
mass units heavier than the masses of neat clusters [m/z(monomer)=59]
were detected; the peaks were located at m/z 76, 135 and m/z 77, 136, 195,
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254, correspondingly. We assigned these fragments to be the products of the
larger neat and protonated clusters that form via NH +3 migration within





is a minority fragmentation pathway, as the intensity of these ions was
weak. The protonated ammoniated cluster ions were found to appear in
a certain energy window, which became narrower as the ion size increased



















Figure 22: Distribution of (CH3CONH2)n(NH3)H
+ (n=1-4 for m/z 77,
136, 195, and 254, correspondingly) ions as a function of photon energy.
Normalized to the protonated trimer signal.
We proposed a two-step formation mechanism for the ammoniated ions.
The first step is hydrogen migration within the ionized monomer from the
methyl group to the amino group. The second step is NH +3 transfer to a
neighboring neutral monomer with the breakage of one C-N bond and one
hydrogen bond. As a result of this reaction, neutral ethenone (CH2CO)
is released, and a (CH3CONH2)n(NH3)
+ ion is formed. We calculated
the potential energy surface of these processes on the example of ionized
acetamide dimer. The hydrogen transition path is shown on the left-hand
side of Figure 23. The reaction starts from S3, then follows two closely
located transition states (TS1, TS2) and ends in S1. The calculation
predicts about 1.5 eV energy barrier for hydrogen transfer. The right-
hand side of Figure 23 explores the ammoniated acetamide ion formation
by dissociation of one C-N bond and one hydrogen bond. This step requires
1.84 eV energy from the lowest-energy ionic geometry (S1). The formation
of S1 in the exothermic process is energetically more favorable. However,
endothermic reaction leading to the ammoniated acetamide is feasible if
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there is enough excess energy after surpassing the transition states.
Calculation shows that in ammoniated acetamide, the NH3 moiety
connects through O−H···N−H2 hydrogen bond. This could explain why
these ions are not seen at higher photon energies. If a large amount of
energy is deposited on the cluster, not only it facilitates the transfer of
hydrogen from methyl to amino group and formation of ammoniated cluster
ion, but also it facilitates its further dissociation by breaking the hydrogen
bond to produce protonated species and NH2.
Figure 23: Potential energy surface of hydrogen migration from a methyl
to amino group in acetamide dimer ion. The right-hand side explores a
dissociation reaction yielding ammoniated monomer ions. Energy values in
parenthesis are with respect to the neutral dimer. Zero-point energies are
included.
In the same way, NH +3 transfer is possible in protonated clusters.
Intermolecular proton transfer reactions lead to the rearrangement of
the monomers within the cluster ion to accommodate the newly formed
structure. In this process, excess energy could release, facilitating
subsequent dissociative NH +3 transfer that leads to the formation of
protonated-ammoniated cluster ion.
Experimentally, the appearance energy of a mixture of ammoniated
acetamide and its protonated form was determined to be 9.28 ± 0.06 eV
(see Paper IV), which within error bars equals to that of the neat and
protonated dimer ions (9.36 ± 0.03 and 9.24 ± 0.03 eV, respectively). This
supports the assessment of these fragments as secondary fragmentation
products of larger clusters with lower appearance energy.
Interestingly, the intramolecular NH +3 transfer within single acetamide
molecule from one carbon to another upon photoionization was also
detected and reported earlier [67, 68]. Thus, single molecule property was
transferred to the cluster system.
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4.2.4 Photofragmentation depending on the clustering condition
In the case of acetic acid clusters, two PIY experiments were performed with
different clustering conditions in the photon energy range 9-11.3 eV with
0.05 eV energy step. The goal of these experiments was to investigate the
effect of clustering conditions on the distribution, structure and/or internal
energy of the clusters. Two parameters were changed: the nozzle diameter
and nozzle-skimmer distance. In experiment A, a nozzle with a diameter
of 18 μm was used, and the distance between skimmer and nozzle was 12.5
mm. In experiment B, a nozzle with a smaller diameter of 7 μm was used,
and the skimmer-nozzle distance was shortened by 2.5 mm. Reducing the
nozzle size from experiment A to B, resulted in the increase of the source
pressure by about 40 times. Therefore, a cooling efficiency was enhanced
in experiment B by increasing the number of collisions during expansion
through a smaller nozzle. During strong expansion, small clusters (dimers,
trimers) could achieve very low temperatures and therefore lower internal
energies [24].
In Figure 24, the intensities of the peaks detected in the mass spectra
of experiments A and B are placed together for easy comparison. Clearly,
varying the clustering conditions has a significant effect on the distribution
of fragments: The signal of larger cluster ions is much higher in experiment
B. Also, a peak at m/z 105, which is the fragment of the dimer is strong
in experiment B, suggesting the higher neutral dimer fraction. Thus, the
clustering conditions of experiment B were more favorable for the cluster
formation due to more efficient cooling. However, one important change
that cannot be explained by the mass distribution shift in the neutral cluster
ensemble is the detection of neat acetic acid dimer positive ions at m/z 120
in experiment B, but not in experiment A. More likely, this is evidence of
internal changes in cluster geometry and/or energy, which is very significant
from the viewpoint of physical insight but would require further dedicated
studies to characterize it in more detail.
To shed more light on the formation of neat dimer ions, we measured
four mass spectra at 10.75 eV slightly varying clustering conditions such
as expansion chamber pressure (by increasing the carrier gas pressure) and
nozzle-skimmer distance, while using a nozzle with 7 μm diameter (see
Figure 25).
The ratios of the neat to the protonated dimer are 1.44, 1.67, 4.85, and
3.87 in the spectra from 1 to 4, correspondingly. Comparing the spectra
measured with the same pressure and different skimmer-nozzle distances, it
is evident that the change in the expansion chamber pressure influences the
ratio more than the change in the skimmer-nozzle distance. An increase
in the expansion chamber pressure (Pexp) from 1.3 × 10−4 to 2 × 10−4










Figure 24: Intensities of the acetic acid cluster peaks detected in two partial
ion yield experiments (A and B) in the photon energy range of 9-11.3 eV.




































hv = 10.75 eV
181
Figure 25: Mass spectra of acetic acid clusters formed at different clustering
conditions. All spectra were measured at 10.75 eV. Expansion chamber
pressure (Pexp) and the skimmer-nozzle distances (x=12.5 mm) were
varied. Spectra are normalized to recording time.
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trimer signals but an increase in the neat dimer signal. This trend is
consistent with the changes observed from experiment A to B, as here
we move towards higher carrier gas pressure conditions (in experiment B,
Pexp = 1.2 × 10−4 mbar) and stronger cooling, although in a smaller step
than by reducing the nozzle size. The decrease in protonated clusters signal
at strong expansion conditions indicates that intermolecular proton transfer
reactions are suppressed if produced clusters have very low temperatures
and thus low internal energies. Consequently, ionized dimers, trimers and
larger clusters retain their neutral geometry up to the moment of hydrogen
bond breakage and then dissociate by the loss of some amount of monomer
units before proton transfer takes place. So, the neat dimer ions might
be formed from trimer dissociation by the loss of one monomer or from
tetramer dissociation by the loss of two monomer units. This assumption
is supported by the computational result which predicts a significant energy
barrier of 1.11 eV for reaching the optimal low-energy dimer ion geometries
by the hydrogen migration from the methyl group that naturally would
produce protonated monomers (see Paper IV, Theory). Therefore, the
high-energy geometries that produce neat species are mostly formed in
better nucleation conditions. Thus, the exact conditions of the dimer ion
formation and also fragmentation processes play a crucial role.
In conclusion, in acetic acid clusters, we observed fragmentation
that depends on clustering condition. In light of our experimental and
computational results, we suggest that stronger expansion conditions
result in larger cluster sizes and in lower cluster temperatures. Clusters
with lower internal energy are less likely to overcome the energy barrier
to reach the optimal geometry prior to dissociation. Thus, the production
of unprotonated species is facilitated. Therefore, with a systematic study
over a broad range of expansion conditions, such dissociation that depends
on the clustering condition might be a more detailed probe into geometries
of the cluster ions.
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Conclusions
The vacuum ultraviolet mass spectrometric study revealed rich dissociation
dynamics in ionic and hydrogen-bonded compounds of organic origin.
Studied molecules, ionic 1-ethyl-3-methylimidazolium tetrafluoroborate
(EMImBF4) and hydrogen-bonded dimers of acetamide, (CH3CONH2)2,
and acetic acid, (CH3COOH)2, have common trends in dissociation
behaviour. First, they dissociate by breaking the bonds that hold together
two counterparts of the molecule: cation + anion in ionic liquid and two
monomer subunits in molecular dimers. Ionic liquid was shown to break
apart via charge separation already below the ionization threshold as a
result of dissociative excitation. The second common trend is dissociation
after transferring atom(s) from one counterpart to another. In clusters,
the dominant fragmentation pathway is proton migration from ionized
monomer subunit to the neutral one that results in the formation of
protonated clusters. In acetamide clusters, the dissociative transfer of
NH +3 moiety is occurring that results in the formation of ammoniated
clusters. In ionic liquid, the fragment such as dehydrogenated EMImF+
forms by exchanging the cation’s proton to anion’s fluorine.
Photoelectron spectroscopy study of EMImBF4 combined with density
of states calculations using two different computational methods revealed
the evidence of electronic relaxation. Strong relaxation of the electronic
structure was shown to be occurring in the inner valence states of the
cation, while no significant relaxation in the anion and the outer valence
states of the cation was observed.
Mass spectrometry was shown to be useful outside of its main domain
– detection of ions. Experiments with partly deuterated acetamide clusters
not only determined the exact proton transfer path in proton transfer
reactions but provided information also on the geometry of neutral
acetamide dimer.
A significant finding is that not only photon energy influences
the outcome of the valence ionization (at higher photon energy new
fragmentation channels open up), but also the conditions at which
the samples are introduced into the gas phase. In the case of acetic
acid clusters, different clustering conditions resulted in different mass
spectra. A conclusion is drawn that photofragmentation channels of a
molecule depend on its internal energy. Lower internal energy suppresses
atomic rearrangements that might be required for a particular fragment
formation, and instead, a new fragment is formed that does not require any
reorganization of the system. We observed such behaviour for acetic acid
trimer that starts producing unprotonated dimers at stronger expansion
conditions (lower internal energy), while there were no unprotonated
dimers produced at weaker expansion conditions (higher internal energy).
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In the future, systematic studies on the effect of clustering conditions
on the structure, energy, cluster size distribution and photofragmentation




Ioonsete ja vesiniksidemetega molekulide fragmenteerumine
su¨nkrotronkiirguse mo˜jul
Ka¨esolevas to¨o¨s uuriti eksperimentaalselt ja arvutuslikult fragmenteerumis-
protsesse ioonsetes ja vesiniksidemetega seotud molekulides.
Uurimisobjektiks oli neli proovi: ioonne vedelik 1-etu¨u¨l-3-
metu¨u¨limidasoolium tetrafluoroboraat (EMImBF4) ja vesiniksidemetega
seotud molekulaarsed klastrid atsetamiidist (CH3CONH2), atsetamiid-
2,2,2-d3-st (CD3CONH2) ja a¨a¨dikhappest (CH3COOH). Klastrite
uuringutes keskenduti dimeeridele.
Antud teadusto¨o¨ esma¨rgiks oli uurida footoni energia mo˜ju proovide
stabiilsusele ja fragmenteerumismehhanismidele. Gaasfaasis olevate
molekulide ioniseerimiseks kasutati su¨nkrotron- vo˜i gaaslahenduslambi
kiirgust vaakumultravioleti piirkonnas. Eksperimendid sooritati
su¨nkrotronkiirguse keskuses MAX-lab (Lund, Rootsi) ja Turu U¨likooli
materjalide uurimislaboris. Ko˜iki proove uuriti massispektromeetria
abil, ioonne vedelik oli ta¨iendavalt uuritud fotoelektronspektroskoopia
abil. Erinevate fragmenteerumiskanalite energeetiliste omaduste va¨lja
selgitamiseks mo˜o˜deti ioonide osasaagised.
Na¨idati, et mo˜lemad uuritud u¨henditu¨u¨bid kipuvad ulatuslikult
fragmenteeruma vaakumultravioletkiirguse mo˜jul. Peamised fragmendid
ioonse vedeliku massispektris olid EMIm+ katioon ja selle fragmentatsiooni
produktid — ioonid, mis tekivad kui EMIm+ kaotab kas u¨he oma
alku¨u¨lru¨hmadest, mo˜lemad alku¨u¨lru¨hmad vo˜i jaguneb fragmentideks
imidasooliumi ro˜nga purunemisel. Samuti detekteeriti ioone nagu
EMImF+ ja EMImBF +2 , mis tekkisid aniooni ja katiooni aatomite
u¨mberorganiseerumisel enne fragmenteerumist.
Peamised fragmenteerumisprotsessid a¨a¨dikhape ja atsetamiidi klastrite
puhul olid monomeeride dissotsieerumine klastrilt vesiniksidemete
katkemisel, dissotsiatiivne prootoni u¨lekanne ioniseeritud monomeerilt
neutraalsele naabrile ning monomeeride dissotsieerumine protoneeritud
klastritelt. Lisaks detekteeriti fragmenteerumiskanaleid, mis otseselt
so˜ltuvad monomeeride struktuurist: dissotsiatiivne NH +3 u¨lekanne
atsetamiidi klastrites ja a¨a¨dikhappe dimeerile iseloomulik metu¨u¨lru¨hma
eraldumine.
Kogutud andmete po˜hjal selgitati va¨lja, et ioonsed ja vesiniksidemetega
seotud molekulid fragmenteeruvad va¨ga sarnaselt. Na¨iteks, kui vo˜rrelda
dissotsiatsiooniprotsesse molekulaarsetes dimeerides ja ioonses vedelikus,
siis esimene sarnasus seisneb selles, et sellised molekulaarsed su¨steemid
dissotsieeruvad su¨steemi kahte koostisosa kokkuhoidvate sidemete
katkemisel. Seega, ioonne vedelik laguneb katiooniks ja aniooniks
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ning molekulaarsed dimeerid – kaheks monomeeriks. Na¨idati, et
ioonne vedelik fragmenteerub enda koostisosadeks juba allpool
ioniseerimisla¨ve dissotsiatiivse fotoergastuse tulemusena. Teine u¨hine
fragmentatsioonimehhanism on fragmenteerumine pa¨rast aatomite
u¨leminekut u¨helt koostisosalt teisele. Klastrites domineerivaks
fragmentatsioonikanaliks on prootoni u¨leminek ioniseeritud monomeerilt
neutraalsele naabrile, mille tulemusena tekivad protoneeritud klastrid.
Katsed osaliselt deutereeritud atsetamiidi klastritega na¨itasid, et
domineerivaks prootoni allikaks on aminoru¨hm. Ioonse vedeliku korral
ta¨heldati, et fotoneeldumise tulemusena toimub katiooni vesiniku aatomi
u¨mbervahetus aniooni fluori aatomiga, mille tulemusena tekib EMImF+
fragment.
Olulise aspektina vo˜ib va¨lja tuua, et erinevate fragmentatsioonikanalite
esinemine ei so˜ltu mitte ainult footoni energiast, vaid on tugevalt
mo˜jutatud ka uuritava molekuli klasterisatsiooni tingimustest.
A¨a¨dikhappe klastrite korral erinevad klasterisatsiooni tingimused
po˜hjustasid erinevusi massispektrites. Sellest vo˜ib ja¨reldada, et
fragmentatsiooni kanalid so˜ltuvad ka molekulide siseenergiast.
Madalama siseenergiaga molekulaarsetes su¨steemides on alla surutud
aatomite u¨mberpaigutamisprotsessid, mille tulemusena vo˜ivad tekkida
uued fragmendid, kuna aatomite liikumist su¨steemis ei toimunud.
Selline ka¨itumine oli iseloomulik madalama siseenergiaga a¨a¨dikhappe
trimeerile, mis fragmenteerus enne prootoni u¨lekannet vesiniksidemete
lo˜hkumisel, et moodustada dimeeri ioone. Ko˜rgematel siseenergiatel
aga selline fragmentatsioonikanal puudus. Klasterisatsiooni tingimuste
mo˜ju klastrite suuruse jaotusele, energiatele, struktuuridele ning
fragmentatsioonikanalitele vajab ta¨iendavat su¨stemaatilist uurimist.
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