The recent advances in single-cell technologies have enabled us to profile genomic features at unprecedented resolution and data sets from multiple domains are available, including data sets that profile different types of genomic features and data sets that profile the same type of genomic features across different species. These data sets typically have different powers in identifying the unknown cell types through clustering, and data integration can potentially lead to a better performance of clustering algorithms. In this work, we formulate the problem in an unsupervised transfer learning framework, which utilizes knowledge learned from auxiliary data set to improve the clustering performance of target data set. The degree of shared information among the target and auxiliary data sets can vary, and their distributions can also be different. To address these challenges, we propose an elastic coupled co-clustering based transfer learning algorithm, by elastically propagating clustering knowledge obtained from the auxiliary data set to the target data set. Implementation on single-cell genomic data sets shows that our algorithm greatly improves clustering performance over the traditional learning algorithms. The source code and data sets are available at https://github.com/cuhklinlab/elasticC3
Introduction
Clustering (Jain and Dubes, 1988) aims at partitioning objects into groups on the basis of some similarity inherent among them. It has wide applications in many areas, including genomics, where single-cell sequencing technologies have recently been developed. Most current clustering methods are restricted to one data type, such as scRNA-seq data (Yang et al., 2018) or scATAC-seq data , and a few are developed for the integrated analysis of multiple data types Lin et al., 2019) . In real-world applications, for instance, we may better cluster scATAC-seq data by using the knowledge from scRNA-seq data, or better cluster scRNAseq data from mice by inference from human data. This raises a critical question on how can we apply knowledge learned from one data set in one domain to cluster another data set from a different domain?
In this paper, we focus on the problem of clustering single-cell genomic data across different domains. For example, we may typically have an auxiliary unlabeled data set A from one domain (say, scRNA-seq data from humans), and a target unlabeled data set T from a different domain (say, scRNA-seq data from mice). The two data sets are from different distributions. T may consist of a collection of unlabeled data from which it is hard to learn a good feature representationclustering may therefore perform poorly if applied directly on T. However, it may be easier to learn a good feature representation from A, e.g. due to its larger sample size or less noise than T. Under this circumstance, with the help of auxiliary data A, we are more likely to obtain high quality clustering on the target data T. We consider our problem as an instance of transfer learning, which utilizes knowledge gained from one learning task to improve the performance of another, even when these learning tasks or domains follow different distributions (Caruana, 1997) . As all of the data are unlabeled, our problem falls into the context of unsupervised transfer learning (Teh et al., 2006) . We propose a novel co-clustering-based transfer learning algorithm to address this problem, as is briefly shown in Figure 1 . Auxiliary data A and target data T can be regarded as two matrices with cells in rows and genomic features in columns. Co-clustering (Dhillon et al., 2003) , i.e. clustering cells and features simultaneously, is utilized in our approach. In Step 1, we co-cluster auxiliary data A and obtain the optimal clustering results for cells and features. In Step 2, we co-cluster target data T by transferring knowledge from the clusters of cells and features learned from A. The degree of cluster propagation is elastically controlled in our model. If auxiliary data A and target data T are highly related, the degree of cluster propagation will be higher. This may be the case when we consider two related data sets, for example, when the data sets are scATACseq and scRNA-seq data from the same tissue. On the contrary, if A and T are less related, the degree of knowledge transfer will be lower. Because the degree of cluster propagation is learned adaptively from the data, we refer to our model as elastic coupled co-clustering (elasticC3). The contributions of this paper are as follows:
• To the best of our knowledge, this is the first work introducing unsupervised transfer learning for clustering single-cell genomic data.
• The model proposed in this paper is able to elastically control the degree of knowledge transfer to ensure wide successfully application.
• Our algorithm significantly boosts clustering performance on single-cell genomic data over traditional learning algorithms.
We discuss related works in Section 2. The problem formulation is presented in Section 3, and our proposed elastic coupled co-clustering algorithm in Section 4. The empirical analysis is presented in Section 5, and the conclusion and future works in Section 6. Other relevant information is presented in the Supplementary Material.
Related Work
Here we review several previous works that bear relevance to our research, including clustering for single-cell genomic data and unsupervised transfer learning.
Clustering for Single-Cell Genomic Data
For the analysis of single-cell genomic data, most clustering methods are focused on one data type, such as scRNA-seq or scATAC-seq data. Clustering methods for scRNA-seq data can be classified as either algorithm-based or probabilistic model-based. Algorithm-based clustering methods often build on different similarity metrics between cells. For example, SIMLR implements a kernel-based similarity learning algorithm, where the RBF kernel is used with Euclidean distance. SC3 (Kiselev et al., 2017) and SAFE-clustering (Yang et al., 2018) belong to the class of ensemble clustering algorithms. The former combines the clustering outcomes of several other methods and the latter embeds several other methods and utilizes hypergraph-based partitioning algorithms. Probabilistic model-based methods include DIMM-SC (Sun et al., 2017) , which builds upon a Dirichlet mixture model and aims to cluster droplet-based single-cell transcriptomic data. A more comprehensive discussion is presented in Lin et al. (2019) . For the analysis of scATAC-seq data, chromVAR (Schep et al., 2017) evaluates groups of peaks that share the same motifs or functional annotations. Another approach, the scABC , weights cells by sequencing depth and applies weighted K-medoid clustering to reduce the impact of missing values. Recently, SCALE method was proposed in Xiong et al. (2019) , combining a deep generative framework and a probabilistic Gaussian mixture model to learn latent features that accurately characterize scATAC-seq data. Duren et al. (2018) developed the coupleNMF algorithm to address the increasingly common situation where two or more types of single-cell genomic experiments are performed on different subsamples from the same cell population. coupleNMF is based on extensions of non-negative matrix factorization. The connection between chromatin accessibility and gene expression is built upon predictive models that are trained from bulk data with diverse cell types. Another method, scACE (Lin et al., 2019) , is a model-based approach to jointly cluster single-cell chromatin accessibility and single-cell gene expression data. The model does not rely on training data to connect the two data types and allows for statistical inference of the cluster assignment.
Unsupervised Transfer Learning
Unsupervised transfer learning aims to improve the learning of the target predictive function (predicting label of cells) in the target domain using knowledge from the source domain and task (Pan and Yang, 2009 ). Wang et al. (2008) proposed a transferred discriminative analysis (TDA) algorithm to solve the transfer dimensionality reduction problem. Dai et al. (2008) proposed a self-taught learning algorithm (STC) to learn a common feature space across domains, which facilitates clustering in the target domain.
In this paper, we consider a co-clustering-based transfer learning algorithm that extends the information theoretic co-clustering approach of Dhillon et al. (2003) , where constraints given by auxiliary data are implemented to both the cell clusters and feature clusters of target data. Our algorithm elasticC3 differs from STC in two essential aspects. (1) We assume the feature spaces of auxiliary and target data are different. Our assumption is more reasonable for single-cell genomic data, where the features are usually not well matched across different domains and the distributions of the features can be very different in auxiliary and target data, compared with the data native to natural language processing, which is the major research area that STC is designed for. (2) Our algorithm elasticC3 is able to adaptively adjust the degree of knowledge transfer based on the observed data sets. These advantages of elasticC3 will be demonstrated through simulations and analysis on real data. In this section, we use a toy example to illustrate our method for analyzing single-cell genomic data. We regard two 5 × 6 matrices as the auxiliary data (denoted as A) and the target data (denoted as T), respectively, with all matrix elements either 1 or 0. Figure 2 shows the auxiliary data (a) before and (b) after co-clustering, presents the target data (c) before and (e) after applying our elastic coupled co-clustering (elasticC3) algorithm, and (d) displays the process of elasticC3. Details for the notation and expressions within Figure 2 (d) will be explained in later subsections.
Problem Formulation
Let X and Y be discrete random variables taking values from sets {x 1 , ..., x m } and {y 1 , ..., y n }, corresponding to the auxiliary data A and target data T, respectively. Let W and Z be discrete random variables for the respective spaces of these data, taking values from sets {w 1 , ..., w k } and {z 1 , ..., z k }. Taking the auxiliary data with 5 cells and 6 features as an example (Figure 2(a) ), we define X(ζ) = x i , i = 1, . . . , 5, where ζ represents the event that the selected cell is the ith cell among the 5 cells, and x i represents the identity of the i-th cell. Similarly, we define W (ζ) = w j , j = 1, . . . , 6, where ζ represents the event that the selected feature is the j-th feature among the 6 features, and w j represents the identity of the j-th feature. The meanings of Y and Z (Figure 2 (c)) are the same as for X and W .
Let p(X, W ) be the joint probability distribution between X and W , which can be represented by an m × k matrix. p(X = x i , W = w j ) represents the probability of the j-th gene being active (i.e. the j-th gene being expressed in scRNA-seq data or the j-th genomic region being accessible in scATAC-seq data) in the i-th cell, and is estimated from the observed auxiliary data A:
where the A uv are elements of auxiliary data observations: A uv = 1 if the v-th feature is active in the u-th cell, and A uv = 0 otherwise. We denote matrix A = (A ij ) n×k as the auxiliary data.
The marginal probability distributions are then expressed as p(X =
Auv . Taking the auxiliary data in Figure 2 (a) as an example, we have
p(X) = 1 18 [5, 2, 5, 2, 4] and p(W ) = 1 18 [3, 2, 4, 3, 4, 2] ("B "means transpose of B). For the target data, T = (T ij ) n×k is the observed data matrix. q(Y, Z) is the joint probability distribution between Y and Z. q(Y ) and q(Z) are the marginal probabilities calculated similarly to those of the auxiliary data.
Our goal is to group similar cells and features into clusters. Suppose we want to cluster X and Y into N clusters each and cluster W and Z into K clusters each, where the numbers of clusters for cells and for features are assumed to be the same in the auxiliary and target data. We denote the clustering functions as
Here we define the discrete random variable X * as a function of the discrete random variable X: X * (ζ * ) C X (ζ * ) = x * i , i = 1, . . . , N , where ζ * represents the event that we map the rows C −1 X (x * i ) of the auxiliary data A into x * i (see the rows of clustering results of the auxiliary data in Figure 2 (b), where we map rows {x 4 , x 2 } and {x 3 , x 1 , x 5 } into x * 1 and x * 2 , respectively). x * i is the identity of the i-th cluster in auxiliary data. Similarly, we define the discrete random variable W * as W * (ζ * ) C W (ζ * ) = w * k , k = 1, . . . , K, where ζ * represents the event that we map the columns C −1 W (w * k ) of auxiliary data A into w * k (see the columns of clustering results of auxiliary data in Figure 2 (b), where we map columns {w 3 , w 5 }, {w 1 , w 4 } and {w 2 , w 6 } into w * 1 , w * 2 and w * 3 , respectively). w * k is the identity for the k-th cluster of features. The meanings of Y * and Z * (Figure 2 (e)) are the same as for X * and W * .
The tuples (C X , C W ) and (C Y , C Z ) are referred to as co-clustering. Let us briefly illustrate the procedure of co-clustering (C X , C W )(see Figure 2 (b)): (a) re-order the rows of p(X, W ) such that all rows that map into x * 1 are grouped, followed by all rows mapping into x * 2 , and so on; (b) re-order the columns of p(X, W ) such that all columns that map into w * 1 are grouped, followed by all columns mapping into w * 2 , and so on. This row-column reordering divides the matrix p(X, W ) into two-dimensional blocks, and we refer to each block as a co-cluster Dhillon et al. (2003) .
Let p(X * , W * ) be the joint probability distribution of X * and W * , which can be represented as an N × K matrix. Based on Equation (1), this distribution can be expressed as
Taking the clusters of auxiliary data in Figure 2 (b) as an example, we have
and the marginal probability distributions p(X * ) = 1 18 [4, 14] and p(W * ) = 1 18 [8, 6, 4] . For the target data, q(Y * , Z * ), q(Y * ) and q(Z * ) are defined and calculated analogously to those for the auxiliary data.
The goal of elastic coupled co-clustering in this work is to find a good clustering function Y * on the target data T by co-clustering (Y, Z) itself and utilizing the information of co-clustering results (X * , W * ) learned from auxiliary data A.
Elastic Coupled Co-clustering Algorithm
In this section, we first present our elastic coupled co-clustering (elasticC3) algorithm, and then discuss its theoretical properties.
Objective Function
Based on the information theoretic co-clustering (Dhillon et al., 2003) , the objective function of coclustering between instances and features is defined as minimizing the loss in mutual information during co-clustering. For auxiliary data A, the objective function of co-clustering can be expressed:
where I(·, ·) denotes the mutual information between two random variables: I(C, D) = c∈C d∈D g(c, d)log g(c,d) g(c)g(d) (in practice, we only need to consider the elements satisfying g(c, d) = 0).
We propose the following objective function for elastic coupled co-clustering of the target data T:
where α, β ≥ 0, (X * opt , W * opt ) = argmin (X * ,W * ) L A , and D KL (·||·) denotes the Kullback-Leibler divergence (KL divergence) between two probability distributions (Cover and Thomas, 1991) ,
h(x) . The term I(Y, Z) − I(Y * , Z * ) measures the loss in mutual information during co-clustering for the target data T. The two terms D KL (q(Y * )||p(X * opt )) and D KL (q(Z * )||p(W * opt )) measure the divergence of the probability distribution between auxiliary data A and target data T after co-clustering, in terms of row-dimension (cells) and column-dimension (features), respectively. In fact, what we transfer to the objective function L T here is the information of clusters X * opt and W * opt ; α and β are tuning parameters that elastically control how much information should be transferred. The parameters α and β are learned adaptively from the observed data and depend upon the similarity between coupled data sets. Both parameters will tend to be higher if the auxiliary data are more similar to the target data. We call this method elasticC3 ("C3" is the abbreviation of "coupled co-clustering" ).
Optimization
The optimization for the objective function in Equation (6) can be divided into two separate steps. In Step 1, as shown at the top of Figure 2(d) , we need to solve the following optimization problem:
This optimization problem is non-convex and challenging to solve. We can rewrite this objective function in the form of KL divergence; the reformulated objective function is easier to optimize.
To be more specific,
where p * (X, W ) is expressed as
The distributions p(x * , w * ), p(x), p(x * ), p(w), p(w * ) are estimated as in the previous sections. Further, we have
where p * (w|x * )
p(x * ) . The relations in Equations (8) and (10) have been proven by Dhillon et al. (2003) and Dai et al. (2008) .
To minimize D KL (p(X, W )||p * (X, W )), we can iteratively update X * and W * as follows.
• Fix W * and iteratively update the cluster assignment x * for each cell x in the auxiliary data, while fixing the cluster assignments for the other cells:
• Fix X * and iteratively update the cluster assignment w * for each feature w in the auxiliary data, while fixing the cluster assignments for the other features:
The above procedures monotonically decrease the objective function (5) (Dhillon et al., 2003) , converging to a local minimum.
In Step 2, we use the estimated X * opt and W * opt from Step 1, as shown in Figure 2(d) , to solve the following optimization problem:
We first rewrite the term I(Y, Z) − I(Y * , Z * ) in the objective function (Equation (6)) in a similar manner as rewriting I(X, W ) − I(X * , W * ) in Equations (8), (9) and (10), and have
where q * (z|y * ) q * (y,z) q(y) = q(y * ,z * ) q(y * ) q(z) q(z * ) and q * (y|z * ) q * (y,z) q(z) = q(y * ,z * ) q(z * ) q(y) q(y * ) . We can iteratively update Y * and Z * to minimize L T as follows.
• Given Z * , minimizing L T is equivalent to minimizing
. We iteratively update the cluster assignment y * for each cell y in the target data, fixing the cluster assignment for the other cells:
• Given Y * , minimizing L T is equivalent to minimizing
. We iteratively update the cluster assignment z * for each feature z in the target data, fixing the cluster assignment for the other features:
Summaries of Steps 1 and 2 are given in Algorithm 1. Note that our model has three tuning parameters: α, β and K (the number of clusters in feature spaces W and Z). We perform gridsearch to choose the optimal combination of parameters, which minimizes the objective function in Equation (6).
Theoretical Properties
First, we give the monotonically decreasing property of the objective function of the elasticC3 algorithm in the following theorem:
(17)
The proof of Theorem 1 is given in Appendix A. Our proposed algorithm will converge to a local minimum, but finding the global optimal solution is NP-hard. Step 1 for i = 1 to I A do
Update C (i) X based on p, p * (i−1) and Equation (11). Update C Step 2
and Equation (15).
and Equation (16).
as the final clustering functions on the target data T.
Second, because the search space is finite, Algorithm 1 converges in a finite number of iterations. This property can be derived straightforwardly from Theorem 1.
Finally, we analyze the computational complexity of our algorithm. Suppose the total number of cell-feature co-occurrences in the auxiliary data set is N A and in the target data set is N T . For each iteration, updating C X and C W in Step 1 takes O((N + K) · N A ), while updating C Y and C Z in Step 2 takes O((N + K) · N T ). The number of iterations is I A in Step 1 and I T in Step 2. Therefore, the time complexity of our elasticC3 algorithm is O((N + K) · (N A · I A + N T · I T )). In the following experiments, it is shown that I A = I T = 10 is enough for convergence. We may consider the number of clusters N and K as constants; thus the time complexity of elasticC3 is O(N A + N T ). Because our algorithm needs to store all of the cell-feature co-occurrences, it has a space complexity of O(N A + N T ).
Experiments
To evaluate the performance of our algorithm, we conduct experiments on simulated data sets and two single-cell genomic data sets.
Data Sets

simulated data
We follow the simulation setup given in Lin et al. (2019) . We set the scRNA-seq data as the target data T: T lj = 1 if gene j is expressed in cell l, and T lj = 0 otherwise. We set the scATAC-seq data as the auxiliary data A: A ij = 1 if the promoter region for feature j is accessible in cell i, and A ij = 0 otherwise. We set the number of clusters N = 2. The steps of generating T and A are given in the Appendix B. We set the number of cells in both auxiliary data A and target data T as n = m = 100, and set the number of features as k = 100. We assume that only a subset of features are highly correlated in scRNA-seq and scATAC-seq data, and the other features have no more correlation than random. We vary the percentage of the highly correlated features (percentage = 0.1, 0.5, and 0.9).
real data
The first coupled data set includes human scATAC-seq and scRNA-seq data. We obtain 233 K562 and 91 HL60 scATAC-seq cells from Buenrostro et al. (2015) , and obtain 42 K562 and 54 HL60 deeply sequenced scRNA-seq cells from Pollen et al. (2014) . True cell labels are used as a benchmark for evaluating the performance of the clustering methods.
The second coupled data set includes mouse and human scRNA-seq data. There are three cell types and the data sets are downloaded from panglaodb.se (Fran et al., 2019) . For the mouse data, 179 pulmonary alveolar type 2 cells, 99 clara cells and 14 ependymal cells are obtained under the accession number SRS4237518. For the human data, 193 pulmonary alveolar type 2 cells, 113 clara cells and 58 ependymal cells are obtained under accession number SRS4660846. We use the cell-type annotation (Angelidis et al., 2019) as a benchmark for evaluating the performance of the clustering methods.
Evaluation Criteria
We use four criteria: purity, normalized mutual information (NMI), Rand index (RI) and adjusted Rand index (ARI) to measure the quality of the clustering results. Purity is a transparent evaluation measure, but it does not consider the effect of cluster numbers on the cluster quality. NMI is based on information theory and it does consider this effect. RI penalizes both false positive and false negative decisions in the clustering results, while ARI is the corrected-for-chance version of the RI.
Implementation Details
For real single-cell genomic data sets, we implement variable selection before performing clustering. This preprocessing step speeds up computation and balances the number of variables among different data types. For the first coupled real data set, we apply clustering to the individual data sets and then select cluster-specific features (Love et al., 2014; Zamanighomi et al., 2018) . We select 100 cluster-specific genes in each of scATAC-seq and scRNAseq data. For the second coupled real data set, we select the 100 most variable homologs from each of the mouse and human scRNA-seq data. After variable selection, we binarize the data matrices by setting the non-zero entries to 1.
We use grid search to tune the parameters α, β and K as mentioned in the previous section. In practice, we choose the search domains α ∈ [0, 1], β ∈ [0, 1] and K ∈ (0, 10). Grid search is known to perform well in both simulated data and real data. We present in Table 1 the clustering results on the simulated scRNA-seq data (target data T) given by our algorithm elasticC3, STC and k-means. Across different settings, the trends for different clustering criteria (NMI, ARI, RI and Purity) are similar. As the percentage of highly correlated features increases from 0.1 to 0.9, the clustering results for elasticC3 and STC are improved, because more information is shared among the feature space W for the auxiliary data and the feature space Z for the target data. As the percentage of highly correlated features increases, elasticC3 and STC can transfer more informative knowledge from the auxiliary data to improve clustering of the target data. When the features W and Z are less similar (percentage = 0.1 and 0.5), STC does not perform as well as our method elasticC3; STC assumes that W and Z are the same, while elasticC3 assumes that W and Z are different and elastically controls the degree of knowledge transfer by introducing the term βD KL (q(Z * )||p(W * opt )) in Equation (6). When W and Z are similar (percentage = 0.9), STC is comparable to elasticC3. We also note that our algorithm elasticC3 can adaptively learn the degree of knowledge transferring from the data because the parameters α and β increase as the similarity of the auxiliary data and target data increases. In setting 1, the features W and Z are less related and the tuning parameter β = 0 in elasticC3. Finally, because k-means clustering cannot transfer knowledge from auxiliary data to target data, it does not work as well as elasticC3 and STC.
Experimental Results
We also implement our proposed method on two real single-cell genomic data sets, and the clustering results for the target data are shown in Table 2 . In the first data set, scRNA-seq data are treated as auxiliary data and scATAC-seq data are treated as target data; in the second data set, human scRNA-seq data are treated as auxiliary data and mouse scRNA-seq data are treated as target data. We compare our method elasticC3 with STC, co-clustering, SC3 and SIMLR. Co-clustering corresponds to implementing elasticC3 with α = 0 and β = 0, where no knowledge is transferred between auxiliary data and target data. SC3 (Kiselev et al., 2017) and SIMLR are two commonly used clustering methods for single-cell genomic data and are implemented on the target data. We see that knowledge transfer improves clustering of the target data as elasticC3 outperforms the methods that do not incorporate knowledge transfer, including co-clustering, SC3 and SIMLR. For the two single-cell genomic data sets, the distributions of the features are likely different in the auxiliary data and target data: in the first data set, the distribution of gene expression is likely different from the distribution of promoter accessibility; in the second data set, the distributions of gene expression may be different between humans and mice. STC treats the features in the auxiliary data and target data as the same and performs knowledge transfer. The performance of STC is not as good as that of elasticC3, and it is even worse than that of co-clustering, especially for the second data set. The degree of shared information is likely lower in the second data set, indicated by the smaller values in α and β when we implement elasticC3. In summary, elasticC3 adaptively controls the degree of knowledge transfer in auxiliary data and target data, and it outperforms methods that do not allow for knowledge transfer (co-clustering, SC3 and SIMLR) and methods that do not control the degree of knowledge transfer (STC).
Convergence
We have proven the convergence of elasticC3 in Theorem 1, and now we show its convergence property empirically. Figure 3 shows the purity curves as functions of the number of iterations on the five data sets. Our algorithm elasticC3 converges within 8 iterations. Using the other three clustering criteria gives similar convergence results.
Conclusion and Future Work
In this paper, we have developed elasticC3 for the integrative analysis of multiple single-cell genomic data sets. Our proposed method, elasticC3, was developed under the unsupervised transfer learning framework, where the knowledge learned from an auxiliary data is utilized to improve the clustering results of target data. Our algorithm consists of two separate steps. In Step 1, we cluster both the cells and features (i.e. co-cluster) in the auxiliary data, and in Step 2 we co-cluster the target data by elastically transferring the knowledge learned in Step 1. We prove the convergence of elasticC3 to a local optimum. Our algorithm outperforms other commonly used clustering methods in single-cell genomics. Because the framework of elasticC3 is general, we plan to explore its application to other areas, including text mining. 
Appendices A Proof of Theorem 1
Proof We rewrite L T (Y * (i) , Z * (i) ) as L T (Y * (i) , Z * (i) ) =D KL (q(Y, Z)||q * (i) (Y, Z)) + αD KL (q(Y * (i) )||p(X * opt )) + βD KL (q(Z * (i) )||p(W * opt )) = 1 2 D KL (q(Y, Z)||q * (i) (Y, Z)) + 2 * αD KL (q(Y * (i) )||p(X * opt )) + 1 2 D KL (q(Y, Z)||q * (i) (Y, Z)) + 2 * βD KL (q(Z * (i) )||p(W * opt ) = 1 2 y * ∈Y * (i) y∈{y:C Y (y)=y * } q(y) * Q 2α (Y * (i) |Z * (i) ) + 1 2 z * ∈Z * (i) z∈{z:C Z (z)=z * } q(z) * R 2β (Z * (i) |Y * (i) ) 1 2 L T1 (Y * (i) , Z * (i) ) + 1 2 L T2 (Y * (i) , Z * (i) )
Note that L T1 (Y * (i) , Z * (i) ) ≥ L T1 (Y * (i+1) , Z * (i+1) ) and L T2 (Y * (i) , Z * (i) ) ≥ L T2 (Y * (i+1) , Z * (i+1) ) are straightforward based on Equation (15) and (16).
B Steps of data generation in simulation study
Similar to the simulation scheme in Lin et al. (2019) , we generate data in simulation study as in the following:
1. Generate w acc and w exp .
w, r = 1, j = 1, . . . , k(1 − w)/2; r = 2, j = k(1 − w)/2 + 1, . . . , k(1 − w) 1 − w, r = 2, j = 1, . . . , k(1 − w)/2; r = 1, j = k(1 − w)/2 + 1, . . . , k(1 − w). w acc 1j = w acc 2j ∼ Beta(0.5, 2), j = k(1 − w) + 1, . . . , k. w exp cj ∼ Beta(w acc cj , 10), j = 1, . . . , k(1 − w);w exp 1j = w exp 2j ∼ Beta(w acc 1j , 10), j = k(1 − w) + 1, . . . , k.
2. Generate z acc and z exp . The cluster labels are generated with equal probability 0.5.
3. Generate u acc andũ acc .ũ acc ij ∼ Bernoulli(0.5) if u acc ij = 1, where u acc ij ∼ Bernoulli(w acc cj ) if z acc ic = 1, i = 1, . . . , m;ũ acc ij = 0 otherwise. 4. Generate u exp andṽ exp .ṽ exp lj ∼ Bernoulli(0.8) if u exp lj = 1, where u exp lj ∼ Bernoulli(w exp lj ) if z exp lc = 1;ṽ exp lj ∼ Bernoulli(0.1) otherwise; l = 1, . . . , n.
5. Generate C and G. C ij ∼ N (0, 0.6 2 ) ifũ acc ij = 0 and C ij ∼ N (2, 0.6 2 ) ifũ acc ij = 1; G lj ∼ N (0, σ 2 ) ifṽ exp lj = 0 and G lj ∼ N (2, σ 2 ) ifṽ exp lj = 1.
6. Generate target data T and auxiliary data A. T lj = 1 if G lj > 0 and T lj = 0 otherwise;
A ij = 1 if C ij > 0 and A ij = 0 otherwise.
More details on the notations and the simulation scheme is presented in Lin et al. (2019) . In our simulation, the difference on the steps of data generation from that in Lin et al. (2019) is the addition of Step 6, which generates binary data.
