ABSTRACT Multipath matching pursuit (MMP) has been developed to solve the sparse signal recovery problems in compressed sensing, which can generate recovery error less than the traditional orthogonal matching pursuit type algorithms in terms of mean square error. However, the computational burden of MMP is seriously heavy, and limits itself in applications, finding the need to be improved urgently. To lighten the burden, in this paper, an accelerated version of the MMP is proposed based on pruning tree strategy for sparse signal recovery, that attempts to reduce some of the paths in subsequent searching. By this strategy, an accelerated MMP is established in the scenarios where the MMP works. It retains the desirable performance as MMP and can shorten the running time. We demonstrate the acceleration ability of the proposed algorithm with almost the same accuracy of the original MMP, for the reconstruction of both synthetic data and images.
I. INTRODUCTION
Compressed sensing (CS) has received much attention as a tool to recover sparse signals from underdetermined systems [1] , [2] . The goal of CS is to stably recover a Ksparse signal x ∈ R n (i.e, x has at most K nonzero entries) or exactly recover its support from the following linear system
where the measurement signal y ∈ R m , the sensing matrix = [φ 1 , . . . , φ n ] ∈ R m×n (m n) is overcomplete, φ i , i = 1, . . . , n are the columns (or say, atoms) of and v ∈ R m is a noise.
It has been reported that the K -sparse x can be recovered in (1) by some sparse recovery algorithms under certain conditions on [3] - [5] . One of the widely used frameworks for characterizing such condition is the restricted isometry property (RIP) [6] . For a sensing matrix , the restricted isometry constant (RIC) δ K of order K is defined as the smallest constant such that
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for all K -sparse signal x.
It is well known that greedy algorithms are suitable for solving the above mentioned problem, wherein orthogonal matching pursuit (OMP) algorithm has attracted special attention due to its simplicity and competitive recovery performance. In OMP, the index of column that is the best correlated with the residual, is chosen as a new atom of the support at each iteration [7] . Therefore, it is not hard to observe that if an incorrect support is selected at one iteration, it may affects the subsequent support selection. In order to mitigate the algorithmic weakness of OMP, many researchers have focused on the tree structure based algorithm to solve optimization in CS. In [8] and [9] , the treebased OMP type algorithms were primitively introduced to recover signals with a sparse-tree prior. In [10] , it was shown that the tree structure based methods could be employed in model based CS. In [11] , a tree search based sparse strategy was presented for pursuing an improvement in the sparse signal recovery. Also, the sparse-tree structure has been exploited in the wavelet transform of piecewise smooth signals [12] . In [13] , the same structure was exploited in the tree-based OMP algorithm, which was introduced to recover signals with a sparse-tree prior. Further, Kwon. et al. [14] proposed an algorithm referred to as multipath matching pursuit (MMP) that investigate multiple promising candidates to recover sparse signals from compressed measurements. More recently, a variant of MMP algorithm is proposed with a regularization step for sparse channel estimation [15] . Subsequently, a fundamental limit of multipath matching pursuit has been investigated in [16] . Combining tree based searching with OMP, this method works as a recursive structure that computes the correlation between the residual signal and each column of measurement matrix, and selects L(≤ K ) indices of candidate subsets, which have largest correlation in magnitude. By utilizing the tree structure based method, multiple paths were searched to avoid the error in the selection. It has been shown that MMP is better than OMP but is computationally more expensive, since all the possible paths need to be searched for reaching high accuracy.
In this paper, for the aim of retaining the recovery accuracy and also reducing the computational cost of MMP, we propose a pruning tree strategy to establish an accelerated MMP algorithm. This accelerated strategy is established in the scenarios where the MMP works. The simulations show that the accelerated MMP can recover the synthetic signals with almost same quality as that obtained by the original MMP, and shorten the running time efficiently. The validity of the proposed algorithm is also illustrated by experiments for real-world images. The contributions of this paper are summarized as follows.
• We propose a pruning tree strategy for MMP, which can be viewed as an accelerated MMP, for solving sparse recovery problems. Compared with original MMP, the proposed pruning strategy attempts to limit the number of paths at each iteration of the searching, that could reduce the number of the paths in the subsequent searching and shorten the running time efficiently.
• To guarantee the pruning effectiveness, the tolerable range of the pruning parameter are obtained theoretically. Dynamic selection of the pruning parameters also is designed simply for practice.
The remainder of this paper is organized as follows. In Section 2, the pruning tree strategy based MMP algorithm is proposed in detail. Section 3 presents the experiments to show the validity of the proposed algorithm. The paper is concluded in Section 4.
A. NOTATION
We briefly summarize notation used in the paper. x i denotes the i-th element of vector x and = supp(x) := {i|i ∈ , x i = 0} where = {1, 2, . . . , n}, defined as the support of the K -sparse vector x, | | = K . Here, | · | denotes the cardinality of a set or the absolute value of a scalar. Let x 0 ∈ R n be the vector that the components on an index set 0 equal to those of the x and zero elsewhere. 
is the operator that projects a vector onto span( 0 ), while P ⊥ 0 = I − P 0 is the operator that projects a vector onto the orthogonal complement of span( 0 ), where I is the identity matrix.
II. THE PRUNING TREE STRATEGY FOR MMP ALGORITHM
As we know, a tree structure based approach, referred to as MMP, provides more accurate recovery than OMP, due to the multiple paths avoiding the incorrect support is selected in the searching. However, this approach often leads to much computational burden, since the well-known disadvantage of tree structure based approaches is its exponentially increasing complexity. If running speed is concerned, the MMP algorithm could be impractical. It is important to seek a trade-off between recovery accuracy and running time.
To this end, a pruning tree strategy is proposed to prune some paths using a criterion at each iteration of the searching in the tree structure. Since the residuals of the OMP related algorithms are the keys to obtain correct paths of the searching, the criterion will be set a restriction on the residuals. the criterion is embedded into the MMP algorithm that expect to prune some redundant paths, on the premise of retaining one correct path at one iteration of the searching, at least. In fact, OMP decreases the residual sequence to guarantee the correct selection of the searching, while MMP guarantees the correct paths of the searching using a relative redundance. The criterion we used will give a trade-off between the decreasing monotonicity and the redundance of the residual sequence. At each iteration, by computing the criterion, new atoms are appended to the most promising node, which is selected based on the largest correlation in magnitude between the residue and correct atoms.
As shown in above algorithm, if ρ (k) closes to min
at each iteration, the proposed algorithm is close to single path iteration and analogous to OMP algorithm. Otherwise, if ρ (k) closes to max
, the pruning is going to be invalid in the algorithm and the procedure is reduced to that of MMP algorithm. Obviously, the pruning parameter ρ (k) plays an important regulator that controls the trade-off between OMP and MMP. Intuitively, the proposed algorithm accelerates the original MMP via pruning strategy. Now some conditions will be given to guarantee the pruning parameter within the valid range for the recovery.
A. ANALYSIS OF THE PRUNING PARAMETER WITHIN THE VALID RANGE
In this section, selection of the pruning parameters will be given theoretically for the model (1) . Here, we follow the same notations used in [14] . To discuss the selection of the pruning parameters, signal-to-noise ratio (SNR) is employed as SNR :=
. For the analysis of accelerated MMP, it is required that the three condition in the below is satisfied. 
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1) At the k-th iteration of the accelerated MMP, among the L indices chosen, the condition needs to guarantee that one correct index can be selected, at least. 2) The proposed pruning strategy should not affect the choice of minimal residual. 3) Finally, the pruning can be executed within the valid range. In fact, the condition (16) and (44) in [16] (or the condition (20) and (48) in [14] ) guarantees the first two conditions, while
guarantees the pruning. According to the property of RIC in (2), our analyses are also based on the RIC of the , where the RIC condition of MMP is given by δ K +L < L K +L [16] . The analysis is divided into three parts. Firstly, the Theorem 1 with a SNR related condition is considered to guarantee one correct index is selected among L child candidate paths, at least. Then, the existence of the minimal residual is given by Theorem 2. Finally, a RIC-based condition of the pruning parameter is provided to guarantee the validity of the pruning at each iteration.
Theorem 1: At each iteration, if the SNR satisfies
there exists one correct index among the L child candidates, at least.
Proof: See Appendix B. To verify that the minimal residual obtained by the proposed algorithm is consistent with the one obtained by the original MMP, following sufficient condition is given.
Theorem 2: At the end of the iterations, the minimal residual obtained by the proposed algorithm is consistent with the one obtained by the original MMP, if the SNR satisfies
Proof : See Appendix C.
To ensure that the correct support is selected in accelerated MMP, the SNR level should be satisfied as follows.
Theorem 3: For the model (1), the accelerated MMP can output the correct support of the K -sparse signal, if the SNR satisfies
Under the condition of Theorem 3, following Theorem will be given to ensure the valid range of pruning parameter.
Theorem 4: At k-th iteration, if the SNR satisfies (6) and the pruning parameter ρ (k) obeys
the recovery can be achieved by accelerated MMP.
Proof: See Appendix D. From above analysis, it is seen that the accelerated MMP can recover the K -sparse signal, when the tolerable bound of SNR is given by Theorem 3. It is worth mentioning that if the noise v = 0, the model (1) will become into the noiseless case that is a special case of (1). For this case, the valid range of pruning parameter is obtained by the Theorem 5.
Theorem 5: At the k-th iteration, the parameter ρ (k) satisfies
the recovery can be achieved in noiseless case.
Proof : See Appendix E. From above theorem, it is seen that the proposed algorithm with the pruning parameters in (8) can also work in the noiseless case. In next section, we will demonstrate that the original MMP can be accelerated via the pruning tree strategy.
III. EXPERIMENTAL RESULTS
In this section, we provide experiments to illustrate the previous theoretical results. Two well-known and widely used scenarios in MMP, synthetic signal recovery and image reconstruction are performed to validate the acceleration effect of pruning tree strategy. The experiments are implemented via the accelerated MMP, in comparison VOLUME 7, 2019 with OMP, CoSaMP [17] , SP [18] , StOMP [19] , gOMP [20] , ROMP [21] , A * OMP [22] and original MMP (MMP_BF). In our experiment, the measurement matrix ∈ R m×n (m = 100, n = 256) is taken from the Gaussian distribution N (1, 1 m ). We used L = 5 and set the maximal number of candidates P = 60 as in [14] . The K -sparse vector x ∈ R 256 is generated randomly. For a fair comparison with the A * OMP, all parameters are set as in [22] , (β = 1.2, α = 0.97, I = B = 5), except the maximal number of the candidates is set as P = 60. For each recovery algorithm, Monte Carlo simulations with 5, 000 independent trials will be made to give the indexes of performances.
The pruning parameter ρ (k) affects both the accuracy and running speed of the algorithm. In fact, a large ρ (k) may lead to an accurate result due to large number of the candidates, whereas a small ρ (k) may lead to a fast searching with an accuracy loss due to the risk to select a correct path among a small number of the candidates. Therefore, dynamically estimating the pruning parameter ρ (k) is important. Considering the relation to OMP, it should be 1 ≤ ρ (k) . If ρ (K ) = 1, it coincides with the constraint of monotonicity in OMP and the candidates should not be as many as in MMP. Also, along with the iterations of the searching, the pruning parameter should tend to 1, which satisfies the range of (8) and (7), to remove some of the redundant paths. Therefore, in our experiments, the pruning parameter ρ (k) is designed empirically as
where
In practice, the δ K +L is hard to be obtained. Here, we use an approximation to decide the b max as follows.
For noiseless case,
where (a) is from the fact that
015 is taken. For the noisy cases, we have
Then, b max is taken as the last of the inequality. In the noiseless case, the successful ratio of the signal recovery, Exact Recovery Ratio (ERR) will be employed as [14] 
where x is original signal,x [i] is the recovered signal of the i-th trial. The tolerable range is set as θ = 10 −6 .
A. EXPERIMENTS 1
In this experiment, to evaluate the recovery capability, we compare the performances of various recovery methods for different sparsity K . The Fig.1(a) shows the recovery accuracy of the different algorithms. It can be seen that the ERRs obtained by our algorithm are very closed to those of the original MMP, and better than those obtained by the other algorithms. It implies that after the pruning the correct paths still can be selected for the searching. To verify the proposed algorithm can shorten the running time of original MMP, the running time obtained by each recovery algorithm are shown in Fig.1(b) . We can observe that other algorithms have more fast running time, but the recovery accuracy are not pleasant. The running time is measured using MATLAB on a personal computer with Intel Core i3 CPU, 8GB RAM and Microsoft Windows 7 system. From the Fig.1(a) and Fig.1(b) , on the premise of the similarly recovery accuracy, the running time of the proposed algorithm is shorten than original MMP. In particular, this effect becomes more notable with increasing sparsity levels K . It implies that the proposed algorithm is with low complexity via limiting the number of the paths in the subsequent searching.
B. EXPERIMENTS 2
In order to show the effect of the noise for each algorithm, the different values of SNR are considered in this experiment. In this case, the SNR (in dB) is defined as SNR = 10 log 10 ). We observe from Fig.2 that the mean squared error (MSE) of the accelerated MMP as close to that of the original MMP. It indicates that they can achieve almost the same recovery accuracy. Generally, MSE is required to be smaller than 1 in practice. Thus, it is found that A*OMP, MMP and the accelerated MMP can be used for SNR ≥ 25 in engineering. The accelerated MMP can work in the scenarios where the MMP works.
C. EXPERIMENTS 3
In this experiment, we turn to investigate the accelerated MMP for the image reconstruction. Since the RGB images have three color components, we can use the same measurement matrix to reconstruct these components, respectively. The observed and original color images can be expressed as 
where y i and x i (i ∈ {r, g, b}) are the observed and the original color images from the red, green and blue components, respectively. In order to evaluate the quality of the reconstructed results, the Peak Signal-Noise Ratio (PSNR),
PSNR(db) = 10 log 10 ( 1 RMSE ) (14) is used for the comparison, where the original image
The experimental samples are given in Fig.3 . For the samples from (a) to (d), Table. 1 gives the PSNR of the reconstructed images and the running times (in seconds) of the corresponding algorithms. Table.1 shows that the proposed algorithm can reach the PSNRs same as or similar to those of the MMP that are far better than those of the other counterparts, while the proposed algorithm could be faster than original MMP by taking the pruning tree strategy.
IV. CONCLUSION
In this work, the trade-off between the recovery accuracy and computational burden in the MMP is addressed by the use of the pruning tree strategy. The SNR-based theoretical results are obtained to guarantee that the proposed algorithm can select correct paths at each iteration and reduce the number of the paths in subsequent searching. Thanks to the introduced pruning strategy, the proposed algorithm can be accelerated remarkably in comparison to the original one. Several experiments are given by the synthetic signals and real-world images to show the validity and priority of the proposed algorithm, compared with original MMP and some other greed algorithms of sparse recovery. The future work may focus on the estimation of SNR to make more robust for noisy case.
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and
Proof: By , at the k-th iteration, the residual can be represented as
It completes the proof.
APPENDIX B PROOF OF THEOREM 1
At the k-th iteration, key point of the proof is that the condition (16) in [16] that one correct index can be selected among L child candidate paths, at least. That is β
From the sufficient condition of β
Furthermore, duo to SNR := x 2 v 2 and the fact
This completes the proof.
APPENDIX C PROOF OF THEOREM 2
If no pruning occurred, the minimal residual is given by
where (a) is from (15) and (b) is due to the facts that (I − [20] . On the other hand, after the K -th iterations, the minimal residual of the proposed algorithm is given by
where (a) is from the (3) in [23] , (b) is from the definition of β
1 and (c) is due to β
By the definition of SNR :=
, if the condition (5) holds, one can see that
From the definition of α (k) L in [24] , it follows that
From (24) and (25), one can see that if the condition (5) holds, we have
By (26), it is clear that (21) and (23), respectively.
This implies that the minimal residual obtained by the proposed algorithm is consistent with the one obtained by the original MMP,
The proof is complete.
APPENDIX D PROOF OF THEOREM 4
To guarantee the validity of the pruning at each iteration, the range of residual needs to be checked firstly. At the k-th iteration, let y r i | ≤ K ) (see Fig.4 ). We have
where (a) is from the facts that r (k) The left-hand side of (28) can be represented as
It implies
By the triangular inequality
and r
The proof divides feasibility of the pruning into two parts: the pruning is not excessive and is valid. In order to avoid the excessive pruning, the pruning constraint condition (3) (the step 11 of Algorithm 1) should satisfy min r (k)
Since SNR := 
Now, we turn to guarantee the validity of the pruning, noting that the maximum value of r (k) j(i) 2 = y 2 , following relationship should be satisfied
From r
where (a) can be obtained via min i∈ (k−1)
using [14, Lemma 3.2] . On the other hand, from (43), we obtain
and it is clear that (30) is satisfied if
By the definition of SNR, the parameter should satisfies
Finally, using (32) and (38), the range is obtained as
APPENDIX E THE PROOF OF THEOREM 5
In order to avoid the excessive pruning, from (30), following criterion should be satisfied
By
From r 
using [14, Lemma 3.2] . Thus, from (43), the criterion (42) holds if
It implies that, under the noiseless case, the pruning criterion (8) 
