The aim of this paper is the study of different approaches to combine and scale, in an efficient manner, descent information for the solution of unconstrained optimization problems. We consider the situation in which different directions are available in a given iteration, and we wish to analyze how to combine these directions in order to provide a method more efficient and robust than the standard Newton approach. In particular, we will focus on the scaling process that should be carried out before combining the directions. We derive some theoretical results regarding the conditions necessary to ensure the convergence of combination procedures following schemes similar to our proposals. Finally, we conduct some computational experiments to compare these proposals with a modified Newton's method and other procedures in the literature for the combination of information.
Introduction
We are interested in the study of algorithms to compute in an efficient manner solutions for unconstrained nonconvex problems of the form:
where f : R n → R is at least twice continuously differentiable. This problem has been extensively studied in the literature (see for example Gill and Murray [6] or Fletcher [4] ), and different classes of algorithms have been proposed to compute local solutions of the problem. Most of these methods are based on the generation of a sequence of iterates, updated using the information derived from a single search direction. In most cases, the methods compute an approximation to the Newton direction based on second-order approximations to the problem, and ensure reasonable global convergence properties by adjusting the size of the direction through either a linesearch or a trust-region approach.
Nevertheless, it has been noted in the literature that in most practical cases it is possible to generate in each iteration additional information to update the iterates at a cost that is not significantly higher than that required by the classical Newton approach, see for example Moré and Sorensen [13] , Fiacco and McCormick [3] , or Forsgren and Murray [5] . The previous references show the theoretical advantages of including directions of negative curvature as a part of an optimization algorithm. However, there are just a few works treating practical aspects regarding 1 the use of this kind of information (see, for instance, Moguerza and Prieto [11, 12] ). Therefore it seems interesting to consider the potential improvement that the use of this information (for example descent and negative curvature directions) may imply for an unconstrained optimization algorithm, both in terms of its efficiency and its robustness. Also, for large-scale problems it may be computationally expensive to obtain an exact Newton direction in each iteration. The methods most commonly used are based on quasi-Newton approximations to the Hessian matrix, or in approximate solutions to the Newton system of equations. In these cases, the analysis of potential improvements based on combining several of these approaches seems particularly relevant, as no practical evidence suggests that any of the approximate Newton methods are in general superior to the others, and no clear evidence exists to support a strategy based on the a priori selection of one of them.
The use of combinations of directions has been analyzed in the literature for example in Moré and Sorensen [13] , Mukai and Polak [14] , Goldfarb [7] , Moguerza and Prieto [11, 12] or Olivares et al. [15] . Although out of the scope of this paper, based on the conjugate gradient methodology there are linesearch procedures for unconstrained optimization which are useful for solving large scale problems. These methods have well-known convergence properties (see Hager and Zhang [10] and the references therein), and have been used in some practical engineering applications (see, for instance, Sun et al. [18] ). There are some other works using directions of negative curvature within conjugate gradient schemes (see Sanmatías and Vercher [16] and the references therein). For instance, in Gould et al. [8] , in each iteration the best direction is chosen and a standard linesearch is conducted. Another method based in the selection of directions is suggested by Sanmatías and Roma [17] .
Our aim in this paper is to show that scaling the negative curvature directions and eventually other directions before performing a line search yields significant improvements in the efficiency of optimization algorithms. We will consider the particular case when the directions available are the Newton direction, the gradient and a negative curvature direction. Our approach is closely related to the standard Newton's method. Therefore it provides a more direct evaluation of the potential advantages of a combined information approach, when compared to the Newton algorithm. Also, the adjustments of the parameters to obtain efficient implementations of the combination algorithms are simpler within this setting. We implement some proposals in an efficient manner and study the conditions that must be imposed on these approaches to ensure reasonable global convergence properties to second-order KKT points of problem (1) . In addition, we compare their practical performance and effectiveness through a computational experiment based on a set of 119 small optimization problems from the CUTEr collection [9] . The results and their analysis provide important insights both for practical applications in an improved Newton method setting and for possible extensions to large-scale problems.
The rest of the paper is organized as follows: in Section 2 we describe the algorithms proposed to compute local solutions for unconstrained optimization problems. Section 3 presents several global convergence results for the algorithms. Section 4 describes the computational experiment we have carried out. Finally, in Section 5 we present some final comments and conclusions.
General description of the algorithms
In this section we present and describe two algorithmic models for the solution of problem (1). Our description of the algorithms starts with a presentation of a common framework to both methods, and then introduces the different approaches specific to each algorithm. Given a set of p directions d ik , computed in an iteration k of the optimization algorithm, our common approach for all the alternatives that we consider in this work is to define a combination of these directions to obtain a search direction d k as
where α ik , i = 1, . . . , p, are the coefficients to be determined by the proposed procedures at iteration k. Within this common framework, all the procedures compute a sequence of iterates {x k } from an initial approximation x 0 , as
As already mentioned, an important and related task is the adequate scaling of the directions used in the algorithm (see Moguerza and Prieto [11, 12] ). While the standard Newton direction is well-scaled, particularly close to the solution, other alternative search directions may not be, implying a potential inefficiency in the resulting algorithm. Our proposal handles these problems by adjusting the scale of the available directions through the application of a few iterations of an optimization algorithm on a simplified local model for the problem. The computation of a set of values for α ik on a smaller subspace as an optimization problem has already been treated by Byrd et al. [1] . In particular, we propose and analyze two different algorithms to compute the coefficients in the combination: a Newton method that, given the directions d ik , is applied to determine the initial values of α ik for a linesearch; and a mixed approach that computes a set of values for α ik by solving a trust-region subproblem, and then performing a linesearch to obtain the next iterate.
In what follows, and to improve the clarity of the presentation of convergence results in Section 3, we use a slightly modified notation for the directions combined in (2). We denote as d ik those directions that are related to descent properties for problem (1), while we introduce the notationd ik for the directions related to negative curvature properties of (1), if they are available at iteration k. In this way, d k in (2) is obtained from the available directions as
for appropriate values of the scalars α ik ,ᾱ ik .
Main Algorithm
Step 0 [Initialization] Select x 0 ∈ IR n and constants ω * > 0, σ ∈ (0, 1).
Set k = 0.
Step
Step 2 [Computation of the search directions] Compute d ik andd ik .
Step 3 [Computation of steplengths] Compute α ik ,ᾱ ik and define
Step 4 [New iterate] Set x k+1 = x k + d k , k = k + 1 and go to Step 1. The general framework (the basic algorithm) is summarized in Table 1 , where λ min (H) denotes the smallest eigenvalue of a given matrix H. Note that we use the Newton direction whenever it satisfies a sufficient descent condition. The motivation for this choice is to ensure a quadratic local convergence rate for the algorithm. This choice works well in practice, and is consistent with the good local properties of the Newton direction close to a local solution. The methods differ only in the way the values for step lengths α ik andᾱ ik are computed, in particular, the way in which Step 3 is carried out. This step is described in Table 2 . More specifically, our proposals are obtained by performing Step 3c in two different manners. This step corresponds to the scaling process that should be carried out before combining the directions. Next, we describe each one of the two proposed implementations for this step.
Step 3 -Computation of steplengths
Step 3a [Initialization] Setk = 0. Select initial steplengths α i0 andᾱ i0 , ξ ∈ (0, 1), σ ∈ (0, 1) and a positive integerk max .
Step 3b [Test for convergence] Let
Step 4e.
Step 3c [Computation of α ik andᾱ ik ] Apply either Newton's method or a trust-region approach to update α ik andᾱ ik .
Step 3d [New iterate] Setk =k + 1 and go to Step 4b.
Step 3e
where l is the smallest nonnegative integer such that
Step 3f [Return] Return to the Main Algorithm with 
Newton-based Scaling Method (NSM)
Our first proposal is based on the application of Newton steps to obtain reasonable values for the steplengths. Once a reasonable set of values is obtained, either because the gradient of the objective function is small enough or because a sufficient number of Newton steps have been taken, the resulting values are further refined by imposing a sufficient descent condition and performing a linesearch to obtain a sufficient descent direction as a combination of the available directions in the current iteration. We will denote this algorithm as NSM.
Since the Newton direction is well-scaled, in our proposals we adjust only the steplengths associated with the gradient and the negative curvature directions, that is, we keep fixed the steplength associated with the original Newton direction. In this way, the scaling of these two directions will be adequate related to the Newton direction.
We now consider the different computations associated with Step 3c in Table 2 for algorithm NSM. For this method, the value for the final direction is obtained by adjusting the steps along the directions by computing Newton updates for the problem
by determining the solutions for the system
where ∆α ik and ∆ᾱ ik denote the changes in the corresponding steplengths, and
That is, we project the Hessian and the gradient on the subspace determined by the search directions. Finally, we update
In summary, we perform for Step 3c in NSM the operations indicated in Table 3 .
Computation of steplength -Algorithm NSM
Step 3c [Computation of α ik andᾱ ik ] Solve system (5) and obtain the updated steplengths from (6) . Step 3c performance for NSM algorithm
Trust-Region Scaling Method (TRSM)
A second, closely related proposal, computes updates for the steplengths using a trust-region approach, instead of the direct application of the Newton update. Nevertheless, it still carries out a linesearch once a sufficient number of steps have been taken, as in the preceding case. We will denote this algorithm as TRSM.
Consider now the implementation of Step 3c in Algorithm TRSM. Now we obtain the updates for the steplengths by computing a solution for the trust-region problem
and then updating the corresponding values using (6), as before.
Step 3c in TRSM is implemented as indicated in Table 4 .
Computation of steplength -Algorithm TRSM
Step 3c [Computation of α ik andᾱ ik ] Solve problem (7) and obtain the updated steplengths from (6) . Step 3c performance for TRSM algorithm
Convergence properties
In this section we study the global convergence properties of the algorithms described in the preceding section. We believe the analysis of these general versions of the algorithms provides insights beyond the particular implementations considered in Section 4 for the computational tests.
The goal of the algorithms is the computation of local solutions for unconstrained optimization problems of the form given in (1), where we will assume in this Section that f : R n → R is a three-times differentiable function. These algorithms generate a sequence of iterates {x k } from an initial point x 0 and a combination of directions obtained in each iteration. These directions should capture the descent and negative curvature available in the iteration.
In order to establish convergence results for the sequence {x k } we need to assume that problem (1) and the initial point x 0 satisfy some regularity conditions. In particular, in what follows we will assume that the following properties hold:
A1. The level set of f at the initial point,
A2. The function f has continuous third derivatives on S 0 .
Before considering any detailed convergence analysis, it is important to note that the basic iteration in either of the algorithms consists of the computation of the search directions followed by two steps to determine the step d k :
• the computation of a combination of the directions, that is, the computation of steplengths α ik andᾱ ik in either of the algorithms, and
• the performance of a conventional (backtracking) linesearch on the resulting direction to compute steplengths
where 0 < σ < 1 is a prespecified constant.
The traditional approach to establish the convergence of the sequence {x k } is based on condition (8) and the satisfaction of some sufficient descent property by d k . In the case of the proposed algorithms, and due to the use of negative curvature directions, the equivalent to the sufficient descent condition used in the proofs below is given by
for some positive constantγ and all k. The following result shows that these conditions are sufficient to ensure convergence to a second-order KKT point. (8) , (9) and assumptions A1 and A2, the subspace search algorithm converges to second-order KKT points of problem (1) .
Theorem 1 Under conditions
Proof Consider the sequence of iterates {x k } generated by the algorithm; from Assumption A1 and condition (8) , this sequence contains convergent subsequences and from Assumption A2 the values of f (x k ) will be bounded below. Let I denote the sequence of iteration indexes corresponding to any one of these convergent subsequences, such that x k → x * for k ∈ I. From conditions (8) and (9) it must hold that
But taking limits as k → ∞ along I and using Assumptions A1 and A2, the boundedness of f (x k ) and the fact that the right-hand side in the preceding inequality is nonpositive, we obtain
We now have to prove that the directions we use and the combinations we compute to form d k lead to the satisfaction of these conditions. Our goal in the remainder of this section will be to show that under reasonable conditions on the search directions and the steplengths this is indeed the case. We will do so for each algorithm in turn.
The subspace search approach
We consider first the convergence properties of algorithm NSM. In each iteration this algorithm finds a combination d k of the available directions, defined in (3), where the positive scalars α ik andᾱ ik are computed to satisfy (8) ; this condition ensures that all iterates remain in S 0 . The next iterate is then obtained as
From Theorem 1 we need to show that the following two results are satisfied in the algorithm: i) the sufficient descent condition (9) holds, and ii) there exist values of the steplengths that satisfy condition (8) . These results require specific conditions on each one of the directions used by the algorithm; in particular, note that if just one direction were used, we would still have to satisfy condition (9) or other conditions that would imply it.
We assume that the descent directions computed in iteration k, d ik , satisfy the following conditions:
and whenever ∇f (x k ) > 0 there is at least one d ik different from zero; while the negative curvature directions in iteration k,d ik , if they exist, are assumed to satisfȳ
where λ min (A) denotes the smallest eigenvalue of A, and whenever λ min (∇ 2 f (x k )) < 0 at least oned ik is different from zero. The values β 1 , β 2 , β 3 and β 4 denote some positive constants.
Finally, to simplify the arguments in the proofs we impose the condition that all the directions we consider in a given iteration k, d ik andd ik , are linearly independent. Otherwise, we remove some of them until this condition is attained.
The preceding conditions are not sufficient to ensure that (9) is satisfied. For example, in the classical framework (one descent direction) we would also need to ensure that the steplengths remain bounded away from zero. In our proposed algorithm, based on the use of a combination of directions, the situation is more complex. We need to impose boundedness conditions on the scalars α ik andᾱ ik throughout the algorithm, as in the classical approach, but we also need conditions on the interaction of the different directions, in particular the negative curvature directions. This issue will be discussed in greater detail below.
Consider the following set of conditions:
• The steplengths must be nonnegative and bounded above in the algorithm, that is, there exists a positive constant κ α such that for all k,
The nonnegativity of the steplengths ensures that the resulting step d k will be a descent direction, as each one of the directions d ik andd ik is a descent direction. The upper bound is just a safeguard against unreasonable implementation choices.
• If in a given iteration k we have significant descent compared to the negative curvature available in that iteration, that is, if
holds for some prespecified positive constant γ independent of the iteration, then the steplength of at least one of the descent directions must be bounded below, that is, there must exist a positive constantγ such that for all these iterations,
This condition is equivalent to the boundedness condition for the classical framework, at least for the descent directions.
• If (14) does not hold in iteration k, implying that we have more negative curvature than descent, then for some positive constantγ and all such iterations it must hold that
This last condition is not given in the form of a bound on the steplengths, as it affects both the directions and the steplengths. It corresponds to the difficult case we mentioned before, and its complication is associated to the possible interactions between directions of negative curvature.
Later in this section we analyze this case in greater detail and present an alternative condition that is simpler to implement. To simplify the proofs, we provide now a result based on this alternative condition.
The next Lemma shows that under the preceding conditions it holds that condition (9) is satisfied. To simplify the notation in what follows we will denote g k ≡ ∇f (x k ) and
Lemma 1 Under assumptions A1, A2 and conditions (10) - (12), (13) , (15) and (16) , inequality (9) holds for some positive constantγ and all k.
Proof Consider an iteration k where condition (14) holds. We have from the definition of d k , (3), the nonnegativity of the steplengths imposed in (13) , and (10) that
Also, from (10) and all j it holds that g
implying together with (14) that
and as a consequence
Consider now iterations k where condition (14) does not hold. From condition (16) we have that
and the fact that condition (14) does not hold implies
Conditions (10) and (11) on the descent and negative curvature directions can now be used to obtain min g
and
The desired result follows from the bounds in (17) and (18), lettinĝ
We now take a more detailed look at condition (16) and the difficulties associated with iterations where different directions of negative curvature are present and negative curvature dominates descent, that is, condition (14) does not hold.
The complexity of this situation, compared to a standard linesearch algorithm, stems from two asymmetries that exist between descent and negative curvature directions: i) while directions of negative curvature must satisfy some descent condition as in (11), directions of descent are not required to satisfy any condition related to negative curvature; and ii) while the descent properties of the different directions are additive, their negative curvature properties are not.
We need an additional degree of control on the descent directions and their influence on the negative curvature. We introduce a positive constantκ α , and we require that, whenever condition (14) does not hold at iteration k, the stepsizes of the descent directions satisfy
One possible alternative is to selectκ α equal to zero whenever condition (14) does not hold, to remove any influence from the descent directions whenever negative curvature is used.
The following Lemma presents sufficient conditions for (16) to hold, related to the size of the steplength for the negative curvature directions and to some additional conditions on the curvature in the subspace spanned by all directions of negative curvature. This alternative condition can be easily checked in advance within the algorithm. Also, if only one direction of negative curvature is used, the condition reverts to just another version of (15).
Lemma 2 Under Assumptions A1 and A2, if (14) does not hold, the negative curvature directions with values ofᾱ ik different from zero at iteration k satisfy Proof We start by generating a bound on H kdik . From condition (11) we have that
where λ j denotes the j-th eigenvalue of H k , u ≡ Ud ik and H k = U T ΛU , the singular value decomposition of H k . Note that u = d ik as U is an orthogonal matrix. To simplify the notation we have omitted the direction index i and the iteration index k in u, U , Λ and λ.
From the fact that (14) does not hold it follows that λ min (H k ) < 0. This result and the preceding inequality imply
Also, from (12) and λ min (H k ) ≤ λ j for all j we obtain
where K denotes an upper bound for the largest eigenvalue of ∇ 2 f (x k ) for all k, H k ≤ K, a bound that must be finite from Assumptions A1 and A2, and we have used |λ min (H k )| ≤ K. For the norm of H kdik we have,
Using (22), (23) and |λ min (H k )| ≤ K in (24) we obtain
From (3), for the value of interest, d
and for the different terms of this sum the following inequalities hold: for the first term, using the bound on H k , (10) and (19) we have
where n 1 denotes a bound on the maximum number of directions of descent used in any iteration. For the second term, from (10), (25), (13) and (19),
where now n 2 denotes a bound on the maximum number of directions of negative curvature used in any iteration.
Finally, the third term can be written as
where a k is a vector having its i-th component equal toᾱ ik . From (20) we obtain the following bound
where we have used ā k ≥ δ 2 , from (21). We now combine these bounds, writing them in terms of either g k 2 or λ min (H k ). To do that, we need to rewrite the bound for the intermediate term (28) using the arithmetic/geometric mean inequality as
(30) Combining the bounds from (27), (29) and (30) and replacing them in (26) we obtain
From (11) we have that
and replacing this bound in (31) we obtain
To complete the proof, we only need to relate the sizes of g k 2 and min id T ik H kdik whenever (14) does not hold. Using (10),
and replacing this bound in (32),
As a consequence, for γ orκ α small enough that
holds, the desired bound (16) also holds.
The preceding results prove that under some conditions on the search directions and the steplengths, the resulting step d k satisfies condition (9), which jointly with (8) ensures the convergence of the algorithm. We still need to show that it is possible to find values of the steplengths that satisfy both the preceding conditions and (8) .
To prove the existence of acceptable values for the steplength it is enough to consider the case when we only have one direction, either a direction of descent if (14) holds or a direction of negative curvature if it does not hold. All other values of α ik orᾱ ik can be considered to have been set to zero for that particular case.
Lemma 3 Under Assumptions A1 and A2 there exist positive values ofγ, δ 1 and δ 2 such that at any point x k that is not a second-order KKT point of problem (1) there exist values of α ik andᾱ ik that satisfy (8), (15), (20) and (21).
Proof Consider first iterations k where (14) holds, and assume without loss of generality that α ik = 0 for all i except for the direction d jk having largest descent, andᾱ ik = 0 for all i. In this case,
Define the function of a real variable Ψ k (α) as
This function satisfies (10) . Also, the values of α such that Ψ k (α) < 0 satisfy (8) .
From Taylor series expansions for some value ξ ∈ [0, α],
As a consequence, the values of (8) . But from (10) and the boundedness of
Thus, by selectingγ = (1 − σ)β 1 /(2Kβ 2 ) we ensure the existence of values of α jk , for example α jk =γ, that satisfy simultaneously both (15) and (8) .
Consider now iterations k such that (14) does not hold. Again, without loss of generality let α ik = 0 for all i and alsoᾱ ik = 0 for all i except for the direction having the largest negative curvature,d jk , so that d k =ᾱ jkdjk . As a consequence of these choices, (20) holds trivially in this case.
To consider (21) we define a functionΨ k analogous to Ψ k , as
Note that our assumption that (14) does not hold impliesd T jk H kdjk < 0. Consider now the Taylor series expansion ofΨ k up to its third order term,
for some valueξ ∈ [0, α]. Analogously to the preceding case, we haveΨ
As a consequence, all sufficiently small values of α satisfyΨ k (α) < 0 and as a consequence condition (8) holds for them. In particular,
and (8).
Note that from Assumptions A1 and A2, as x k ∈ S 0 , there exists a constant (11) and (12) we have
. 
From this result, if we select δ
2 = 3(1 − 2σ)β 3 /(2K 3 β
Trust-region and linesearch approach
Consider now the case of Algorithm TRSM, combining a trust-region approach and a linesearch on the direction obtained from the trust-region. In iteration k of this algorithm, the directions satisfying conditions (10), (11) and (12) are combined by solving a trust-region problem of the form min a g
where
, D k is a matrix having as columns the descent and negative curvature directions d ik andd ik and ∆ k is a positive scalar.
We will impose the condition that the value of ∆ k satisfies for all k
where∆ and∆ are two prespecified constants. Note that in this algorithm, due to the use of a linesearch to compute the final size of d k , it should be possible to select the value of ∆ k with greater freedom than in the case of a pure trust-region algorithm, as the linesearch should correct for any deviation in the scale of d k .
We also need to tighten slightly the bound on the size ofd ik (12) in those cases when we have a significant amount of descent. Whenever − ∇f
to hold instead of condition (12) . We still assume that the descent and negative curvature directions satisfy (10) and (11), and that all of them are linearly independent, as before. Let a k denote the optimal value for a in (35), and define a search direction as d k = D k a k . A standard linesearch in carried out along this direction to find a scalar α k satisfying condition (8) 
The following results analyze the convergence properties of this approach. The first result is equivalent to Lemma 1 in the case of a subspace search.
Lemma 4 Under the preceding assumptions and conditions, for
for some positive constantγ and all k.
Proof Consider the three different cases for the solution of (35):
where ξ is an appropriate scalar and v min is an eigenvector associated with λ min (D
is a positive definite matrix, for Cases I and II we have
For Case III it holds that g T k D k v min = 0, and as a consequence
where we have also used
In summary, it holds for all three cases that
and g
For those iterations where we have − g k 2 ≤ min(0, λ min (H k )), from (10) and for at least one component i,
and also from (10) and (37),
where m denotes a bound on the maximum number of directions used by the algorithm in a given iteration and · F denotes the Frobenius norm. Let K H and K g denote two positive constants such that
The existence of these constants follows from Assumptions A1 and A2. Using these bounds on (39) we have
From the preceding results and a given iteration k we have for the different cases:
• Cases II and III: We have a k = ∆ k and from (40) and
15 Assume now the opposite condition holds, that is, g k
For Case III, using (42) we have that
For Case II, from a k = ∆ k and (42) we have
4 )/∆ k we obtain for Cases II and III the
and replacing it in (43) we obtain
From (47) and the condition g k
The desired result is a consequence of (44), (45) and (48).
We now establish that the search direction obtained from the trust region, together with an appropriate linesearch procedure, such as for example a backtracking linesearch, provides a globally convergent algorithm. Note that in this case, by taking into account the specific procedure used to compute the steplengths and their resulting properties, we do not need to impose any additional conditions such as those introduced for algorithm NSM in (13), (15), (20) and (21).
And as a consequence, the search direction for the linesearch part of the algorithm is given by d k = d 1k +D kāk = d 1k +d k , whered k is either equal to zero if the matrix H k is positive definite, or a direction of negative curvature satisfying (11) and (12) otherwise, and with a size that is bounded below. Thus, the conditions introduced for the combination of directions in the preceding section also hold in this case and the algorithm also converges to second-order KKT points.
Implementation and Numerical Results

Implementation of the algorithms
The algorithms we have chosen to implement and test in this paper are particular versions of those described in Section 2, algorithms NSM and TRSM. In the preceding section we have studied the convergence properties of the more general versions of the algorithms, but these general versions must be specified in greater detail before they can be implemented. In the following paragraphs we describe the specific implementations we have used in our numerical experiments.
• Search directions. We compute just two descent directions, a Newton direction d 1k and the negative gradient d 2k ,
is positive definite, otherwise, B is a suitable approximation for ∇ 2 f (x k ) to ensure that condition (10) is satisfied.
We also use a single negative curvature direction, that we denote asd 3k , whenever it is available at iteration k and satisfies conditions (11) and (12), or (37) if algorithm TRSM is used.
• Nonnegative steplengths. We introduce an additional step in algorithm NSM to ensure that the steplengths remain positive and bounded in all iterations. For a given positive constant κ α we compute:
Step 3c' [Projection] Letα 2(k+1) andα 3(k+1) be the values obtained from
Step 3c. Set
After this projection step, the resulting combination of directions d k is still a descent direction, as it is a nonnegative linear combination of descent directions.
From a theoretical point of view, this step ensures the satisfaction of condition (13) for the gradient and negative curvature direction.
• Unit Newton step. For both algorithms the value for the search direction in iteration k, d k , has been obtained by fixing α 1k = 1, that is, the step taken along the Newton direction is set to 1 before the linesearch step (Step 3e) is carried out.
If in addition to this, the initial values for the other steplengths, α 20 and α 30 , are taken to be equal to zero, close to the solution we may take Newton steps, and we may attain a quadratic rate of convergence.
Note that this choice of step for the Newton direction does not affect the convergence proofs. For algorithm NSM it ensures the satisfaction of condition (15), as long as γ in (14) is chosen to be small enough (see Lemma 2) . Regarding algorithm TRSM, the convergence for this case has been already discussed at the end of Section 3.
Computational experiments
We have carried out some computational experiments to compare the two proposals described in the preceding sections with an implementation of a modified linesearch Newton's method (LSNM), that is, an implementation of Newton's method including a modification of the Hessian matrix to compute the descent direction in those iterations where significant negative curvature is detected, as well as an implementation of a more sophisticated Newton's method using the Moré and Sorensen [13] approach (MSNM) that incorporates negative curvature through a quadratic curvilinear search. Numerical results have been obtained for a number of test problems from the CUTEr collection [9] . We have included the 119 nonlinear unconstrained problems of dimension between 1 and 500, having continuous second derivatives, to ensure that the directions of interest were available for all of them.
The algorithms and the test problems have been implemented and executed using MATLAB 6.5 for Linux. In all cases we have considered the default starting points x 0 provided by CUTEr.
The algorithms introduced in Section 2 use some parameters. For our implementation, we have chosen the values σ = 0, ξ = 0.5, δ = ∆ 0 = k max = 1; the convergence tolerance ω * specifies the final accuracy requested by the user, and it has been set to the value 10 −8 . The maximum number of iterations allowed was set to 1000. Tables 5 and 6 present the numerical results obtained for the different algorithms. In these tables we have used the following notation:
Analysis of the results
• n: Number of variables.
• iter: Iteration count.
• fgeval: Number of function and gradient evaluations.
• LSNM: Line search Newton method
• MSNM: Moré-Sorensen Newton method.
• NSM: Newton-based Scaling method.
• TRSM: Trust-Region Scaling method.
If the maximum number of iterations is reached (iter > 1000), we do not consider the associated number of function and gradient evaluations in Table 5 . Table 7 provides a summary of the results. It is clear that the best results are obtained by the two proposals presented in this work. Both the average iteration counts and the average number of function evaluations are significantly lower for our proposals, compared to the two alternatives we have considered. In particular, the average reductions in the number of iterations obtained using the NSM and the TRSM methods with respect to the LSNM method are respectively 23.30% and 35.84%. Regarding the reductions for the number of function evaluations the results are 17.49% and 36.62% respectively.
With respect to the LSNM method, the reductions in iterations and function evaluations are far more marked than the increases. For the NSM method, the largest deterioration in the number of iterations amounted to 51.32% (problem LOGHAIRY), while the largest improvement was 81.82% (problem DIXMAANE). Regarding the TRSM algorithm, the largest deterioration in the number of iterations amounted to 48% (problem VIBRBEAM), while the largest improvement was 92.72% (problem DIXMAANC). Similar results are obtained when comparing the number of function evaluations.
Notice the large number of iterations and function evaluations for the MSNM algorithm when solving all the DIXMAAN problems, and problems BIGGS6, HUMPS or SNAIL. For instance, in Table 6 , for the DIXMAAN problems, the number of iterations in which negative curvature is used is clearly larger when the MSNM method is used. In these cases the scaling of the descent directions seems to be specially relevant. For these problems our two proposals reduce drastically the number of iterations and moderately the number of function evaluations. It is important to remark that, excluding these problems, the MSNM algorithm provides similar results to those obtained using the LSNM algorithm. These problems are an example of the importance of an adequate scaling of the directions.
Regarding the impact of the use of negative curvature on the whole set of 119 problems, for those problems where negative curvature were detected, Table 6 shows the number of iterations where it was used. Negative curvature was detected for approximately 50% percent of the problems. For the NSM method, the average number of iterations per problem where a direction of negative curvature was used is 24.25, that is, 61.07% of the average number of iterations per problem. For the TRSM method this percentage is similar, 62.81%. For the MSNM method this percentage increases up to 70.14%, again because of the DIXMAAN problems. If we restrict the results only to those problems where negative curvature was detected, the average reductions in the number of iterations obtained using the NSM and the TRSM methods with respect to the LSNM method are respectively 26.01% and 40.52%. Regarding the reductions for the number of function evaluations the results are 18.14% and 37.60% respectively. Therefore, it is apparent the effect of the use of negative curvature in the successful performance of the methods.
Evaluation of the performance
In [2] , Dolan and Moré have defined the performance profile of a solver as a (cumulative) distribution function for a given performance metric. We have evaluated and compared the performance of the solvers LSNM (Line search Newton method), MSNM (Moré-Sorensen Newton method), NSM (Newton-based Scaling method) and TRSM (Trust-Region Scaling method) on the set P of 119 test problems from the CUTEr collection.
We have considered two performance metrics, the number of iterations needed to attain the desired accuracy (since each iteration implies a considerable amount of work) and the corresponding number of function evaluations, both giving information on solvers robustness and efficiency.
Let p denote a particular problem of P and s a particular solver. The idea is to compare the performance of solver s on problem p with the best performance by any solver on this particular problem. As in [2] , we define the performance ratios as In order to obtain an overall assessment of each solver on the set P, we define the following cumulative distribution functions,
, is the probability that the performance ratio r j p,s is within a factor of τ of the best possible ratio and n p is the number of problems in P.
For τ = 1, the probability ρ j s (1) of a particular solver s is the probability that the value of the metric for the solver will be the best one among all solvers. The approximate values for the probabilities ρ j s (τ ), j = 1, 2, when τ = 1, 2, 3, are given in Table 8 . Regarding the number of iterations, from this table we see that TRSM has the highest probability of being the optimal solver. On the other hand, considering the number of function evaluations, we observe that LSNM has the highest probability of being the optimal solver.
In Figures 1 and 2 we represent the performance profiles on a log 2 scale [2], i.e., we plot τ −→ 1 n p size p ∈ P : log 2 (r For large values of τ , the probability function ρ j s (τ ) provides information about the total proportion of problems that a given code is able to solve. Thus, if we are interested in the probability that a solver will be successful, we should consider ρ j s (τ ) for all solvers as τ becomes large (r j M ). Figures 1 and 2 are plotted using a log 2 scale to provide a more compact representation of the available data (if a linear scale were used, it would be necessary to include the whole interval [0, 1024] to be able to include the largest values r j p,s < r j M , j = 1, 2). In Figures 1 and 2 , we see that both NSM and TRSM solve the highest number of problems (about 96%). In Figure 1 we conclude that TRSM dominates all other solvers, since the performance profile for TRSM lies above all others for all performance ratios τ . Note that these results do not imply that TRSM solves every problem with a smaller number of iterations. For τ ≥ 4, solver NSM has the same performance as TRSM. In Figure 2 we see that, for 1 ≤ τ ≤ 4.3, TRSM solves the largest number of problems requiring a number of function evaluations that is less than τ times that of any other solver. For τ ≥ 6, NSM is the only solver that attains the same best performance as TRSM. Considering all these facts, we conclude that the best results are obtained by the two proposals presented in this work.
Conclusions
In this paper we have studied different approaches to combine information in an efficient manner within an algorithm to solve unconstrained optimization problems. We show that negative curvature can be used successfully if some safeguards are taken into account. These safeguards refer mainly to the scaling problem that arises when dealing with descent directions of a different nature. In particular, we have proposed two procedures for the combination of the gradient, a modified Newton direction and a negative curvature direction. The procedures calculate, by performing a small number of iterations of a Newton's method or a trust-region method in a low dimensional subspace, the weights associated to the linear combination of the directions. In this way, this step can be viewed as a previous scaling of the directions. Then a linesearch procedure on the weights is carried out.
Our recommendation is that any algorithm using directions that arise from a different nature should include an scaling process before proceeding to the combination of the directions. This is the key point in the success of the algorithms proposed in this paper.
These results still require further work. In particular, the current environment of implementation does not allow the testing of the algorithms for large-scale problems. Nevertheless, given the success of the results for the problems in the test set, it seems to provide a promising starting point. VAREIGVL  16  23  23  VIBRBEAM  10  10  19  WATSON  --27  26  WOODS  25  4  3  YFITU  3  3  5  ZANGWIL2 0 0 0 Table 8 : Approximate values for the probabilities ρ j s (τ ), j = 1, 2, when τ = 1, τ = 2 and τ = 3.
