We develop a generalization of quantitative K-theory, which we call controlled K-theory. It is powerful enough to study the K-theory of crossed product of C * -algebras by action ofétale groupoids and discrete quantum groups. In this article, we will use it to study groupoids crossed products. We define controlled assembly maps, which factorize the Baum-Connes assembly maps, and define the controlled Baum-Connes conjecture. We relate the controlled conjecture for groupoids to the classical conjecture, and to the coarse Baum-Connes conjecture. This allows to give applications to Coarse Geometry. In particular, we can prove that the maximal version of the controlled coarse BaumConnes conjecture is satisfied for a coarse space which admits a fibred coarse embedding, which is a stronger version of a result of M. Finn-Sell.
Introduction
Let X be a countable discrete metric space with bounded geometry, i.e. such that, for every R > 0, sup x∈X |B(x, R)| < ∞.
Let H be the separable Hilbert space and
t. T xy ∈ K(H) and prop(T ) < R}
where prop(T ) = sup{d(x, y) s.t. T xy = 0}. Recall that the Roe algebra of X is the C * -algebra defined by
where the closure is taken under the operator norm. The coarse Baum-Connes conjecture asserts that
is an isomorphism, where:
• KK(A, B) denotes the operator KK-theory of G. Kasparov,
• K(B) denotes the operator K-theory of the C * -algebra B,
• P d (X) is the Rips complex of X.
The main application of the coarse Baum-Connes conjecture is the Novikov conjecture on the homotopy invariance of the higher signatures. More precisely, let Γ be a finitely generated group endowed with any left-invariant metric. Such a metric is unique up to quasi-isometry, and let us denote by |Γ| the coarse class of the underlying metric space. Denote by BΓ the classifying space of Γ, by [M ] ∈ H dim(M) (M, Q) the fundamental class of M and by L M the L-class of M .
algebras and of crossed products of C * -algebras byétale groupoids. These assembly maps take values in the controlled K-theory, and should enjoy more stability properties than the usual assembly maps. The latter is the object of future work.
The controlled assembly maps induces the assembly maps in K-theory. We study in more details this phenomenon, which gives what we call quantiative statements (theorems 3.20, 3.21 & 3.22) . These theorems relate the classical Baum-Connes conjecture for anétale groupoid to its controlled analog. As a byproduct, we prove in lemma 3.16 an interesting result on the K-homology of a finite G-simplicial complex with values in an infinite product of stable C * -algebras.
Following the route of [10] , we show that these controlled assembly maps are related by the coarse groupoid defined by G. Skandalis, J-L. Tu and G. Yu. More precisely, out of any coarse space X, one can construct anétale groupoid G(X) ⇒ βX, such that the coarse assembly map µ X,B is equivalent to the assembly map
• βX is the Stone-Čech compactification of X,
• the inductive limit is taken over the compact subsets E ⊆ G,
• l ∞ B is the G(X)-algebra l ∞ (X, B ⊗ K) and l ∞ B ⋊ r G(X) is the associated reduced crossed product, • P E (G) is the Rips complex of G.
These results are implied by their analog in controlled K-theory that we prove (theorem 5.4). As a corollary, we prove that any coarse space which admits a fibred coarse embedding into Hilbert space satisfies the controlled maximal coarse Baum-Connes conjecture (theorem 5.7). This is a stronger version of a result of M. Finn-Sell [3] . Recall that the notion of fibred embedding into Hilbert space is weaker than embedding into Hilbert space. For instance, some box spaces of SL(2, Z) are expanders, hence cannot embed into Hilbert space, but admits a fibred embedding.
The article follows the following plan. The second section present an overview of controlled K-theory in the setting of C * -algebras filtered by what we call a coarse structure. In the third and fourth sections, we build assembly maps with values in these controlled K-groups, which factorizes the usual assembly maps, in the case ofétale groupoids and coarse spaces respectively. The last section is devoted to applications of these results in Coarse Geometry.
Preliminaries on groupoids
Recall the following definition. Definition 1.3. Anétale groupoid is given by two topological spaces, the space of arrows G and the space of units G (0) endowed with:
• continuous maps s, r : G ⇒ G (0) which are local homeomorphisms,
• a topological embedding e : G (0) → G called the unit map, and a continuous involution inv : G → G; g → g −1 called the inverse map,
• a multiplication map G × s,r G → G; (g, g ′ ) → gg ′ such that (gg ′ )g ′′ = g(g ′ g ′′ ), gg −1 = e r(g) , g −1 g = e s(g)
1.1.1 Actions of groupoids Definition 1. 4 . A right action of G on a topological space Z is given by a continuous map p : Z → G (0) , called the anchor map or the moment map, and a map α : Z × p,r G → Z such that :
• α(α(z, g), g ′ ) = α(z, gg ′ ) whenever (g, g ′ ) ∈ G (2) and p(z) = r(g),
• p(α(z, g)) = s(g)
• α(z, e p(z) ) = z
We will use the notation α(g, z) = z.g when the action is clear from the context.
Let Z be a right G-space. Define :
• (Z ⋊ G) (0) = Z, Z ⋊ G = Z × r,p G as a topological space,
• u z = (z, e p(z) ), s(z, g) = z and r(z, g) = z.g,
• if y = x.g, (x, g)(y, g ′ ) = (x, gg ′ ) and (x, g) −1 = (x.g, g −1 ).
These maps define a structure of toplogical groupoid on Z ⋊ G. It is called the crossed product groupoid of Z by G. It isétale if G is.
We present now an important class of G-spaces called G-simplicial complexes. The reader is referred to [13] for details.
Definition 1.5. A map between two topological spaces f : X → Y is said to be locally injective if there exists an open cover U of X such that, for all U ∈ U, f |U is injective.
Definition 1.6. Let n ∈ N. A G-simplicial complex of dimension ≤ n is a pair (X, ∆) where :
• X is a locally compact proper G-space, called the space of vertices, such that the anchor map p : X → G (0) is locally injective;
• ∆ is a closed G-invariant subset of the space of measures on X, denoted M X , endowed with the weak * -topology. Moreover, ∆ contains only probability measures and satisfies :
• for all η ∈ ∆, there exists x ∈ G (0) such that supp η ⊆ p −1 (x) and |supp η| ≤ n + 1,
• if η ′ ∈ ∆ and η ∈ M X such that supp η ⊆ supp η ′ , then η ∈ ∆.
For η ∈ ∆, supp η is called a simplex, or a j-simplex when |supp η| = j.
The complex is said to be typed if there exists a finite space T and a G-invariant continuous map τ : X → T such that, for every simplex S, τ |S is injective.
Crossed products for groupoids
We give a short review of the crossed product construction forétale groupoids. If p : Y 0 → X and q : Y 1 → X are two fibrations, we denote by Y 0 × p,q Y 1 = {(y, y ′ ) ∈ Y 0 × Y 1 s.t. p(y) = q(y ′ )} their fibred product. The non-commutative anologue of fibration are given by C(X)-algebras. Definition 1.7. A C(X)-algebra is given by a C * -algebra A and a non-degenerate * -homomorphism θ : C 0 (X) → Z(M(A)), where M(A) is the C * -algebra of multipliers of A.
If (A, θ) is a C(X)-algebra and x ∈ X, then the fiber over X is defined as
Then, define the space of continuous sections with compact support
where U runs along all open relatively compact subsets of G.
where s in subscript implies that the C(G (0) )-algebra structure on C 0 (U ) is given by s.
Endowing compact sections with convolution
Definition 1.8. The reduced crossed product A ⋊ r G is the C * -algebra obtained by completion of C c (G, A) under the norm ||f || r = ||λ(f )||.
In the following section is presented the setting of controlled K-theory. The main example is that the set E of compact subsets of G defines a coarse structure, and that A ⋊ r G is E-filtered, thus allowing to apply the controlled machinery to crossed product of groupoids.
Equivariant KK-theory
We will use intensively a version of the bivariant Kasparov theory developed by P-Y. Le Gall in his thesis [7] , which is an equivariant KK-theory in the setting of groupoids, denoted by KK G . Recall the following lemma.
Lemma 1.9 (Stabilization lemma). Let A be a C * -algebra and E a countably generated A-Hilbert module. Then, there exists an isomorphism of A-Hilbert modules
We will need the following lemma, in order to put some K-cycles in some standard form. Remark 1.10. When we look at a * -homomorphism φ : A → B, we always have an isometry V ∈ L B (H A ⊗ φ B, H B ) defined on simple tensors as (x j ) j ⊗ b → (φ(x j )b) j . Indeed, this map extends linearly to H A ⊙ B, and if x = (x j ) and
This isometry can be used to explicitly describe the projection and the isomorphism appearing in the stabilization theorem in this particular example.
Composing with φ * , we get a * -homomorphism
′ , H B ′ ) be the isometry of the remark 1.10 and
Then, the following theorem is true for a universal constant d, which does not depend on the groupoid. It will be crucial to prove that the controlled Kasparov and Roe transforms, applications to be defined later, respect the Kasparov product. Theorem 1.13 (Theorem 2.2 [6] ). Let G be a locally compact groupoid with Haar system. Then, there exists a universal constant d such that every element z ∈ KK G (A, B) has decomposition property (d).
Finally, let us briefly recall from [12] the construction of the assembly map for groupoids.
For any compact subset E ⊆ G, define P E (G) to be the space of probability measures ν with support contained in one and only one fiber G x for some x ∈ G (0) , and such that if g, g ′ ∈ supp (ν), then g ′ g −1 ∈ E. We endow P E (G) with the weak- * topology. It is a proper and cocompact G-space for left translation.
Every element η is a finite probability measure on a fiber G x , for some x ∈ G (0) , hence can be written as a finite convex combination η = g∈G x λ g (η)δ g , where λ g (η) ∈ [0, 1] for every g and δ g is the Dirac probability measure at g ∈ G x . Then
defines a projection in C 0 (P E (G)) ⋊ r G with support in E.
Definition 1.14. The assembly map for G with coefficients in B is defined as the inductive limit of the maps µ
(one has to check that theses maps respects the inductive systems, which they do).
Coarse geometry
Let X be a countable discrete metric space with bounded geometry. The set of entourages is the set of subsets E ⊆ X × X such that sup d |E < ∞. We recall in this paragraph the construction of the Roe algebra of X with coefficients in a C * -algebra B. For every symmetric entourage E ⊆ X × X, define
:
It is a subspace of
It is easy to see that
is an involutive sub-algebra of L B (H ⊗ l 2 (X) ⊗ B).
Definition 1.15. Let B be a C * -algebra. The Roe algebra of X with coefficients in B, denoted by
The following property will be useful.
Theorem 1. 16 . Let X be a discrete metric space with bounded geometry and φ : A → B a * -homomorphism. Then there exists a * -homomorphism φ X : C * (X, A) → C * (X, B) extending φ. Moreover, φ → φ X respects composition of * -homomorphisms.
Proof. Recall that any * -morphism φ : A → B induces, for any A-Hilbert module E, a * -morphism
which respects compact operators. The composition Ad V • φ * sends a compact operator (T xy ) x,y to (φ(T xy )) x,y .
Hence, the linear map
, and so extends to a * -morphism C * (X, A) → C * (X, B). The composition property is clear from the construction.
Remark 1.17. Notice that φ → φ X can be defined in the same way for completely positive maps : for every completely positive map φ : A → B, there exists a completely positive map φ X : C * (X, A) → C * (X, B) extending φ.
2 K-theory controlled by a coarse structure
In this section, we define controlled K-theory in more generality than in [9] . The goal is to develop controlled K-theory to a broader setting that what was used until now. We start by the definition of a coarse structure, which will be the index set of the filtration of filtered C * -algebras in our sense. The setting of controlled C * -algebras allows one to extend the "quantitative philosophy" developed by H. Oyono-Oyono and G. Yu to the realm of crossed-product of C * -algebras by actions of groupoids and discrete quantum groups. This last example will not be explained in this article, the interested reader can consult the author's thesis [2] for details. Definition 2.1. A coarse structure E is a lattice which is an abelian semi-group. Recall that a lattice is a poset for which every pair (E, E ′ ) admits a supremum E ∨ E ′ and an infimum E ∧ E ′ .
Definition 2.2. A C * -algebra A is said to be E-filtered if there exists a coarse structure E and, for every E ∈ E, linear subspaces A E of A such that :
• A E is stable by involution,
• the union of subspaces is dense in A, i.e.
• if A is unital, we impose that 1 ∈ A E , ∀E ∈ E.
If A is a non-unital filtered C * -algebra, we will by default endowed its unitalizationÃ with the filtratioñ
The crucial example for us will be crossed products of G-algebras by anétale groupoid G. Note that this definition generalizes that of [9] . Indeed, as will be recalled later, the Roe algebras can be expressed as a crossed product by the so-called coarse groupoid, which isétale [10] , and the definition given here, applied to this groupoid, gives back a filtration equivalent to that of [9] . Our filtration however does not depend on any choice of metric, but rather on the coarse class of the space. The second example will be that of crossed products by discrete quantum groups in the sense of Woronowicz. [15] 2.1 Almost unitaries and almost projections Definition 2.3. Let (A, E) be a unital filtered C * -algebra. Let ε ∈ (0, 1 4 ) and E ∈ E a controlled subset. The set of ε-E-unitaries is the set U ε,E (A) = {u ∈ A E s.t. ||u * u − 1|| < ε and ||uu * − 1|| < ε} and the set ε-E-projections is the set
We will use the notation P ε,E n (A) for P ε,E (M n (A)), and U
) and E ∈ E.
• If p ∈ P ε,E (A), then p has a spectral gap around 1 2 , and functional calculus allows to define a genuine projection κ 0 (p), as in [9] , by taking κ 0 to be a continuous function that vanishes inside the spectral gap and that is respectively 0 and 1 on the left and right part of the spectrum of p. For example, κ 0 = χ ( 1 2 ;∞) works.
• If u ∈ U ε,E (A), then u * u is invertible, and u(u * u)
2 defines a unitary, that we will denote κ 1 (u).
In order to define controlled K-groups, define the following equivalence relations on P
• (p, l) ∼ (q, l ′ ) if there exists a homotopy of almost projections h ∈ P The following fact will be useful for future purposes. The reader can look at Proposition 1.30 of [8] for references. Recall the following definition.
Proposition 2.6. There exists a universal constant L > 0 such that, for any unital filtered C * -algebra (A, E), any ε ∈ (0, 1 4 ) and any E ∈ E, if u 0 and u 1 are homotopic in U ε,E n (A), then there exists an integer k and a L-lipschitz homotopy in U 3ε,E•E n+k connecting u 0 0 0 1 k and
ε,E for the equivalence classes of almost-projections and almost-unitaries. Then, the same proof as [9] shows that
induces a group structure on the equivalence classes, that we denote K
If A is not unital, letÃ be the smallest unitalization of A, and
Definition 2.7. The controlled K-theory of a filtered C * -algebra (A, E) is the family of abelian groupŝ
We define canonical morphisms : if ε, ε ′ ∈ (0,
when this expression makes sense.
One has also forgetful morphisms ι ε,E : K
The controlled K-theory groups approximate the usual K-groups in the sense of the following remarks. The reader is referred to [9] , remark 1.17, for a proof.
Remark 2.8. For every filtered C * -algebra (A, E), any y ∈ K(A) and any ε ∈ (0, 1 4 ), there exists E ∈ E and x ∈ K ε,E (A) such that ι ε,E (x) = y.
Remark 2.9. There exists a universal constant λ ≥ 1 such that, for every filtered C * -algebra (A, E), every ε ∈ (0, 1 4λ ) and every E ∈ E, the following holds :
We list some examples that we will use, and some others that shall hopefully be developed in future work.
Example 2.10. Let (X, E) be a coarse space. The set of symmetric controlled subsets E X is our proeminent example. Recall that it is the set of subsets E ⊆ X × X such that sup{d(x, y) : (x, y) ∈ E} is finite and E = E −1 . Let E, E ′ be such sets, their composition is given by :
Example 2.11. Let G be a σ-compactétale groupoid. Then the set of symmetric compact subsets E G of G is a coarse structure. It is the set of compact subsets E ⊆ G such that E = E −1 , where
For E and E ′ in E G , their composition is given by :
If G is σ-compact, and A is a G-algebra, A⋊ r G is naturally filtered by
This situation has important particular cases :
• Let G be the coarse groupoid of a coarse space (X, E), which isétale. Then E G is given by
• Let Γ be a finitely generated group acting by homeomorphism on a topological space X. Recall that the word length l defines a proper metric on Γ. Define, for R > 0 and K ⊆ X compact,
and E G as the set of E ⊆ G such that ∃R > 0, E ⊆ ∆ R and E = E −1 . It provides theétale action groupoid G = X ⋊ Γ with a coarse structure.
Example 2.12. Let G be a compact quantum group in the sense of Woronowicz. Denote byĜ its discrete dual. A unitary representation is said to be symmetric if it is equivalent to its contragredient. Then, the set E G of symmetric unitary representations of G is a coarse structure w.r.t. the composition
Quantitative objects
In order to study functorial properties of controlled K-theory, we will adapt and study the notion of quantitative object defined in [9] . Definition 2.13. A quantitative object is a family of abelian groupsÔ = {O ε,E } ε∈(0, 1 4 ),E∈E endowed with a family of group homomorphisms φ
We need to define controlled morphisms between quantitative objects. We first define control pairs, which are essentially what ensures that the controlled morphisms do not distort too much the propagation. 
Control pairs naturally act on the index subset of the controlled K-groups. Indeed, if ε ∈ (0,
This allows to define controlled morphims.
We can also compare control pairs. Indeed, define the following partial order :
Definition 2.15. LetÔ andÔ ′ be two quantitative objects and ρ = (a, h) a control pair. A ρ-controlled morphism is a family of groups homomorphims
Remark 2.16. When not specified, the control pair is evident from the context. For example, we will often refer to a controlled morphism, meaning a α-controlled morphism for some control pair α. For a controlled morphismF :K(A) →K(B), we will denote F : K(A) → K(B) the unique homomorphism it induces in K-theory. We will always try to indicate an analogy with the classical case (as opposed to the controlled or quantitative case) by putting a hat on top of controlled objects that are hopefully inducing a well known object. For example, controlled K-theory isK, the controlled assembly map will be denotedμ G,A , etc.
Let ρ = (λ, h), α, β be control pairs, and F :Ô →Ô ′ and G :Ô →Ô ′ be α-and β-controlled morphisms respectively. We write F ∼ ρ G if :
• α ≤ ρ and β ≤ ρ,
• for any ε ∈ (0, 1 4λ ) and E ∈ E, the following diagram commutes :
. Remark 2.17. The following statement can be found in [9] (remark 2.5). Let F,
Definition 2.18. Let α and ρ be control pairs satisfying α ≤ ρ and F :Ô →Ô ′ a α-controlled morphism. We say that F is ρ-invertible if there exist a controlled morphism G :
G is said to be a ρ-inverse for F .
As we will see for controlled assembly maps, the correct notions of injectivity and surjectivity for controlled morphisms need to be adpated in the following way.
Definition 2.19. Let ρ = (λ, h) and α be controlled pairs, and F :Ô →Ô ′ a α-controlled morphism.
• F is ρ-injective if, given any ε ∈ (0, 1 4λ ) and E ∈ E, α ≤ ρ and, for all x ∈ O ε,E such that
Remark 2.20. If F is a ρ-isomorphism, then there exists a control pair ρ ′ only depending on ρ such that F is both ρ ′ -injective and ρ ′ -surjective.
Controlled exact sequences
Definition 2.21. Let F :Ô →Ô ′ and G :Ô ′ →Ô ′′ be (α, h)-controlled and a (β, k)-controlled morphisms respectively. The sequenceÔÔ
...
is said to be ρ-exact if the sequenceÔ
is ρ-exact atÔ j for all j.
Morita equivalence
A controlled version of the Morita equivalence exists. Indeed, the classical Morita equivalence states that, if e is a rank 1 projection in L(H), the map A → A ⊗ K(H); a → a ⊗ e induces an isomorphism in K-theory. But this map preserves propagation, hence the same proof as in [9] gives the following proposition.
Proposition 2.22. Let A be a E-filtered C * -algebra and H a separable Hilbert space. Then the * -homomorphism
for every ε ∈ (0, 
Controlled 6-term exact sequences
We will describe the 6-term controlled exact sequence associated to a completely filtered extension of C * -algebras. For any extension of C * -algebras
The reader can find all the proofs and properties of the following results in [9] .
We fix a coarse structure E, and we will consider E-filtered C * -algebras. ||x + y|| = inf
Proposition 2.24. There exists a control pair (α D , k D ) such that for any completely filtered extension of C * -algebras
which induces ∂ J,A in K-theory.
We will denote
• D A the controlled boundary map associated to the completely filtered extension of
25. There exists a universal control pair (λ, h), which does not depend on E, such that for any completely filtered extension of C * -algebras
The following remark can be found in [9] (remark 3.8) and will be used to prove functorial properties of the controlled Roe and Kasparov transformations.
Remark 2.26. Let A and B two E-filtered C * -algebras, and φ : A → B a filtered * -homomorphism. Let I and J be respectively ideals in A and B and assume that :
• 0 → I → A → A/I → 0 and 0 → J → B → B/J → 0 are completely filtered extensions of C * -algebras,
Tensorisation in KK-theory
If B is a filtered C * -algebra and A any C * -algebra, and if A ⊗ B is the spatial tensor product, define, for all E ∈ E, (A ⊗ B) E as the closure of the algebraic tensor product
In [4] , G. Kasparov defined a map
for any C * -algebras A 1 and A 2 , which is compatible with the Kasparov product. Any z ∈ KK(A 1 , A 2 ) defines a morphism
which is proved in [9] to be induced from a controlled morphism. The following theorem is borrowed from [9] .
Theorem 2.27. There exists a control pair (α τ , k τ ) such that, for any filtered C * -algebra B, any C * -algebras A 1 and A 2 and any K-cycle z ∈ KK(A 1 , A 2 ), there exists a (α τ , k τ )-controlled morphism τ B :K(A 1 ⊗ B) →K(A 2 ⊗ B) such that :
•τ B (z) induces right-multiplication by τ B (z) in K-theory,
• for any
• for any semi-split extension 0
This controlled tensorisation map respects Kasparov product. See [9] for a proof.
Theorem 2.28. There exists a control pair λ such that, for any separable C * -algebras A 1 and A 2 , any filtered C * -algebra B, the following holds : for any z ∈ KK(A 1 , A 2 ) and z ′ ∈ KK(A 2 , A 3 ),
Controlled Bott periodicity
We recall in this section how to construct controlled Bott maps.
Recall the definition of the Toeplitz extension. Let v ∈ L(l 2 (N)) be the unilateral shift on l 2 (N), i.e. v(e n ) = e n+1 if (e n ) n∈N is the canonical basis. Then v is an isometry, i.e. v * v = 1. Let us denote T the C * -algebra of L(l 2 (N)) generated by v. Then the sequence of C * -algebras
is exact. Set T 0 the preimage of C 0 (0, 1) under the last arrow, so that the sequence of C * -algebras
is exact. This last sequence is called the Toeplitz extension, let T ∈ KK 1 (S, K(l 2 (N))) denotes its boundary.
Let us put S = C 0 (0, 1) and C = C 0 (0, 1] , so that evaluation at 1 induces the following exact sequence of C * -algebras 0 → S → C → C → 0. Let us denote by [∂] ∈ KK 1 (C, S) the class in KK-theory of this extension. It is called the Bott element, and is invertible in KK 1 (C, S), its inverse being the boundary of the Toeplitz extension, up to Morita equivalence (see [9] , section 4.2). Recall that the boundary of this extension is given by right Kasparov product by [∂] .
For any C * -algebra A, we can tensorize the previous extension by A to have an exact sequence 0
the odd degree boundary homomorphism of the extension, it is induced by right multiplication by [∂ A ]. It is also invertible, as we can tensorize the Toeplitz extension to get the following exact sequence of C * -algebras
As τ A respects Kasparov product, one can see that [∂ A ] and T A are mutual inverse up to Morita equivalence.
Tensorization by S and C is functorial with respect to * -homomorphisms, and if g : A → B is a * -homomorphism, we denote Sg : SA → SB and Cg : CA → CB the induced * -homomorphisms. By naturality of boundary maps w.r.t. extensions, we get the following relation :
Recall that, if A is unital and p is a projection in A, ∂ A [p] is given by the homotopy class of the path of unitaries
One can perform a similar construction in term of almost-projections. Let q ∈ P ε,E n (A) and l an integer, define V q,l (t) = diag (e −2iπlt , 1, 1, ..., 1) (
where M A is the controlled Morita equivalence.
Controlled assembly maps forétale groupoids
In this section, we will always use a coarse structure E of a locally compact σ-compactétale groupoid generated by a countable subset of its compact symmetric subsets such that for every compact subset K ⊆ G, there exists a E ∈ E such that K ⊆ E.
Controlled Kasparov transform
In this section, for every G-algebra B, we use the notation
Let A and B be two G-C * -algebras, with actions denoted by α : s * A → r * A and β : s * B → r * B. Recall that every K-cycle z ∈ KK G (A, B) can be represented as a triple (H B , π, T ) where :
• H B is equipped with an action V ∈ L s * B (s * H B , r * H B ) of G.
•
• T ∈ L B (H B ) is a self-adjoint operator.
• T and π satisfy the K-cycle conditions, i.e. [T, π(a)], π(a)(T 2 − id HB ) are compact operators in
Let us construct a controlled morphism associated to z,
which induces right multiplication by j G (z) in K-theory.
Odd case
Let us start with an odd element z ∈ KK G 1 (A, B). Let (H B , π, T ) be a K-cycle representing z. Set P = 1+T 2 and P G = P ⊗ id B⋊r G . We define
for all U ∈ E. This C * -algebra fits into the filtered extension
which is semi split by s :
Let us show that the controlled boundary map of this extension does not depend on the representant chosen, but only on the class z.
Lemma 3.1. With the above notations, the controlled boundary map D KB⋊ r G,E (π,T ) only depends on the class z.
Proof. Let (H B , π j , T j ), j = 0, 1 two K-cycles which are homotopic via (H B[0,1] , π, T ). We denote e t the evaluation at t ∈ [0, 1] for an element of B[0, 1], and set y t = e t (y) for such a y. The * -morphism
According to remark 2.26, the following holds
As id ⊗ e t gives a homotopy between id ⊗ e 0 and id ⊗ e 1 , and as if two * -morphisms are homotopic, then they are equal in controlled K-theory,
holds, and the boundary of the extension E (π,T ) depends only on z.
Definition 3.2. The controlled Kasparov transform of an element
As the boundary map is a (α D , k D )-controlled morphism and the Morita equivalence preserves the filtration,
Proposition 3.3. Let A and B two G-C * -algebras. There exists a control pair (α J , k J ) such that for every z ∈ KK G 1 (A, B), there exists a (α J , k J )-controlled morphism
(iv) For every G-morphism g :
for all z ∈ KK 
implementing the boundary of the extension E (π,T ) induces the map − ⊗ A⋊rG j red,G (z) by definition, and modulo Morita equivalence, which immediately gives the first point.
(ii) If z, z ′ are elements of KK
is naturally isomorphic to the extension sum of the E j := E (πj ,Tj ) , namely
with p j : E j → A ⋊ r G the * -homomorphisms of the extensions. Naturality of the controlled boundary maps ( [9] , remark 3.5.(i)) ensures that the boundary of the sum of two extensions is the sum of the boundary of each, thus the result holds.
and makes the following diagram commute
• It intertwines the sections of the two extensions.
Remark 2.26 ensures that
and the claim is clear from composition by M
−1
B⋊rG .
(iv) Let z ∈ KK G (A, B 1 ) be represented by the K-cycle (H B1 , π, T ). Let V ∈ L B2 (H B1 ⊗ g B 2 , H B2 ) be the isometry of remark 1.10. Notice that V intertwines the actions of G on H B1 ⊗ B 2 and H B2 . According to Lemma 1.11,
Let ψ be given by the composition Ad VG • g G , and
). Indeed, the crossed-product functor commutes with pull-back by G-morphisms, and
and Ψ intertwines the two filtered sections by the previous relation. Moreover, recall from remark 1.10 that Ψ(K B1⋊G ) ⊆ K B2⋊G , hence we can again apply the remark 2.26 to state
which we compose by the Morita equivalence on the left M
. Notice that ψ is the * -homomorphism induced by g G on the compact operators, hence the homomorphisms inducing the Morita equivalence make the following diagram commutes,
(v) We can suppose A unital. Let 0 → J → A → A/J → 0 be a G-equivariant semi-split extension of G-algebras with q : A → A/J the quotient map.. Let us denote by s : A/J → A the Gequivariant completely positive cross section. According to the equivariant Kasparov-Stinespring theorem, there exists an equivariant A-Hilbert module E and a G-equivariant * -homomorphism
, and the natural map
By the stabilization theorem, we can suppose that E ′ is a standard G-equivariant J-Hilbert module. Put
for every x ∈ A. This defines a G-equivariant
ψ(a) ∈ E (π,T ) holds, and the following diagram is commutative with exact rows:
Hence, by functoriality and semi-split exactness of the reduced cross product, the following diagram commutes 0
and remark 2.26 ensures that J G ([∂ J ]) = D J⋊r G,A⋊rG .
Even case
We can now define J G for even K-cycles. Let A and B be two G-algebras. Let [∂ SB ] ∈ KK 1 (B, SB) be the K-cycle implementing the boundary of the extension 0 → SB → CB → B → 0, and [∂] ∈ KK 1 (C, S) be the Bott generator. As z ⊗ B [∂ SB ] is an odd K-cycle, we can define 
of the same degree as z, such that
.
). But j red,G respects Kasparov products, and by [7] 
are inverse of each others.
(ii) Additivity follows from additivity of the Kasparov product and of proposition 3.3.
(iii) Recall the equality f * (x) ⊗ y = f * (x ⊗ y). As a consequence of the previous proposition 3.3,
Controlled assembly maps
Let E ∈ E. Recall that every η ∈ P E (G) is a finite probability measure in G p(η) , hence can be written as a finite sum η =
where δ g is the Dirac probability at g ∈ G p(η) . This defines a map
There exists an open neighborhood U ⊆ G (0) of x such that we can decompose s −1 (U ) = g∈G x S g with, for each g ∈ G x , an open bisection S g ⊆ G and such that x j belongs ultimately to U . Notice that s is injective on each S g . We can suppose x j ∈ U for every j. Let, for every g ∈ G x , φ g : G → [0, 1] be a continuous function equal to 1 on S g and vanishing outside a small neighborhood of S g . Then λ g (η) = η, φ g and λ gj (η j ) = η j , φ g for every j ∈ J. It is now clear, by definition of the weak- * topology, that λ gj (η j ) converges to λ g (η).
Notice that λ g ′ (g.η) = λ g −1 g ′ (η) for every η ∈ P E (G), g ∈ G p(η) and g ′ ∈ G r(g) . Define h as the restriction of λ to
for any ε ∈ (0, 1 4 ) and any F ∈ E such that E ⊆ F .
Controlled Baum-Connes conjecture
We generalize in this subsection to the setting ofétale groupoids the results obtained by H. Oyono-Oyono and G. Yu in [9] . We will define a controlled version of the Baum-Connes conjecture, and give conditions that ensure it is satisfied. In particular, when G satisfies the Baum-Connes conjecture with coefficients, it satisfies the controlled Baum-Connes conjecture. To this end, we will have to compute the K-homology of a finite typed G-simplicial complex with coefficients in the infinite product of stable G-algebras.
In this subsection, the groupoid G must have a compact unit space G (0) . Then, if {B j } is a countable family of G-algebras, the diagonal action of G on the product provides j B j with the structure of a G-algebra.
Let A be a G-algebra. We will say that :
•(Quantitative Injectivity) µ G,A is quantitatively injective if, for every E ∈ E, there exists ε ∈ (0, 1 4 ) such that, for every F ∈ E satisfying k J (ε).E ⊆ F , there exists E ′ ∈ E such that E ⊆ E ′ and
•(Quantitative Surjectivity) µ G,A is quantitatively surjective if there exists ε such that, for every F ∈ E such that, there exists ε ′ ∈ (ε,
Proposition 3.11. Let G be anétale groupoid with compact base space, and let B be a G-algebra.
•(Quantitative Injectivity) If µ G,A is quantitatively injective then µ G,A is one-to-one.
•(Quantitative Surjectivity) If µ G,A is quantitatively surjective then µ G,A is onto.
Proof. Let E ∈ E and x ∈ RK(P E (G)), A) such that µ E G,A (x) = 0. Then, for every ε ∈ (0, 1 4 ) and every
By remark 2.9, there exists a universal λ ≥ 1 and a controlled subset
But then the quantitative injectivity condition ensures that q
, which is an inductive limit over E.
Let us prove the second point. Let y ∈ K(B ⋊ r G), and let ε ∈ (0, 1 4 ), F ∈ E and x ∈ K ε,F (B ⋊ r G) such that ι ε,F (x) = y. The quantitative surjectivity condition implies that there exist ε ′ ∈ (0,
This kind of statement leads us to define the following properties, following [8] . B) .
Controlled injectivity and surjectivity being defined, we can now state a controlled version of the BaumConnes conjecture.
Definition 3.12. Let λ ≥ 1. The groupoid G is said to satisfy the controlled Baum-Connes conjecture, with coefficients in the G-algebra B, at scale λ if:
• for every ε ∈ (0, 1 4λ ) and E, F ∈ E such that k J (ε).E ⊆ F , there exists E ′ ∈ E such that E ⊆ E ′ and QI G,B (ε, E, E ′ , F ) holds;
• for every ε ∈ (0, 1 4λ ) and F ∈ E, there exist E,
The main result of this section is the following theorem.
Theorem 3.13. There exists a universal λ ≥ 1 such that for everyétale groupoid with compact base space G, and every B G-algebra, the following statements are equivalent:
• G satisfies the controlled Baum-Connes conjecture with coefficients in B at scale λ,
• G satisfies the Baum-Connes conjecture with coefficients in l ∞ (N, B ⊗ K).
Products in topological K-theory and in controlled K-theory
To prove the main theorems of this section, what we called quantitative statements, we will need a serie of lemmas. The first part is devoted to a study of the behaviour of K-homology under product of the coefficients. The strategy is very similar to the proofs of the part 3 of [13] .
Recall first that the Haar system (λ x ) x∈G (0) on G defines, for every f ∈ C c (G), a continuous function on the base space x → g∈G x f (g)dλ x (g). We denote by f dλ the element of C 0 (G (0) ) obtained when integrating a compactly supported function f w.r.t. the Haar system. If A is a G-algebra and E is a AHilbert module, f → f dλ extends by linearity and continuity to C c (G, A) ⊆ r * A and C c (G, E) ⊆ r * E. We will still denote by f dλ the element in A or E if f is in r * A or r * E respectively.
Lemma 3.14 (lemma 3.6, [13] ). Let X be a G-compact proper G-space such that the anchor map p : X → G (0) is locally injective, and let B be a G-algebra. Then for every z ∈ RK G (X, B) there exists a G-proper G-compact space Z ⊆ X and a K-cycle (H B , π, T ) ∈ E G (C 0 (Z), B) representing z such that :
• T is self-adjoint and −1 ≤ T ≤ 1,
• T commutes with the action of Z, i.e. [π(a), T ] = 0 for all a ∈ C 0 (Z).
Proof. Let (E, π, T ) ∈ E(C 0 (X), B) be a K-cycle. Denote by α : s * C 0 (Z) → r * C 0 (Z) the action of G. Let K be a compact fundamental domain for the action of G on Z. By local injectivity of p, let (U j ) j be a finite open cover of K such that p |Uj is injective for every U j ∈ U. There exist compactly supported continuous functions
Up to replacing φ j by the continuous function φ j (z)/ k,g φ k (z.g), we can assume
The latter is indeed continuous, as it can be expressed as
in the sense of a weak integral, i.e. the equality holds when evaluated on elements of E.
Indeed, π is G-equivariant, and by invariance of the Haar system, j α(s * φ j )dλ = 1 C0(Z) . Composing with π gives the equality by continuity and linearity of π.
) and set
By invariance of the Haar system, the operator F ′ is G-invariant. Moreover it commutes with the action of C 0 (Z). Indeed, we can compute its fibers : for every x ∈ G (0) ,
Hence, by local injectivity, for all g ∈ G, there exists z g ∈ Z such that Z s(g) ∩ U = {z g }, and for all
Moreover, F ′ is a compact perturbation of F as the following computation shows.
Lemma 3.15. Let X be a G-compact proper G-space such that the anchor map p : X → G (0) is locally injective, and let (B j ) j be a countable family of G-algebras.
Let Z ⊆ X be a G-proper G-compact subspace, and, for all j, let z j ∈ KK G (C 0 (Z), B j ) be represented by a standard K-cycle (H Bj , π j , T j ). By lemma 3.14, we can suppose that T j is G-equivariant self-adjoint, commutes with the action of C 0 (Z) and −1 ≤ T j ≤ 1.
It is a B ∞ -Hilbert module with respect to the scalar product
, where E 11 (x) = e 1 , x .e 1 is the rank-one operator projecting on e 1 . ({e j } denote the canonical orthonormal basis of l 2 (N)). These conditions ensure that T defines an operator in L B∞ (E ∞ ).
Indeed, each F j = T 2 j − 1 ∈ K ⊗ B j can be approximated by a finite rank operator, hence there exist N j > 0, and ξ
k ⊗ E j1 ), which is a rank one operator, hence T 2 − 1 is compact since a product of rank one operators is of rank one.
, and Θ is onto.
Let us prove that Θ is one to one. Let z ∈ KK G (C 0 (Z), B ∞ ) such that Θ(z) = 0. Let us denote Θ(z) = (z j ) j where each z j ∈ KK G (C 0 (Z), B j ) is represented by K-cycles (H Bj , π j , T j ) homotopic to a degenerate K-cycle by an operator homotopy
such that T j (s) is G-equivariant self-adjoint, commutes with the action of C 0 (Z) and −1 ≤ T j ≤ 1 for every s ∈ [0, 1].
and let C j be the closed ideal {T ∈C j s.t. π(a)T ∈ K Bj (H Bj ) ∀a ∈ C 0 (Z)}. Similarly for L B∞ (E ∞ ) and K B∞ (E ∞ ), defineC and the closed ideal C. Our goal is to show that the family of operator homotopies can be lifted to a global one.
Denote by T j the class of T j inC j /C j . For every j, let t 0 = 0 < t 1 < ... < t lj = 1 be a partition of [0, 1] ∈C j /C j such that :
and such that ||a
Then s →T j (s) composed with the first homotopy by rotation and permutation is L-Lipschitz for every j for some constant L independent of j, and it provides an element of C([0, 1],C/C). We can lift it to T ∈ C([0, 1],C), which gives a homotopy
between 0 and z. Lemma 3.16. Let G be a locally compact, σ-compactétale groupoid, {B j } j≥0 a family of G-algebras and K the algebra of compact operators over a separable Hilbert space. Then, for every finite dimensional proper G-compact G-simplicial complex ∆, we have an Z 2 -graded isomorphism of abelian groups
Proof. For all j and any locally compact G-space X, the projection
Let X 0 ⊆ X 1 ⊆ ... ⊆ X n be the n-skeleton decomposition associated to the simplicial structure of typed G-simplicial complex ∆ and let Z j = C 0 (X j ), Z j j−1 = C 0 (X j \ X j−1 ) and Θ j = Θ Xj . We will show the claim by induction on the dimension of ∆.
By naturality of the boundary element, the extension of G-algebras 0 → Z j j−1 → Z j → Z j−1 → 0 gives a commutative diagram with exact rows :
The five lemma ensures that if Θ j−1 and Θ j j−1 are isomorphisms, then so is Θ j . Moreover, because ∆ is a typed G-simplicial complex (see 1.6), X j \ X j−1 is G-equivariantly homeomorphic toσ j × Σ j , where σ j denotes the interior of the standard simplex, Σ j is the set of centers of j-simplices of X j , and where G acts trivially onσ j . Bott periodicity ensures then that the following diagram commutes :
with vertical arrows being isomorphisms given by Bott periodicity. By lemma 3.15, Θ Σj is an isomorphism, hence Θ j j−1 is an isomorphism. We proved that if Θ j−1 is an isomorphism, then so is Θ j . By induction, proving that Θ 0 is an isomorphism concludes the proof, which is essentially the content of lemma 3.15 : X 0 is a G-compact proper G-space, and its anchor map is just the target map r : G → G (0) , which is supposed to beétale, so locally injective.
We now turn our attention to the behaviour of controlled K-theory with respect to products. Let B = (B j ) j a countable family of E-filtered C * -algebras. For every E ∈ E, put
Define B ∞ as the closure of ∪ E∈E B E in j (B j ⊗ K). This construction is called the controlled product of a family of filtered C * -algebras, and is also a E-filtered C * -algebra. The following lemma ( [8] , Lemma 1.14) relates the controlled K-theory of B ∞ and the product of the controlled K-theory groups of B j .
Lemma 3.17 ([8])
. Let B be a countable family of E-filtered C * -algebras. With the previous notations, and for every ε ∈ (0, 1 4 ) and every E ∈ E, there exists a control pair (α, h), independent of the family B, such that the family of maps
induced by the composition B j ⊗ K → B k ⊗ K and the controlled Morita equivalence gives a (α, h)-
Lemma 3.18. Let G be anétale groupoid with compact base space G (0) . Let (B j ) j be a countable family of G-algebras, and K the G-algebra of compact operators on a separable Hilbert space with trivial G-action. Then, B G = ((B j ⊗ K) ⋊ r G) j is a countable family of E-filtered C * -algebra, and there exists a filtered * -isomorphism : (
Proof. Notice that, as K is endowed with the trivial action, (
The two previous lemmas entail the following result.
Corollary 3.19. Let G be anétale groupoid with compact base space G (0) . Let (B j ) j be a countable family of G-algebras, and K the G-algebra of compact operators on a separable Hilbert space with trivial G-action. Then, there exists a control pair (α, h) and a (α, h)-controlled isomorphism
Quantitative statements
We can now prove the quantitative statements.
is injective if and only if for Now let F ′ be in E such that F ⊆ F ′ and such that QI A (E, E ′ , ε, F ) holds. That ensures that q
For the converse, suppose one can find E, ε, F such that QI G,B (E, E ′ , ε, F ) is NOT true for all F ′ such that F ⊆ F ′ . Then, by σ-compactness, one can extract a increasing exhausting sequence (x) = 0, and q
We also have a theorem relating quantitative surjectivity forμ G,B and surjectivity of µ G,B .
Theorem 3.21. Let B a G-algebra, andB = l ∞ (N, B ⊗ K). Then there exists λ ≥ 1 such that µ G,B is onto if and only if for any ε ∈ (0, 1 4λ ) and every F ∈ E, there exist E, F ′ ∈ E such that k J (ε).E ⊆ F , F ⊆ F ′ and such that QS B,G (E, F, F ′ , ε, λε) holds.
Proof. Let λ ≥ 1 the universal constant of remark 2.9 : for any C * -algebra and any x ∈ K ε,F (A) such that ι ε,F (x) = 0, there exists
Let y ∈ K * (B ⋊ r G). By remark 2.9, there exist ε ∈ (0, 1 4 ), F ∈ E and z ∈ K ε,F (B ⋊ G) such that ι ε,F (z) = y. Up to a rescaling of the parameters, let (z j ) the element of j K ε,F (B ⋊ r G) corresponding to z under the controlled isomorphism of corollary 3.19. Let E and F ′ such that k J (ε).E ⊆ F and QS(E, F, F ′ , ε, λε) : for every j, there exists
under the isomorphism of lemma 3.16. Naturality of the assembly maps, and compatibility of the controlled assembly maps with the usual one ensures that µ E G,B (x) = z, whereby µ G,B is onto.
Assume that there exist ε ∈ (0, 1 4λ ) and a nonempty controlled subset F ∈ E such that for every E, F
′ ∈ E such that k J (ε).E ⊆ F , QS G,B (E, F, F ′ , ε, λε) does not hold. Let (E j ) and (F j ) be unbounded increasing sequences of controlled subsets such that (E j ) is an exhausting family, F ⊆ F j and k J (ε).E j ⊆ F j . Let
is not in the range of µ λε,Ej ,Fj G,B
. Let y ∈ K ε,F (B ⋊ r G) be the element of corresponding to (y j ) j under the isomorphism of corollary 3.19, up to a rescaling of the parameters. If there exists x ∈ RK G (P E ′ (G),B) for a E ′ ∈ E such that E ⊆ E ′ and ι ε,F (y) = µ
Now choose j such that E ′ ⊆ E j and F ′ ⊆ F j , and compose the previous equality with ι Theorem 3.22. Let G be anétale groupoid with compact base space.
• Assume that for any G-algebra B, µ G,B is one-to-one. Then, for any ε ∈ (0, 1 4 ) and every E, F ∈ E such that k J (ε).E ⊆ F , there exists E ′ ∈ E such that E ⊆ E ′ and such that QI G,A (E, E ′ , ε, F ) holds for any G-algebra B.
• Assume that for any G-algebra B, µ G,B is onto. Then, for some λ ≥ 1 and for any ε ∈ (0, 1 4λ ) and every F ∈ E, there exists E, F
′ ∈ E such that k J (ε).E ⊆ F ′ and F ⊆ F ′ such that, for any G-algebra B, QS G,A (E, F, F ′ , ε, λε) holds.
The Theorems 3.20 and 3.21 imply together Theorem 3.13.
Persistence approximation property
We recall the following definition from [8] .
Definition 3.23. Let B be a E-filtered C * -algebra, λ > 0, ε, ε ′ be positive numbers such that 0 < ε < ε ′ < 1 4 and F, F ′ ∈ E be nonempty controlled subsets such that F ⊆ F ′ . The following property is called Persistance Approximation Property :
• P A B (ε, ε ′ , F, F ′ ) : for every x ∈ K ε,F * (B) such that ι ε,F (x) = 0 in K * (B), then ι
• B is said to satisfy the Persistance Approximation Property (P AP ) λ if for every nonempty F ∈ E and every ε ∈ (0, 1 4λ ), there exists F ′ ∈ E nonempty such that P A B (ε, λε, F, F ′ ) holds.
The following result gives a sufficient condition for (P AP ) λ to be satisfied for a large class of C * -algebras.
Theorem 3.24. Let G be anétale groupoid such that :
• G (0) is compact,
• G admits a cocompact example for universal space for proper actions.
Then there exists a universal constant λ P A ≥ 1 such that, for every G-algebra A, if µ G,l ∞ (N,A⊗K) is onto and µ G,A is one-to-one, then for every ε ∈ (0, 1 4λP A ) and every nonempty F ∈ E, there exists F ′ ∈ E such that F ⊆ F ′ and P A A⋊r G (ε, λ P A ε, F, F ′ ) holds.
Let A be a C * -algebra. The theorem 1.16 allows us to take the image of the exact sequence 0 → SA → CA → A → 0 under the functor C * (X, ·) to get the following filtered semi-split exact sequence 0 → C * (X, SA) → C * (X, CA) → C * (X, A) → 0.
Let D X,A :K * (C * (X, A)) →K * (C * (X, SA)) be the controlled boundary morphism associated to this last extension. 
Controlled Roe transform
Every K-cycle z ∈ KK(A, B) can be represented as a triplet (H B , π, T ) where :
• π : A → L B (H B ) is a * -representation of A on H B .
• T and π satisfy the K-cycle condition, i.e. [T, π(a)], π(a)(T * − T ) and π(a)(T 2 − id HB ) are compact operators in K B (H B ) ∼ = K ⊗ B for all a ∈ A.
We first define a controlled morphismσ X (z) :K(A) →K(B) of every z ∈ KK(A, B), which we name the controlled Roe transform. It induces − ⊗ σ X (z) in K-theory, and will be needed in the definition of the controlled coarse assembly map. Recall that if φ : A → B is a * -homomorphism, we denote by φ X : C * (X, A) → C * (X, B) the induced * -homomorphism. For z ∈ KK 1 (A, B), represented by (H B , π, T ) ∈ E(A, B), define P = ( 1+T 2 ) ∈ L B (H B ) and E (π,T ) = {(a, P π(a)P + y) : a ∈ A, y ∈ B ⊗ K} which is a C * -algebra such that the following sequence :
is exact and semi-split by the completely positive section s : A → B ⊗ K; a → P π(a)P . Define E X = C * (X, E (π,T ) ). Up to the * -isomomorphism C * (X, B ⊗ K) ∼ = C * (X, B), the following sequence 0 C * (X, B) E (π,T ) X C * (X, A) 0 .
is exact and semi-split by the completely positive section s X : C * (X, A) → E (π,T ) X
We now show that the Roe transform respects in a quantitative way the Kasparov product. Let us recall the following result from [5] . It states that every KK-element comes from the product of an element coming from a * -homomorphism and an element coming from the inverse in KK-theory of a * -homomorphism. The following lemma is a particular case of decomposition property d, defined in 1.12.
Lemma 4.6 ([5] , lemma 1.6.11). Let A and B be two C * -algebras and z ∈ KK 0 (A, B). Then, there exists a C * -algebra A 1 , an element α ∈ KK(A, A 1 ) and * -homomorphims θ : A 1 → A and η : A 1 → B such that θ * (α) = id A1 , θ * (α) = id A and θ * (z) = η.
Proposition 4.7. There exists a control pair (α R , k R ) such that for every C * -algebras A, B and C, and every z ∈ KK(A, B), z ′ ∈ KK(B, C), the controlled equalitŷ
holds.
Proof. Assume α ∈ KK 0 (A, B). By naturality, the previous lemma reduces the proof to the special case of α being the inverse of a * -homomorphism θ : B → A in KK-theory : α⊗ B [θ] = 1 A . Let z ∈ KK(B, C) :
The control on the propagation of the first line follows from remark 2.17 and point (v), the other lines are equal by points (iii) and (iv), hence (α R , k R ) can be taken to be (2α 4 X , (k X ) * 2 ). If z ′ is even, we can apply the same argument.
Let z and z ′ be odd KK-elements. Then :
