Refinding information found on the web is a considerable problem for many users, especially when in mobile situations. In this paper, we explore how a voice-controlled service, accessible by telephone, could help to support mobile users' needs for refinding specific information previously found on the web. We outline challenges in creating such a service and describe architectural and user interfaces issues involved in an exploratory prototype system called WebContext.
INTRODUCTION
Computer users today have many needs to store, refind, and re-use electronic information, yet these tasks are neither well understood nor well supported by existing software tools and interfaces.
People use the web to find information, but often have trouble organizing and refinding information they have found [10] [11] . Refinding information found on the Web can be especially difficult for mobile users with limited computing resources.
A considerable amount of research is conducted to help people find information on the web. For example, consider research on web search engines, work in the area of recommender systems and web personalization [13] , and research on information foraging [6] . However, refinding information on the web is a often different process than finding and has received "relatively less" [10, p.119] investigation than the problem of how to find things in the first place. Results from a GVU study of web usage [9] suggest that refinding web pages is a problem and that users have trouble organizing information found on the web. Given that refinding and organizing information found on the web is a problem for users, a better understanding of the refinding process is needed to help guide the development of tools to assist users in their information refinding tasks.
The research presented here focuses on investigating how voice interfaces might be used to support mobile users' web information refinding needs. We present details of an initial prototype system called WebConext that we have used to explore this topic [5] . We also present the results of a study conducted to examine information refinding and how it might be supported in a voice interface. Understanding how people approach and converse about refinding web information is an essential element of designing an effective voice interface to support these needs and can also help our understanding of how people approach refinding tasks in general (i.e. with other types of user interfaces). As part of the study presented here, pairs of human participants engaged in a set of collaborative information refinding tasks.
We examined their conversations to gain an understanding of their approaches to information refinding, to help understand what people remember about the information being sought, and also to help develop an initial understanding of the structure and dynamics of a collaborative conversation to refind information.
Mobile Information Refinding
Remote access to information is an important dimension of re-use [10] and can be especially challenging for mobile users. A recent study found that mobile workers rely heavily on the use of cell phones to enlist the help of coworkers "back at the office" to retrieve information [22] .
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Users in the study were observed to call back to the office to gain access to information and resources "by proxy" by engaging a co-worker to collaboratively work on the tasks by talking on the phone. This type of use could include refinding, managing, and composing information.
In order to build effective tools to support refinding, it is important to understand how people go about refinding information. There are several components to this. First, users may organize information to facilitate re-use. How do they do this and what tools are effective to support organization for re-use? Second, what do people remember about the information that they are trying to refind? This may include information that appeared in the same document as the information being sought, or may be metainformation such as the time of day they originally saw the information, the particular computer they were using, or how they navigated to the information. Third, it is important to know how people go about the process of trying to refind information. Obviously, this will depend a great deal on the specific tools and interface being used to accomplish the refinding, but we can, in general, try to gain an understanding of the processes and approaches taken by users in trying to relocate information that they have seen before. While we do not attempt to answer each of these research questions here, they are essential elements in the study of information refinding and we do address aspects of them as they relate to our research.
In mobile situations, users are likely to be trying to refind information using a mobile device (PDA, cell phone) that is different than the device on which the information was originally found (home or work computer). The cues and utilities of the desktop computer may not be present when the user is trying to re-access the information. We view these mobile interfaces as ways to provide directed access to satisfy specific information needs rather than as replacements for desktop applications. These directed interfaces need to support the artifacts and vocabulary that people use to communicate and reason about their refinding needs in order to help bridge the gap between device capabilities and modalities.
Thus, understanding the artifacts and processes employed by users is a significant goal of this research. This goal also stems from our interest in supporting multiple types of interfaces for mobile information access, including voice interfaces [5] .
Telephone Voice Interfaces
Voice user interfaces, despite their limitations, are proving to be an effective means to provide mobile access to information through the use of both wireline and wireless telephones.
For example, services such as Wildfire [www.wildfire.com] provide voice access to voicemail and personal contact information.
The emergence of VoiceXML as an implementation tool has spurred services such as TellMe [www.tellme.com] and BeVocal [www.bevocal.com] that provide access to news, weather, sports, and stock information using voice interfaces over a telephone. Given the expanding market for telephonebased voice services, a large number of users may access telephone-based VoiceXML browsers in the near future. Such access opens up a wide array of service options, including providing users with voice access to more personalized and personal information remotely via telephone.
RELATED WORK
There are very few studies that have looked specifically at how people refind information on the web. In this section, we summarize several studies that have examined aspects of refinding and related topics and also describe a group of projects that have developed tools for information organization and re-use.
Studies Related to Information Refinding
Keeping Found Things Found (KFTF) -Jones, Bruce, and Dumais [10] [11] have investigated users' behaviors and techniques for organizing and re-accessing electronic information as part of the KFTF project. Based on an observational study, they identified methods and functions that are important for information re-use. They found that people use a variety of methods for re-use and that the choice of method may depend on what function(s) are trying to be supported. For example, sending an email message to oneself with a URL is a good method for re-use if the goal is to support remote access and to serve as a reminding function.
Haystack and Search Use -Teevan, Alvarado, Ackerman, and Karger [27] have investigated several aspects of information refinding as part of the MIT Haystack project. They conducted an inquiry style study in which they interrupted 15 participants in their normal work environments twice a day for five days to conduct short, directed interviews regarding their most recent information seeking activities. Among their findings, they identified two main approaches that participants took when looking for information: orienteering and teleporting. Orienteering, as defined in their paper, "involves using both prior and contextual information to narrow in on the actual information target, often in a series of steps, without specifying the entire information need up front" [27, p.417] and can be viewed as a type of situated navigation. The other approach they observed was teleporting, or an attempt by the user "to jump directly to their information target" [27, p.417] . Teleporting can be viewed as a type of planbased navigation [12] .
We have found a number of similar findings between their research and the results we present here, despite very different experimental approaches. These similar findings will be described in detail in the Results and Discussion sections of this paper.
Waypoints -The process by which users initially find information may have a significant impact on how they attempt to refind it [15] . In a study of users performing and recalling web searches, Maglio and Barrett [15] observed that searchers tended to have routines for searching and that they recalled only a few important sites, or waypoints, on the path to their goal. Participants in their study performed web searches one day and then, on the following day, were asked to "verbally recall" [15, p.6] and re-create the searches. Waypoints also appear to play a reminding function. Users may be able to recall certain waypoints, but also may rely on being able to recognize information contained at waypoints to help them get further toward their goal. Maglio and Barrett observe from their study, "that searchers do not fully plan in advance, but rely instead on heuristics (routines) and local context (waypoints) to find information." [15, p.11] In the Results section of this paper, we describe how our results relate to and extend the waypoints findings of Maglio and Barrett.
Recall and Recognition -In a study by Mayes, Draper, McGregor, and Oatley [16] , users of word processing software were not able to recall menu items from the word processor when asked to describe them on a questionnaire. Mayes et al. provided several possible explanations for why users had trouble with recall of the menu items on the questionnaire, but no trouble using them in the word processor. One of their explanations that has relevance here is that if users can rely on information to be found in the environment, they may not commit it to memory because they can rely on refinding it in the environment when it is needed [16, p.285] . We believe this is an important concept in how people organize and plan for information re-use and how people approach the process of trying to refind information. This result from Mayes et al. is consistent with an orienteering type of approach to refinding information as observed in the Teevan et al. study.
Addressability of Information -Recall and recognition are related to the notion of "the addressability of information" [24, p.12] . Addressability concerns how different paths, connections, access mechanisms and approaches can be used to describe the location of information. For example, for some web sites, a user may recall the specific URL for that site. In this way, the user is addressing the web site directly by its URL. However, some web sites have difficult to remember URLs, or may be accessed infrequently. In these cases, it may be easier to rely on a different form of addressing. For example, a user may rely on knowing that the CLIHC 2005 website can be relocated by going to a web search engine, entering "CLIHC 2005", and browsing the top results. In this way, the site is accessed using information that is already familiar to the user (i.e. the search engine is familiar and the search string is familiar) [24] .
Tools for Refinding and Reuse
Information found on the web often takes the form of semistructured data [1] [20] . Several projects at Apple Computer and one at Intel explored the use and manipulation of semi-structured pieces of information, or "information nuggets" [14] , contained in larger sources. These projects included Apple Data Detectors [19] , LiveDoc [18] , DropZones [3] , Grammex [14] , and the Intel Selection Recognition Agent [21] .
Remembrance Agent [26] , Margin Notes [25] , and Haystack [2] [23] attempt to help users collect and use personal stores of information, in some cases by observing users' interactions with documents and applications. Furthermore, Remembrance Agent, Margin Notes, and Watson [4] use information gathered by observing users' interactions with applications to try to make recommendations of other relevant information based on the user's current tasks. An article by Steve Lawrence [13] has an excellent survey of systems that make use of contextual information in searching web information.
Recently, there have been several projects from industry and commercial tools released that are aimed at addressing the issue of helping people to refind information. Microsoft has been exploring this area with their "Stuff I've Seen" project [8] . "Desktop search" tools are starting to be released by a number of companies including Google, Yahoo!, HotBot/Lycos, and MSN [17] . These tools index and allow users to make keyword searches on information stored on their hard drives such as documents, emails, and web pages.
WEBCONTEXT
WebContext is a prototype system that we have used as a testbed to explore concepts related to providing a remotely accessible voice interface for refinding information that was initially viewed on the Web.
An architecture for WebContext is shown in Figure 1 . Since our initial goal was to use WebConext as a testbed for exploration, we did not implement all aspects of the architecture as shown in Figure 1 . We implemented core modules of the system and an initial voice user interface. The core is a set of modules for extracting and combining information found on saved web pages. These modules parse HTML web pages and extract pre-defined information nuggets. Initially, we implemented routines for extracting information such as phone numbers and addresses. Additionally, the text of the page is scanned and keywords and phrases are extracted to support refinding. Information extracted from individual web pages is combined using an information combiner module that creates an index of the information stored on the web pages. The combiner process also generates VoiceXML code and VoiceXML grammars that allow users to search the index using a voice interface.
Additional details of the WebContext architecture and its limitations are given in [5] .
We implemented a voice interface that asked the user to supply two pieces of information to help identify a web page and the type of information to be retrieved. A sample dialog with the system is shown in Figure 2 . From a functional point of view, this type of task is very simple and we built the voice user interface to match the functional representation of the task. In the scenario for Figure 2 , the user had previously seen a web page for a fictitious hotel (the "Anytown hotel") while browsing the web and remembers the name of the hotel, but not the phone number. In the dialog, the user tries to use the information they remember to find the phone number of the hotel.
In informal evaluations of the initial WebContext interface, we found that people were having difficulty interacting with the system. Our initial approach of having the system drive the process through an up-front series of questions regarding keywords on the page and what specific information the user was looking for did not work well for all users in our informal testing. We began exploring ideas about how to improve the system as a collaborative partner in refinding. The initial system did not expose the information extraction and storage capabilities of the system, so users might have difficulty constructing a mental model about what the system was doing and how to converse with it. We became interested in ways to increase the shared context between the user and the system.
One idea was to allow users to explicitly annotate information to be saved. Web annotation systems allow users to annotate information on web pages using various annotation mechanisms. These systems provide a possible way for users to designate information and web pages that contained important information, but would require explicit actions from the user to tag important information.
Ultimately, we decided that the best way to explore these ideas for a more collaborative interface was to conduct a study to examine how users approach refinding, how they verbally express information refinding requests, and how annotations might facilitate refinding tasks. 
REFINDING STUDY
In this section, we describe a study we conducted to explore collaborative information refinding. We had three goals for the study. First, we wanted to observe conversations between two human participants that would provide insight about how a person who is away from their computer might want to interact with an automated, intelligent agent with a voice interface. This agent would have access to information stored on the user's computer and would help them refind the information being sought. We wanted the human-to-human conversations observed in our study to be naturalistic, but also to be interactive, as we anticipate a human-computer voice interface for refinding would be (i.e. we did not want to create a situation in which one participant simply delegated the entire refinding task to another participant).
Second, we were interested in observing the fluid process that users follow to refind previously seen information. The dialog between the two participants acts as a sort of verbal protocol in the study, allowing us to gain insight into the approaches and processes used in refinding. Finally, we were interested in exploring if and how users could tag found information and then later use those annotations to assist in the refinding process.
The study was conducted as a laboratory study rather than a contextual inquiry. This allowed us to examine refinding behaviors across identical tasks and similar situations.
We structured the study as a collaborative dialog over a telephone between two participants, one who had access to the information and one who was trying to refind the information. This protocol was chosen because it provides good insight into the refinding process, and also so that we could examine characteristics of the dialogs for evidence of how contextual information and shared context was used in the refinding process. It also was chosen to support our interest in voice interfaces for information retrieval.
Participants
A total of 12 participants in six groups of two participated in the study. Participants were recruited from a university community and a majority were graduate students in Computer Science or Industrial Engineering. Because this study examined dialog and language use, participants were required to speak North American English as their native language.
All participants were familiar with web browsing.
Method
The study consisted of two sessions that each lasted approximately one hour. In the first session, one of the participants (who we will refer to as the User) completed a set of tasks that involved finding information on the Internet using a web browser. The second session was scheduled about a week later and involved both the User from the first session, and a second participant (who we will refer to as the Retriever). In the second session, the User was located away from the computer and used a telephone to call the Retriever -who was seated at the computer used in the first session -to enlist their help to refind information that was found during the first session. This arrangement was designed to explore how an automated telephone-based intelligent agent with a voice interface could support users' remote refinding needs by observing the interaction between two human participants in a similar configuration (i.e. the Retriever was in the position that the intelligent agent would be). The design also allowed us to observe how users approached the refinding process.
Recordings were made of the sessions and the interactions between the participants. Additional details of each session are given below.
First Session -The first session involved only the User. In this session, the User was given a set of five tasks that involved finding information on the Internet using a web browser. The five tasks were, in order: 1) finding two movie showtimes at two theaters for three movies, 2) finding the phone numbers and addresses for four nearby restaurants, 3) finding information about three events or tourist locations for a trip to San Francisco (event name, location, price, and hours), 4) finding names, price ranges, and phone numbers for restaurants in San Francisco for four different types of cuisine (Italian, Chinese, Thai, and American), 5) a user-defined task that allowed the user to decide a specific piece of information to look up on the web. These tasks were selected to provide a variety of directed and freeform information finding tasks. Several Users did not complete the fifth task, so we have excluded it from the analysis presented here.
The web browser was equipped with commercial software that allowed the User to make web annotations (such as highlighting, drawing, and notes) on web pages. Annotations became associated with that page so that whenever it was re-accessed, the annotations were redisplayed also.
Each annotation could be given a classification. Three classification categories were made available by default: movies, restaurants, and travel (for one participant pair these defaults may have been omitted). Users were also able to create their own classifications categories.
Prior to beginning the first session, Users were given an informed consent form and shown a video of instructions that explained the tasks and interactions that would take place in both the first and second sessions. This video described the role of both the User and the Retriever, and was shown to all participants. Participants were also given training on how to use the web annotation tools.
Users were instructed: 1) that they could make as many or as few annotations and classifications on web pages as they wished, 2) that all the web pages they browsed were being saved in a history log, and 3) that the retriever would have access to all their annotations and history during the second session to help them refind information.
Users were given 45 minutes to work on the five tasks. Each task had an instruction page that included a place for users to write down their findings as they completed the task. After 45 minutes, if the user had not completed the tasks, the experimenter notified the User and gave them the option of finishing the current task, up to a limit of one hour total.
Second Session -The second session was scheduled approximately one week after the first session and involved both the User and the Retriever. The Retriever was asked to arrive first and was given an informed consent form and shown the instruction video. They were seated at the computer that the User had used during the first session and given training on how to access the annotations and history log. The web annotation tools supported the retrieval of pages and annotations. Listings of pages with annotations could be viewed in a sidebar of the web browser and could be organized by web site and by classification label.
When the User arrived, they were seated in a different room from the Retriever and did not have access to a computer. Instead, their room had a telephone on which they could call the Retriever for help refinding information. The User was presented with a new set of tasks that involved refinding information that had been found during the first session. The User was given the same number of tasks as they completed in the first session; this was either four or five tasks for all participants. The refinding tasks mirrored the finding tasks that had been given during the first session. The five tasks were, in order, 1) remember or refind the name of a movie and refind the earliest showtimes at two theaters, also refind the rating for the movie, 2) remember or refind the names of two restaurants and refind their phone numbers, 3) refind the names and locations of all the events or tourist activities related to San Francisco that were found during the first session, 4) refind the names and addresses of one Italian and one Chinese restaurant in San Francisco, 5) try to refind the information from the user-defined task from the first session. These tasks were selected so that they mirrored the finding tasks from the first session, but provided some variety in the information requested. In some cases, these tasks requested that users refind a subset of information found in the counterpart task from the first session. In other cases, the task required refinding the same path, but requested different (new) specific information. For example, the movie refinding task (task 1) asked Users to find the movie rating although the rating was not asked for in the first session movie task.
The User did not have access to any of their information from the first session and did not have access to a computer, but the Retriever did. The Retriever was seated at the computer that the User had used during the first session and had access to a complete history of the web pages that the User viewed on the first day. The Retriever also had access to any web annotations and classifications made by the User as they searched.
Users placed telephone calls to the Retriever to accomplish the refinding tasks. In the instructions, Users were informed that they should direct the refinding process and not to simply "off-load" the task on the Retriever.
Analysis
We report here on our analysis of tasks 1-4 for all pairs of participants. Several Users did not complete the fifth task, so we have excluded it from this analysis. A total of 26 separate telephone conversations were collected for the six user-retriever pairs for tasks 1-4. Twenty-six conversations were collected instead of 24 because there were two instances in which participants made two phone calls as part of one task. In one case, the refinding task description allowed users to break up the task into two parts if desired and one user did so. In the second case, one pair of participants was unable to complete the task on the first try, asked the experimenter a clarifying question, and decided to try the task again.
Transcriptions were made of the 26 conversations between the Users and Retrievers. These transcriptions were verified and then coded for conversational phases, instances of common ground, use of waypoints, use of annotations, specific information requests, and additional recalled and recognized items. Coding was conducted in three stages. In the first stage, one of the authors of the paper developed an initial coding scheme and completely coded the data. In a second stage, the coding scheme was explained to a second coder who then completely coded the data. Then, in a final stage, the two coders jointly coded the data a third time, reconciling their individual coding and making small adjustments to the coding scheme.
RESULTS AND OBSERVATIONS
In this section, we present results and observations from our study. Our results and observations are organized into three main areas: 1) we add support and extend prior research on the importance of waypoints in the refinding process, 2) we provide evidence that refinding may be accomplished using an iterative, two-stage model in which users first search for the information source, and then browse for the particular information being sought, and 3) we examine the use of web page annotations added by the user to help in a collaborative refinding process.
We also note the importance of artifacts and context in the refinding process and comment on possible implications of our findings for the design of tool and interfaces for refinding.
Waypoints
We observed extensive use of waypoints by users in their attempts to relocate sources of information. Waypoints are web pages or web sites that are recalled or used to help relocate information. In this way, waypoints are similar to landmarks.
In one of the few studies that has looked specifically at how users recall searches for web information, Maglio and Barrett [15] observed the importance of waypoints in web refinding. The results of our study also highlight the important role that waypoints play in relocating information. We extend the observations of Maglio and Barrett in two ways. First, we adopt a less restrictive view of waypoints; we have dropped their requirement that the waypoint definitively be along the path to the goal, and instead focus on instances in the dialogs we observed where there is any mention of a specific web page/site. This allows us to consider as waypoints even pages that may be mis-remembered as being on the path to the goal (i.e. from the user's perspective, it is a waypoint). Second, we enumerate three types of waypoint use that we observed by both the Users and Retrievers in our study. Our data suggest that there were differences in how the Users and Retrievers used waypoints in the conversations. These differences have implications for how voice interfaces for refinding might be designed.
In our study, waypoints were used in 20 of the 26 conversations (76.9%) we observed. The average number of waypoints per conversation was 3.46 (stdev = 4.26). Some participant pairs made extensive use of waypoints in their refinding while other pairs made less use of them. In some cases, this was due to reliance on other artifacts such as annotations and descriptions of the information being sought. However, in some dialogues, the User and Retriever managed to achieve goals without much use of either waypoints or annotations. This was especially true for one particular pair of participants. In many of their refinding dialogues, no waypoints or annotations were used, but the Retriever was especially adept at locating and finding the information requested. To further investigate how waypoints were used, we classified waypoints into three main categories: Page/Site Titles, URLs, and Page Descriptions. Each of these is described below.
Page and Site Titles -This classification refers to spoken references to full and partial names of web sites/pages and also to names of groups or entities associated with pages and sites. Some examples of spoken titles observed in our data include: "the Outback Steakhouse website," and "Regal Cinema site."
URLs -These are spoken references to URLs and were often formed as "<name> dot com", to refer to the top-level "home" page for a particular web site. In many cases, these references communicate both a URL and a site title. For example, we observed in our data spoken references to, "Fandango dot com," (a movie site), "W W W dot Macados dot com," (a restaurant), and "Movie of Yahoo dot com."
Page Descriptions -This classification refers to verbal descriptions of the contents of a web page or site. Some examples from our data include: "it's kind of like a Yellow Pages kind of thing," and "a sort of general page listing {pause} of many different restaurants… and their addresses and phone numbers and such."
Both Users and Retrievers provided page descriptions, and sometimes the description became a collaborative process that helped solidify that they had reached common ground on a page. The example shown in Figure 3 illustrates a case in which the Retriever completed a page description for the User (turn 2). Based on the common ground of the page, the user then quickly made a request for specific information believed to be on the page (turn 5). Figure 4 shows the usage of the three categories of waypoints (URLs, Page Titles, Page Descriptions) for Users and Retrievers. Note that in Figure 4 , the percentages are the percent of each type of waypoint category across all the waypoints for the indicated participant type (User or Retriever). Thus, for the Users, URLs + Page Titles + Page Descriptions will add up to 100% (and likewise for the Retrievers).
Figure 4. Percentage of Waypoints by Category for Users and Retrievers
The results in Figure 4 show that both Users and Retrievers made use of waypoints during the refinding process. There are several interesting trends in this data. First, both Users and Retrievers made more references to page titles and page descriptions than to specific URLs. Second, while the Users made some references to specific URLs, the Retrievers almost never did. URLs can be used in attempts to teleport to information, which may be a reason that we observed more use of them by Users than Retrievers. Another note to be made here concerns recall versus recognition. In many cases where Users made use of a waypoint, it was something they recalled and used to help navigate to a source of information. Retrievers often presented waypoints to Users for recognition in order to help the navigation process, but did so using page titles and page descriptions rather than specific URLs. This suggests that there is a preference to present pages for consideration in terms of their title or description rather than as a specific URL and that a voice interface for refinding might be well served to try to account for this preference.
Refinding as an Iterative, Two-Stage Process
We observed that users often take a two-stage approach to refinding, first focusing on re-locating the source of the information (searching) and then, in a second stage, engaging in a process to relocate the specific information being sought (browsing). We observed several features in the refinding dialogues that provide evidence to support this claim: under-specified goal statements; initial navigation suggestions that focused on starting points rather than complete paths; and searching and browsing behavior often separated by points of grounding. We describe each of these in more detail below.
Under-Specified Initial Goal Statements
Users often supplied incomplete, or under-specified, queries at the beginning of the refinding dialogues. In all the dialogues we observed, users provided some form of an initial goal statement in the first few utterances of the dialog. This was not a surprise because it was indicated in the instructions that users should direct the refinding. However, these initial goal statements often left out details of the user's full refinding need. For example, Figure 5 shows the initial turns of a dialog from a pair of participants for task 4 (San Francisco restaurants). In turn 1, the User provides an initial goal statement about finding restaurants, but omits the need to also find addresses. This aspect of the goal is not revealed to the Retriever until the source of the information has been found (turns 6 and 7). This example typifies a two-stage approach to refinding that we saw repeated again and again by participants: first providing enough information to start the search for the source of the information, and then revealing details about the specific information needed after the source has been found. This approach could then be iterated as needed for other sources and other information needs.
1 User: Okay, I'm trying to find two restaurants in the San Francisco area. Uhm, one was Chinese, one was Italian.
2 Retriever: Okay. In our study, 79.2% (19 of 24) of the dialogues had initial goal statements that were under-specified in some way. A closer look at the components of the goals shows that typically the initial goal statements included a high percentage of contextual information and a lower percentage of specific information targets. For example, in Figure 5 , the information that is not included in the initial goal statement is a specific target -the addresses. Across all the dialogues, the components of the initial goal statements contained approximately 75% contextual information (e.g. San Francisco, restaurant, Chinese) and 25% specific information targets (e.g. names, addresses, phone numbers), suggesting that details about the specific information sought may be withheld until later stages of the refinding conversation (until the information source is found).
Several points can be made about completeness of the initial goal statements. First, these tasks were performed while the User had a printed task description in front of them, so we may have observed higher completeness than could be expected for spontaneous refinding tasks. Second, although the completeness was in general high, the fact that users made incomplete goal statements for even the later tasks suggests that users approach refinding with a stepwise methodology. This is consistent with both the observation of Teevan et al. [27] that users may use a combination of orienteering and teleporting to refind information and the observation of Maglio and Barrett that "searchers do not fully plan in advance" [15, p.11] . These results suggest that interfaces for refinding, especially a voice interface with its serial nature, may benefit from supporting a flexible style of query formulation and refinement.
Initial Navigation Suggestions
In addition to initial goal statements, users also typically provided an initial navigation suggestion about how to relocate the information being sought. Similar to the goal statements, these navigation suggestions were often in the form of a starting location to begin the search, not complete paths describing the precise location of the information. In some cases, the initial navigation suggestion was specific enough for the retriever to relocate the information directly. For example, in Figure 5 , turn 3, the User provides a navigation suggestion about the annotation category that the information may be filed under, and after a short clarification, the Retriever locates the information (turn 6).
However, more typically, the process of navigation was spread out over many turns and involved the use of recalling and recognizing artifacts such as waypoints, annotations, page descriptions, and navigation history. Users appeared to start the navigation process with general information and move toward the more specific details they are seeking.
Grounding Events Separate Stages
The two stages of the iterative process we observed (first searching for the information source and then browsing for specific information) were often separated by instances of conversational grounding on artifacts and contextual information.
Again, Figure 5 provides a good example. There are several examples of grounding in Figure 5 , but here we will focus on turn 6. At this point, the Retriever provides information to the User about the restaurant name, and indicates that they have found a source of information about the restaurant. In turn 7, the User understands that they are now at the information source. This is the point of grounding. Both the User and Retriever agree that they have reached the information source. At this point, the User shifts to asking for additional specific information that they believe to be located at that source (in this case, the address of the restaurant). This example shows how the point of grounding separates the first stage of searching for the source and the second stage of requesting specific information. We observed numerous instances where specific information requests quickly followed points of grounding on an information source.
These observations suggest the importance of grounding and context in the refinding process and that tools for refinding may need to include techniques for helping users recognize that they are "on the right track" toward refinding the information being sought. This may be of special importance in a voice interface for refinding since the user may need verbal confirmation that the desired information source has been reached prior to revealing additional details of their specific information need.
Annotations
As with waypoints, annotations were a type of artifact used to help relocate sources of information. However, annotations differ from waypoints in that users explicitly created the annotations, while waypoints are an implicit piece of context that naturally occurs as part of web browsing. We introduced the ability for users to create annotations in order to examine if and how they would be used to help refinding.
So that Users would understand the possible value of annotations, Users were told in the first session that the annotations they made would be available to the Retrievers during the second session. However, Users were told that they were free to make as many or as few annotations as they wished.
Annotations were referenced in 22 of the 26 conversations (84.6%) we collected. The average number of annotations per conversation was 6.83 (stdev = 7.38).
To further investigate how annotations were used, we classified annotation references into three main categories: Category Names, Annotation Type, and General references to annotations. Each of these will be described below.
Category Names -Each annotation could be associated with a named category and some of the spoken references were to these category names. Two examples of spoken references to category names from our data are: 1) "User: So there should be actually a section, in my annotations, called restaurants", and 2) "User: And I believe if you go into my notations… If you click on the matinee one… it'll pull up some stuff…" Annotation Types -There were several types of annotations that could be made on the web pages: text could be highlighted, text notes could be added, and drawings could be made on the pages (such as circling items or putting arrows next to them). This category includes spoken references that Users and Retrievers made that mentioned the specific type of the annotation.
References to Annotations -Sometimes a reference would be made not to a specific annotation type or category name, but just to the annotation feature in general. For example, "Retriever: Do you remember how you annotated it?" These references to the annotations feature in general were coded as this category. Figure 6 shows the usage of the three classes of annotations (Categories, Types, and General References) for Users and Retrievers across all dialogues.
Users often included general references to annotations as part of navigation suggestions (e.g. "if you go into my notations") and this may explain the higher percentage of general references by Users than Retrievers in Figure 4 . Similarly, Retrievers often provided descriptions that included the annotation types they were looking at on the screen (e.g. "those are the only two circled") and this may account for their higher percentage of references to annotation types.
As with waypoints, these trends may be important to incorporate into the design of a voice interface for refinding, especially in the ways that annotations are presented to the user for recognition.
Allowing Users to make annotations on the web pages was a feature that was included in our study to allow us to examine if and how explicitly added contextual information would be used in the refinding process. Both Users and Retrievers in our study made references to annotations and the number of annotation references across all conversations (169) was higher than the number of references to waypoints (101). In addition, Users made 35% of their annotation references to categories, indicating that they attempted to recall of the locations of their annotations.
Figure 6. Percentages of References to Annotations by Category for Users and Retrievers
This data shows a that an artifact explicitly added by the User can be useful in the refinding process and can help 
The Importance of Artifacts and Context
Users and retrievers relied on a number of artifacts and contextual information as part of making progress in the iterative refinding process. Specifically, waypoints and annotations were used to help achieve points of grounding where the User and Retriever reached a common understanding of a web page, annotation, goal, or piece of information.
Information found on the web may not always be remembered in terms of absolute addressability, that is, not by the path needed to reach the information, but instead by a relative addressing process of how to reach the information. In a voice interface for refinding, context, confirmations and feedback may be essential to help recall the next step in the process.
DISCUSSION
Users in our laboratory study often took a two-stage, iterative approach to information refinding. The first stage was a searching process with a goal to identify and reach the source of the target information. Contextual information and domain artifacts such as waypoints were used to facilitate the search process. In the collaborative dialogues that we observed, the User often expected a confirmation that a specific information source had been reached before proceeding to make requests for specific information that was part of their goal. This matches the collaborative nature of conversations [7] and also may have been encouraged as an artifact of our experimental setup. However, our results are consistent with and support both Maglio and Barrett's findings on the importance of waypoints and user's prior planning [15] and Teevan et al.'s observations regarding orienteering approaches to refinding [27] .
Our observations suggest several design points for both voice interfaces for refinding and general interfaces for refinding.
First, users may not fully express their information need up front, instead preferring to reveal more details as progress is made toward the source of the information. We observed under-specified goal statements and many instances where the user expressed additional details of their information need only after they were confident that the retriever had located a particular web page on which they believed the information was located. These results match those of Teevan, et al. in their observation of orienteering behavior when searching in which people "narrow in on the actual information target, often in a series of steps, without specifying the entire information need up front," [27, p.417] . Thus, interfaces for refinding may need to support a dynamic, evolving style of search that allows users to relocate both the information and information sources. Voice interfaces for refinding may require frequent and explicit sub-dialogs for grounding, so that users can recognize that the correct information source has been located.
Our results also indicate the importance of waypoints in the refinding process and provide some insights into how they could be used in a voice interface for refinding. We observed evidence that the retrievers made references to web pages mainly in terms of page titles and page descriptions, with very little use of spoken URLs. However, users did make spoken references to URLs.
We also found that new artifacts (i.e. the annotations) explicitly created by the user were able to be used to help in the refinding process and that they increased the addressability of the information. These extra cues became integrated as part of the context that the user looked for when trying to refind the information.
From a conversational point of view, we can say that the annotations are part of the shared context between the User and the Retriever. This has a particular significance for the design of refinding tools; since the annotation was explicitly added, a refinding tool can be more certain that it is part of the shared context with the user. The user might not have seen a particular URL, title, or part of a web page, but since the user explicitly added the annotation, there is more certainty that the user has awareness of the annotation. However, creating annotations requires user effort on the part of the user at the time the information is first found. Future work would need to explore the willingness of users to invest this time versus the potential benefit in refinding. Also, sometimes the value of information is not realized until after it has been seen. This situation is known as postvalue recall [28] and is another aspect of refinding that needs more exploration.
Our study was conducted as a laboratory study so that we could examine and compare refinding behaviors across identical tasks and situations. Studying how people refind electronic information is a relatively new area of study and understanding of it is still limited. We are encouraged that our results seem to agree with those of Teevan, et al. [27] and Maglio and Barrett [15] , but additional studies (including laboratory and contextual observation) are needed to gain more insight into information refinding.
With the current proliferation of mobile devices (cell phones, PDAs, MP3 players, etc.), the availability of information access from these devices, and users' needs to re-access information while away from their primary computer, it is important to explore information refinding from a mobile standpoint. To this end, we need to understand the refinding process that users follow well enough to support it from different tools and devices. The research described here begins to shed light on the interactive process that users follow to refind information, the artifacts used to achieve refinding, and how refinding may be achieved in a mobile setting using a voice-only communication channel.
