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ABSTRACT
Novel data acquisition schemes have been an emerging need
for scanning microscopy based imaging techniques to reduce
the time in data acquisition and to minimize probing radi-
ation in sample exposure. Varies sparse sampling schemes
have been studied and are ideally suited for such applications
where the images can be reconstructed from a sparse set of
measurements. Dynamic sparse sampling methods, particu-
larly supervised learning based iterative sampling algorithms,
have shown promising results for sampling pixel locations on
the edges or boundaries during imaging. However, dynamic
sampling for imaging skeleton-like objects such as metal den-
drites remains difficult. Here, we address a new unsupervised
learning approach using Hierarchical Gaussian Mixture Mod-
els (HGMM) to dynamically sample metal dendrites. This
technique is very useful if the users are interested in fast imag-
ing the primary and secondary arms of metal dendrites in so-
lidification process in materials science.
Index Terms— Dynamic sampling, unsupervised learn-
ing, computational imaging, Gaussian mixture model
1. INTRODUCTION
In most commonly used conventional point-wise imaging
modalities, each pixel measurement can take up to a few
seconds to acquire, which can translate to hours or even days
for middle to high resolution image (e.g. 1024 × 1024 or
2048 × 2048 pixels) measurements. The sample exposure
to a highly focused electron or X-ray beam for extended
periods of time may furthermore damage the underlying
object. Thus, minimizing the image acquisition time and
radiation damage is of critical importance. Static sampling
methods, such as random sampling, uniform spaced sampling
and low-discrepancy sampling methods have been widely
studied and used [1][2][3]. Recently, sampling techniques
where previous measurements are used to adaptively select
new sampling locations have been presented. These methods,
known as dynamic sampling methods, have been shown to
significantly outperform traditional static sampling methods
[4][5][6][7][8].
SLADS [6] and SLADS-Net [8] are two dynamic sam-
pling methods based on supervised learning approaches. The
goal of SLADS and SLADS-Net is to select the measure-
ments that minimizes the reconstruction error during the sam-
pling process. In order to train SLADS/SLADS-Net, one
needs corresponding pairs of representative extracted features
and pre-calculated reconstruction errors from historical im-
ages. The mapping from features to reconstruction errors
could be learned using various learning algorithms, such as
linear regression, support vector regression or (deep) neural
networks. In testing or experiment, SLADS/SLADS-Net will
compute the reconstruction error as a score using extracted
features for unmeasured pixel locations and select the one
that has lowest score value for the next measurement. The
key local descriptors for SLADS/SLADS-Net feature extrac-
tion are the gradients and variances close to edges in images.
[6] and [8] showed that these algorithms successfully sam-
pled the pixels on the ”informative” boundaries of an object.
The PSNR were high and the distortions were low between
reconstruction and original images.
However, in the imaging fields, some researchers are more
enthusiastic about the skeleton of an object instead of the
edges. One important area is the metal solidification research,
where researchers care more about the formation of metal
dendrites during solidification [9], as shown in Figure 1. An
algorithm that can iteratively sample along the main direc-
tion of the object formation is of critical importance. Since it
is relatively difficult to define the key features related to this
phenomenon nor the metric for reconstruction, unsupervised
learning approach is used to estimate the next measurement
locations based on the calculated distribution using current
measurements. Here, we use Hierarchical Gaussian Mixture
Models (HGMM) for dynamic sampling and we name it U-
SLADS because of its unsupervised learning fashion.
2. U-SLADS FRAMEWORK
The core idea of U-SLADS is to use two-dimensional Gaus-
sians to model the primary and secondary arms of dendrites.
We discretize the 2D sample and then vectorize it asX ∈ RN ,
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Fig. 1: Metal dendrite image [9]. The measured pixel loca-
tions are used for Gaussian mixture model and the measured
intensities are used for computing threshold.
and define by Xs the pixel value at location s. Assuming t
pixels have been measured, we can construct the current mea-
surement vector as a combination of locations and intensities:
Y (t) =
 s
(1), Xs(1)
...
s(t), Xs(t)
 .
Using the measurement vector Y (t), we then compute a
threshold from the t pixel intensities, and perform cluster-
ing of locations only for pixels with intensity larger than the
threshold.
In U-SLADS, the key step is to select the next measure-
ment pixel to update the measurement vector as
Y (t+1) =
[
Y (t)
s(t+1), Xs(t+1)
]
This process is repeated until the stopping criterion is met.
In SLADS and SLADS-Net, the dynamic sampling meth-
ods are based on supervised learning strategies which require
training images and feature extractions. In each iteration of
SLADS or SLADS-Net, local descriptors, such as gradients,
variance and density, are computed to form feature vectors.
Unmeasured locations having high feature scores are usually
close to edges of training images and experimental objects.
However, in dynamic sampling process for dendrites imag-
ing, those features have little contribution to the measure-
ment of dendrites formation of an object. Our proposed U-
SLADS algorithm is thus based on unsupervised learning ap-
proach which iteratively update the distributions of measured
locations and estimate the next measurement locations which
might contribute to the existing clusters data distributions.
In U-SLADS, we use HGMM to select the next measure-
ment locations in each iteration. We start with 5% random
sampling and use Otsu’ method [10] to calculate a thresh-
old for all measured intensities. We then apply GMM [11]
clustering on all measurement locations which have intensi-
ties larger than the threshold. For the unmeasured locations
in each cluster, we calculate the weighted distances (Maha-
lanobis distances) to their cluster centroids. We later perform
measurements on the unmeasured locations of top n distances
(n is user’s choice). We apply the same procedure in a hierar-
chical fashion for each cluster until only one single cluster is
found.
Fig. 2: U-SLADS Framework. The stopping criterion of the
orange box is controlled by maximum iteration in each GMM
layer. The iteration of the yellow box stops when only one
single cluster is found. The outer loop is controlled by the
sampling ratio for the total measurements.
3. U-SLADS ALGORITHMS
We describe U-SLADS as three parts: the main function,
layer-wise HGMM function and Bayesian Information Cri-
terion (GMMbic) [12] function.
3.1. U-SLADS main function
The main function of U-SLADS is to store the layer-wise
measurements of the clusters in each layer. In each itera-
tion, it calls layerGMM function which is used to calculate
the locations to be measured and perform the measurement.
Then the updated number of clusters of the current updated
measurement vector Y (t+1) is evaluated. If there’s only one
cluster, then Y (t+1) is pushed into a Stack which is a record of
the measurements in each hierarchical layer of GMM models.
If there exists multiple clusters, then Y (t+1)k for each cluster
k is pushed into a Queue which will be used for next layer
GMM computation. If the Queue is not empty, then a sub-
image is constructed using the measurement vector Y (t+1)k
pop out from the Queue and repeat the whole process of the
main function.
Algorithm 1: U-SLADS main
Function Y (t+1) ← USLADS(X(t))
Queue = [ ], stack = [ ];
while (sampling ratio <= φ%) do
X(t+1) = layerGMM(X(t));
Y (t+1) = Y (t) ∪ [s(t+1), Xs(t+1)];
if G.components == 1 then
stack.push(Y (t+1));
else
for k=1:G.components do
Queue.push(Y (t+1)k );
end
end
if Queue not empty then
Y
(t+1)
i = Queue.pop();
X
(t+1)
i = ConstructImage(Y
(t+1)
i );
else
break;
end
end
return Y (t+1)
3.2. Layer-wise HGMM function
The layer-wise HGMM function first computes a threshold
τ using all measured intensities by Otsu’s method [10]. The
measurement locations in the measurement vector Y (t).s hav-
ing intensity values larger than the threshold are preserved
and used by GMMbic function to calculate the mixture of
Gaussian distributions [11]. The unmeasured locations u(t)
are then used to calculate their predicted cluster labels using
the GMM of current step. The unmeasured locations in each
assigned cluster uˆ(t)k are used to compute their weighted dis-
tance from cluster centroids using the mean vectors µk and
covariance matrices Σk. The weighted distances D are sorted
and the unmeasured locations having the first  closest dis-
tances will be measured.
3.3. GMMbic function
The GMMbic function is to calculate the BIC scores [12] for
different hypothesized number of clusters. The number of
clusters having the lowest BIC score will be the GMM model
parameter to be used in the current step. A binary search
method may be used to improve the search efficiency.
4. HYPER-PARAMETERS
A total of four hyper-parameters can be tuned. The
sampling ratio in Algorithm 1 is the stopping criterion re-
gards to the percentage of dynamic sampling. The maxiter
Algorithm 2: Layer-wise HGMM
Function X(t+1) ← layerGMM(X(t))
for i = 1 : maxiter do
τ = otsu(X(t));
Y (t) = Segment(X(t) >= τ) ;
G(t+1) = GMMbic(Y (t).s);
labels = G(t+1).predict(u(t));
uˆ
(t)
k = label sort
(
u(t)
)
;
for k = 1 : K do
D =
√(
uˆ
(t)
k − µk
)T
Σk
−1
(
uˆ
(t)
k − µk
)
;
end
idx = argsort(D);
if len(D) <  then
X(t+1) =
PerformMeasurement(uˆ(t), idx);
else
X(t+1) =
PerformMeasurement(uˆ(t), idx[1 : ]);
end
end
return X(t+1)
in Algorithm 2 indicates the number of iterations in each layer
of GMM and  defines the maximum allowance of the loca-
tions to be measured in each GMM run. The n in Algorithm 3
is set to be maximum number of clusters in BIC score search.
5. RESULTS AND CONCLUSION
We applied U-SLADS algorithm on a simulated dendrite
image as shown in Figure 1. We used maxiter = 10 and
 = 10, started with 5% random sampling initially, and se-
lected the future measurements iteratively using dynamic
sampling up to sampling ratio = 40%. Figure 3 shows the
resulted sampled masks (measured locations) and sampled
images (measured intensities). We can see that at 10%, the
algorithm coarsely estimated the Gaussian distribution of the
four primary arms and only a few secondary arms of the metal
dendrites. Since then, U-SLADS started to find the sub-sets
of Gaussian distributions that belongs to secondary arms in a
hierarchical fashion. At 40%, U-SLADS has almost found all
the feature distributions of the dendrites.
Our U-SLADS algorithm is a novel strategy for dynamic
dendrite sampling. It outperforms the traditional random sam-
pling method as shown in Figure 4 (U-SLADS has a PSNR
of 11.31 dB over 7.25 dB by random sampling and struc-
tural similarity of 0.65 over 0.46 at 40% measurements) and
provides an alternate when boundary-focused dynamic sam-
pling is not applicable. U-SLADS is an unsupervised learning
based approach so training is not required. One limitation of
U-SLADS is that the computation time increases exponen-
tially with the sampling ratio, as shown in Figure 5.
(a) 10% sampled mask. (b) 10% sampled image.
(c) 20% sampled mask. (d) 20% sampled image.
(e) 30% sampled mask. (f) 30% sampled image.
(g) 40% sampled mask. (h) 40% sampled image.
Fig. 3: Sampled masks and images at different sampling ra-
tios of U-SLADS. Left column is the sampled mask (mea-
sured locations) and right column is the corresponding sam-
pled image (measured intensities).
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Algorithm 3: GMMbic
Function G(t) ← GMMbic(Y (t))
bic = [ ];
for i = 1 : n do
if Y (t).size() > n then
G(t) = GaussianMixture(Y (t).s, i);
bic.push(G.score);
end
end
if len(bic) > 0 then
k = argmin(bic) + 1;
else
k = 1;
end
G(t) = GaussianMixture(Y (t).s, k);
return G(t)
Fig. 4: Peak Signal-to-Noise Ratio (PSNR) and Structural
Similarity (SSIM) at different sampling ratios using sampled
image without reconstruction.
Fig. 5: Time used at different sampling ratios.
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