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Abstract
Most dielectrics of practical purpose exhibit memory and are described by the century old Curie-
von Schweidler law. Interestingly, the Curie-von Schweidler law is the motivation behind an un-
conventional circuit component called fractional capacitor which due to its power-law properties
is extensively used in the modeling of complex dielectric media. But the empirical nature of the
Curie-von Schweidler law also plagues the use of fractional capacitor. Here, I derive the Curie-von
Schweidler law from a series combination of a resistance and a linearly time-varying capacitance.
This may possibly be its first derivation from physical principles. Consequently the parameters
of the Curie-von Schweidler law and the fractional capacitor gain physical interpretation. The
obtained results are validated by comparing them with the established observations from experi-
mental dielectric studies. This benefits the fractional calculus community who have long-struggled
to justify the use of fractional derivatives in describing anomalous dielectric relaxation.
a Affiliation when most of the work was completed.
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Most electrical appliances of daily use contain capacitors to store electrical energy. The
storage of energy occurs through charge accumulation on the capacitor plates. This is
facilitated by the dielectric media in the capacitor that exhibits high polarizability under
the action of an applied electrical field. However, a lag in polarization leads to dielectric
relaxation. Since an insight into the optical and electrical properties of a dielectric is possible
from its relaxation behavior, the study of dielectric relaxation has attracted interest from
material scientists and electrical engineers alike for more than a century [1].
According to the classical theory of Debye relaxation, the current response, ID (t), of an
ideal dielectric to an input step voltage is a memory-less exponential decay, i.e., ID (t) ∝
exp (−t/τD), where, t is the time, and τD is the Debye relaxation time constant. The response
constitutes sum of responses from non-interacting population of dipoles that could only be
justified for relatively dilute dipolar systems in which inter-particle distances are large. In
contrast, most dielectrics are solids and so mutual interactions cannot be ignored. Solid
dielectrics exhibit memory, i.e., they remember their past excitations because of non-Debye
relaxation mechanisms and they are often described using power-laws [2]. This was first
experimentally inferred by Curie in 1889 [3] and later rediscovered by von Schweidler in 1907
[4]. The Curie-von Schweidler (CvS) law describes the power-law decay of a depolarizing
current in a dielectric that is subjected to a step DC voltage as:
I (t) = a
(
t
τ
)
−α
+ b, (1)
where, a has the dimension of current, τ is the characteristic relaxation time constant,
0 < α < 1 is the decay constant, and b is the current due to the intrinsic conductance. In
addition to Eq.(1), numerous relations have been proposed to describe dielectric relaxation,
such as those from Cole-Cole [5], Cole-Davidson [6], Havriliak-Negami [7], and Kohlrausch-
Williams-Watts [8, 9]. However, the CvS law arguably remains the preferred one among
all because it is weakly influenced by the physical structure, geometric configurations, and
chemical bonding of the material. The law holds regardless of changes in temperature except
when the change is radical. Besides, it is largely independent of the nature of the polarizing
species, be they hopping electrons, ions, or dipoles [2]. But there is a physical limitation of its
validity at sufficiently short times to circumvent the mathematical singularity. Inversely, the
law is not obeyed at very high (>THz) frequencies because then quantum effects dominate
[1]. In comparison to Eq.(1), other empirical equations are relatively difficult to curve-fit
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[10]. Since the CvS law is sufficiently good and surprisingly better in most cases, it was
declared as the universal dielectric response (UDR) [1, 2]. Consequently the terms “CvS
law” and “UDR” have become synonymous for each other.
The Fourier transform property, F [t−α] = (iω)α−1 Γ (1− α) for t > 0, is used to alterna-
tively express the CvS law in terms of complex electric susceptibility, χ, as:
χ (ω) ∝ ωα−1, (2)
where, ω is the angular frequency, and Γ (·) is the Euler Gamma function [2]. The valid-
ity of Eq.(2) is established in as many as eight to ten decades of frequency [1, 11]. The
ℜ [χ (ω)] represents the real component of polarization in phase with the field and the
imaginary component ℑ [χ (ω)] known as the dielectric loss gives the quadrature compo-
nent. Since ℜ [χ (ω)] and the ℑ [χ (ω)] are the same functions of frequency, this implies,
ℑ [χ (ω)] /ℜ [χ (ω)] = cot (αpi/2) = constant. Interestingly, ℜ [χ (ω)] and ℑ [χ (ω)] obey the
Kramers-Kronig relations that stems from the principles of causality and linearity. Also the
two components are coupled with each other as they form the Hilbert transform pair. This
inter-dependency between the ℜ [χ (ω)] and the ℑ [χ (ω)] constitutes frequency-dependent
dielectric dispersion and is usually the main focus in dielectric spectroscopic studies. How-
ever, I focus on the CvS law for the sake of its originality and because it is relatively easier
to measure the current than the polarization in experiments. Besides, the fact that natural
phenomenon are readily observed in the time-domain cannot be ignored.
Probably the first attempt to uncover the physics underlying the CvS law was motivated
from a pure mathematical result that equals power law with an infinite weighted sum of
Debye relaxation responses [4]. Since the respective circuit model consists of an infinite
ladder network of resistors and capacitors [12], it leads to an infinite system of first order
differential equations, each differential equation yielding its own weighted exponential and
a distinct relaxation time constant, as its solution [1]. But irrespective of the mathematical
consistency, the breadth and form of any such relaxation distribution is difficult to com-
prehend [13, 14]. Since they neither aid nor advance the understanding, the reasoning is
arbitrary and also superfluous [2, 5]. Even though von Schweidler had followed the same
[4], it is seen as a mere attempt to reconcile the observed memory exhibits with the desired
yet incompatible memory-less Debye relaxation processes. This is understandable because
back then it was almost counter intuitive and even embarrassing to acknowledge that dead
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matter could have memory.
An alternative mechanism is many body interactions that manifests from the nonlocal
reciprocal interactions between the polarizing species and the matter lattice in which they
move [2]. But it is impossible to study them at atomic and molecular levels because of
the resulting mathematical complexities [1]. Also, the values of the density and magnitude
of the polarizing species are rarely available [15]. Some more attempts inspired from the
common observation of self-similarity in power-laws and fractal geometry have been made
[16–20]. But those attempts and a few others [21, 22] are all specifically tailored to satisfy
the observed power-law behavior without giving any insight into the mechanism that governs
the UDR. This is evident from the lack of a physical interpretation of the parameters, a, τ ,
α, and b. Unfortunately the status of UDR is reduced to a formula that can only be used
to curve-fit the experimental data [23–27].
The undeniable fact that the CvS law is ubiquitous indicates that a more fundamental
yet a universal mechanism is at play. In fact, its theoretical description is considered as one
of most important problems in physics [15, 28, 29]. Therefore, the quest for an encompassing
interpretation becomes imperative and serves as a motivation for this Letter. Coincidentally,
the power-law anchored in Eq.(1) is inherent in the definition of a fractional derivative. The
Caputo definition for the fractional derivative of a causal, continuous function, f (x), is the
convolution of an integer-order derivative with a power-law memory kernel, φα (t), as [30]:
dα
dta
f (t) , f˙ (t) ∗ φα (t) , φα (t) =
t−α
Γ (1− α)
, 0 < α < 1, (3)
where, the dot represents the time-derivative operation and Γ (1− α) is a scaling factor.
Though physicists are little skeptic towards fractional derivatives because of their integro-
differentiable forms, its Fourier transform property, F [dαf (t) /dtα] = (iω)α f (ω), may af-
firm that they are a generalization of the integer-order derivatives.
The motivation to investigate the UDR using fractional derivatives is three-fold. First,
the kernel, φα (t), from Eq.(3) is identified as the power law that characterizes Eq.(1). And
since F [φα (t)] yields the UDR in the frequency domain, fractional derivatives appear as
a natural tool for their investigation. Historically, Cole-brothers were probably the first
ones to recommend them for describing power-law dielectric relaxation [5]. Further, the
evolution of macroscopic memory from the underlying microscopic mechanisms is known
to be very complex and so fractional derivatives are almost inevitable [31]. In addition,
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fractional derivatives inherently include a multiscale generalization that accounts for the
nonlocal interactions [32]. Westerlund had even claimed that Nature works with fractional
derivatives [33].
Second, electrical engineers have exploited the universality of the UDR in the modeling
of biological membranes [34, 35], and designing of new energy storage devices [23, 36, 37].
The equivalent circuit model often includes an unconventional component called fractional
capacitor whose current-voltage relation is [36]:
ICf (t) = Cf
dαVCf (t)
dtα
, Cf = Gτ
α, (4)
where, ICf (t) and VCf (t) are the current and the voltage across the fractional capacitor,
Cf is the pseudocapacitance, G = 1/R, is the electrical conductance, R represents the
inherent parasitic resistance, and τ and α are the same as in Eq.(1). Since for 0 < α < 1,
a fractional capacitor exhibits an interplay between a resistance and a capacitor, it is an
electrical analogue of a fractional dashpot from rheology [38]. In light of Eq.(3), the memory
kernel of Eq.(4) is the same as the CvS law. This ensures response from a fractional capacitor
has power-law dependency in time and frequency domains. The fractional capacitor has a
characteristic frequency-independent fixed phase angle, |αpi/2|. This means the energy lost
per cycle is the same fraction of the energy stored at all frequencies. This is principally
identical to the constant ratio of, ℑ [χ (ω)] /ℜ [χ (ω)]. The modeling of complex electrical
behavior using fractional capacitors requires fewer parameters and provides a better curve-
fit than that from integer-order derivatives. But they suffer from an inherent drawback due
to the lack of a physical interpretation of fractional derivatives [39, 40].
Interestingly, although Jonscher had already claimed the CvS law as the response of
a “universal” capacitor (see p. 87 in Ref.[1]), Westerlund formally introduced the same
as a fractional capacitor to the electrical engineers community [33, 41]. Surprisingly, the
first idea can be traced back to the Cole-brothers, see the circuit component in Fig. 2 (b)
in Ref.[5] which has a similar frequency response as the fractional capacitor. They were
probably motivated from Gemant whom they cited as Ref.[42] in their work [5]. Gemant
had intuitively used the concept of a fractional dashpot (rheological analogue of a fractional
capacitor) in his modeling and introduced fractional derivatives of order half to the regular
Maxwell model to describe the transient power-law behavior of flour dough and also the
frequency-dependent wave dispersive properties [42].
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Third, power-law behaviors are common in acoustics too and their investigation using
fractional derivatives has led to the development of fractional viscoelasticity [30]. Similar to
the dielectric modeling, the application of fractional derivatives in rheological modeling usu-
ally had their motivation from the continuum of multiple relaxation processes [43]. However,
some recent works have derived fractional differential equations from physical principles that
has led to a physical interpretation of the fractional order [38, 44, 45]. The Refs.[46, 47]
discuss the emergence of power-laws in physical systems and their connection with fractional
calculus from physical principles. In particular, the derivations of Nutting’s law in rheology
and Lomnitz’s creep law in seismology in the framework of fractional calculus [38] has also
been independently verified in experiments [48–50]. This imparts confidence in adopting
fractional derivatives for the investigation.
Since the expressions of the Nutting law and the CvS law are similar, I replace the spring,
the constant viscosity dashpot, and the time-varying dashpot from the modified Maxwell
model of Fig. 1 (a) from Ref.[38], to a resistor of resistance R, a capacitor of constant
capacitance, C0, and a capacitor of time-varying capacitance, Cχ (t), respectively. The
arrangement is shown in Figs. 1(a) and (b). Since individual capacitances add in parallel
circuits the net capacitance, C (t), becomes,
C (t) = C0 + Cχ (t) , Cχ (t) = θt, and θ =
dC (t)
dt
∣∣∣∣
t=0
> 0, (5)
where, C0 is considered as the constant geometric capacitance and Cχ (t) is the capacitance
due to the dielectric material of the capacitor that causes relaxation. The assumption of a
time-varying capacitance is not ad hoc, it manifests from a delayed-response that arises due
to a time-dependent charge carrier distribution in dielectrics [51–53]. In light of Ref.[1], R
and C (t) may be interpreted as the bulk dielectric and time-dependent barrier respectively.
Such a circuit and assumption have been used to harness energy [54] and describe properties
of cerebral microvasculature [55].
Let a unit step voltage V0 be applied to the circuit at t = 0, such that IR, IC , VR, and
VC are the currents and voltages across the resistor and the capacitor respectively. Then,
V˙R = I˙RR. If Q is the charge accumulated on the capacitor plates, then V˙C is obtained
after first differentiating the equation following the product rule, Q (t) = C (t)VC (t), and
then substituting Eq.(5) as, V˙C = (IC − VCθ) / (C0 + θt), where IC = dQ/dt. In a series
arrangement, current stays the same in all elements, but voltage adds, so, IR = IC = I,
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FIG. 1. (a) Modified Maxwell model consisting of a series combination of a resistor, R, and a
time-dependent capacitor, C (t). (b) Equivalent circuit of (a). (c) The proposed new symbol for
the fractional capacitor with a similar current response. (d) Results from the limiting conditions.
and V0 = VR + VC . Since, V˙0 = V˙R + V˙C = 0, this gives, RI˙ + [(I − VCθ) / (C0 + θt)] = 0,
which on integrating yields, ln (I − VCθ) = − [(ln (C0 + θt)) / (Rθ)] + K. Further, at t =
0, a capacitor’s voltage, however small, cannot change instantaneously, so all the current
flows through the resistance alone, i.e., I (t = 0) = IR. On imposing this initial condition,
the integration constant, K, is obtained as, K = ln (IR − VCθ) + (lnC0) /Rθ, which on
substituting back into its parent equation gives,
I (t) = (IR − VCθ)
(
1 +
θ
C0
t
)
−1/Rθ
+ VCθ. (6)
If, Cχ (t) = θt≫ C0, then Eq.(6) is approximated to,
I (t) ≈ (IR − VCθ)
(
θ
C0
t
)
−G/θ
+ VCθ, (7)
which is the CvS law. On comparing Eq.(7) with Eq.(1) the parameters of the UDR and
the fractional capacitor gain physical interpretation as:
a = (IR − VCθ) , b = VCθ, α =
G
θ
, τ =
C0
θ
, Cf = G
(
C0
θ
)α
, and G =
1
R
. (8)
On comparing Eq.(6) with Eq.(9) from Ref.[38], the CvS law is identified as an electrical
analogue of Nutting’s law. Coincidentally, this possibility was hinted at the end of Sec. II
in Ref.[38]. The extra VCθ term that appears twice in Eqs.(6) and (7) arises because C (t)
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undergoes differentiation as, IC(t) = d [C (t) VC (t)] /dt. In contrast, the time-varying vis-
cosity term stays out of the derivative operation (see Eq.(4) in Ref.[38]). Since fractional
Maxwell model is thermodynamically consistent in viscoelastic modeling (see pp. 321-330
in Ref.[56]), the same is applicable to the circuit modeling used here. A new symbol for
the fractional capacitor is proposed in Fig. 1(c) to distinguish it from the symbol used in
Figs. 1(a) and (b) that represent varying-capacitances due to voltage-induced nonlinearities.
The new symbol has a resistance symbol sandwiched in between the parallel plates symbol
of a capacitor. This closely relates to the derivation presented here.
As α → 0, G → 0, then from Eq.(6), I → IR, implying the dielectric behaves purely
resistive in accordance to the Ohm law at all times except when t/τ → ∞. Therefore,
the notion of a relaxation time is not needed for a resistive dielectric. Since resistance
corresponds to the electrical losses, which from Eq.(2) implies, the lower the frequency, the
stronger is the UDR for low values of α. The exception case, t/τ →∞, yields indeterminate
values for the current which reiterates the invalidity of the UDR at infinitesimally short time
scales as mentioned in the paragraph following Eq.(1).
But, as α → 1, Rθ → 1, there are two outcomes dependent on the ratio, t/τ . On the
one hand, as t/τ → ∞, either θ → ∞, or, t → ∞, and I → VCθ. This gives, C (t) → ∞,
which is in agreement with the observation for polypropylene for which 1 > α > 0.999 [33].
Further, as α → 1, Γ (1− α) → ∞, so from Eq.(3), φα → 0. This means the capacitor
is void of memory and theoretically keeps on charging forever. However, most dielectrics
suffer from electrostatic breakdown soon after maximum charges have accumulated on the
capacitor plates.
On the other hand, as τ/t→∞, Bernoulli’s expression for exponential is used in Eq.(6)
to yield an exponential decaying current, I → (IR − VCθ) exp (−t/τ). This is expected
since τ/t → ∞ necessitates θ → 0. Alternatively, there is no significant contribution
to the capacitance from its time-varying part, Cχ (t), at short time scales. In that case,
Cf = τ
α/R → C0, and so Eq.(4) then turns out to be the current-voltage equation for
an ideal capacitor as expected. This is verifiable, as α = 1/Rθ → 1, θ → 1/R, which
leads to τ = C0/θ → RC0 = τD. Equivalently, the modified Maxwell model is reduced
to the equivalent circuit for the Debye response. Therefore, a non-Debye dielectric media
appears as a Debye media at very short time scales. Inversely in the frequency domain, high-
frequency dispersion from the Debye response is the natural extension of the low frequency
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dispersion from the UDR. At high frequencies the polarizing species are not able to follow the
alternating electric field. Hence, in the absence of mutual interactions they exhibit Debye
response. These results are summarized in Fig. 1(d). Essentially, the difference between
the Debye and non-Debye mechanisms come into play at longer time scales and inversely
at lower frequencies. This is in agreement with published reports [9, 17]. Surprisingly, the
case for α → 1 hints at the presence two different relaxations time constants, τD = RC0,
at short time scales, and τ = C0/θ, at long time scales. It is therefore inferred that the
Debye relaxation mechanism and the non-Debye relaxation mechanism are two competing
yet independent mechanisms that coexist and occur sequentially in a dielectric. This is in
accordance with the experimental observations [1, 9, 17, 18]. The interplay between the
two time constants and hence the two distinct relaxation mechanisms is dictated by the
time-duration of experiments. This explains the sensitivity of the curve-fitting parameters
to the frequency window employed in the analysis [57].
Therefore, in comparison to the UDR expressed by the approximated Eq.(7), its exact
form Eq.(6) should be preferred because that helps uncover the hidden Debye response which
is surprisingly already present. In the absence of this information, biological tissues have
been modeled distinctly as a Debye media at high frequencies and as a non-Debye media at
low frequencies [34]. The voltage response of a fractional capacitor hasn’t been found of any
interest, so it doesn’t demand any discussion.
I have achieved two goals in this Letter. First, the time-honored UDR is identified
as the electrical analogue of Nutting’s law. The derivation and the subsequent analysis
presented here is in accordance to Jonscher’s prediction of a satisfactory theory that is almost
independent of the detailed physical and chemical nature of the dielectrics. An even more
encouraging observation is that both laws have in used in the investigation of almost similar-
type media, Nutting’s law in the rheological response of water-saturated granular marine
sediments [38, 44], and the CvS law in the dielectric response of water-saturated loose sand
(see Chapter 5 in Ref.[1]). This observation along with the fact that both Nutting’s law
and the CvS law have been derived in the framework of fractional calculus from the simple
assumptions of a time-varying viscosity and a time-varying capacitance respectively may
also be favored by the law of parsimony. Moreover, given the overwhelming applicability
of the UDR, it was quite likely that a fundamental unifying principle was found based on
a simple assumption. This asserts the effectiveness of fractional derivatives in modeling of
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materials that exhibit memory.
Second, the parameters of the UDR have gained physical interpretation and so it should
reduce ambiguities in curve-fitting. The interpretation may also help in dielectric char-
acterization. Since the fractional capacitor has its origin in the UDR, the benefits auto-
matically extend to circuit modeling that have fractional derivatives in them [58]. Though
phenomenological models are used here, it is shown that a careful analysis of them could
facilitate a cross-fertilization of the disparate fields of non-Newtonian rheology and dielectric
spectroscopy in the framework of fractional calculus.
The overall goal of this Letter is to increase the degree of confidence in the use of fractional
derivatives. Their use in describing complex media is similar in principle to the preference
given to an appropriate coordinate system that suits the geometry of the physical phenom-
ena. I conclude this Letter noting that fractional calculus is not just a mathematical tool
that can only be used to curve-fit the anomalous behavior of complex media. Rather, it has
an inherent connection with physics too that needs to be explored more.
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