Absfracf-We apply a blind sonrce separation approach to the identification of statistically independent spatial patterns of brain activation lo auditnry stimulation. Stimuli consisted of spoken text. The data was collected via functional magnetic resonance imaging (fMRI).
I. INTRODUCTION
Functional magnetic resonance imaging (tMRI) provides an indirect and non-invasive measure of neuronal activity based on the blood oxygenation level dependent (BOLD) signal 111, which is a measure of local changes in blood flow and oxygen consumption. In addition to being related to neuronal activity in a complex and time delayed way, this volumetric signal also includes contributions from other sources. These include artifacts related to poor scanning and head movements, as well as from physiological phenomena unrelated to the study, such as the heart beat or breathing.
Traditionally, experiments have tested brain responses to carefully designed repetitions of stimulus and resting sequences. Usually, stimuli are in the form of auditory, somatosensory or visual patterns. The experiment may include as well a simple task, like naming a color or moving a finger. The data is then analyzed using hypothesis-driven techniques, relating the brain activation with a predicted reference signal, based on the temporal design of the stimulation (c.J [21) .
Hence, the study of brain regions other than the primary cortical areas has been difficult, since the activity of nonprimary and sub-cortical areas is more complex and not so easy to relate to the given stimulus pattern. In Sec. IV [61) plays an important role. This approach, summarized in Sec. TI-A, has seen a growing number of successful applications, both in medical and other areas. However, ICA is an adaptive algorithm which optimizes a given contrast function. Due to a limited computing accuracy, it may produce slightly different estimates of the sought solutions, depending on the initialization of its parameters. In the present study we actively exploit this variability, and suggest a way to assess the consistency of the independent components.
In an auditory paradigm, where the subject listens to spoken text, we show that consistent components include the expected ones, with stimulus-related activation patterns originating from the primary cortical areas, but also others, whose time courses are only mildly related to the stimulus. Additionally, our approach reveals new phenomena not directly related to the stimulus.
INDEPENDENT COMPONENT ANALYSIS
In general. BSS attempts to estimate underlying sources from linearly mixed observations. The term 'blind' refers to the fact that very little to no apriori information exist on both the sources or the mixing process. Under certain assumptions, the problem can he solved with temporal decorrelation meth- [61) . 
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(1) k=l where each row of S contains a statistically independent volume, and the corresponding column of the mixing matrix A holds its temporal activations. Here we make the statistical constraint in the spatial domain. In some other applications, independence applies to the temporal domain, which leads into a transposed version of model (I) .
Note that, since both A and,S are unknown, we are free to include the signs and scaling of the independent components in either one. Also, the order of the components is not determined.
It is not the purpose of the this paper to focus on methods to solve the ICA problem. Yet, in order to understand the following, one can give an intuitive explanation to the fundamentals of ICA, based on the search for maximally non-gaussian source estimates. According to the central limit theorem, mixed signals are more gaussian than any of the original sources. Hence, maximizing the non-gaussianity of the estimates should lead into their independence. A typical measure of non-gaussianity, which will be used in the present study, is the kurtosis. A relation between this explanation and the more theoretically grounded mutual information can be found, e.g., in 
B. Exploiting the variability in FasllCA
In model ( I ) we have made a few assumptions which are not always guaranteed in practice. For example, the measurements are noise free and the source components statistically independent. The latter assumption has been studied in [ 121, [ 131. If it fails, it can be replaced by a somewhat less restrictive constraint of the active brain areas to be spatially sparse, as suggested in [14]. Yet, noise may render the identification of the true underlying sources difficult. Furthermore, the algorithm may approach the solution via different paths on the error surface, depending on its initial conditions.
The magnitude and nature of component variability can be analyzed by running the ICA algorithm multiple times and making sure that the starting conditions differ in each run. This is particularly suitable for an algorithm such as FastICA, due to its deflationary nature and convergence speed. Furthermore, in relation to fMRI studies, it has been shown that choosing a particular algorithm implementation of ICA is not crucial [IS], i.e their results do not vary greatly.
In the ideal situation. where the same true solution is reached in more than one run, these estimates should have ~ a cross-correlation of H. If the correlation is not perfect, but still high, and the number of runs is sufficiently big, one may expect that the true solution exists in an average of all these estimates. If, on the other hand, there is a big spread of correlations. then we are probably in the presence of not so consistent components. Let us consider the extreme case of completely overfitted estimates. In [CA, these correspond to a bump or a spike, which can occur anywhere in the data [ I I] .
It is then very likely that they will occur in a different location in each run, hence the components will present a very poor correlation set.
We can then say that the number of times a particular component has been estimated, plus the spread of correlations of similar components give important information, which can be used for ranking the reliability of a given component.
Note that, using the averaging method, we are allowed as well to depart somewhat from the strict assumption of spatially independent components. Furthermore, because of the deflationary nature of FastICA, the estimate of the nth independent component is subject to the accumulated errors of estimating all n -1 earlier components. Thus, in the ultimate case of running FastICA to find only a single component at a time, this influence is minimized, as all components found are the very first ones.
C. Implementation issues
Running ICA many times for the same data is straightforward. One only needs to ensure that the initial conditions are sufficiently different on each run. Ideally, one could find the boundaries of the error space, and uniformly distribute the initial conditions for the variables in the algorithm. To further process the data, the resulting matrices should be concatenated into a wide matrix, AM = A1JA21.. . IAm, in which [ . I "' stands for the mth run of the algorithm. To remove the problem of scaling uncertainty in BSS, the concatenated mixing matrix can simply be normalized to unit variance.
The calculation of the correlation matrix R should be made over all estimates. Yet, most methods are not well suited for the huge data size in fMN. Hence, we defined the correlation coefficients based on the columns of A". Furthermore, we are not interested in components that appear too seldomly for multiple runs of ICA. To guarantee that we focus on consistent components, a suitable threshold to R is applied, and only values over it are considered. Furthermore, if source si is related to s:, and s: is to si, even if si is somewhat weakly related to s!, we may want to combine them all as estimates of a common source. As above, [. I" stands for the mth run of ICA, and [,In for the nth component formed in that run. To do so, we raise the correlation R to a power, the value of which relates to the length of such a path.
METHODS
The stimulus consisted of repetitions of spoken text followed by resting periods. There were a succession of four such pairs and in each condition, 10 full head tMRI scans were After scanning, the volumes went through the usual preprocessing stages of fMRI data, which include realigning, normalizing and smoothing, as explained in [Z]. These transformations compensate for head movements, allow for a comparison of volumes from different subjects and improve signal-to-noise ratio, respectively. Because there is a considerable amount of recorded voxels external to the cortex, a suitable mask was applied to the data, which resulted in a significant decrease of non-informative data points. Furthermore, as stated earlier, the whitening stage preceding ICA included a dimension reduction, from the original 80 volumes to the strongest 30 principal components.
FastICA was then applied 200 times, in a deflation manner, and maximizing the kurtosis contrast function. In each run, only the first 15 components were kept. From the 3000 components found in this way, the ones which reached a correlation value over 0.85 were considered similar. The thresholded values were then raised to the power 16 to account for longer paths. These numbers were chosen heuristically. Fig. 1 shows an overview of the time courses corresponding to 15 source estimates, resulting from the average of independent components grouped by correlation. Those estimates include many reliable ones, with their characteristic small variances, such as the ones depicted in frames 4. 12 and 14. Other estimates show clearly high variances, such as the ones in frames 1, 2 or 3. The number of components belonging to each group and the smallest correlation within the group are shown on top of each frame. The black curve shows the mean time course of the group, and the gray shades correspond to the 25%. 50% and 75% quartiles of the group's distribution. (a) Positive exlremes highlighted.
IV. RESULTS

Fig. 3 SOURCE ESTIMATE REPRESENTING
We now analyze in greater detail some of the most consistent components found in Fig. I . The most consistent component has a time course shown in frame 4. It strongly relates with the stimulus activation pattern. This relation is further visible in Fig. 2 where vertical lines show the transitions between rest and stimulation conditions. From the three views of the estimated volume, it is clear that the activation is located laterally, close to the superior temporal gyrus, where the primary auditory cortex is located.
Furthermore, because the figures use the standard radiology orientation, it is easy to see that the left hemisphere is more active. This is all in good agreement with theory. An additional frame in Fig. 2 shows the histogram of the full estimated volume. Two vertical lines show the threshold used for visualization of the positive and negative activations. In the volume shown, no negative activation was observed. Another consistent component, which seems to have a milder relation to the stimulation, is shown in frame 12 of Because of printing constraints limiting us to gray scale, we have in Fig. 3(a) only the positive activation highlighted, and in Fig. 3 (b) the negative one. From the localization of the extremes, mainly around the primary auditory cortex, we can expect these to correspond to higher auditory areas, such as Broca's and Wernicke's. These are responsible for production and comprehension of speech, respectively, and fit the type of stimulus So far, one could find most of the mentioned results from a direct inspection of stimulus related components. Figure 4 gives an example of a source estimate which is hard to detect directly from the time course. In fact, the estimate evolves almost linearly in time. The estimated volume presents a clear three-dimensional ripple-like pattern, hard to accept as natural brain activation. Although the component shows great consistency, it has appeared only 10 times in the 200 runs, which suggests that it is a component hard to find even for ICA.
This clear artifact resembles the one studied in [Ifi] , using very controlled, i.e., predictive settings. In practice, this type of artifacts, though commonly observed, would appear to he difficult to handle with traditional analysis methods due to a clear lack of reference.
An example of a component with high variance is shown in Fig. 5 . Although the component seems unreliable, the estimated volume shows a remarkably clear activation pattern in what appears to be the thalamus. In fact, the activation pattern is somewhat posterior to the expected location for the main body of the thalamus. A possible explanation is that it may correspond to the actual location of the medial geniculate nucleus (MGN) of the thalamus. The MGN is sometimes called the auditory thalamus, due to its active involvement in relaying auditory information to the primary and secondary auditory cortices [17]. Yet, its location is often more lateral than the one observed in our study. An overlay of the activation pattern on high resolution structural MRI should improve the degree of confidence of this speculation.
The number of independent components gathered in the estimate shown in Fig. 5 is 460, which implies that more than one independent component per run has been pulled together. How can this he, if the goal is to search close to independence? One possible explanation lies in the multiple paths that are allowed in the correlation matrix. Let us consider the simple case of a sine and a cosine. Naturally, they are uncorrelated. Yet, if we take several copies of the first, with increasing phase shifts, it is possible to build a path of high enough relations to connect both signals. Such phase jittering explanation may apply as well to frame 2 and seems very clear in frame 3 of Fig. I . 
V. CONCLUSION
The consistency of independent component decomposition of tMRI data, in an auditory stimulation environment was tested, by exploiting the variability of the ICA algorithm used, as a function of its initialization. Using this approach, we managed to identify signal features hard to detect with methods based only on a single run.
In addition to the predicted stimulus related components, ICA has revealed activation volumes that are associated with secondary auditory areas, as well as to time varying artifacts.
We have done so in a purely spatial ICA framework. Yet, most considerations could he extended to spatio-temporal ICA algorithms, such as the ones in [IQ [19] .
Averaging the correlated components is just one way to estimate the correct solutions. Other methods have been used to visualize these groups of components (cf [20] ), or to study the reliability of other BSS algorithms [Zl]. Yet, results such as the ones in the first 3 frames of Fig. 1 suggest that we may he in the presence of subspaces of solutions, rather than onedimensional ones. The characterization of the inner structures of the subspaces requires additional criteria other than the used decorrelation and independence. Further research should be carried out, to find better canonical representations of these spaces.
