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Abstract
We study the low-energy effective action of the IIB matrix model in the derivative
interpretation, where the diffeomorphism invariance is manifest and arbitrary man-
ifolds are described by matrices. We show that it is expressed as a sum of terms,
each of which is factorized into a product of diffeomorphism invariant action func-
tionals: S =
∑
i cisi+
∑
i,j cijsisj+
∑
i,j,k cijksisjsk+ · · · . Each action functional si
is an ordinary local action of the form si =
∫
dDx
√−g Oi(x), where Oi(x) is a scalar
operator. This is also true for the background consisting of block diagonal matrices.
In this case, the effective action can be interpreted as describing a multiverse where
the universes described by the blocks are connected by wormholes.
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1 Introduction
Matrix models have been proposed as candidates for nonperturbative formulation of the
string theory [1, 2, 3]. The IIB matrix model [2] is one of those models. While the space-
time coordinates are represented by matrices in its original proposal, the matrices are
interpreted as a covariant derivative in the alternative interpretation, which we call the
derivative interpretation [4]. In other words, the matrices are identified with momenta
and it may be T-dual to the original proposal, although it is an open problem to realize
the T-duality in the matrix model. The advantage of the derivative interpretation is
that the diffeomorphism invariance is manifest and arbitrary manifolds are described by
matrices, which enables one to study the structure of the gravity in the model from an
alternative point of view.
More concretely, an arbitrary D-dimensional manifold M with D ≤ 10 is described
by the matrices as follows. First we regard the matrices as linear operators acting
on C∞(Eprin), where Eprin is the principal Spin(D − 1, 1)-bundle over M. The space
C∞(Eprin) is equivalent to the space of the global section Γ(Ereg). Here Ereg is the vector
bundle over M, whose fiber is the space of the regular representation. Then we identify
D matrices out of ten bosonic matrices with the covariant derivative on Ereg, and the rest
10−D matrices with 0. The fluctuation around this background includes infinitely many
particles with various spins. Furthermore, the equations of motion for the background
agree with the Einstein equation, and the diffeomorphism and the local Lorentz symme-
try are included in the U(N) symmetry of the model. The interpretation was applied
to a supermatrix model which is an extension of the IIB matrix model, where the local
supersymmetry is manifest and the supermatrices are identified with a supercovariant
derivative so that the model is expected to describe supergravity [5]. It was also shown
that the interpretation allows the model to describe the dilaton and the Kalb-Ramond
B-field if the torsion is introduced [6].
The quantum effects in the derivative interpretation have not been well understood.
In this paper, we study the low-energy effective action. We find that the effective action
is a sum of terms, each of which is factorized into a product of diffeomorphism invariant
action functionals:
S =
∑
i
cisi +
∑
i,j
cijsisj +
∑
i,j,k
cijksisjsk + · · · . (1)
Here si is a space-time integral of a scalar local operator Oi(x):
si =
∫
dDx
√
−g(x)Oi(x). (2)
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This is also true for the background consisting of block diagonal matrices. The manifold
described by such a background consists of some number of universes, each of which is
described by a diagonal block. It was shown by Coleman over twenty years ago that, in
the Euclidean quantum gravity, the effective action on a multiverse takes this form due
to the effect of wormholes that connect the universes [7]1. Thus the above effective action
of the IIB matrix model is interpreted as describing the multiverse. The integral over the
fluctuation of the matrices corresponds to the effects of the wormholes.
This paper is organized as follows. In section 2, we review the derivative interpretation
of the IIB matrix model. In section 3, we develop the method of calculating the effective
action and show that it is indeed factorized. Section 4 is the conclusion and discussion.
Some explicit examples of the calculation are given in the appendices.
2 Derivative interpretation of the IIB matrix model
In this section, we review the derivative interpretation of the IIB matrix model in which
the matrices are interpreted as the covariant derivative [4].
The IIB matrix model can be obtained by dimensionally reducing ten-dimensional
N = 1 U(N) super Yang-Mills theory to a point. The action is
S =
1
g2
Tr
[
1
4
[Aa, Ab][A
a, Ab] +
1
2
Ψ¯Γa[Aa,Ψ]
]
, (3)
where a and b run from 0 to 9. Aa is a ten-dimensional Lorentz vector while Ψ is a
ten-dimensional Majorana-Weyl spinor. Aa and Ψ are N × N hermitian matrices. This
model has manifest SO(9, 1) symmetry and the U(N) symmetry.
Arbitrary manifolds with D ≤ 10 are described by the matrices as follows. We consider
a D-dimensional Riemann manifold M and denote the principal Spin(D − 1, 1)-bundle
over it by Eprin. In this paper, we assume thatM has the Lorentzian signature, where the
metric is given by ηab = diag(−1,+1, · · · ,+1). In what follows, we put G = Spin(D−1, 1)
and denote elements ofM and G by x and g, respectively. LetM have the open covering
M = ∪iUi and the coordinates on Ui be x[i]. Then, Eprin is constructed from the set of
Ui × G by identifying (x[i], g[i]) and (x[j], g[j]) on the overlap region Ui ∩ Uj, when they
satisfy x[i] = x[j] and g[i] = tij(x)g[j] where tij ∈ G is the transition function. The covariant
derivative on M acts on a function f ∈ C∞(Eprin) as
∇af [i](x[i], g[i]) = e[i]µa (x[i])
(
∂µ − i
2
ω[i] bcµ (x[i])Obc
)
f [i](x[i], g[i]), (4)
1 Recently this type of action was analyzed in the context of the Lorentzian quantum gravity [8, 9].
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where a, b, c take 0, 1, · · ·D−1. e µa (x) is the vielbein, and ω bcµ (x) is the spin connection.
The suffix [i] indicates the objects on the patch Ui. Note that the function f is globally
defined, namely f [i](x[i], g[i]) = f
[j](x[j], g[j]) holds on Ui ∩ Uj . Obc is the Spin(D − 1, 1)
generator satisfying
(1 + iεbcObc)f
[i](x[i], g[i]) = f
[i](x[i], (1− iεbcTbc)g[i]), (5)
where Tbc is the matrix of the generator for the fundamental representation.
Then we define the endomorphic covariant derivative ∇(a) as
∇[i](a) := R b(a) (g−1[i] )∇[i]b , (6)
where R b(a) (g) is the vector representation matrix of g ∈ G. R b(a) (g−1) can be viewed as
the Clebsch-Gordan coefficients for
Vvec ⊗ Vreg ∼= Vreg ⊕ · · · ⊕ Vreg, (7)
where Vvec and Vreg are the vector and the regular representations of G, respectively.
Indeed, one can verify that each component of ∇(a) is an endomorphism on C∞(Eprin) as
∇[i](a)f(x[i], g[i]) = R b(a) (g−1[i] )∇[i]b f(x[i], g[i])
= R b(a) ((tijg[j])
−1)R cb (tij)∇[j]c f(x[j], g[j])
= R b(a) (g
−1
[j] )∇[j]b f(x[j], g[j])
= ∇[j](a)f(x[j], g[j]). (8)
Note that the index (a) in ∇(a) is only a label which has nothing to do with the local
Lorentz transformation. More generally, multiplying an index β of the representation r
by the Clebsch-Gordan coefficients R
(α)
〈r〉β (g) yields a non-transforming index (α). For
instance, for a field of the representation r, fβ(x), an element h ∈ G acts as
R β〈r〉(α) (g
−1)fβ(x) 7−→R β〈r〉(α) (g−1)R γβ (h)fγ(x)
=R β〈r〉(α) ((h
−1g)−1)fβ(x). (9)
Thus, R β〈r〉(α) (g
−1)fβ(x) behaves as the regular representation for each (α). The indices
with parentheses ( ) are mere labels that are invariant under the local Lorentz transfor-
mation. We convert the indices with and without parentheses by R β〈r〉(α) (g
−1).
Here we interpret the matrices as endomorphisms on C∞(Eprin). Thus we can con-
struct a matrix configuration which describes the manifoldM. More explicitly, we identify
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D matrices out of the ten Aa’s with ∇(a), and the other 10−D matrices with 0:
Aa =
{
i∇(a) (a = 0, · · · , D − 1)
0 (a = D, · · · , 9) . (10)
In general, M can consist of some number of connected components, each of which de-
scribes a universe. Such a manifold is described by block diagonal matrices.
The Einstein equation follows from the equations of motion of the matrix model. We
take the ansatz (10) with the fermion vanishing. Then, the equations of motion
[Ab, [Aa, Ab]] = 0 (11)
become
−i[∇(b), [∇(a),∇(b)]] = 0. (12)
Using the formula [∇a,∇b] = − i2R cdab Ocd, we find
−i[∇(b), [∇(a),∇(b)]] = −1
2
R a
′
(a) (g
−1)
{
(∇bR cda′b )Ocd + 2iR da′ ∇d
}
, (13)
which result in
Rab = 0, ∇bR cdab = 0. (14)
Because the second equation follows from the first one, we find that (12) is equivalent to
the Einstein equation in the vacuum.
In general, the matrices Aa and Ψ can be expanded in terms of the differential operators
∇(a) and O(b)(c). The expansion of Aa takes the form2
A(a)(x, g; y, h) =
[
i∇(a) + A{0}(a) (x, g) +
1
4
{A{0}bc(a) (x, g), Obc}
+
1
16
{A{0}bcde(a) (x, g), ObcOde}+ · · ·
+
1
2
{
A
{1}b
(a) (x, g) +
1
4
{A{1}bcd(a) (x, g), Ocd}+ · · · , i∇b
}
+
1
4
{
A
{2}bc
(a) (x, g) +
1
4
{A{2}bcde(a) (x, g), Ode}+ · · · ,−∇b∇c
}
+ · · · · · ·
]
δ(x− y)δgh,
(15)
2 Later, for simplicity of notation, we make a replacement A
{0}
(a) → B(a), A{0}bc(a) → ̟ bc(a) , and A{1}b(a) →
h b(a) .
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where the anti-commutator { , } is introduced to make Aa hermitian. The leading term is
the classical solution, which corresponds to the Ricci-flat covariant derivative as we have
seen above. By using the Peter-Weyl theorem, we further expand the fields appearing in
the subleading terms and obtain the fields with various spins. For instance,
A
{0}
(a) (x, g) = R
b
(a) (g
−1)A{0}a (x, g)
= R b(a) (g
−1)
∑
r:irr.
R
(α)
〈r〉β (g) A˜
{0}β
〈r〉 b (α)(x), (16)
where r is a irreducible representation and α, β are its indices.
∑
r:irr. represents the
summation over all irreducible representations. In section 3, we abbreviate A˜
{0} β
〈r〉 b (α)(x)
as A(I)J(x), where (I) and J stand for sets of indices with and without parentheses,
respectively.
The model is invariant under the unitary transformation U(N). As we will see below,
it includes the U(1) gauge transformation, the local Lorentz transformation, and the
diffeomorphism. The infinitesimal U(N) transformation is expressed as
δAa = i[Λ, Aa], (17)
δΨ = i[Λ,Ψ], (18)
by using an infinitesimal matrix Λ, which can be expanded as follows:
Λ(x, g; y, h) =
[
λ{0}(x, g) +
1
4
{λ{0}bc(x, g), Obc}
+
1
16
{λ{0}bcde(x, g), ObcOde}+ · · ·
+
1
2
{
λ{1}b(x, g) +
1
4
{λ{1}bcd(x, g), Ocd}+ · · · , i∇b
}
+
1
4
{
λ{2}bc(x, g) +
1
4
{λ{2}bcde(x, g), Ode}+ · · · ,−∇b∇c
}
+ · · · · · ·
]
δ(x− y)δgh.
(19)
We further expand λ(0)(x, g), λ{0}bc(x, g) and λ{1}b(x, g), using the Peter-Weyl theorem,
and denote the coefficients for the trivial representations by λ(0)(x), λ{0}bc(x) and λ{1}b(x),
respectively. They correspond to the U(1) gauge transformation, the local Lorentz trans-
formation and the diffeomorphism, respectively. Indeed, for λ{0}, we have
i[λ{0}(x), i∇(a)] = ∇(a)λ{0}(x), (20)
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and (17) implies
δA˜{0}a (x) = ∇aλ{0}(x) + (higher spin fields), (21)
where A˜
{0}
a (x) is the coefficient for the trivial representation in (16). The second term
in the right-hand side stands for the effect of the higher spin fields. If they are massive,
they do not contribute in the low energy. Thus, (21) is the U(1) transformation for
A˜
{0}
a (x). We will ignore such higher spin terms in the following. For λ{0}bc, we obtain
from i[{λ{0}bc(x), Obc}, i∇(a)] that
δe µa (x) = λ
{0} b
a (x) e
µ
b (x), (22)
δω bcµ (x) = e
a
µ∇aλ{0}bc(x). (23)
These are the local Lorentz transformation for e µa (x) and ω
bc
µ (x). The transformation of
A˜
{0}
c (x) is given by
δA˜{0}c (x) =
i
4
[{λ{0}ab(x), Oab}, A˜{0}c (x)] = λ{0} bc (x)A˜{0}b (x), (24)
which is indeed the local Lorentz transformation for A˜
{0}
c (x). For λ{1}b, we obtain from
i[{λ{1}b(x), i∇b}, i∇(a)] that
δe µa (x) = (∇aλ{1}b(x)) e µb (x), (25)
δω bcµ (x) = −λ{1}ν(x)R bcνµ (x). (26)
These are the diffeomorphism for e µa (x) and ω
bc
µ (x), where x
µ → x′µ = xµ + λ{1}µ. We
also obtain
δA˜{0}a (x) =
i
2
[{λ{1}b(x), i∇b}, A˜{0}a (x)] = −λ{1}ν(x)∇ν A˜{0}a (x), (27)
which implies together with (25) that
δA˜{0}µ (x) = −λ{1}ν(x)∇ν A˜{0}µ (x)− (∇µλ{1}ν(x))A˜{0}ν (x). (28)
This is the diffeomorphism for A˜
{0}
µ (x).
The matrices can be viewed as bi-local fields on Eprin. Let |x, g〉 be a basis in C∞(Eprin)
that satisfies the completeness relation
1 =
∫
|x, g〉 dDx dg 〈x, g| , (29)
where dg is the Haar measure. Then, the elements of the matrices Aa are expressed as
A(a)(x, g; y, h) = 〈x, g|Aa |y, h〉, which are indeed bi-local fields on Eprin.
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3 Effective action and its factorization
In this section, we develop the background field method for the derivative interpretation
of the IIB matrix model, and show that the effective action is a sum of terms, each of
which is a product of local actions.
3.1 Background field method
Let us decompose the matrices as
Aa(x, g; y, h) = A
0
(a)(x, g; y, h) + φ(a)(x, g; y, h), (30)
where A0(a) is the background and φ(a) is the fluctuation which will be integrated out. We
further expand the background around the flat metric e µa (x) = δ
µ
a :
A0(a)(x, g; y, h) =
[
i∂(a) +B(a)(x, g) +
1
2
{h b(a) (x, g), i∂b}
+
1
4
{̟ bc(a) (x, g), Obc}+ · · ·
]
δ(x− y)δgh, (31)
where B(a), h
b
(a) , ̟
bc
(a) , · · · are functions of x and g. We call them background fields. δgh
is the delta function on the group manifold, which is defined by∫
dhδghf(h) = f(g). (32)
We do not expand φ(a) as A
0
(a), but treat it as a bi-local field. We also decompose the
fermionic field Ψ in a similar manner.
Substituting (30) into the action, we obtain
S =
1
4
Tr
[
[A0(a), A
0
(b)]
2 + 4[A0(a), A0(b)][A0(a), φ(b)]
+ 2[A0(a), φ(b)]
2 + 2[A0(a), A0(b)][φ(a), φ(b)]− 2[A0(a), φ(b)][A0(b), φ(a)]
+ 4[A0(a), φ(b)][φ(a), φ(b)] + [φ(a), φ(b)]
2 + fermion
]
, (33)
where the irrelevant coupling constant g is set to 1. The first term corresponds to the
classical part, and the second term is to be dropped in the background field method.
We would like to know the general form of the effective action, which can be obtained
by integrating the fluctuations. As we will see, the mechanism of the factorization does
7
not depend on the spin or statistics of the matrices. Therefore it is enough to consider a
scalar matrix φ whose quadratic part is given by
Sφ2 =
1
2
Tr
[
[A0(a), φ][A0(a), φ]
]
. (34)
For the one-loop calculation, we keep only the quadratic terms. For convenience, we
introduce a notation
ξ(a) := R
(a)
b(g
−1)xb, (35)
η(a) := R
(a)
b(h
−1)yb. (36)
Then we can calculate the factor [A0(a), φ] in (34) as follows:
〈x, g| [A0(a), φ] |y, h〉 =
(
B(a)(x, g)−B(a)(y, h)
+
1
2
{R b(a) (g−1) + h b(a) (x, g), i
∂
∂xb
}
+
1
2
{R b(a) (h−1) + h b(a) (y, h), i
∂
∂yb
}
+
1
4
{̟ bc(a) (x, g), O(g)bc }+
1
4
{̟ bc(a) (y, h), O(h)bc }+ · · ·
)
φ(x, g; y, h)
=
(
i
∂
∂ξ(a)
+ i
∂
∂η(a)
+A(a)(x, g; y, h)
)
φ(x, g; y, h), (37)
where
A(a)(x, g; y, h) : = B(a)(x, g)−B(a)(y, h)
+
1
2
{h b(a) (x, g), i
∂
∂xb
}+ 1
2
{h b(a) (y, h), i
∂
∂yb
}
+
1
4
{̟ bc(a) (x, g), O(g)bc }+
1
4
{̟ bc(a) (y, h), O(h)bc }+ · · · . (38)
Here O
(g)
bc and O
(h)
bc act on g and h, respectively. Using the hermiticity of φ, φ(y, h; x, g) =
φ∗(x, g; y, h), (34) is rewritten as
Sφ2 = −1
2
∫
dDx dDy dg dh
[(
∂
∂ξ(a)
+
∂
∂η(a)
− iA(a)(y, h; x, g)
)
φ∗(x, g; y, h)
×
(
∂
∂ξ(a)
+
∂
∂η(a)
− iA(a)(x, g; y, h)
)
φ(x, g; y, h)
]
. (39)
We can read off the Feynman rule from (39)3. It is convenient to express the free prop-
agator (see Figure 1) in terms of ξ and the relative coordinate ξ − η [10, 11]. Then, the
3 In this paper, we use the position-space representation and the double line notation.
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propagator takes the form
G(x1, g1; y1, h1|x2, g2; y2, h2) ≡ 〈φ(x1, g1; y1, h1)φ∗(x2, g2; y2, h2)〉
= G(ξ1 − ξ2)δ((ξ1 − η1)− (ξ2 − η2))δg1g2δh1h2 , (40)
where G(ξ1 − ξ2) is the ordinary propagator for a massless scalar field. Substituting (35)
and (36) into (40), we can further rewrite (40) as
G(x1, g1; y1, h1|x2, g2; y2, h2)
= G(x1 − x2)δ(R(a)b(g−11 )(xb1 − xb2)−R(a)b(h−11 )(yb1 − yb2))δg1g2δh1h2 , (41)
where we have used the facts that (40) includes δg1g2δh1h2 and that G is Lorentz invariant.
x2, g2 x1, g1
y2, h2 y1, h1
Figure 1: A propagator between bi-local positions (x1, g1; y1, h1) and (x2, g2; y2, h2). The two
lines live either in different universes or in the same universe.
3.2 Factorization
We consider the background which represents a D-dimensional manifold. Here the back-
ground may consist of some number of diagonal blocks, each of which describes a universe.
We show that the effective action is given by
S =
∑
i
cisi +
∑
i,j
cijsisj +
∑
i,j,k
cijksisjsk + · · · .
A typical example of the quadratic terms is∫
dDx
√
−g(x)R(x)
∫
dDy
√
−g(y), (42)
which can arise from the interaction between two blocks or the self-interaction of one block.
If the two factors are defined on different blocks, this form is naturally expected. This is
because the effective action is invariant under the block diagonal U(N) transformation,
each block of which includes the diffeomorphism on the corresponding universe. We will
show that the form like (42) holds even if x and y lie in the same universe. We use the
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background field method to show it. Some examples of explicit calculations are given in
the appendices.
First, the classical contribution to the effective action which is the first term in (33)
has the form
Tr [A0(a), A
0
(b)]
2 =
∫
dDx dg [A0(a), A
0
(b)]
2(x, g; x, g). (43)
Although this is naively divergent, it can be evaluated by using the heat-kernel regulariza-
tion [12]. The result is a sum of local actions
∑
i cisi. This should be invariant under the
diffeomorphism and gauge transformation, because they are parts of the original U(N)
symmetry.
Next, we examine the one-loop contribution to the effective action. The general one-
loop diagram with n insertions are shown in Figure 2, where the two index loops are
x2, g2; y2, h2
x1g1; y1, h1
xn, gn; yn, hn
Figure 2: The general one-loop diagram with n insertions.
specified by (x, g) and (y, h), respectively. The vertices yield insertions of the background
fields. We can read off the effect of the insertions from (38) and (39). An example is
depicted in Figure 3, which has a factor of[
iB(a)(yi−1, hi−1)
−i
2
{h(a′)d′(xi, gi), i ∂
∂xd
′
i
}G(xi−1, gi−1; yi−1, hi−1|xi, gi; yi, hi)
]
×
[−i
4
{̟ b′c′(a′) (yi, hi), O(hi)b′c′ }
−i
4
{̟(a′′)b′′c′′(xi+1, gi+1), O(gi+1)b′′c′′ }G(xi, gi; yi, hi|xi+1, gi+1; yi+1, hi+1)
]
. (44)
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h(xi, gi)
̟(yi, hi)
̟(xi+1, gi+1)
B(xi+1, gi+1)
B(yi−1, hi−1)
Figure 3: An example of a part of a diagram. △, ◦, and • indicate the sides on which Obc, the
derivative ∂b accompanying the background field h
b
a , and the derivative (
∂
∂ξ
+ ∂
∂η
) in the kinetic
part act, respectively.
In general, each propagator is multiplied by some of the following functions or derivatives:
A(I)J(x1), · · · , A(I)J (xn), ∂
∂xa1
, · · · , ∂
∂xan
,
R
(α)
〈r〉β (g1), · · ·R (α)〈r〉β (gn), O(g1)ab , · · · , O(gn)ab , (45)
A(I)J(y1), · · · , A(I)J (yn), ∂
∂ya1
, · · · , ∂
∂yan
,
R
(α)
〈r〉β (h1), · · ·R (α)〈r〉β (hn), O(h1)ab , · · · , O(hn)ab . (46)
where A(I)J ’s are the background fields given by (16). Then the general n-vertex loop can
be expressed as a sum of terms of the form
∫
dDx1 · · · dDxn dDy1 · · · dDyn dg1 · · · dgn dh1 · · ·dhn
n∏
i=1
Pi. (47)
Pi is given by
Pi = FiF ′i G(xi, gi; yi, hi|xi+1, gi+1; yi+1, hi+1), (48)
where the suffix n + 1 is identified with 1 (xn+1 := x1, gn+1 := g1, yn+1 := y1 and hn+1 :=
h1). Here Fi and F ′i are polynomials of (45) and (46), respectively. For later convenience,
we express Fi and F ′i in the standard form:
Fi = ciIJKT Ii ({xj})SJi ({gj})DKi ({∂/∂xj}, {O(gj)}), (49)
F ′i = c′iIJKT ′Ii ({yj})S ′Ji ({hj})D′Ki ({∂/∂yj}, {O(hj)}), (50)
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where T Ii is a polynomial of A(I)J (x1), · · · , A(I)J (xn) and their derivatives, SJi is a function
of g1, · · · , gn, and DKi is a polynomial of ∂∂xa
1
, · · · , ∂
∂xan
, O
(g1)
ab , · · · , O(gn)ab . Here the indices
I, J,K stand for sets of indices without parentheses. Hereafter, we do not keep the
indices with parentheses, because they are merely labels and have nothing to do with the
Lorentz transformations. ciIJK is a Spin(D−1, 1) invariant tensor because indices without
parentheses are contracted to a singlet in (31). We have a similar structure for F ′i .
We choose one coordinate on each index loop. For simplicity, we choose xn and yn.
Then we expand the background fields A(I)J around xn and yn:
A(I)J (xi) =
∞∑
s=0
1
s!
Aˆ(I)J a1···as(x)x˜
a1
i · · · x˜asi , (51)
A(I)J (yi) =
∞∑
s=0
1
s!
Aˆ(I)J a1···as(y)y˜
a1
i · · · y˜asi , (52)
where i = 1, · · · , n− 1, and
Aˆ(I)J a1···as = ∂a1 · · ·∂asA(I)J . (53)
Here we have introduced the relative coordinate by
x˜i = xi − xn, y˜i = yi − yn for i = 1, · · · , n− 1, (54)
and rewritten xn and yn as
x = xn, y = yn. (55)
Then the propagator in (47) is expressed in terms of x˜i:
G(xi, gi; yi; hi|xi+1, gi+1; yi+1, hi+1)
= G(x˜i − x˜i+1)δ(R(a)b(g−1i )(x˜bi − x˜bi+1)−R(a)b(h−1i )(y˜bi − y˜bi+1))δgigi+1δhihi+1, (56)
where i runs from 1 to n, and x˜n := 0, x˜n+1 := x˜1, y˜n := 0 and y˜n+1 := y˜1. Note that
the right-hand side of (56) is independent of x and y. This reflects the fact that the
translation invariance holds independently for the x-system and y-system. Furthermore,
the derivatives with respect to xi and yi (i = 1, · · · , n−1) are reduced to those for x˜i and
y˜i because we have
∂
∂xai
=
∂
∂x˜ai
,
∂
∂xan
=
∂
∂xa
−
n−1∑
i=1
∂
∂x˜ai
, for i = 1, · · · , n− 1,
∂
∂yai
=
∂
∂y˜ai
,
∂
∂yan
=
∂
∂ya
−
n−1∑
i=1
∂
∂y˜ai
. (57)
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and G does not depend on x or y. Therefore we have found that the x, y-dependence
appears only in the differential polynomials of the background fields. By separating them
from the other part, we found that (47) is given by a sum of terms as
CI1···InI C
′J1···Jn
J
∫
dDx dDy (Aˆ(x) · · · Aˆ(x))I × (Aˆ(y) · · · Aˆ(y))J
×
∫
dDx˜1 · · · dDx˜n−1 dDy˜1 · · · dDy˜n−1 dg1 · · · dgn dh1 · · · dhn
×
n∏
i=1
F˜i Ii({x˜j}, {gj})F˜ ′i Ji({y˜j}, {hj})G(xi, gi; yi, hi|xi+1, gi+1; yi+1, hi+1), (58)
where CI1···InI and C
′J1···Jn
J are Spin(D − 1, 1) invariant tensors, and (Aˆ(x) · · · Aˆ(x))I and
(Aˆ(y) · · · Aˆ(y))J are products of (53) at x and y, respectively. Here F˜i Ii({x˜j}, {gj}) and
F˜ ′i Ji({y˜j}, {hj}) are given by
F˜i Ii({x˜j}, {gj}) = c˜iIiIJK f˜ Ii ({x˜j})S˜Ji ({gj})D˜Ki ({∂/∂x˜j}, {O(gj)}), (59)
F˜ ′i Ji({y˜j}, {hj}) = c˜′iJiIJK f˜ ′Ii ({y˜j})S˜ ′Ji ({hj})D˜′Ki ({∂/∂y˜j}, {O(hj)}), (60)
where f˜ Ii is a polynomial of x˜
a
1, · · · , x˜an−1, S˜Ji is a function of g1, · · · , gn, and D˜Ki is a
polynomial of ∂
∂x˜a
1
, · · · , ∂
∂x˜an−1
, O
(g1)
ab , · · · , O(gn)ab . Here the indices I, J,K stand for sets of
indices without parentheses, and c˜iIiIJK is a Spin(D − 1, 1) invariant tensor. We have a
similar structure for F˜ ′i Ji. Note that indices related to x and g and those to y and h form
a singlet independently. This is because the Taylor expansion and the change of variables
do not mix x and g to y and h.
In order to examine the integration for the relative coordinates and fiber coordinates,
we consider two independent Lorentz transformations,
x˜ai → Ra b(u)x˜bi for i = 1, · · · , n− 1,
gi → ugi for i = 1, · · · , n, (61)
and
y˜ai → Ra b(v)y˜bi for i = 1, · · · , n− 1,
hi → vhi for i = 1, · · · , n, (62)
where u, v ∈ Spin(D − 1, 1). The indices in I1, · · · , In that appear in (58) come from
x˜a1, · · · , x˜an−1, ∂∂x˜a
1
, · · · , ∂
∂x˜an−1
, R
(α)
〈r〉β (g1), · · · , R (α)〈r〉β (gn), or O(g1)ab , · · · , O(gn)ab . Under (61),
each of them transforms as a corresponding representation. Similarly, the indices in
J1, · · · , Jn transform properly under (62). Under the transformations (61) and (62), the
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integral measure in (58) and G is invariant as is seen from (56). Hence, in (58), the
integrations over x˜1, · · · , x˜n−1, g1, · · · , gn, y˜1, · · · , y˜n−1 and h1, · · · , hn yield an Spin(D−
1, 1)× Spin(D− 1, 1) invariant tensor. The indices in I1, · · · , In form a singlet and those
in J1, · · · , Jn form another singlet. Then, all the indices in I are contracted to a singlet
among themselves, and similarly for J . Thus, (58) results in the form∫
dDx dDy (Aˆ(x) · · · Aˆ(x))× (Aˆ(y) · · · Aˆ(y)), (63)
where each factor is a scalar differential polynomial of the background fields.
The effective action is invariant under the U(N) transformation for the background
fields which includes the diffeomorphism and the local Lorentz symmetry. Hence, by
summing the above products of the Lorentz scalars in (63), we obtain, as the total one-
loop contribution to the effective action,∑
i,j
cijsisj (64)
where si’s are diffeomorphism and local Lorentz invariant action functionals, and cij are
certain constants. Thus we have proved the factorization at the one-loop level.
For the higher order contributions, we merely need to consider the cubic and quartic
interaction terms in φ. However the argument proceeds completely parallel to the one-
loop case, and the effective action becomes a product of local actions, each of which comes
from each index loop. Hence, we can show that the factorization occurs to all orders and
the effective action takes the form
Seff =
∑
i
cisi +
∑
i,j
cijsisj +
∑
i,j,k
cijksisjsk + · · · .
The degree of each term in si is equal to the number of index loops. Therefore, the higher
order diagrams give the higher-degree polynomials of si.
4 Conclusion and discussion
In this paper, we proved the factorization of the effective action in the derivative interpre-
tation of the IIB matrix model. The point of the proof is that there is the translational
invariance on every patch and that the tensor indices form singlets on each index loop
due to the integral over the fiber coordinates.
Each diagonal block in the classical solution is considered to represent a different
universe. The factorization implies that the universes interact each other by the products
14
of action functionals. It is also known that, in the ordinary theory of quantum gravity,
the effective action on the multiverse takes such a factorized form due to the wormholes,
which are quantum fluctuation of the space-time. It is expected that the form of the
effective action (1) is universal to the wide class of theories that contain quantum gravity.
Although the action of this type is not local, it does not cause a violation of causality.
Actually, an observer sitting in a universe finds that the nature is described by an ordinary
local field theory. The reason is as follows. The path-integral based on the action (1) can
be rewritten as
Z =
∫
Dφ ei(
∑
i cisi+··· )
=
∫
dλ f(λ)
∫
Dφ ei
∑
i λisi, (65)
where f(λ) is a function of the coupling constants λ1, λ2, · · · . Therefore, if λi’s are fixed
to some values by some mechanism, the observer in a universe merely sees a local theory
given by
S =
∑
i
λisi. (66)
Although this type of action has been discussed from various points of view [13, 14, 7, 15],
it seems that there is no definite understanding so far. In particular, it is interesting to
see whether the values of λi’s depend on the initial conditions or are fixed dynamically to
some special values. If it is the latter case, we may construct a model which describes the
real world with realistic parameters. For example, referring to the works [16, 17], we can
show that the particle content in the standard model is realized around classical solutions
in the derivative interpretation of the IIB matrix model, and it would be interesting if all
the coupling constants are fixed by such mechanism.
Acknowledgment
This work is supported by the Grant-in-Aid for the Global COE Program The Next
Generation of Physics, Spun from Universality and Emergence from the Ministry of Edu-
cation, Culture, Sports, Science and Technology (MEXT) of Japan. The work of A.T. is
supported in part by Grant-in-Aid for Scientific Research (Nos. 24540264 and 23244057)
from JSPS.
15
A Example of factorization
In this appendix, we give an example of the calculation of the effective action at the
one-loop level.
Here we consider a four-point function of Ba(x) depicted in Figure 4. This diagram is
B(x2, g2)
B(y3, h3)B(x4, g4)
B(y1, h1)
Figure 4: A four-point diagram for Ba. • indicates the side on which the derivative ( ∂∂ξ + ∂∂η )
in the kinetic part acts.
calculated as follows:
− i
∫
dDx1 · · · dDx4 dDy1 · · · dDy4 dg1 · · ·dg4 dh1 · · · dh4
× B(a′′′)(y3, h3)(Ra(a)(g4)
∂
∂xa4
+Ra(a)(h4)
∂
∂ya4
)G(x3, g3; y3, h3|x4, g4; y4, h4)
× B(a)(x4, g4)(Ra′(a′)(g1)
∂
∂xa
′
1
+Ra
′
(a′)(h1)
∂
∂ya
′
1
)G(x4, g4; y4, h4|x1, g1; y1, h1)
×B(a′)(y1, h1)(Ra′′(a′′)(g2)
∂
∂xa
′′
2
+Ra
′′
(a′′)(h2)
∂
∂ya
′′
2
)G(x1, g1; y1, h1|x2, g2; y2, h2)
×B(a′′)(x2, g2)(Ra′′′(a′′′)(g3)
∂
∂xa
′′′
3
+Ra
′′′
(a′′′)(h3)
∂
∂ya
′′′
3
)G(x2, g2; y2, h2|x3, g3; y3, h3), (67)
where G(xi, gi; yi, hi|xi+1, gi+1; yi+1, hi+1) is given by (41). The action of Ra(a)(gi) ∂∂xa
i
+
Ra(a)(hi)
∂
∂ya
i
on G can be evaluated as
(
Ra(a)(gi)
∂
∂xai
+Ra(a)(hi)
∂
∂yai
)
G(xi, gi; yi, hi|xi+1, gi+1; yi+1, hi+1)
= −Ra(a)(gi)∂aG(xi − xi+1)δ(R(b)c(g−1i )(xci − xci+1)−R(b)c(h−1i )(yci − yci+1))δgigi+1δhihi+1.
(68)
As in (54) and (55), we change the variables for n = 4, and obtain the chain rules (57).
The integrations over the fiber coordinates g1, g2 and g3 and h1, h2 and h3 are trivially
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performed because there is no Obc inserted, and we have a constant factor γ
2. Here γ is
a divergent constant that represents the value of the delta function when the two points
coincide: γ = δgg. Then, making the Taylor expansion, we obtain
∞∑
s,m,u=0
γ2
s!t!u!
∫
dDxBa(x)∂d1 · · ·∂duBa
′′
(x)
∫
dDy ∂b1 · · ·∂bsBa
′′′
(y)∂c1 · · ·∂ctBa
′
(y)
×
∫
dg Re
′
(a′)(g)R
e′′′
(a′′′)(g)
∫
dhR
(a′)
a′(h
−1)R
(a′′′)
a′′′(h
−1)
× (−i)
∫
dDx˜1 · · · dDx˜3 dDy˜1 · · · dDy˜3 y˜b13 · · · y˜bs3 y˜c11 · · · y˜ct1 x˜d12 · · · x˜du2
× ∂aG(x˜3)∂e′G(−x˜1)∂a′′G(x˜1 − x˜2)∂e′′′G(x˜2 − x˜3)
× δ(ξ˜3 − η˜3)δ(ξ˜1 − η˜1)δ((ξ˜1 − ξ˜2)− (η˜1 − η˜2))δ((ξ˜2 − ξ˜3)− (η˜2 − η˜3)), (69)
where g := g4, h := h4, and ξ˜i and η˜i are defined by
ξ˜
(a)
i := R
(a)
b(g
−1)x˜bi , η˜
(a)
i := R
(a)
b(h
−1)y˜bi . (70)
y˜i-dependence in the integrand appears only in the product of the delta functions. Since
one of the four delta functions in (69) is dependent on the others, it is proportional to
δ(0).
Since the product of the second to the fifth line in (69) is invariant under two indepen-
dent Lorentz transformations ((61) and (62)), it forms a Spin(D− 1, 1)× Spin(D− 1, 1)
invariant tensor. Because it is proportional to δ(0), as we have seen, it can be written as
δ(0)Cd1···duaa′′ C
′b1···bsc1···ct
a′a′′′ . (71)
Therefore (69) turns out to be
∞∑
s,m,u=0
γ2δ(0)
s!t!u!
∫
dDxCd1···duaa′′ B
a(x)∂d1 · · ·∂duBa
′′
(x)
×
∫
dDy C ′b1···bsc1···cta′a′′′ ∂b1 · · ·∂bsBa
′′′
(y)∂c1 · · ·∂ctBa
′
(y), (72)
which is apparently factorized.
B Spin-one and spin-two fields
In order for the model to be realistic, there must be massless spin-one and spin-two fields
(gauge fields and gravitons). We assume that the higher spin fields are massive, so that
we do not have to consider the mixing of spin-one or spin-two fields to them.
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First, we consider the spin-one vector Ba(x). The mass term of Ba(x) in the one-loop
effective action is depicted in Figure 5, where we have two insertions of Ba(x)’s in the
index loop specified by (x, g) and no insertions in the other index loop specified by (y, h).
The sum of the diagrams is given by
+ + +
Figure 5: Diagrams for the mass term of Ba(x).
− i
∞∑
n=0
δ(0)γ2VMVG
n!
∫
dDx dg Ba(x)∂b1 · · ·∂bnBa
′
(x)
∫
dDx˜1 x˜
b1
1 · · · x˜bn1
×
(1
2
∂aG(x˜1)∂a′G(−x˜1) + 1
2
∂a′G(x˜1)∂aG(−x˜1)−G(x˜1)∂a∂a′G(−x˜1)
)
− iδ(0)γ2VMV 2G
∫
dDxBa(x)Ba(x)G(0), (73)
where VM is the volume of M, and VG is the volume of the fiber Spin(D − 1, 1). Since
the integrations over x and y are completely decoupled, (73) is reduced to the result in
the ordinary scalar quantum electrodynamics. While the n = 2 term in the Taylor series
gives the one-loop corrections to the Maxwell term, the n = 0 term is the mass term,
which vanishes due to the gauge invariance.
In a similar way, we can calculate the two-point function of the spin-two gravitational
field h ba (x). The result for h
b
a (x) is also reduced to that in the ordinary quantum field
theory. However, this is a little nontrivial because h ba (x) associates a derivative, which
acts also on the delta functions δ(ξ˜′ − η˜′) in the propagators. Explicitly, the lowest order
of the Taylor series of the quadratic term for h ba (x) can be calculated as
iδ(0)γ2VMVG
∫
dDx dg hab(x)ha
′b′(x)
{
iηaa′
∂
∂xb
∂
∂x′b′
[G(x− x′)δ(x− x′)]
∣∣∣
x′→x
+
∫
dDx˜1 d
Dy˜1
(1
2
∂
∂x˜b
′
1
[
(
∂
∂x˜a1
G(x˜1))δ(x˜1 − y˜1)
] ∂
∂x˜b1
[
(
∂
∂x˜a
′
1
G(−x˜1))δ(x˜1 − y˜1)
]
+
1
2
∂
∂x˜b1
[
(
∂
∂x˜a
′
1
G(x˜1))δ(x˜1 − y˜1)
] ∂
∂x˜b
′
1
[
(
∂
∂x˜a1
G(−x˜1))δ(x˜1 − y˜1)
]
+
∂
∂x˜b1
∂
∂x˜b
′
1
[
G(x˜1)δ(x˜1 − y˜1)
]
(∂a∂a′G(−x˜1))δ(x˜1 − y˜1)
)}
. (74)
18
The Leibniz rule yields three classes of terms. In the first class, two derivatives act on the
delta functions. These terms do not correspond to the ordinary field theory of h ba (x).
However, we can show that they are combined to zero if we use the same identity as
we have used to show the vanishing of the vector mass above. In the second class, one
derivative acts on G and the other on the delta function. These terms vanish because of
the y˜1-integration. In the third class, two derivatives act on G. These terms are the same
as the ordinary field theory. They are combined to the form∫
dDx
{
(haa(x))
2 + hab(x)hba(x)
}
, (75)
which is the quadratic part of the cosmological constant. Thus we have seen that (74)
gives the part of c
∫
dDx
√−g(x) ∫ dDy√−g(y) which is the zeroth order in h ba (y) and
the second order in h ba (x).
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