Introduction
In the p-centre problem, the objective is to locate a given number (p) of facilities in order to minimize the maximum distance from a set of fixed points to their closest facilities. In this study, we investigate the case where the facilities can be located anywhere in the plane. This is contrary to the commonly used case where the facility locations are restricted to a candidate set of potential sites. The continuous solution though has some weaknesses in terms of practicality can be of help to identifying potential sites that are nearer to the best locations as gathering the data can, in some situations, be expensive. Also, the information obtained can be used as a green field solution for assessing the company's chosen facilities. The most cited application of the p-centre problem involves the location of emergency facilities where response times are critical. Thus, to obtain an 'equitable' solution, the objective is framed as the minimization of the worst response time instead of the average response time. Related economical implications include among others the recent work by Murray and Wei (2013) and the one by Lu (2013) . The former used set covering and GIS to obtain the least number of facilities to cover the entire area of study. Two real life applications are used where the first one aims at locating emergency sirens in Dublin (Ohio) whereas the second is about the siting of fire station in Elk Grove (California). The paper by Lu (2013) explores the use of pcenter as part of emergency management while taking into account uncertain demand as this is very common in emergency logistics systems aiming at responding to natural disasters. A case study using the earthquake in Taiwan in 1999 is adopted.
The existing research on the p-centre problem deals mainly with the network (or discrete) formulation of the problem; this version is usually referred to as the vertex p-centre problem.
For a fixed value of p, the vertex p-centre problem can be solved in polynomial time. For the continuous case, efficient solution approaches have been proposed for the one-centre problem (p = 1) including Elzinga and Hearn (1972) who devised an exact geometrical approach for solving optimally the problem. Enhancements to speed up the search were also introduced by several authors, see Xu et al. (2003) and references therein. For p= 2, Drezner (1984a) designed an interesting exact algorithm where the idea is to enumerate efficiently all the possible disjoint pairs of subsets (i.e., n(n-1)/2 possibilities) by using the optimal algorithm for p= 1 for each subset. For large values of p (p 3), the problem is known to be NP hard (see Megiddo and Supowit, 1984) . The above multiple facility location problem has been examined by a small number of authors, see Plastria (2002) and the references therein. For larger values of p and n, heuristic methods were developed by Drezner (1984b) and Eiselt and Charlesworth (1986) The paper is organised as follows: Enhancements for the Elzinga-Hearn algorithm (i.e. 1 p  ) are described in section 2 alongside an initial application and adaption to the p-centre problem. In section 3, a VNS implementation is produced followed by improvement schemes in the generation of an effective neighbourhood structure in section 4 and enhancements on the local search in section 5. A learning mechanism that systematically responds to the characteristics of a given instance making VNS not memoryless is provided in section 6. In section 7 computational experiments are presented followed by our conclusion and suggestions in the last section.
Enhancements to the Elzinga-Hearn algorithm
Though the algorithm is polynomial of the order 2 () On and hence very fast, any enhancement would seem not to be worthwhile if the aim was to solve the 1-centre problem only.
However, our aim is to solve the p-centre problem instead where we need to resolve to solving the 1-center problem a large number of times and therefore the cumulative computational saving would be, in our view, worth considering. For completeness, a brief recall of the Elzinga-Hearn algorithm is first given followed by our proposed enhancements.
A brief on the Elzinga-Hearn algorithm
The optimal solution for the 1-centre problem ( X ) can be obtained with a geometrical-based approach using the following two results.
Result 1 (Case of 2 critical points say and s t P P )
The optimal solution X lies at the intersection of the set ( , ) { : In brief, the optimal solution can be determined by one, two or three fixed points only which are referred to, in the literature, as the critical points. Using these interesting results, Elzinga and Hearn (1972) developed the following algorithm (see Figure 1 ) to find the optimal location for the 1-centre problem in the continuous space.
Figure1: The original Elzinga-Hearn algorithm
Regarding the addition of the 4 th point (Step 6 of Figure 1 ), six combinations need to be evaluated only (three using two points and the other three requiring three points). Moreover, if the problem is unweighted, there is no need to check all the six cases.
The proposed enhancements
Elzinga and Hearn (1972) noted the following weaknesses of their algorithm: (i) selection of the starting points (Step 1 of Figure 1 ) and (ii) the selection of the uncovered points in Step 2
and
Step 5 of Figure 1 . Attempts to address these shortcomings were made by Hearn and
Step 1: Choose any two points and s t P P . Solve the weighted minimax location problem with and s t P P to find X using Result 1and let ( , )
uncovered points).
Step 3: Solve the weighted minimax location problem with , and to find and s t u P P P X Z using Result 2.
Step 4: If the optimal location X is determined by two points, say and s t P P , go to Step 2
Step 5: X is determined by three points. If
e., uncovered points).
Step 6: -Using , , and s t u v P P P P select all combinations of two points to find the optimal location X using Result 1, and choose all combinations of three points to find the optimal location X using Result 2.
-Among these solutions, choose X with the largest Z value.
-If the solution is determined by two points, let and s t P P be these 2 points and go to Step 2;
Otherwise (i.e., the solution is found by three points), let the three points be , P and s t u P P and go to Step 5. Vijay (1982) , but with less convincing results. Here we propose two simple but effective enhancements for both the weighted and the unweighted cases. The steps of these two enhancements are similar to the original algorithm, except that Steps 1, 2 and 5 of Figure 1 are replaced as follows:
Enhancement 1 (Enh 1)
Only Step 1 is changed as follows.
Step 1:
-Determine the four corners of the rectangle with horizontal and vertical sides that covers all demand points, namely let 
Enhancement 2 (Enh 2)
This is an extension of Enh 1 where the uncovered point is chosen as the one with the greatest weighted distance in Steps 2 and 5.
Step 1: Same Step 1 as in Enh 1.
Step 2 (choice of u P ) & Step 5 (choice of ) v P :
If ( , ) P ; 1,...,
e., the uncovered point that has the greatest weighted distance from the previous solution) .
Computational experiments
The two enhancements were tested on random instances varying in size from n=10 to 100 in increment of 10. For each value of n, 100 random instances were tested and average results are reported. The fixed points are randomly generated in a square 2 (0,100) .
Our two proposed enhancements are found to yield extremely better results than the original implementation. To validate this claim further, an extensive testing was carried out based on a large sample with n=100 to 1000 with a step size of 50. It was observed that the same trend remains valid.
For the weighted case, Enh 2 is always found to outperform Enh 1. This saving in computational effort can have a massive effect within heuristics that perform the 'locate-allocate' principle a large number of times as will be shown in the next subsection where a simple multi-start procedure is used for the p-centre problem. We have also experimented with the following modifications but all combinations of these have proved to be slower than Enh 1 and Enh 2.
(i) Using the farthest two points in terms weighted distance as initial starting points in Step 1.
(ii) Using the farthest three points as initial starting points in Step 1.
(iii) Selecting the uncovered point in Steps 2 and 5 that has the greatest weighted distance from the previous solution.
Effect of the Enhancements on the planar p-centre problem
In this subsection we present computational results of the Multi-Start using the original algorithm (10 random runs) versus those of Enh 1 and Enh 2 for solving the p-centre problem.
For illustration purposes, we chose one of the TSP-Lib instances (n = 1002) with p varying from 5 to 25 with an increment of 5. We performed 100 iterations for the original Multi-Start and used the required average time as a stopping criterion for the enhanced versions for which we record the number of iterations as well as the corresponding CPU time. 
A VNS-based approach for the p-centre problem
The basic idea of VNS is to change neighbourhoods systematically while using a local search within each neighbourhood to get to a corresponding local minimum. A brief outline of the basic VNS approach is given in Mladenovic and Hansen (1997) cater for the properties of the minimax objective function. These include customer-based moves (e.g., the removal/addition of one or more customers from a region), and facility-based ones (e.g., opening/closing one or more facilities).
A Basic customer-based VNS
The steps of the VNS that uses a customer-based neighbourhood, and which we call VNS (CN) for short, are given in Figure 3 . 
Explanation of some of the steps
Step 0 (the construction of the neighbourhood structures) Step 1 (the initial solution) This is generated randomly by choosing p fixed points, though other schemes could also be used.
Step 2b (the solution of the 1-centre problem)
Our enhancements on the Elzinga-Hearn algorithm using rule (1) are applied to solve the 1-centre problem for both the source and the destination clusters (i.e., the affected clusters).
Note that this step could also be inserted at the beginning of the local search in Step 2c.
Step 2c (the local search)
A locate-allocate procedure, which is similar to that of Cooper (1964) , is used here.
Step 
Step 3: Record Time. 
, determine the optimal location j X using (1).
(ii) While there is a change in at least one of the subset j W or the location ; 1,..., j X j p  , return to (i), else record the incumbent solution X and stop.
This local search will be revisited in Section 5.
Customer-based VNS(CN) enhancement
Given that any circle of minimum radius can be determined by two or three critical points on its circumference or simply by a singleton point, we build our enhancement by taking this information into account. A preliminary study showed that allocating a critical point, instead of a non-critical point, to another facility is likely to be more efficient. In this enhancement, which we call VNS(CN), the critical points of the largest circle are allocated to the other facilities. The only step of Figure 3 which is changed is Step 0. This is replaced by
Step 0: Define
as the sequence of neighbourhood structures representing the k critical points of the largest circle with max K being 2 or 3 depending on the number of critical points that define the largest circle at a given iteration.
The Facility-based VNS
In this section, the facility-based neighbourhood algorithm, VNS(FN) for short, is presented.
Its steps are similar to those of the VNS(CN) given in Figure 3 except that in the shaking part, k open facility locations are selected randomly and inserted into other places. These facilities can be located either in the discrete space (fixed points) or in the continuous space.
Therefore, this type of neighbourhood which we denote by
classified under two categories namely VNS1(FN) and VNS2(FN), which are defined as follows:
Here we define the k th neighbourhood structure
The main steps of VNS1(FN) are similar to VNS(CN) of Figure 3 except that Step 0, Step 2a
Step 2b are replaced as follows:
Step 2a :
Step 2b: This step is now void as there is no destination cluster or source cluster.
Algorithm VNS2(FN)
Here the k th neighbourhood structure
where and
VNS2(FN) is similar to VNS1(FN) except that
Step 0 and Step 2a are replaced by
Step 2a:
Step 2b: This step is also void here as there is no destination cluster or source cluster.
Based on a preliminary experiment, the performance of VNS2(FN) is found to be relatively better than VNS1(FN). We therefore concentrate on proposing simple but effective enhancements on VNS2(FN). We first develop an effective neighbourhood structure which is then followed by enhancements on the local search.
A New Neighbourhood Structure
There are some steps in VNS2(FN), especially in the shaking phase of Step 2a which are worth examining. We aim to shake with a strong perturbation, also known as 'Intensified shaking' in the literature, see Mladenovic et al. (2013) .
The first idea which comes to one's mind is to reallocate the facilities with small circles and insert them randomly in the larger ones. However, when the solution of the p-centre location problem is not optimal, it is observed that the facility in the largest circle and at least one of its neighbouring facilities cannot be in the right location. This observation led us to explore the idea of reallocating instead the facility locations of the larger circles (1 st largest, the 2 nd largest,..., the th K ) ( max largest circle) including the facilities that are around them. This idea can be further refined by focussing on the largest circle and the facilities that are around it only and then locate any facility removed randomly in the largest circle and in its surrounding areas defined by its neighbouring circles which we will explore next. This is achieved using the following two neighbourhood definitions namely the neighbourhood attraction and the neighbourhood removal.
For the sake of simplicity let's index the largest circle as 1 C defined by 11 ( , ) XRwith 1 X as its centre and 1 R as its radius. The remaining 1 p  circles are indexed in ascending order based on their distances from the largest circle using the distance measure
The following additional notation is used. 
We refer to ' k CC as the ' th k covering circle. This can also be defined as a sequence ' 1 '
representing the facility of the largest circle and the '1 k  nearest facilities to it.
Facility Attraction
For example, consider Figure 4 which shows three regions (i.e., 1 with l RC l representing the critical points 1 2 3 , and a a a ). It can be shown that these 3 regions could not contain any facility worth considering. This is because if one of these regions contained a facility, the point of that region would have been already allocated to this facility. For instance, if the region of point 1 a contained a facility, 1 a would be closer to this facility than its serving facility 1 p , and therefore 1 a would have already been allocated to that facility instead. This is an interesting and powerful property which is also given and proved in Mladenovic et al.
.
We take this observation into account to define our neighbourhood for attracting facilities.
This is achieved by exploring those regions defined by jl RC as the regions where a facility could be located; 1,..., and j j p l CP  .
Facility Removal
In the k th neighbourhood, instead of removing k facilities randomly from X , we remove these facilities from ' where ' is the level at that iteration, ' 1,..., Figure 5 for an illustration. The way ' k is updated is defined next. .
The new neighbourhood
The new th k neighbourhood structure that combines the facility attraction and the facility removal is defined as follows: CC at a given iteration, we briefly describe how the value of ' k is updated which will also be given in the algorithm that follows in Figure 6 . We first remove a facility from Based on the neighbourhood structure described earlier and the way ' k CC is updated, the new VNS(FN) algorithm is summarised in Figure 6 . If ( '') ( ) set X '' , ( ) ( ''), 1 , ' 1 and 1 otherwise set 1 and
Enhancements on the allocation phase (local search)
The second part of the Cooper's locate-allocate procedure (i.e., the allocation phase) is also modified here. We propose two enhancements to be used when there is no improvement after the exchange between the location and the allocation phases. These include the allocation of the critical points and the closure of the non-promising facilities.
Allocate a critical point of the largest circle to another facility
Here we focus on a simple but effective reallocation of the critical points of the largest circle to their neighbouring facilities. Note that in case there is more than one largest circle (case of tie) the procedure is repeated.
This allocation process continues until a better allocation cannot be found.
Step Step 2: Solve the 1-centre problem for the largest circle without l and record its new radius () Rl .
Step There are three facilities 2 3 4 , and p pp in the region of The second level of the critical point . . 
.
To illustrate the impact of this reallocation, computational results of the Multi-Start algorithm using 1000 runs with and without this scheme are given in Table 3 . The existing data set with known optimal solutions ( 439 n  TSP-Lib) with 10 to 100 p  is used here.
The integration of this reallocation procedure has improved the solution by up to 13% (when 100 p  ), with an average of over 4.5% while requiring a negligible extra computing time. Table 3 : Effect of the reallocation (based on 1000 runs of Multi-Start)
Removal of the non promising facilities
The idea is to identify those facilities that serve the critical fixed points only and to allocate them to other facilities which will lead to such facilities having no customers and hence a reduction in the number of facilities. These saved facilities could then be located in the continuous space encompassed by the larger circles. For instance, Figure 10 (a) shows a feasible solution of a 5-centre problem. Here the critical points of the circle centered at p 3 , namely 1 2 3 , and c c c are allocated to the facilities located at p 5 , p 4 and p 2 respectively. Note that there are no non-critical points encompassed by this circle.
A feasible solution of a 4-centre for the same problem is then presented in Figure 10 ( Table 4 shows the computational results of this enhancement, when it is applied on the solutions of the multi-start algorithm with 1000 runs using the existing TSP data (n=439 TSP-Lib). Table 4 : Results of the Multi-Start for 1000 iterations with and without the removal-based enhancement
The VNS(FN) algorithm
Our VNS(FN) algorithm is the VNS2(FN) algorithm described in Figure 6 with the local search in step 2c incorporating the ALLOC procedure of Figure 7 and the removal mechanism given in Figure 9 .
A VNS with Memory
In the traditional VNS-based implementations the search is memoryless. In this section we intend to incorporate learning within the search so to identify any useful values of the parameters that are worth controlling in VNS.
The Algorithm
The learning consists of two stages. In the first stage, we record some information about the the progress of the VNS. This is performed during a certain time period defined as  % of the maximum CPU. The information that we are interested in includes the use of the th k neighbourhood, the level of the coverage ' k and the value of max K . The second phase uses the information obtained to guide the search in subsequent iterations of the VNS. A skeleton of the VNS with memory is given in Figure 11 . 
Step using (5) and calculate max K using (6).
Step 3 (Adaptive VNS): Use the information gathered in step 2 (ii) for the remaining iterations of VNS. 
Application of VNS-M to the planar p-center problem
The facility-based neighbourhood can incorporate the process of learning by identifying the number of the preselected facility candidates (k) and the levels of the covering circles. Note that the customer-based neighbourhood method does not have such a flexibility as the value of k is fixed to 1, 2 or 3, representing the number of critical points and also the source region is fixed being defined by the largest circle. Since VNS(FN) is found to be the best performer, the learning process is carried out using this variant only.
Phase I: Learning process (Steps 1 & 2 of VNS-M)
Here, we use  = 0.25 for simplicity. We observe VNS(FN) behaviour by recording the information mentioned above.
The levels of the covering circle (k')
As the chosen facility is found by dynamically changing the radius of the covering circle
, the level ' k is identified whenever a better solution is found. In other words, if there is an improvement at a given ' k CC , the frequency of using such a level will be increased by one.
The neighbourhood structure (k)
We record the number of times the solution is improved using the th k neighbourhood structure; max 1,..., kK  ( k facilities are removed and inserted somewhere else according to our previous strategies). Furthermore, as part of the process we also derive max K accordingly.
Phase II: Integrating the information within the search (Step 3 of VNS-M)
The information that is recorded in the first phase (the value of '; ' 1,. The range (min, max)
As the size of the covering circle is dynamic, we would like to determine the maximum level that has achieved improvement. The same idea is also applied to fix the range for the value of k , i.e. [ , ] ab. Note that in the classical VNS, a = 1 and b=K max whereas here though 1, ab  is not necessarily max K . However, in some cases, it was observed that the values of ' k and k can be further away from their respective means than what is deemed reasonable (outliers), those that lie beyond the mean + 2standard deviations. Therefore, such outliers are excluded from our analysis.
A preliminary study shows that this method has two weaknesses: (i) there is a possibility that some levels within the range did not improve the solution leading to a waste of time in exploring these levels, and (ii) the probabilities of using each level is considered to be the same, meaning that all levels have the same level of importance. It was however observed that some levels improve the solution several times, while others only a few times or none.
These two weaknesses also occur in determining the k values. The next scheme attempts to overcome these two weak points.
The frequency of occurrence
The idea is to choose (0,1)
 
uniformly and compute and is computed using (5) . In other words, the higher the probability of a given level or neighbourhood is, the higher the chance that such level or neighbourhood will be chosen. Figure 12 illustrates how such a scheme can be used.
This technique is also referred to, in the literature, as the inverse method. This method is more adaptive as both the values of and ' kk are pseudo-randomly selected.
Some Comparative results
A preliminary experiment using both schemes on a TSP data set with n = 439 and p varying from 10 to 100 in steps of 10 is given in Table 5 . The results based on 10 runs show that applying this scheme is more efficient than the range-based. For instance, the overall average deviations for the best results are 0.80% and 1.15%, with the average results being 1.96% and 2.65%. The ST Deviation values of 6.46 and 3.17 of schemes 1 and 2 respectively, also confirm that the frequency-based scheme is more reliable especially for large values of ( ; 30). p eg p 
Computational Experiments
The proposed heuristics are coded in C++ and run on a PC computer with an Intel Core 2 Duo processor, 2.0 GHz CPU and 4G memory. For the optimal solution of the discrete case, an integrated C++ code, with CPLEX incorporated within it, is used and run in the same computer. Our enhancements are used to test the following existing data sets (n=439, 575, 10). For n=439, we compare the computational results of our VNS based approaches to the optimal solutions provided by Chen and Chen (2009) . For the other larger data sets no optimal solutions are available. To assess the performance of our approach, we used an efficient implementation of the set covering-based approach that optimally solves the vertex p-centre problem, as will be explained later. The optimal discrete solutions are then refined in the continuous space by applying the same local search as described in this paper. We run the multi-start procedure 10000 iterations and select the best solution. For consistency, we use the corresponding CPU time for the multi start as a stopping criterion in our VNS methods. 
Comparisons against Existing results (small data set)
For simplicity and ease of repeatability, the initial solution in our VNS-based heuristics is taken as the solution of the multi-start algorithm with 100 runs. In Table 6 , the results for VNS(CN) and VNS(FN) with and without memory are reported. Our experiments show that both VNS heuristics (CN and FN) produce better results than the multi-start heuristic as well as the optimal solution based on the discrete case. In brief, the performance of VNS(CN) was slightly inferior to the VNS(FN) memoryless as the overall average deviation values from the optimal solutions are 0.429% and 0.362% respectively. It can be seen that VNS(FN) with memory is more effective, as the overall deviation has been reduced to 0.233%.
The optimal solutions are found by Chen and Chen (2009) who used an interesting relaxation method based on solving a succession of small sub-problems. The authors add a number of demand points each time the obtained optimal solution of the sub problem happens to be not feasible for the entire problem. For simplicity, in our subsequent tables, we refer to these values by k as reported in their paper. ( ): The number of times when the optimal solution is obtained. Bold: The best solutions found.
Results on larger data set
Four larger datasets (n= 575, 783, 1002 and 1323 TSP-Lib) are used to assess the performance of our enhancements, see Table 7 . As no optimal solution is available for these cases, we compute the deviation from the best solution as Deviation (%) = () 100 a) The solution of the multi-start procedure with 100 runs -Here, we use the solution of the multi-start algorithm with 100 runs, as previously shown in Table 6 .
b) The optimal solution of the vertex-centre problem -The idea here is to determine the optimal solution of the vertex p-centre problem as a starting point using the set covering-based approach mentioned earlier.
In general, Table 7 shows that the performance of VNS(FN) with memory namely VNS-M outperforms all the others, yielding 34 best solutions in total, (i.e., 20 obtained using the solution of the multi-start and 14 with the optimal solution of the discrete problem). The CN-based approach achieved the best solution 13 times using the multi-start and 4 times with the discrete case (17 in total). The memoryless VNS(FN) obtained 7 and 3 times the best out of 40 for strategies (a) and (b) respectively. It can also be observed that the optimal solution based on the discrete case fails to find even one best solution, while the multi-start algorithm (10000 runs) achieved the best solution only once. In addition, the average deviation values also confirm that the performance of VNS(FN) with memory always yield relatively better results than those of the other enhancements, with an overall average deviation of 0.538 % and 2.716% when using the solution of the multi-start and the optimal discrete solution respectively.
These compare favourably with (0.731 %, 7.657%) and (1.314 %, 3.378%)) for VNS (CN) and VNS(FN) without memory respectively. Note that when p = 40, 50 and 60 with n = 783
there was no remaining time to run the VNS when the optimal discrete solutions was used as the initial solutions on its own consumed more time than required by the multi start.
In brief, we can confirm that the performance of the VNS(CN) is better than the VNS (FN) without memory, but the incorporation of learning into the search has made VNS(FN) with memory to be the best performer.
Time performance
A comparison between the average total CPU time of the Multi-Start algorithm (10000 iterations) and the average CPU time when the best continuous solution is found for both cases (using the solution of the multi-start procedure with 100 runs and the optimal discrete solutions as the initial solutions) as well as Chen and Chen's results (when it is available) is presented in Table 8 . It is worth noting that the recording of when the best solution is obtained could be useful in designing a more advanced stopping rule. To achieve this, we record the CPU time when the best solution is found by a given heuristic as H T and compute the deviation from the CPU time required for 10000 iterations of the multi-start algorithm which we refer to as MS T . Deviation is computed as follows: provide an approximate time using a slightly slower but similar computer namely a PC Intel Pentium 4 (3.06 GHz), 2 GB of main memory. Table 8 shows that the overall deviations of CPU time when the best solution is found to increase with n for all the algorithms. For instance, in VNS (CN), when using the solution of the multi-start (100 runs) as the initial solution, the overall deviations vary from nearly -82% for n=439 to nearly -40% for n=783.
In general, it can be seen that applying VNS(FN) and VNS(CN) require around 50% of the time required by the multi start algorithm. 
An intensification of the local search in VNS (GVNS)
In this section we intensify the local search within VNS which is based on the allocation procedure 'ALLOC' of Figure 7 . We achieve this by exploring not only one critical point of the largest circle at a time but also all the 3 pairs of critical points as well as all the three critical points simultaneously.
Adaptation of ALLOC
ALLOC is based on the following neighbourhood structure 1 () NX which is the removal of one critical point 1 l CP  and inserting it in the best region in l V .
Here we extend this to cater for 2 We incorporate the above VND with the three neighbourhood structures 1 2 3 , and N N N as our local search in Step 2c in both VNS(CN) and in our best variant of VNS(FN) namely VNS-M. Computational results
The same data sets and the same stopping criterion that were used in the previous computational results are also applied here. The overall results of the best variants investigated in this study are given in new best results were discovered (6 based on VNS(CN) and 2 with VNS-M) excluding 9
other already found best solutions. Also, the new variants are found to be better suited for the very large instance where an average of slightly less than 0.7% is achieved. In addition, very encouraging overall average deviations of 0.629% and 0.839% are recorded by VNS(CN) and VNS-M respectively which compare favourably against the best results found by VNS-M (i.e., 0.613%). This slight deterioration can be due to the time spent in VND which obviously slightly limit the exploration of VNS given that the same computational time of 10,000 multistarts is used.
Brief results on the Discrete case
For completeness we also provide the optimal solutions for the vertex p-centre problem for these large instances using the set covering-based approach, see Table 10 . This is based on Daskin (1995) algorithm but incorporates an efficient data structure for sorting the useful elements of the distance matrix that are used during the search (see Al-Khedhairi and Salhi This is also relatively more efficient than the Chen-Chen algorithm which is sensitive to the number of demand points added (the k value in their paper). For instance, when n = 1323 the average CPU time are 227.27 and 1188.83 seconds respectively. The current approach also reduces the number of Cplex calls by almost half, which is significant when compared to the original implementation of Daskin (1995) . 
Conclusion and Suggestions
A VNS-based approach is designed to solve the p-centre problem on the plane which seems to have not attracted as many researchers as one may wish especially for larger instances. A local search which is similar to Cooper's algorithm is used. Enhancements on the well known Elzinga-Hearn algorithm for the 1-centre problem are presented that produced nearly 60% reduction in CPU time. This is then embedded as part of the local search in VNS for solving the p-centre problem. Two modifications are proposed in our local search (allocation phase) as well as new neighbourhood structures designed for this particular location problem. The idea of incorporating learning within the search on the within the VNS, a VND type mechanism is embedded into the local search which generated interesting new best results. The multi-start procedure is adopted for comparison purposes and its computing time used as a basis. The optimal solution of the vertex p-centre problem (the discrete case) is also found using an efficient implementation of the set covering based approach which is then refined for the continuous space by the same local search. Four TSP data sets with n = 439, 575, 783, 1002 and p varying from p =10 to 100 with a step of 10 are used as a platform to test our methodology. To our knowledge, this is the first time such larger instances were attempted. In summary, the VNS that uses facility-based and memory proved to be the best performer and the most robust when compared to the other methods.
For future research, it may be interesting to incorporate into our approach the optimal method given by Drezner (1984a) for the case of 2, p  whenever two clusters are considered worth solving optimally. In this study, we explored the removal of the nonpromising facilities by identifying those facilities that serve the critical fixed points only, this can be relaxed to also consider those facilities that also have, in addition to the critical point, a small number of non-critical fixed points. Other related location problems with different objective function such as the Min Max Sum or other types of covering (maximum or partial covering on the plane) can also be investigated using our methodology. The methodology can also be extended to cater for area coverage which may or may not be convex as attempted by Wei et al. (2006) . The use of memory within VNS, or in any other meta-heuristic that relies on certain parameters or on the sequence in which certain moves are implemented, could, in our view, be a challenging but a promising research avenue that is worthwhile exploring.
