Abstract. In the present paper, after recalling the Karcher mean in Hadamard spaces, we study the relation between convergence, almost convergence and mean convergence (respect to the defined mean) of a sequence in Hadamard spaces.
Introduction
For a sequence {x n } in a linear space, the Vallee-Poussin means of the sequence for each k is defined by:
Lorentz [17] defined the concept of almost convergence for a bounded sequence {x n } of real (or complex) scalars using two approaches. The first approach is using Banach limits, and the second one is based on the uniform convergence of the above ValleePoussin means respect to k. In fact, he showed that these two approaches are equivalent. Clearly convergence of sequence {x n } implies almost convergence of the sequence and almost convergence implies convergence of the Cesaro mean of the sequence, i.e., For the reverse directions we need some sufficient conditions, which are called the Tauberian conditions and considered by Lorentz [17] for scalar sequences. Then Kuo [15] extended the Tauberian conditions from real sequences to vector sequences in Banach spaces. In this paper, after the definition of mean and almost convergence for a sequence in a Hadamard space, we extend the Tauberian conditions in this setting.
In the next section, we present some preliminaries including the basic concepts of Hadamard spaces and the required lemmas to state and prove the main results.
We also define the Karcher mean as well as the concept of the ergodic and almost convergence of a sequence respect to this mean. In Sections 3 and 4, Tauberian theorems are studied respectively for metric and weak convergence. Finally, Section 5 is devoted to prove almost convergence of almost periodic sequences in Hadamard spaces.
Preliminaries
In metric space (X, d), a geodesic between two points x, y ∈ X is a map A geodesic triangle := (x 1 , x 2 , x 3 ) in a geodesic metric space (X, d) consists of three points x 1 , x 2 , x 3 ∈ X as vertices and three geodesic segments joining each pair of vertices as edges. A comparison triangle for the geodesic triangle is the
A geodesic space X is said to be a CAT (0) space if for each geodesic triangle in X and its comparison triangle in
is satisfied for all x, y ∈ and all comparison points x, y ∈ .
where x, y, z ∈ X and m is the midpoint of the segment [y, z], i.e.,
. Also in [10, Lemma 2.5] and [6, page 163], we find out that a geodesic metric space is a CAT (0) space if and only if for every three points x 0 , x 1 , y ∈ X and for every 0 < t < 1
where x t = (1−t)x 0 ⊕tx 1 for every t ∈ [0, 1], the above inequality is known as strong convexity of the function d 2 respect to each argument. A CAT (0) space is uniquely geodesic. A complete CAT (0) space is said Hadamard space. From now, we denote every Hadamard space by H . In Hadamard space any nonempty closed convex subset S is Chebyshev i.e., P S x = {s ∈ S : d(x, S) = d(x, s)} is singleton, where [3] . Thus, the metric projection on nonempty closed convex subset S of a Hadamard space H is the following map:
where P S x is the nearest point of S to x for all x ∈ H . A well-known fact implies
(see [3] and also [9] ).
Let (X, d) be a CAT (0) space, a function f : X −→ R is said to be convex if for all x, y ∈ X and for all λ ∈ [0, 1]
clearly the metric function d on CAT (0) space X is convex. Also, f is said to be γ-strongly convex with γ > 0 if for all x, y ∈ H
Clearly by definition of CAT (0) space, the metric function d 2 on CAT (0) space X is γ-strongly convex respect to each argument with γ = 1. A function f : X −→ R is said to be lower semicontinuous (shortly, lsc) if the set {x ∈ X : f (x) α} is closed for all α ∈ R. Any lsc, strongly convex function in a Hadamard space has a unique minimizer [3] .
The following lemma contains some inequalities that are satisfied in any Hadamard space, and we use them in the next section.
Lemma 2.1. ( [8, 18] ). Let (X, d) be a CAT (0) space. Then for all x, y, z ∈ X and t, s ∈ [0, 1]; we have:
Berg and Nikolaev in [4] introduced the notion of quasilinearization that is the
where a vector → ab or ab denotes a pair (a, b) ∈ X × X. Also in [4] they proved that a geodesically connected metric space is a CAT (0) space if and only if it satisfies the Cauchy-Schwarz inequality as:
Now we define the notion of −convergence in CAT (0) spaces that is weaker than the convergence respect to metric and it is an alternative of weak convergence in these spaces.
In a CAT (0) space X, for a bounded sequence {x n } if for x ∈ X we set r(x, {x n }) = lim sup n→∞ d(x, x n ), the asymptotic radius of {x n } is defined as follows:
and the asymptotic center is the set
It is known that in a Hadamard space, A({x n }) is singleton [14] . The notion of −convergence first introduced by Lim [16] as follows.
Definition 2.2.
A sequence {x n } is said −convergent to x if x is the unique asymptotic center of {x n j } for every subsequence {x n j } of {x n }. The point x is said − lim of {x n } and denoted as − lim
Lemma 2.3. (see [14] ). Every bounded sequence in CAT (0) space has a − convergent subsequence. Also every closed convex subset of a Hadamard space is −closed in the sense that it contains all − lim points of every -convergent subsequence.
We have two other equivalent definitions for the notion of −convergence by the next two propositions. Definition 2.6. Given a finite number of points x 0 , . . . , x n−1 in a Hadamard space, we define the functions
and
From [3, p.41 Proposition 2.2.17] we know that these functions have unique minimizers. For F n (x) (resp. F k n (x)) the unique minimizer is denoted by σ n (x 0 , . . . , x n−1 ) or shortly, σ n , (resp. σ k n (x k , . . . , x k+n−1 ) or shortly, σ k n ) and it is called the mean of
. These mean is known as the Karcher mean of x 0 , . . . , x n−1 (resp. x k , . . . , x k+n−1 ) (see [12] ). 
Tauberian Conditions for Metric Convergence
A sequence {x n } in a Hadamard space H is called the Cesaro convergent or the mean convergent (resp. almost convergent) to x ∈ X, if σ n (resp. σ k n ) converges (resp. converges uniformly in k) to x. In this section, we present some Tauberian theorems for these means. We need the next lemma to prove the Tauberian theorems for the Karcher mean.
Lemma 3.1. Let {x n } be a sequence in Hadamard space H . Then for σ k n defined as the above, for each y ∈ H and k 1, we have:
Proof. (i). Since σ k n is the unique minimizer of F k n (x) defined in (2.6) and by the strong convexity of this function, for 0 < λ < 1 we have:
Therefor we obtain
Letting λ → 1 implies:
which is the intended result. In particular, we have
(ii). Triangle inequality yields:
So summing up over i from 0 to n − 1 and multiplying by 1 n imply:
On the other hand, by (3.1) we have:
In the next theorem, we consider the relation between convergence and the almost convergence.
Theorem 3.2. Let {x n } be a sequence in Hadamard space H . Then {x n } converges to y if and only if σ k n defined as the unique minimizer of (2.6) converges to y uniformly in k 0 (or the sequence {x n } almost converges to y) and {x n } is asymptotically regular (i.e., d(x n , x n+1 ) → 0 as n → ∞).
Proof. Necessity. By Part (i) of Lemma 3.1, we have:
Since the sequence {x n } converges strongly to y, d 2 (x n , y) −→ 0 and hence the right side of (3.4) converges to zero uniformly in k, consequently σ k n converges to y uniformly in k. Also it is clear that the sequence {x n } is asymptotically regular.
Sufficiency. Let σ k n converge to y uniformly in k 0 and {x n } is asymptotically regular. By CN −inequality, we have:
Therefore by Part (i) of Lemma 3.1, we obtain:
From asymptotic regularity of {x n }, d(x n+1 , x n ) −→ 0. Taking lim sup when k → ∞,
we get:
Since σ k n is uniformly convergent to y, letting n −→ ∞ completes the proof.
For the relation between the mean convergence and the almost convergence defined above, we present the following Tauberian condition:
Theorem 3.3. For the sequence {x n } in Hadamard space H , σ k n defined as the unique minimizer of (2.6) converges to y uniformly in k 0(or the sequence {x n } is almost convergent to y) if and only if σ n defined as the unique minimizer of (2.5) converges to y (or the sequence {x n } is mean convergent to y) and (3.5) is satisfied.
Proof. Necessity. With getting k = 0, it is obvious.
Sufficiency. Let σ n converge to y and (3.5) is satisfied. First by CN −inequality we have:
Therefore by Part (i) of Lemma 3.1, and definition of σ k n in inequality and also definition of σ k in inequality , we obtain:
Thus we get:
Letting n → ∞, the proof is now complete by the assumptions.
In the next theorem, we show another Tauberian condition for the relation between the mean convergence and convergence of the sequence in Hadamard spaces.
We first state an elementary lemma without proof.
Lemma 3.4. For a real sequence {a n }, we have:
By Theorems 3.2 and 3.3, we know that convergence of the sequence {x n } implies its mean convergence, for the reverse direction we have the following theorem.
Theorem 3.5. Let {x n } be a sequence in Hadamard space H , and σ n be the mean sequence defined as the unique minimizer of (2.5). If σ n converges to y and nd(x n , x n−1 ) −→ 0 as n → ∞, then x n converges to y.
Proof. For a fixed integer
(ii) of Lemma 3.1 and Lemma 3.4, we have: Corollary 4.1. Let {x n } be a sequence in Hadamard space H . If σ k n defined as unique minimizer of (2.6) −converges to y uniformly in k 0 (or the sequence {x n } −almost converges to y) and {x n } is asymptotically regular (i.e., d(x n , x n+1 ) → 0 as n → ∞), then {x n } −converges to y.
Proof. By nonexpansiveness of the projection mapping for all geodesic I issuing from x, we have:
Now the proof of Theorem 3.2 can be repeated. The result is concluded by Proposition 2.4.
Also for the relation between −mean convergence and −almost convergence of a sequence, we have the following theorem.
Corollary 4.2. For the sequence {x n } in Hadamard space H , if σ k n defined as the unique minimizer of (2.6) −converges to y uniformly in k 0(or the sequence {x n }, −almost converges to y), then σ n defined as the unique minimizer of (2.5)
−converges to y (or the sequence {x n }, −mean converges to y). Also, − convergence of σ n to y and (3.5) imply − convergence of σ k n to y uniformly in
Proof. It is obvious that −almost convergence of the sequence {x n } to x implies −mean convergence of the sequence {x n } to x, also via the condition (3.5) the reverse direction is true by the same proof of Theorem 3.3. Because by nonexpansiveness of the projection mapping for all geodesic I issuing from x, we have:
and this completes the proof by Proposition 2.4.
We can also obtain suitable Tauberian condition for −mean convergence to − convergence of a sequence in the next corollary.
Corollary 4.3. Let {x n } be a sequence in Hadamard space H , and σ n is the mean sequence defined as the unique minimizer of (2.5). If σ n −converges to y and nd(x n , x n−1 ) −→ 0 as n → ∞, then x n −converges to y.
Proof. By nonexpansiveness of the projection mapping on all geodesic I issuing from x, we have:
The rest of the proof is similar to the proof of Theorem 3.5 and it is concluded from Proposition 2.4.
As we stated in the first of this section, we don't know whether −convergence of {x n } implies −almost convergence of {x n } or not. But for −convergence to −mean convergence, we prove the next theorem in some special Hadamard spaces.
The following condition as a geometric condition for nonpositive curvature metric spaces has been introduced by Kirk and Panyanak [14] as: 
In fact if for x, y ∈ H set F (x, y) :
condition is equivalent to F (x, y) is convex for any x, y ∈ H . Hilbert spaces, Rtrees and any CAT (0) space of constant curvature satisfy (Q 4 ) condition [1, 11] .
We need the next lemma before stating the main result.
Lemma 4.4. Let H be a Hadamard space and {x n } be a sequence in H . Let {σ n } and {σ k n } be the means defined in Definition 2.6, for each k 0, we have:
Proof. (i). Let P : H −→ co{x n } be the projection map. On the one hand, by the inequality (2.3) for any i, we have:
On the other hand, by definition of σ k n , we have:
Hence we obtain d 2 (P σ k n , σ k n ) = 0, which is the requested result.
(ii). By Lemma 3.1, Part (i), and definition of σ n in inequality , we get:
Now boundedness of the sequence {x n } (and hence boundedness of {σ n } and {σ k n }) completes the proof.
Theorem 4.5. Let {x n } be a sequence in Hadamard space H that satisfy (Q 4 ) condition, and σ n be the mean sequence defined as the unique minimizer of (2.5).
If {x n } −converges to y, then σ n −converges to y(or {x n } −mean converges to y).
Proof. First note that by −convergence of {x n }, this sequence and hence {σ n } and {σ k n } for each k 1 are bounded, therefore by Part ii of Lemma 4.4 for each k 1, d σ n , σ k n −→ 0 as n → ∞. Also, boundedness of {σ n } implies that there exists a subsequence {σ n i } of {σ n } such that {σ n i } − converges to v ∈ H . Since d σ n , σ k n −→ 0 for each k 1, we have {σ k n i } − converges to v for each k 1. If we show that v = y, then the proof is complete. Suppose to the contrary, i.e., there is a δ > 0 such that
On the other hand, by − convergence of x n to y, using Proposition 2.5, we have:
Hence there exists N such that for any n N 
Almost Convergence of Almost Periodic Sequences
In [5, 17] we see that every almost periodic real sequence is almost convergent.
Now we prove it in Hadamard spaces. Then the sequence {x n } is almost convergent.
Proof. Since {x n } is almost periodic, by [13, Proposition 3.3] for each x, {d(x n , x)} is almost periodic, also it is easy to check that for each x, {d 2 (x n , x)} is almost periodic. By [17] (see also [5] ) the scalar sequence {d 2 (x n , x)} is almost convergent for all x ∈ H . Define:
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