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Abstract
We continue investigating the effect of the back-reaction by non-supersymmetric probes in the
Kuperstein-Sonnenschein model. In the limit where the back-reaction is small, we discuss
physical properties of the back-reacted geometry. We further introduce additional probe
flavours in this back-reacted geometry and study in detail the phase structure of this sector
when a constant electromagnetic field or a chemical potential are present. We find that the
Landau pole, which serves as the UV cut-off of the background geometry, also serves as an
important scale in the corresponding thermodynamics of the additional flavour sector. We
note that since these additional probe flavours are indistinguishable from the back-reacting
flavours, the results we obtain point to a much richer phase structure of the system.
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1 Introduction
Use of the AdS/CFT correspondence[1, 2, 3] has provided us with a remarkably powerful set
of techniques to address strong coupling dynamics of certain gauge theories. Over the years it
has become possible to capture some qualitative but key features of Quantum Chromodynamics
(QCD), which so far has eluded the standard lore of conventional field theory methods.
In this article we will discuss one such aspect: the physics of the chiral symmetry break-
ing within the flavour sector of a large Nc gauge theory, with the hope that we learn at least
qualitatively useful lessons about QCD and therefore the strongly coupled matter created at the
Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC). We will rely on a
model proposed in [4]1, which we will henceforth refer to as the Kuperstein-Sonnenschein model.
The standard way of discussing the flavour physics is to introduce a set of probe branes in a par-
ticular gravity background which is sourced by some stack of D-branes. This method was pioneered
in [6]. In the Kuperstein-Sonnenschein model, a pair of probe D7 and anti-D7 brane is placed
in the AdS5 × T 1,1 background which is popularly known as the Klebanov-Witten background[7].
The probe branes wrap a three cycle inside the internal manifold T 1,1 ∼= S2×S3 and extend along
the rest of the conifold R+×S2. The zero temperature physics of the probes realizes a spontaneous
breaking of the chiral symmetry by having the branes join smoothly in the IR and thus leading
to: U(Nf )L × U(Nf )R → U(Nf )diag. In [8], we have explored the dynamics of the flavours in
this model in the presence of a temperature and an external electro-magnetic field and found an
interesting and rich phase structure.
The physics explored in the probe limit teaches us interesting lessons about the dynamics
of flavours in such models, however they are also limited by the probe approximation. It is an
interesting question in its own right to consider going beyond this approximation. Such an exercise
is also physically relevant for QCD, where the number of colours and the number of flavours are
of the same order. To consider back-reaction by the probes on the background geometry, one
has to solve for the equations of motion obtained from an action consisting of supergravity and
Dirac-Born-Infeld pieces. Typically, to facilitate the technical challenges, such an undertaking is
carried out within the so called “smearing” approximation, where the probes are smeared along
their transverse directions such that the full symmetry of the original background is recovered.
Work along this direction has been carried out in [9]-[14] in related models and summarized
in the review [15]. However, most of these efforts rely on supersymmetry and become techni-
cally simpler than solving the equations of motion. The Kuperstein-Sonnenschein model is non-
supersymmetric to begin with and thus one needs to consider a system of coupled second order
non-linear differential equations to make any progress. We explored this system of equations in
1See also [5].
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[16] and found an analytic solution at the leading order in the back-reaction, measured in powers
of Nf/Nc.
When the flavour back-reaction is taken into account, the underlying conformal theory is de-
formed by higher dimensional irrelevant operators of dimension 6 and dimension 8 respectively.
Furthermore, the gauge coupling runs and the theory acquires a Landau pole in the UV: the re-
sulting theory is not UV-complete. Interestingly, these generic properties are very similar to the
back-reacted backgrounds which do preserve some supersymmetry. In [16] we have also demon-
strated that an additional probe sector in this back-reacted background now undergoes a chiral
phase transition, which is otherwise absent when the back-reaction vanishes. This is simply be-
cause the Landau pole now gives a scale and there is a clear notion of small and large temperature
regimes.
Let us offer a few more comments. It is not possible to observe a finite temperature phase
transition in a theory whose underlying description is conformal. However, if one introduces
another scale in the system (other than the temperature), as we have explored in [8], this possibility
opens up. Typically, any such scale is an “infrared property” of the system since we are probing
the system at low energies, e.g. at room temperatures. This is often summarized by saying that
thermodynamics is an infrared property of a system, which means it does not care about the
energy-scales that lie much higher than what is explored in an experimental set-up.
On the other hand, we have an example, demonstrated in [16], where such a phase transition
happens because the Landau pole provides a scale other than the temperature. The theory is valid
well below the Landau pole; and we have shown in [16] that within the regime of its validity there
is now a phase transition. Thus the thermodynamics of the system is not quite just an “infrared
property” of the system anymore. If we had an UV-complete description of the back-reacted
system, the Landau pole would disappear yielding a more fundamental microscopic description
which is not conformal. Thus it is not a surprising fact that a finite temperature phase transition
takes place in such a fundamentally non-conformal system.
Before proceeding further, let us remark on a possible limitation2 of our approach as far as ex-
ploring the physics in the flavour sector is concerned. We will introduce an additional probe sector
and discuss the phase structure of this additional probe sector in the back-reacted background.
Note, however, that our back-reacted background is obtained by considering back-reaction by the
parallel shaped embeddings only. Thus, if we observe a phase transition from the parallel-shaped
to the U-shaped embeddings in this additional probe sector, perhaps this is an indication that we
need to actually consider back-reaction by both parallel-shaped and the U-shaped profiles sepa-
rately and then compare the free energies of these two backgrounds. This is a very interesting
yet technically more involved problem subject to ongoing research. For present purposes, we will
2We thank Jacques Distler and Vadim Kaplunovsky for raising this point.
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adhere to a simpler analysis and pretend that the additional probe sector and the back-reacting
probe sector are distinguishable, which should be viewed as a first attempt towards exploring the
actual issue.
In the present article we will explore more aspects of the flavour sector by introducing additional
probe branes in the back-reacted background and exciting a constant electro-magnetic field on
this additional probe system. Our focus is to study the flavour dependence on the phase structure
obtained in [8]. This effort, the reader should note, is merely a first attempt to understand how
the QCD phase diagram might depend on the number of flavour degrees of freedom. Using lattice
simulations, current understanding of flavour dependence of the QCD phase diagram at vanishing
chemical potential is usually summarized in the so called “Columbia plot” (see for example fig 1
in [17]).3 However, there is no general understanding about the phase structure in the presence of
external fields such as the ones considered in this article. Thus our hope is to learn about robust
qualitative features which may be relevant to QCD; although we have to remember that since we
account for the back-reaction only up to the leading order in Nf/Nc, the flavour dependence that
we will find within this framework is, by definition, weak. Nonetheless, the fact that this back-
reaction breaks the conformal invariance of the background will result in some drastic changes as
compared to the case when the back-reaction vanishes.
This article is divided in the following sections: Section 2 reviews the most relevant results on
the back-reacted background obtained in [16]. In section 3, we discuss some interesting physical
aspects of the perturbative back-reacted solution, while in section 4, electro-magnetic fields are
introduced in the probe sector and their effects are investigated thoroughly, including their impact
on holographic renormalization of UV divergences of the on-shell DBI action. Moreover, section 4
contains an exhibition of the most pertinent effects associated with the introduction of a chemical
potential, studied both in the grand-canonical and canonical ensembles. Finally, section 5 offers
concluding remarks and an outlook on future research.
2 Review of previous results
2.1 The back-reacted background
Let us begin with a brief review of the earlier results based on which we will continue to explore
similar physical effects in our current work. Before taking any back-reaction into account, the
model we consider is described in [4]. The authors introduced probe D7/anti-D7 branes in the
AdS5 × T 1,1 background, which is obtained as the near-horizon limit of a stack of D3-branes
placed at the tip of the conifold. The D7/anti-D7 branes wrap a 3-cycle in the internal manifold
3We thank Massimo D’Elia for very useful correspondence and the reference.
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T 1,1 ∼= S2 × S3 and are extended along the rest of the conifold.
Before introducing the flavours, the dual field theory is given by an N = 1 superconfor-
mal quiver gauge theory in (3 + 1)-dimensions with a gauge group SU(Nc) × SU(Nc) and a
global SU(2) × SU(2) × U(1)R symmetry group. The degrees of freedom are contained in two
bi-fundamental chiral superfields which transform in the
(
Nc, N¯c
)
and
(
N¯c, Nc
)
representations of
the gauge group.
Introducing the probe branes corresponds, in the dual field theory, to introducing flavour
degrees of freedom in an analogue of the so called “quenched approximation”. This amounts to
introducing a global U(Nf )L × U(Nf )R flavour symmetry group, where Nf denotes the number
of flavours. The zero temperature physics of this system captures a geometric realization of the
spontaneous breaking of chiral symmetry: the brane–anti-brane pair joins in the IR breaking the
aforementioned flavour symmetry group down to a diagonal U(Nf ). On the other hand, the finite
temperature physics of this system is rather trivial: since the background is conformal, there is no
scale in the system and hence no phase transition can happen. Chiral symmetry is always restored
in this case [8]. Nonetheless, the system exhibits interesting phase structure and some interesting
phenomenon, such as the effect of magnetic catalysis in chiral symmetry breaking, when more
control parameters are introduced [8]. In this article we will analyze the effect of the back-reaction
by flavours on the physics observed and analyzed in [8].
Towards that end, we need to find the back-reacted background. Such a background can be
found by sourcing the supergravity equations of motion by the Dirac-Born-Infeld (DBI) contribu-
tion coming from the probe flavour degrees of freedom. It turns out that, employing the “smearing
technique”, we can find an analytical solution of these back-reacted equations of motion at the
leading order in the Nf/Nc correction [16]. In Einstein frame, the most general form of the
back-reacted background is given by
ds2 = h(r)−1/2
(−b(r)dt2 + d~x2)+ h(r)1/2 [ dr2
b(r)
+
e2g(r)
6
∑
i=1,2
(
dθ2i + sin
2 θidφ
2
i
)
+
e2f(r)
9
(
dψ +
∑
i=1,2
cos θidφi
)2 , (2.1)
F5 = k(r)h(r)
3/4
(
et ∧ ex1 ∧ ex2 ∧ ex3 ∧ er + eψ ∧ eθ1 ∧ eφ1 ∧ eθ2 ∧ eφ2
)
, (2.2)
where the vielbeins are given by
et = h−1/4b1/2dt , ex
i
= h−1/4dxi , er = h1/4b−1/2dr , (2.3)
eψ =
1
3
h1/4ef (dψ + cos θ1dφ1 + cos θ2dφ2) , (2.4)
eθ1,2 =
1√
6
h1/4egdθ1,2 , e
φ1,2 =
1√
6
h1/4eg sin θ1,2dφ1,2 . (2.5)
4
Here k(r) is a function that we can determine from the relation
k(r)h(r)2e4g(r)+f(r) = 27pig∗sNcl
4
s = 4L
4 , (2.6)
where g∗s is the string coupling defined at r = r∗, which is a UV cut-off that we need to introduce
since we have a running dilaton; ls is the string length and L is the AdS-radius. The various
metric functions are given by
b(r) = 1− r
4
H
r4
, (2.7)
Φ(r) =

4
log
(
r
r∗
)
, (2.8)
h(r) =
L4
r4
(
1 +

8
)
+ α
(
2− r
4
H
r4
)
, (2.9)
ef(r) = r
[
1 + 
(
− 1
24
+ 4m−2
(
r4H
r2
)
K
(
1− r
4
H
r4
)
− 8m−2r2E
(
1− r
4
H
r4
))]
, (2.10)
eg(r) = r
[
1 + 
(
− 1
48
−m−2
(
r4H
r2
)
K
(
1− r
4
H
r4
)
+ 2m−2r2E
(
1− r
4
H
r4
))]
, (2.11)
with
 =
3
2pi2
(
λNf
Nc
)
. (2.12)
Here rH is the location of the event-horizon, α and m are two constants which correspond to — in
the dual field theory — the couplings of a dimension 6 and a dimension 8 operator, respectively.4
The temperature of the background can be identified with the inverse period of the Euclidean
time direction. This yields [16],
T =
rH
piL2
(
1− 
16
)
. (2.13)
Before proceeding further, let us comment on the regime of validity of the solution given in
(2.7)-(2.11). To avoid the Landau pole coming from the diverging dilaton field we need to impose
r∗  ∞, where r∗ is the UV cut-off. Now the perturbative solution for various other functions
will hold provided

∣∣∣∣log(rHr∗
)∣∣∣∣ O(1) ,  ∣∣∣∣m−2(r4Hr2∗
)∣∣∣∣ O(1) ,  ∣∣m−2r2∗∣∣ O(1) , (2.14)
and 2
∣∣∣∣α( r4∗L4
)∣∣∣∣ O(1) . (2.15)
In this article, we will often be interested in a simpler case where α = 0 and m−2 = 0, in which
case we only need to ensure that the first condition of the inequalities written above is satisfied.
4Note that the constant α is denoted by c3 in [16]. The general solution in [16] contains another constant which
is denoted by c5; however, since the coupling corresponding to the dimension 8 operator is a linear combination of
these two constants, we have set c5 = 0 without the loss of any generality.
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2.2 Introducing an additional probe sector
In [16], we have explored the phase diagram of an additional probe sector in the background given
in (2.1) and (2.7)-(2.11) imposing α = 0, i.e. setting the source for the dimension 8 operator to
zero. The inclusion of the back-reaction breaks the conformal invariance of the background and
we found that the additional probe sector now undergoes a chiral phase transition. This phase
transition is, in a very precise sense, caused by the existence of the Landau pole: this pole is
located at r → ∞ at the leading order in , which means we need to use a momentum UV cut-
off. In what follows, we will discuss the phase structure in the additional probe sector including
more control parameters such as a constant electro-magnetic field. For simplicity, we will mostly
consider the case with m−2 = 0 and α = 0.
Before going further, let us revisit the phase structure in more details. Following [16], we
introduce N ′f additional probe D7 and anti-D7 branes such that N
′
f  Nf . These N ′f probes are
aligned in a way similar to the back-reacting flavour branes. The dynamics of the N ′f flavours are
given by
SDBI = NT
∫
dref(r)+2g(r)+Φ(r)
√
1 +
1
6
b(r)e2g(r)φ′2 , NT = N ′fτ7VR3
8pi2
9T
, (2.16)
where τ7 is the tension of the probe, VR3 denotes the volume along the three spatial directions
and T is the background temperature. We have denoted φ ≡ φ1 and also used the fact that it is
consistent to set θ1 = pi/2.
The equation of motion admits two classes of solutions: the parallel-shaped solutions denoted
by
φ(r) = const , (2.17)
and the U-shaped solutions given by
φ′(r) =
6c√
b(r)2e2f(r)+8g(r)+2Φ(r) − 6c2b(r)e2g(r) , c
2 =
1
6
b(r)e2f(r)+6g(r)+2Φ(r)
∣∣∣∣
r=r0
, (2.18)
where r0 is the point where the brane–anti-brane pair joins smoothly. The parallel-shaped solutions
correspond to the chiral symmetry restored phase and the U-shaped solutions correspond to the
chiral symmetry broken phase.
Before discussing the phase transition, let us comment on the dependence of the coupling ∆φ∗
on the expansion parameter . For simplicity we will discuss the case when m−1 = 0 = α. In this
case the asymptotic angular separation is given by
∆φ∗() = ∆φ∗(0) +  I(r0, rH) , where I(r0, rH) < 0 . (2.19)
6
Thus at the leading order in  the angular separation decreases linearly with  with a slope which
is determined by r0 and rH . The dependence of ∆φ∗ with  is schematically shown in fig. 1.
It is clear that, for the U-shaped profiles, increasing the effect of the back-reaction reduces the
maximum value attained by the angular separation, denoted by ∆φmax∗ . In fact there is more
2 4 6 8 10 r0
0.5
1.0
1.5
2.0
DΦ*
Figure 1: The blue and the red dashed curves correspond to  = 0.01 and  = 0.5 respectively
corresponding the U-shaped embeddings. We have set m−2 = 0 and rH = 1 and r∗ = 10. The
solid vertical blue line correspond to the parallel embeddings.
physics in fig. 1: it displays the various available phases of the system for a given value of the
coupling ∆φ∗. For any ∆φ∗ > ∆φmax∗ , we only have the chiral symmetry restored phase available.
On the other hand, for any ∆φ∗ < ∆φmax∗ , we have three available points in the phase space: one
on the vertical solid line and two on the dashed curves. Comparing this situation with the more
familiar {P −V }-diagram of the Van der Waals gas, we can conclude that there exists a first order
phase transition from a point on the solid vertical line (i.e. the chiral symmetry restored phase)
to a point on the dashed line (i.e. the chiral symmetry broken phase) for some critical value of
∆φ∗.
The energetics of the two classes of embeddings will now decide the phase of the system. One
has to look at the Euclidean on-shell action — which is identified with the thermodynamic free
energy of the system — for these two types of embeddings and compute their difference
∆S = SU − S|| . (2.20)
7
Now depending whether ∆S > 0 or ∆S < 0, we will get a chiral symmetry restored or a chiral
symmetry broken phase. This results in a non-trivial phase structure analyzed in [16], which we
have shown in fig. 2. The phase diagram is presented in the ∆φ∗ vs m2 plane, where m2 is defined
as
m2 = piL4
(
T
m
)2 (
1 +

8
)
. (2.21)
As can be observed from (2.16) this result is independent of α. We want to emphasize two main
-0.04 -0.02 0.02 0.04 m
2
1.925
1.930
DΦ
*
Figure 2: The phase diagram in the ∆φ∗ vs m2 plane. The blue line separates the χSB ≡ chiral
symmetry broken phase (below the line) from the χSR ≡ chiral symmetry restored phase (above
the line). Between the blue and the red line, we also have a metastable χSB phase. Above the
red line we have only the χSR phase.
features here: First, in the absence of the back-reaction, no such phase structure exists at finite
temperature. The underlying theory is conformal and only the chiral symmetry restored phase
exists. Taking back-reaction into account breaks the conformal invariance by introducing a UV
Landau pole and also deforming the CFT by higher dimensional irrelevant operators. In the
leading order back-reacted solution described here, the UV Landau pole is located at r → ∞
and the couplings corresponding to the irrelevant operators of dimension 6 and 8 respectively are
denoted by α and m.
8
From the phase diagram shown in fig. 2 it is clear that m2 = 0 is not a special point as far
as the existence of the phase transition is considered. Thus we can conclude that the non-trivial
phase structure and the associated thermodynamics that we obtain in this back-reacted model is
caused by the existence of the Landau pole. We will now move on to discuss the effect of the
back-reaction on some bulk properties of the background as well as the phase structure of an
additional probe sector in the spirit of [8].
3 The back-reacted background: some physical aspects
Let us briefly comment on a few physical properties that we can extract from the solution in (2.7)-
(2.11). To begin with, let us focus on the physics of the energy loss of the plasma. In the presence
of the black hole, i.e., introducing a non-zero temperature in the dual field theory, dissipation will
occur due to the presence of the black hole in the bulk. We can now investigate how the back-
reaction of the flavours affect the physics of dissipation at least when the back-reaction is taken
into account perturbatively. Within such a “stringy” framework, there are two5 canonical ways to
explore this: First, in a perturbative description, the mechanism of energy loss of a parton moving
in a plasma is usually characterized by the so called jet quenching parameter [20], usually denoted
by qˆ. In [21], it was proposed that a non-perturbative description of the jet quenching parameter
is given by a light-like Wilson loop, which one can use to perform computations at strong coupling.
Second, within the “stringy” framework, the energy loss of a moving quark (parton) can be easily
modeled by considering a fundamental string moving with a constant velocity. The force required
to drag the string at a constant velocity is essentially the energy that is being lost in the plasma.
This was first proposed and explored in [22, 23]. Here we will explore both these cases.
3.1 Jet quenching parameter
Let us begin with the jet quenching parameter. Using the general formula in [24], the jet quenching
parameter is given by
qˆ−1 = piα′
∫ r∗
rH
e−Φ/2
√
Grrdr
Gxx
√
Gxx +Gtt
, (3.22)
5See also [18, 19].
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where G denotes the spacetime metric in the Einstein frame and the dilaton enters because of the
conversion factor between the string frame and the Einstein frame. This gives
qˆ−1 = I0 + I1 + αI2 , where
I0 =
L4
r3H
∫ r∗/rH
1
dρ√
ρ4 − 1 , (3.23)
I1 =
L4
8r3H
∫ r∗/rH
1
dρ√
ρ4 − 1 [1− log (rH/r∗)− log ρ] , (3.24)
I2 =
1
rH
∫ r∗/rH
1
dρ√
ρ4 − 1
[
2ρ4 − 1] . (3.25)
Let us now offer a few comments: First, notice that although the integrals I0, I2 > 0, I1 < 0. Thus
the parameter qˆ receives a correction of the form
qˆ = I−10 − 
I1
I20
− α I2
I20
. (3.26)
The sign of the parameter α, which is hitherto unconstrained, determines whether the flavour con-
tribution to the jet quenching parameter is positive or negative. The α-independent contribution
is always positive. Note that, in [25] the parameter α is set to zero and thus the flavour contri-
bution turns out to be always positive. The inclusion of the back-reaction breaks the underlying
conformal symmetry by introducing a dimension 8 operator, which a priori can have both positive
or negative contribution. The dimension 6 operator, however, does not play any role here.
3.2 Drag force computation
We will keep our discussion brief and follow [26] closely as far as notations are concerned. To
discuss the drag force computation, we need to consider the following: let us start from the back-
reacted background and consider a string that is hanging from the boundary, which in this case
is located at r = r∗. The end point of the string describes a quark moving in the plasma as the
string propagates in the bulk space-time. The ansatz for such a moving string takes the form
x (σ, τ) = r (σ) + vτ , (3.27)
where {τ, σ} represents the string worldsheet and v denotes the velocity of the quark.
Due to the constant velocity, the string worldsheet develops a horizon that can be obtained
from the following formula:
Gtt +Gxxv
2
∣∣
r=rc
= 0 , =⇒ rc = rH
(
1− v2)−1/4 , (3.28)
10
where rc denotes the location of the horizon and G once again denotes the background spacetime.
The momentum transfer is given by [26]
dp
dt
= − 1
2piα′
C , with eΦGttGxx + C
2
∣∣
r=rc
= 0 , (3.29)
where the dilaton Φ enters the above formula since G is presented in the Einstein frame. Thus we
finally get
C =
L2pi2T 2v√
1− v2
[
1 +

16
+

8
log
(
L2piT
r∗ (1− v2)1/4
)
− 
2
L4pi4T 4α
1 + v2
1− v2
]
. (3.30)
Once more we observe that for α ≤ 0, the energy loss is enhanced by the presence of the back-
reaction. This is consistent with what we obtained for the jet quenching parameter.
3.3 Quark–anti-quark potential
We can use the background found in (2.7)-(2.11) to explore some of the non-perturbative aspects
of the dual theory. The dual theory in this case is a non-supersymmetric theory which consists
of the Klebanov-Witten theory coupled with a chiral flavour sector. We can investigate how the
interaction between the flavours is affected by the presence of the adjoint as well as the fundamental
degrees of freedom in this non-supersymmetric theory. To explore this, we can consider a massive
quark anti-quark pair such that the mass of the pair is very small compared to the Landau pole.
The corresponding bound state is given by a string worldsheet ending on a probe flavour brane
that extends from r0 to r∗, where r0 is some infrared scale satisfying r0 ≥ rH .
To parametrize the worldsheet of the string we can choose: τ = t, σ = x1 and r = r(x1),
where x1 is one of the spatial directions ranging from −`/2 to +`/2; and {τ, σ} represents the
string worldsheet parameters. The quark–anti-quark distance, denoted by `, and the renormalized
potential, denoted by V , are then given by[27, 28]
` (r0) = 2
∫ r∗
r0
GP0
P
√
P 2 − P 20
dr , (3.31)
V (r0) =
1
piα′
[∫ r∗
r0
GP√
P 2 − P 20
dr −
∫ r∗
rH
Gdr
]
, (3.32)
with P = eΦ/2
√
GttGxx , G = e
Φ/2
√
GttGrr . (3.33)
Once again, G above represents the background metric and the dilaton enters the above formulae
since we are working in the Einstein frame. Our task here is to study the potential V as a function
of the quark–anti-quark separation `.
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Recall that at zero temperature, in the absence of any back-reaction, the quark–anti-quark
potential is Coulombic [29]; at finite temperature it undergoes a phase transition depending on
the value of T`, as observed in [30, 31]. In the presence of the back-reaction, this phase transition
will continue to exist and will receive  order corrections. Thus we do not expect any qualitative
change in the thermal physics of the system. Therefore we will consider the case when T`  1
and explore how the Coulomb potential is affected by the back-reaction.6 A representative plot is
shown in fig. 3. It is evident that the Coulomb behaviour of the potential does not change in the
0.1 0.2 0.3 0.4 0.5 0.6 {
-7
-6
-5
-4
-3
-2
-1
VH{L
Figure 3: The quark–anti-quark potential obtained from (3.31) and (3.32). The black dashed
line corresponds to  = 0 and the red dashed line correspond to  = 0.5. We have further set
L = 1, rH  1, α = 0.
presence of the back-reaction. Although we have not explicitly presented it, this behaviour does
not change when α 6= 0. This is in accord with what has been observed in e.g. [32].
3.4 Entanglement entropy
Entanglement entropy is a measure of quantum entanglement of a given system. It is defined as
the von Neumann entropy of a reduced density matrix. For a given system, let us imagine dividing
it into two parts denoted by A and B. For an observer who is restricted to access the information
of the subsystem A only, the system will be described by the reduced density matrix ρA = trBρtot,
6For some related studies in similar models, see e.g. [32].
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where ρtot denotes the total density matrix of the full system. Now, the entanglement entropy of
the subsystem A is defined as
SA = −trAρA log ρA . (3.34)
In the context of AdS/CFT correspondence, a proposal to compute the entanglement entropy was
suggested in [33, 34]. Suppose we divide the system into two regions: one “rectangular” strip of
length ` along x1-direction (denoted by A) and its complement. The “rectangular” strip obviously
has an infinite dimension along the x2 and the x3-directions. In such a scenario, the entanglement
entropy is obtained by computing the minimal area surface whose boundary coincides with the
boundary of the region A.
In the 10-dimensional Einstein frame metric, the Ryu-Takayanagi proposal yields
SA =
1
4G10
∫
d8ξ
√
detG =
2
27G10
VR2
∫ √
hef+4g
(
x′2 +
h
b
)1/2
, (3.35)
where VR2 denotes the area of the “rectangular” strip along the {x2, x3}-direction. The minimal
area surface is parametrized by x1(r) ≡ x(r) with the boundary conditions x(r∗) = ±`/2. Before
going further, let us note that for the perturbative solution presented in (2.7)-(2.11) the quantity
(f + 4g) is independent of the coupling m. Hence the dimension 6 operator will have vanishing
contribution to the entanglement entropy at least at the leading order in . This is not true for
the dimension 8 operator, whose coupling is denoted by α.
The equation of motion resulting from minimizing the volume functional is given by
√
hef+4g
x′√
x′2 + h
b
= const =
√
h0e
f0+4g0 , (3.36)
where we have imposed the condition that at r = r0 the minimal area surface turns over and have
defined: h0 = h(r0), f0 = f(r0) and g0 = g(r0). Substituting back the profile of the minimal area
surface in (3.35), we get
SA = S
(0)
A + S
(1)
A , (3.37)
at the leading order in .
One crucial property of the entanglement entropy is the so called “area law”, i.e. SA scales
as the area of the sub-region A: SA ∼ (∂A)/a2, where a is an infrared cut-off in the dual field
theory. It is easy to check that S
(0)
A ∼ (∂A)/a2 and there are no sub-leading divergent pieces, as
was previously alluded to in [34];7 the new term here is S
(1)
A . Using the explicit functions for the
7For the finite part of the entanglement entropy and physics related to it see [35, 36].
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background in (2.7)-(2.11), it is straightforward to check that
S
(1)
A ∼ (∂A)
r2∗
24
(
8r4∗α− L4
)
+ finite , (3.38)
where r∗ is the UV cut-off and we can identify a−1 ≡ r∗. Note that the term αr4∗ has to be small
because of the condition in (2.15). Hence, the divergence structure is the same as in the case
where the back-reaction vanishes. It is nonetheless an interesting question whether going beyond
a leading order perturbative solution in  changes the divergence structure of the entanglement
entropy.
4 Physics on the probe brane
We will investigate the effects of introducing a constant electromagnetic field on the additional
probe sector in this model. Let us begin by discussing the case of a purely electric field.
4.1 Purely electric field
Let us introduce a gauge field in the additional probe sector of the form
Ax1 = −Et+ A1(r) , (4.39)
where E is the electric field along the x1-direction. The function A1(r) encodes the possibility of
a non-zero current which results from applying the electric field. The Euclideanized DBI action is
given by
SDBI = NT
∫
dref+2g+Φ
[(
1− e
2h
b
)(
1 +
b
6
e2gφ′2
)
+ ba′21
]1/2
, (4.40)
e = (2piα′)E , a1 = (2piα′)Ax . (4.41)
As discussed in [8], for a non-trivial φ(r), the action is minimized for a′1 = 0. To have a non-trivial
a′1, we focus on the parallel-shaped profiles which are given by φ = const. For the parallel-shaped
profiles the equation of motion for the gauge field is given by
ef+2g+Φ
ba′1(
1− e2h
b
+ ba′21
)1/2 = j ,
=⇒ a′1 =
j
b
(
b− e2h
be2f+4g+2Φ − j2
)1/2
. (4.42)
Asymptotically, the solution for the gauge field takes the following form
a1(r) = − j
2r2
(
1 + 
1− 32αe2
32
)
+ 
(
3jm−2
)
log r + . . . , (4.43)
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The condition that the solution for the gauge field given in equation (4.42) remain real ultimately
determines the constant j in terms of the electric field and other parameters of the theory.
First, the location of the pseudo-horizon — which is where the numerator of the right hand
side of (4.42) vanishes — is given by
r4ph =
(
e2L4 + r4H
)
+

8
e2
[
8r4Hα + L
4
(
1 + 16e2α
)]
+O(2) . (4.44)
Note that in the above formula the coupling m does not enter. In general, depending on the
sign of the constant α, the location of the pseudo-horizon can increase or decrease compared to
the location in the case of vanishing back-reaction. If we set α = 0, then the pseudo-horizon
receives a positive contribution coming from the back-reaction. Now the constant j can be fixed
by demanding
j(α,m, e, rH) = b(r)
1/2ef(r)+2g(r)+Φ(r)
∣∣
r=rph
. (4.45)
In general the correction to the constant j at the leading order in  has a complicated algebraic
form. For illustrative purposes, we can present one simplifying case in the limit r2H/(eL
2)  1.
We get
j2 =
(
eL2
)3 [
1 +

48
− 8 (eL2)m−2 + 3e2α + 
8
log
(
rph
r∗
)]
+O
(
rH√
eL
)
, (4.46)
where we have used equation (4.44) above.
To recast the above formula in terms of the quantities defined on the boundary field theory,
let us recall a few basic definitions: First, the overall constant N that appears in front of the DBI
action leaving out the integral over the time direction
N = N ′fτ7
(
8pi2
)
, and τ7 =
1
g∗s
(2pi)−7 α′−4 , (4.47)
where we have set the volume of the three Minkowski spatial directions, VR3 = 1. If we also set
the radius of the deformed AdS-space, L = 1 then using equation (2.6) and the above definitions
we get
N = λN ′fNc , where λ =
34
26
λ =
34
26
(4pig∗sNc) , (4.48)
where λ denotes the ’t Hooft coupling. The current density in the boundary gauge theory, denoted
by 〈Jx〉, can be obtained as (see equation (4.69))
〈Jx〉 = N (2piα′) j . (4.49)
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For simplicity, setting m−1 = 0 = α we get
〈Jx〉 = λN ′fNcE
√
2piα′E
(
1 +

96
+

16
log
(
rph
r∗
))
. (4.50)
Here we can define an effective ’t Hooft coupling absorbing all  dependences in it, which will leave
us with a simple formula for the conductivity much like for the case of vanishing back-reaction.
Notice that now, even for the purely electric field case, we will have a non-trivial phase struc-
ture. To demonstrate the existence of this phase transition, in fig. 4 we have shown the behaviour
of ∆φ∗ as a function of r0, the radial position where the brane–anti-brane pair joins, for different
values of e/r2H . On the other hand our expectation is that increasing the electric field will favour a
4 6 8 10
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Figure 4: ∆φ∗(r0) for rH = 1,  = 0.01,m2 = 0.05, α = 0 and e = 1 (red), e = 5 (green), e = 10
(purple), e = 15 (black) and e = 20 (blue). Clearly e is measured in units of r2H .
restoration of the chiral symmetry. Thus we should observe a monotonically decreasing behaviour
of the phase boundary curve in the ∆φ∗ vs e/r2H plane. This is demonstrated in fig. 5. We should
note that only for  6= 0 there is a non-trivial phase structure and the qualitative features are
similar for various values of .
4.2 Purely magnetic field
Now we will introduce a constant magnetic field on the worldvolume of the additional probe D7
and anti-D7 branes. The ansatz for the gauge field is
A3 = Hx
2 , (4.51)
which represents a constant magnetic field F23 = H along the x
1-direction. With this gauge field
the DBI action is given by:
SDBI = NT
∫
dref(r)+2g(r)+Φ(r)
(
1 + 4pi2α′2H2h(r)
)1/2√
1 +
1
6
b(r)e2g(r)φ′(r)2 . (4.52)
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Figure 5: The critical ∆φ∗
(
e
r2H
)
for m2 = 0.001 and  = 0.01 (blue) or  = 0.1 (green). The
shaded region below the dashed line corresponds to the χSB or metastable χSR phase and the
region between the dashed and dotted lines represents the χSR or metastable χSB phase. Above
the dotted line, χSR is the only possible configuration.
Defining B := 2piα′H, we obtain
ef+4g+Φ
√
1 +B2h(r) b
6
φ′√
1 + 1
6
be2gφ′2
= cH . (4.53)
Equivalently,
φ′(r) =
6cH√
b(r)2 (1 +B2h(r)) e2f(r)+8g(r)+2Φ(r) − 6c2Hb(r)e2g(r)
, (4.54)
where we have defined
c2H =
e2f(r0)+6g(r0)+2Φ(r0)
6
b(r0)
(
1 +B2h(r0)
)
. (4.55)
To demonstrate how this constant magnetic field affects the coupling ∆φ∗, we can make a plot
in the ∆φ∗ vs r0 plane for different values of B. This is shown in fig. 6. The existence of a phase
transition is self-evident from this diagram and the corresponding phase structure is shown in
fig. 7, which is consistent with the phenomenon of magnetic catalysis.
4.3 Holographic renormalization
In the context of the AdS/CFT correspondence, the on-shell action SDBI of the additional probe
sector corresponds to the generating functional of the additional flavour sector that has been
introduced in the dual field theory. This on-shell action contains UV divergences. Holographic
renormalization is the rigorous procedure to regulate such divergences by adding covariant counter-
terms on a cut-off surface and then taking the cut-off to infinity. In our current scenario, we have
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Figure 6: ∆φ∗(r0) for rH = 1,  = 0.01,m2 = 0.05, α = 0 and B = 0 (black), B = 5 (green),
B = 10 (blue), B = 20 (red) and B = 30 (purple).
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Figure 7: The critical (blue and green, dashed) and maximal (red, dotted) ∆φ∗(h/r2H) for m
2 =
0.001 and  = 0.01 (blue, red) or  = 0.05 (green). The shaded region below the dashed line
corresponds to the χSB or metastable χSR phase and the region between the dashed and dotted
lines represents the χSR or metastable χSB phase. Above the dotted line, χSR is the only
possible configuration.
a cut-off surface r∗ already in the problem and we need to restrict this cut-off surface to a position
much below the Landau pole, which in our case is located at infinity. For a review on the procedure
of holographic renormalization, see e.g. [37].
Let us apply the procedure of holographic renormalization to our current case. Here we will
work with Euclidean signature. To procede, we need the following data: Λ ≡ cut-off; γij is the
induced metric on the r = Λ slice and γ := detγij. After the counter-terms are introduced, we
need to take Λ→ r∗, which is the actual cut-off surface.
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Firstly, we shall discuss the case of the parallel embeddings. We will review and elaborate
on the discussion presented in [16]. In the absence of any external fields, the on-shell Euclidean
action for the parallel embeddings is given by
S|| = NT
∫ r∗
rH
dref(r)+2g(r)+Φ(r) . (4.56)
The divergent pieces in S|| can be arranged as follows:
Sdiv|| = NT
[
−2r
6
∗ (m
−2)
3
+
1
192
r4∗ (−7+ 48) +
1
2
m−2r2∗r
4
H −
1
16
r4H log
(
rH
r∗
)]
+ finite . (4.57)
Of course, the  dependent terms are parametrically much smaller compared to order one numbers
and thus the leading order divergent behaviour is identical to the pure AdS-case, which contains
only a quartic term. In addition to that there is another divergent piece proportional to (r6∗). The
remaining terms in the above expression are actually not divergent under the conditions written in
equations (2.14) and (2.15) and will eventually be absorbed in an effective ’t Hooft coupling which
receives correction due to the presence of the back-reaction and the temperature. It is worthwhile
to remark that the “potentially divergent” term proportional to log(rH/r∗) stems from the infrared
part of the geometry. This can be understood by noticing that this term will not arise if one first
expands the integrand in (4.56) in inverse powers of r∗ and then integrates; instead one needs to
first integrate (4.56) and then expand the result in inverse powers of r∗. Note that the on-shell
action does not depend on the warp factor h(r) and hence the divergences are also insensitive to
the constant α.
It was shown in [16] that we need only one counter-term to regulate the divergences of this
on-shell action; however, the α-dependent contribution (which will be present in the counter-term)
was not included there. In the most general case, we need the following counter-term
Sct = −NT L
4
(
1−  1
32
+
4
3
r2∗m
−2 +
α
2L4
r4∗
)√
det γ
= A (m−2r2∗, αr4∗)√det γ . (4.58)
The constant A receives finite correction coming from the presence of the back-reaction and the
irrelevant operators in the theory. This leaves us with the two “potentially divergent” pieces which
can be absorbed in the definition of an effective ’t Hooft coupling:
λeff(T ) = λ
[
1 +
1
4
 log
(
rH
r∗
)
+
1
3
m−2r2∗
]
+O(2) , (4.59)
where λ = 4pig∗sNc is the ’t Hooft coupling. Note that the effective ’t Hooft coupling also re-
ceives finite corrections due to the presence of the back-reaction, the deformations of the original
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CFT and the background temperature. This exercise demonstrates that the presence of the back-
reaction does not call for a new counter-term, at least at the leading order in . Let us now discuss
the case when there is a constant electro-magnetic field on the worldvolume of the probe sector.
We will discuss the electric and the magnetic cases separately.
Case I: electric field
We will first discuss some subtleties that occur in the presence of an electric field as elaborated
in [8]. First, the on-shell action in this case for the parallel embeddings should be supplemented
by a boundary term due to the variation of the gauge field itself. Second, the lower limit of the
integration is where the pseudo-horizon is located rather than the actual event-horizon of the
background. The latter is motivated by a couple of facts, most prominently the fact that the open
string metric, which is the metric the open string degrees of freedom should sense, possesses an
event-horizon which is the pseudo-horizon; and hence it is natural to cut-off the integral at this
location. This prescription also has the technical advantage of avoiding an IR singularity coming
from the location of the event-horizon [8]. Altogether, we arrive at the following form for the
on-shell action,
S|| = NT
∫ r∗
rph
dr
[
e2f(r)+4g(r)+2Φ(r)
(b(r)− e2h(r))1/2
(b(r)e2f(r)+4g(r)+2Φ(r) − j2)1/2
− ja′1
]
, (4.60)
where rph was determined in equation (4.44). Subsequently the constant j is determined from
equation (4.45) and the gauge field can be obtained from equation (4.42).
It is straightforward to see that the boundary term due to the gauge field contributes a finite
quantity and there will be no divergences associated with it. All divergences will come from
the DBI-piece. Let us comment on the case of vanishing back-reaction. The presence of the
background gauge field introduces a new logarithmic divergence,
Sdiv|| = −NT
(
r4∗
4
− 1
2
e2L4 log r∗
)
+ finite , (4.61)
where r∗ is the cut-off surface. The above divergences can be regulated by adding a counter-term
on the r = const. slice
Sct = NT L
4
(√
detγ − (2piα′)2
√
detγ γijγklFikFjl log r∗
)
= A
√
detγ + B
√
detγ γijγklFikFjl log r∗ , (4.62)
where A and B are the coefficients of the counter-terms.
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Now — including the effect of the back-reaction — the divergences take the following form:
Sdiv|| /NT =
r4∗
4
(
1− 7
48
)
− 1
2
e2L4 log r∗
(
1 +

24
)
+ 
[
−2
3
m−2r6∗ +
1
2
m−2r2∗
(
r4ph + e
2L4
)− 1
4
e2αr4∗ +
(
2j2m−2 − 1
2
αe2r4ph
)
log
(
r∗
rph
)]
+

16
e2L4 (log(r∗/rph))
2 + J (rph, e, r∗) + finite , (4.63)
which is true at the leading order in . The term J is a “potentially divergent” term coming from
the IR of the geometry, which in this case is located at r = rph. This term gives
J (rph, e, r∗) = 
2
∫
rph
x5√
4x4 + 2e2L4
log
(
x
r∗
)
dx , (4.64)
which can be integrated analytically; however, we refrain from doing so since the result is alge-
braically complicated and not particularly illuminating. Note that, when e→ 0, we get
J (rph, 0, r∗) = J (rH , 0, r∗) = − 
16
r4H log
(
rH
r∗
)
, (4.65)
which is exactly what we had in [16]. Ultimately, the term J contributes to an effective ’t Hooft
coupling as explicitly demonstrated in [16].
We will now introduce appropriate counter-terms to take care of the divergences. Note that
the leading order divergences in (4.63) are again a quartic one and a logarithmic one. There is an
r6∗ divergence supported purely by the back-reaction. The rest of the terms — which depend on
r∗ — are nonetheless parametrically finite within the regime of validity of our solution. Since the
physics should not depend on the cut-off surface r∗, we will define an effective coupling which will
receive corrections due to the presence of the horizon, the electric field and the cut-off surface.
The counter-term turns out to be:
Sct = −NT L
4
[(
1− 
32
+

2L4
αr4∗ +
4
3
m−2r2∗ + 3αe
2 log(r∗/rph)
√
detγ
)
−
(
1 + 4m−2r2∗ −

8
log(r∗/rph)
)
(2piα′)2
√
detγ γijγklFikFjl log(r∗/rph)
]
= A
√
detγ + B
√
detγ γijγklFikFjl log r∗ . (4.66)
which again implies that there is no need for any additional counter-term as compared to the case
of vanishing back-reaction. The presence of the back-reaction and other relevant parameters in the
theory, such as the temperature or the electric field, yields a finite contribution to the coefficients
of the counter-terms.
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To obtain the boundary current, one can follow the procedure outlined in [38]. We will briefly
review this process and argue that the presence of the back-reaction does not change the identi-
fication of the boundary current. To this end, we go back to Minkowski signature and write the
on-shell action for the probes as
SD7 = −N
∫
dtdrLon−shell +N
∫
dtLct , (4.67)
where Lon−shell denotes the on-shell Lagrangian (presented in equation (4.60)) and Lct denotes the
counter-terms given in equation (4.66) and N = TNT , where T is the background temperature.
The variation of the on-shell regularized action is
δSD7 = −N
[∫
dtdr
(
δLon−shell
δ∂rAx
∂rδAx +
δLon−shell
δ∂tAx
∂tδAx
)
−
∫
dt
δLct
δ∂tAx
∂tδAx
]
. (4.68)
There will be no contribution coming from the counter-term since we impose
∫
dt∂tδAx = 0. The
only contribution will come from the first variation of the on-shell Lagrangian and thus we get
〈Jx〉 := δSD7
δAx
= N (2piα′) j , (4.69)
where we have used the definition of j from equation (4.75).
Case II: magnetic field
Since the divergence structure is identical for the parallel and the U-shaped embeddings, we
will discuss the parallel case in detail. The on-shell action with a purely magnetic field is given by
S|| = NT
∫
dref(r)+2g(r)+Φ(r)
(
1 +B2h(r)
)1/2
. (4.70)
The divergences of the on-shell action takes the following form
S||/NT = r
4
∗
4
(
1− 7
48
)
+
1
2
B2L4 log r∗
(
1 +

24
)
+ 
[
−2
3
m−2r6∗ +
1
4
B2αr4∗ +
1
2
m−2r2∗
(
r4H − 2B2L4
)− 1
2
αr4HB
2 log
(
r∗
rH
)
− 1
16
B2L4 (log(r∗/rH))
2
]
+ J (r∗, B, rH) + finite , (4.71)
where J is the “potentially divergent” term that arises from the IR of the background, which is
explicitly given by
J = 
4
∫
rH
dxx
√
x4 +B2L4 log
(
x
r∗
)
. (4.72)
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Note that the divergences in equation (4.71) are very similar to the ones encountered for purely
electric case in equation (4.63); in fact, equation (4.71) can be obtained from equation (4.63) by
j → 0 and e2 → −B2, which of course makes sense since in the absence of a finite temperature
Lorentz symmetry allows one to the identify the physics by sending e2 → −B2. This means that
the divergence structure does not depend on the finite temperature. However, the presence of the
finite temperature affects the effective ’t Hooft coupling in inequivalent ways for the electric and
the magnetic cases.
4.4 Electromagnetic fields
At zero temperature, in the presence of an electric and magnetic field, denoted by E and H
respectively, there are two Lorentz invariants: ~E2− ~H2 and ~E · ~H. Therefore, when the temperature
vanishes, it is sufficient to analyze the cases when the electric and the magnetic fields are parallel
or perpendicular. However, it was demonstrated in [8] that these two situations yield qualitatively
similar results; hence in order to keep our discussions simple, we will consider the perpendicular
case only.
Let us introduce
Ax1 = −Et+ A1(r) , Ax2 = Hx1 , (4.73)
which yields
SDBI = NT
∫
dref(r)+2g(r)+Φ(r)
[(
1 +B2h(r)− e2h(r)
b(r)
)
(
1 +
1
6
b(r)e2g(r)φ′(r)2
)
+ b(r)
(
∂a1(r)
∂r
)2]1/2
.
For convenience, we have again introduced the following:
e := 2piα′E , B := 2piα′H , a1 := 2piα′A1 . (4.74)
Of course, the action should be supplemented by the boundary term discussed in [8], but we have
not written it explicitly since it does not affect the equations of motion. The boundary term
becomes relevant only for the computation of the free energy and the discussion of the phase
diagrams. The basic structure of the probe profile functions remain qualitatively the same as
discussed in [8]. In the case of a non-trivial profile φ(r), the action is clearly minimized when
a′1(r) = 0.
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For the parallel embeddings we find,
a′ = ± j√
b(r)
√
1 +B2h(r)− e2 h(r)
b(r)√
b(r)e2f(r)+4g(r)+2Φ(r) − j2 , (4.75)
= ±
[
j
r3
+O(r−7) + 
(
4jm−2
r
+O(r−3)
)]
+ . . . . (4.76)
The second line above is valid as r → r∗, the UV cut-off. As it was pointed out in [8], imposing
the ingoing boundary condition singles out the solution in (4.75) with positive sign.
The location of the the pseudo-horizon, denoted by rph, is now obtained by solving the following
algebraic equation
1 +B2h(r)− e2h(r)
b(r)
∣∣∣∣
r=rph
= 0 , (4.77)
which then fixes the response-current
j = b(r)e2f(r)+4g(r)+2Φ(r)
∣∣
r=rph
. (4.78)
The current in the dual field theory is proportional to this constant j, with the proportionality
constant determined in (4.69). It is not particularly illuminating to present the formulae explicitly
in terms of all the variables of the system; therefore we refrain from doing so. The formula above
gives an Nf/Nc correction of the conductivity formula discussed in [38, 39]. Note that in [40] an
analogous Nf/Nc correction to the conductivity formula has been obtained for a probe sector which
is different from what we are discussing here. So, although in the limit of vanishing back-reaction,
both our result and the result of [40] coincide with [38], the Nf/Nc correction is different.
As far as the possibility of a phase transition is considered, let us investigate (along the lines
of [8]) the angular separation for the U-shaped embeddings. The angular separation in this case
is given by
∆φ∗ = 12c
∫ r∗
r0
dr
eg
√
b
1√
e2f+6g+2Φ [b+ h(B2b− e2)]− 6c2 , (4.79)
where
c =
1√
6
ef+3g+Φ
[
b+ h
(
B2b− e2)]1/2∣∣∣∣
r=r0
. (4.80)
It can be checked from the above expression that the large r0 limit corresponds to large c limit.
Our task is to investigate what happens to this angular separation as c→∞. Using the solutions
in (2.7)-(2.11), it can be shown that in the limit c→∞ we get
∆φ∗ =
∫ r∗/r0
1
dy I1(y, )− 1
r40
(
e2 −B2) ∫ r∗/r0
1
dy I2(y, ) + . . . , (4.81)
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where we have defined y = r/r0. Here we will not present the functional forms of I1 or I2 since they
are not particularly illuminating; however, we will remark that the resulting integrals, performed
over the variable y, are positive numbers. For large values of r0, we can have two physically
different regimes to consider: one where r∗  r0 and one where r0 ∼ r∗. In the former regime, the
angular separation tends to asymptote to a constant value and the behaviour is similar to what
is discussed in [8]; however as r0 increases, we enter the second regime and ∆φ∗ → 0 eventually.
Thus, in this case, irrespective of the relative magnitudes of the electric and the magnetic fields,
there will always be a corresponding phase transition.
To make connection with our earlier work in [8] with a vanishing back-reaction, let us recall
that there we found an upper limit on the electric field e < B, beyond which no phase transitions
happen. We can recover this result from the above expression. To do so, let us set  = 0, which
restores the conformal symmetry and we will have r∗/r0 → ∞ now. In that case, ∆φ∗ <
√
6pi/4
for e > B and therefore no phase transition takes place.
4.5 Including a chemical potential
There are two types of chemical potential we can introduce: U(1) (baryonic) and isospin8. We can
explore their effect in both the back-reacted and non-back-reacted backgrounds. We find that the
effects are very nearly the same in any of these cases, i.e. back-reaction does not significantly alter
the results. Also an isospin chemical potential yields results that are qualitatively similar to the
ones obtained in the U(1) case. Thus for simplicity, we will discuss the U(1) chemical potential
case in the absence of back-reaction.
The canonical way to realize a chemical potential is to excite the time-component of the gauge
field At(r), which will give rise to a bulk field strength Ftr. The corresponding DBI action takes
the form
S = NT
∫
drr3
(
1 +
r2
6
b(r)φ′2 − a′2t
)1/2
= NT
∫
drL , (4.82)
b(r) = 1−
(rH
r
)4
, at := (2piα
′)At . (4.83)
Once again we remind the reader that we are considering the case when the back-reaction vanishes,
i.e.  = 0 limit of the background in (2.7)-(2.11).
8In this case, one will require two flavour branes. See e.g. [41] introducing an isospin chemical potential in the
Sakai-Sugimoto model.
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The equations of motion that result from the above action are given by(
r2
6
)
r3b(r)φ′(
1 + r
2
6
b(r)φ′2 − a′2t
)1/2 = c , (4.84)
r3a′t(
1 + r
2
6
b(r)φ′2 − a′2t
)1/2 = d , (4.85)
where we have seen the constant c appear before and d denotes a new constant of motion. Before
going further, let us discuss these equations in more details. Note that, in order for the U-shaped
profiles to join smoothly at some r = r0, we need to impose φ
′(r0) → ∞.9 From the above
equations of motion we can conclude that this condition leads to set d = 0 identically, or demand
that a′t(r0)→∞ as well. In order to keep the norm of the bulk vector field Ftr finite, we conclude
that for the U-shaped profiles we have d = 0 and they will not be affected by the inclusion of the
chemical potential. This is expected on physical grounds since the bulk radial field has nowhere
to go for the U-shaped profiles. On the other hand, for the parallel embeddings there will be a
non-trivial gauge field.
For the parallel shaped case, the asymptotic behaviour of the gauge field takes the form
at(r) ' (2piα′)µ− 2d
r2
+ . . . , (4.86)
where the constant µ is related to the chemical potential and the constant d is related to the
charge density of the system. Let us denote the charge density in the probe sector by
ρ =
δS
δFrt
=⇒ ρ = (4NT ) (2piα′) d , (4.87)
where we have used the asymptotic expansion in (4.86) and the definition of S from (4.82). On
the other hand, the chemical potential of the system can be obtained by
µ =
1
2piα′
∫ ∞
rH
a′t(r)dr =
d
(2piα′)r2H
2F1
(
1
3
, 1
2
; 4
3
;−(d2/r6H)
)
2
, (4.88)
where we have utilized the solution of a′t(r) in terms of d from equation (4.85) and 2F1 is a
hypergeometric function. Our task henceforth will be to determine the favoured phase among
the U-shaped and the parallel profiles. To determine this, we need to evaluate and compare
the corresponding thermodynamic free energies of the individual phases. In this context, we can
address this in two inequivalent ways, i.e. in grand canonical and canonical ensembles respectively.
9Note that, if we relax the condition φ′(r0) → ∞, then the physics is richer. One will have to consider
including explicit sources which can support the radial field strength on the U-shaped profiles. Usually there are
two candidates for such sources: a baryon vertex and a bunch of fundamental string attached to the probe brane
at r0. The qualitative picture is similar to [42], which analyzes baryons in the Klebanov-Strassler set-up[5]. In the
Klebanov-Witten case, we have one candidate for explicit source: a bunch of fundamental strings that stretch from
r = r0 to r = rH . However, we will not discuss the physics when such explicit sources are included.
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4.5.1 Grand Canonical Ensemble
Let us first work in the grand canonical ensemble. If we take the action in (4.82) in its full
generality and evaluate the corresponding variation on-shell, then we are left with the following
boundary term
δS = NT
[
∂L
∂φ′
δφ+
∂L
∂a′t
δat
]rmax
rmin
, (4.89)
where rmin denotes the lowest point in the infrared, rmax denotes the UV-cutoff and L denotes the
Lagrangian density in (4.82). Using the equations of motion in (4.84) and (4.85), we get
δS = Oφδ (∆φ∞) +Oµδµ , (4.90)
Oφ = NT c , Oµ = NT (2piα′) d , (4.91)
which implies that the natural thermodynamic variables in the corresponding ensemble are ∆φ∞
and µ. This means that the on-shell action defines the corresponding Gibbs free energy in the
grand canonical ensemble. The corresponding canonically conjugate variables are c, which is a
condensate-like object, and d, which is related to the charge density via (4.87).
In the grand canonical ensemble it is straightforward to check that at finite temperature, the
chiral symmetry restored phase is always favoured for any value of the chemical potential, which
qualitatively is the same physics we observe at vanishing chemical potential as well [8]. In the
absence of any back-reaction, we can only obtain a non-trivial phase structure after the inclusion
of a magnetic field. This can be easily achieved as before, see e.g. equation (4.51). Introducing
this field will deform the DBI Lagrangian and we will get
L = r3
(
1 +
r2
6
b(r)φ′2 − a′2t
)1/2 (
1 +B2L4/r4
)1/2
. (4.92)
The analysis of the solutions proceeds as before and one can conclude that a non-trivial chemical
potential will exist only for the parallel shaped case. For a fixed value of the chemical potential
one can now explore the phase diagram, which is shown in fig. 8. From the phase diagram it is
clear that the effect of magnetic catalysis observed in [8] for vanishing chemical potential survives
here. Here we have presented only a representative diagram, but have checked explicitly that
the qualitative behaviour remains similar for a wide range of values for the chemical potential.
Evidently, one can also explore the phase diagram (even without any magnetic field) resulting
from the non-trivial dynamics once back-reaction is included. However we will not attempt this
here, because, as should be noted, once the back-reaction is taken into account, the qualitative
nature of fig. 8 will not change since we treat the back-reaction perturbatively. Thus, the physics
will remain unchanged at the leading order.
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Figure 8: The phase diagram in the non-backreacted background with a U(1) chemical potential
for (2piα′)µ = 1.0 in the grand canonical ensemble.
4.5.2 Canonical Ensemble
Let us now switch gear and discuss the physics in the canonical ensemble, which is characterized
by the charge density rather than the chemical potential. The corresponding free energy is the
so called Helmholtz free energy that can be obtained by a Legendre transformation of the Gibbs
free energy. In terms of the on-shell action of the probe, we now need to consider the following
quantity (see e.g. [43])
L˜ = L − ∂L
∂a′t
a′t . (4.93)
Clearly, since the U-shaped profiles do not support a non-trivial a′t, the Legendre transformation
will change the corresponding free energy for the parallel shaped profiles only. It can be checked
that in the canonical ensemble we have a non-trivial phase diagram when a non-zero charge density
is introduced. We obtain a phase transition both at vanishing and at non-zero magnetic field. The
corresponding diagram is shown in fig. 9. Moreover, we can also explore the physics in the presence
of a magnetic field. A representative phase diagram in shown in fig. 5, which again demonstrates
the effect of magnetic catalysis that we have observed and commented on several times by now.
Before concluding this section let us remark that the inclusion of the back-reaction again does not
have a significant effect on the qualitative physics, as expected.
28
ΧSB
ΧSR
0.5 1.0 1.5
d
rH
3
0.5
1.0
1.5
DΦ¥
(a)
ΧSR
ΧSB
0.2 0.4 0.6 0.8 T
2
H
1.1
1.2
1.3
1.4
DΦ¥
(b)
Figure 9: Panel (a): Phase diagram at vanishing magnetic field, in the canonical ensemble. Note
that there is no corresponding phase transition in the grand canonical ensemble. Panel (b): A
representative phase diagram in the presence of a magnetic field. Here we have fixed d = 2.
5 Discussion of results
In this article, we investigated various aspects of the back-reacted solution that we obtained in
[16]. In keeping with our perturbative approach, we find that the physics is qualitatively similar to
the original background both w.r.t. the back-reacted background and the additional probe sector.
We observe the familiar magnetic catalysis effect10, and the emergence of a pseudo-horizon in
the probe sector. We also initiated a study of the corresponding phase structure introducing a
chemical potential in this model.
There are various directions for future work. When the back-reaction is included, the presence
of the phase transition in the additional probe sector demands a more thorough study of the model.
This phase transition is perhaps signaling that we need to obtain backgrounds back-reacted by
both the parallel and the U-shaped profiles and compare their energetics to decide whether the
true picture is richer in physics. This is a rather intriguing possibility that we hope to address in
the future.
For our current work, it was convenient to consider the additional probe sector and exciting
various fields restricted to this sector. In principle, it should not be possible to distinguish between
the additional probe sector and the back-reacting probe sector and thus what we have analyzed
here is at best an approximate situation, however, it would be very instructive to consider the
back-reaction including such worldvolume gauge fields: The back-reaction by a probe magnetic
field will induce anisotropy in the system, a chemical potential will induce a charged black hole
10See e.g. [44, 45, 46, 47] for similar effects in other models in the probe limit and in [48] beyond the probe limit.
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background, an electric field will induce a time-dependent background where the actual bulk
event-horizon will be increasing with time. Such results would be exciting to further analyze and
understand.
Note that our analysis of the model with the chemical potential is rather rudimentary in the
sense that we did not include any source terms. We observed that the phenomenon of magnetic
catalysis persists and is independent of the chemical potential. On the other hand, it has been
observed in e.g. [49] that an inverse magnetic catalysis effect exists for the Sakai-Sugimoto model.
It will be very interesting to see whether it is possible to find a similar physical effect in this model
once sources are included. We leave such interesting research opportunities for future work.
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