Despite a larger sensitivity to temperature as compared to other microscale thermometry methods, Raman based measurements typically have greater uncertainty. In response, a new implementation of Raman thermometry is presented having lower uncertainty while also reducing the time and hardware needed to perform the experiment. Using a modulated laser to excite the Raman response, the intensity of only a portion of the total Raman signal is leveraged as the thermometer by using a single element detector monitored with a lock-in amplifier. Implementation of the lock-in amplifier removes many sources of noise that are present in traditional Raman thermometry where the use of cameras preclude a modulated approach. To demonstrate, the portion of the Raman spectrum that is most advantageous for thermometry is first identified by highlighting, via both numerical prediction and experiment, those spectral windows having the largest linear dependence on temperature. Using such windows, the new technique, termed single element Raman thermometry (SERT), is utilized to measure the thermal profile of an operating microelectromechanical systems (MEMS) device and compared to results obtained with a traditional Raman approach. The SERT method is shown to reduce temperature measurement uncertainty by greater than a factor of 2 while enabling 3 times as many data points to be taken in an equal amount of time as compared to traditional Raman thermometry.
I. INTRODUCTION
As the footprint of microsystems continues to scale inversely with their performance, capability is often times defined not by the manner in which charge is transported but rather by the efficiency of heat dissipation. Light emitting diodes (LEDs), [1] [2] [3] microelectromechanical systems (MEMS), [4] [5] [6] [7] [8] and high power electronics [9] [10] [11] [12] are all limited in their performance because of thermal effects. As a result, methods must be available that can accurately assess the thermal environment during operation. Interrogating the thermal response, however, is complicated by the large heat fluxes and comparatively small length scales that are present in these devices. For these reasons, optical methods, and in particular Raman thermometry, are often employed. Here, we outline an alternative implementation of Raman thermometry that leverages the traditional advantages of the technique -non-contact, sub-micron spatial resolution, and material specificity -while reducing both the measurement's uncertainty as well as the time and equipment needs associated with its implementation.
Several optical methods are now well established in their ability to measure the temperature of a microdevice including infrared thermography, 13 scanning thermoreflectance, [14] [15] [16] [17] [18] [19] 25 liquid-crystal thermometry, 20, 21 and Raman spectroscopy. 22, 23 Despite the commonality of using alterations in detected light to deduce temperature, the physical phenomena giving rise to the thermal probe are different for each technique. For instance, thermoreflectance a) Electronic mail: tebeech@sandia.gov monitors the change in reflectivity due to a thermal perturbation and is therefore sensitive to the temperature of the electronic environment. Raman thermometry, on the other hand, monitors the change of a spectral peak associated with a lattice vibration to deduce temperature. Each of these responses has a different temperature sensitivity as they arise from differing physical processes. Importantly, greater sensitivity does not necessarily correspond to reduced uncertainty in the resulting measurement. Uncertainty is affected not only by the sensitivity of the response, but also the ability for noise to be minimized relative to the signal. Efficiently removing noise from a measurement can therefore result in a very low uncertainty even if the sensitivity of the phenomenon being used is pedestrian.
This concept is exemplified in thermoreflectance, where sensitivities of only 10 −4 / • C (Ref. 24) have been used to measure temperature changes as small as 0.1
• C (Ref. 25 ). Such small uncertainties arise due to the ability to measure thermoreflectance signals to within a few parts per million. In contrast, Raman thermometry is much more sensitive, on the order of 10 −2 / • C (Ref. 26 ), but its signal can only be measured to within a few parts per hundred. Uncertainty in Raman based temperature measurements are thus orders of magnitude larger than thermoreflectance. Ideally, a thermometry technique would combine the advantages associated with each of these techniques, namely maximum sensitivity with minimal uncertainty. Sensitivity is inherently tied to the physical mechanism being investigated and is therefore nearly impossible to modify. Uncertainty is tied to the noise in the experiment and can be reduced through alternative methods of acquiring the signal. Here, we present an alternative method of performing Raman thermometry that reduces the uncertainty via noise mitigating concepts typically employed in thermoreflectance measurements.
Thermoreflectance reduces uncertainty through the use of lock-in detection. In lock-in detection, noise sources having a frequency profile different than that of the driving signal are filtered out. Because of the filtering, the resulting signal to noise ratio (SNR) is improved which, in turn, reduces the uncertainty related to the measurement. For this reason, lock-in techniques are often used to observe an inherently small signal over top of what would otherwise be smothering noise. The Raman effect is statistically unlikely and so its signal is inherently small. Consequently, lock-in techniques have been employed to acquire Raman spectra. 27, 28 In lockin based Raman acquisition, spectra are built up by stepping a grating over a spectral range and diffracting the modulated light at each step onto a single element photodetector that is monitored by a lock-in amplifier. While useful in acquiring very weak Raman signals, the approach has limited applicability to thermometry since the repeated mechanical motion of the grating significantly reduces the spectral accuracy of the technique, and thus the resulting temperature measurement. Moreover, with the advent of high quantum efficiency CCD detectors, this approach is rarely implemented because of the much longer time necessary to step over a spectrum rather than imaging it in its entirety onto a fixed camera. This ability comes at a cost, however, since lock-in detection cannot be applied to the output of most multichannel detectors. All told, the ideal Raman based thermal measurement would leverage the noise reducing concepts of lock-in detection with the spectral sensitivity of modern imaging approaches.
We outline a method towards this end. To take advantage of the uncertainty reducing effect of lock-in detection, we utilize a modulated laser and monitor the Raman signal with a single element detector. Unlike traditional Raman thermometry, we do not acquire the entire Raman spectrum. Instead, the single element detector is used in tandem with a fixed grating to measure the intensity of only a portion of the total Raman spectrum. The change of intensity in this portion of the Raman signal with temperature is then used as the thermometer in a technique that we term single element raman thermometry (SERT). To demonstrate, we first focus on identifying the ideal slice of the Raman spectrum that should be employed using both numerical predictions and experimental investigations of silicon's Raman response to temperature. These results are then leveraged to measure the temperature profile of a MEMs thermal actuator with the current results compared to those acquired via traditional Raman thermometry. Together, we demonstrate that SERT is capable of reducing the uncertainty of Raman based thermal measurements in an implementation that also lessens the experimental time and the complexity of the equipment employed.
II. THEORY

A. Raman thermometry
To fully leverage the noise reducing concepts of lockin detection with Raman thermometry, the theoretical behav- ior of the signal is first investigated. With a change in temperature, phonons are augmented in three distinct ways: energy, lifetime, and population. These phonon perturbations are manifested in the Raman spectrum as changes in the peak position (ν), linewidth ( ), and intensity (I P ) as shown in Fig. 1(a) . 29 For instance, as temperature increases so too does the phonon population. Changes in population lead to changes in the intensities of the Stokes and anti-Stokes signals. 30 At the same time, the peak position shifts and the linewidth broadens due to anharmonic expansion 31 and increased phonon-phonon scattering. 29 In practice, calibrating the change in Stokes/anti-Stokes ratio, peak shift, and linewidth broadening with temperature allows each of the spectral properties to be used as a thermometer. 23 Practically, the peak position and linewidth are most commonly utilized as the temperature metric through the use of calibrated empirical functions such as those plotted for silicon in Fig. 1(b) . The temperature uncertainty is indirectly related to the ability to determine the metric of interest (i.e., peak position or linewidth) and directly related to the uncertainty in the measurements of the slope of these calibrations.
Typically, Raman spectra are acquired using a dispersive grating and multi-channel CCD detector, where each pixel of the camera normally represents ≈0.6 cm −1 of the Raman spectrum. If one were to use the raw data collected from a typical CCD camera, the resolution of the peak position would be limited to a single pixel. Therefore, only a 30
• C uncertainty in the peak position would be possible assuming a temperature response of −0.022 cm −1 / • C, as is the case for Si. 32 To obtain subpixel sensitivity, the discrete Raman spectra must be fit to a spectral function, e.g., Voigt or Lorentzian. Using this fitting method, uncertainties of ±0.03 cm −1 in the peak position are typical, corresponding to temperature uncertainties of ±3
• C. 23 The uncertainties associated with Raman thermometry are due to the random nature of the Raman process and uncorrelated noise caused by each independent pixel of the CCD camera. The Raman process is a random process in which approximately one out of every 10 6 photons incident on a sample will result in a scattered Raman photon. Each one of the emitted Raman photons from the sample will have a random wavelength weighted by a representative distribution function, e.g., Lorentzian. At any moment, there will be a random number of photons at each wavelength being emitted from the sample surface. However, if we sum the number of photons at each wavelength over some time approaching infinity, we will converge at a distribution matching the representative distribution function, e.g., Voigt. Due to camera saturation, each camera has a limited exposure time and thus is limited in its ability to converge to the real distribution function. The fluctuations in the number of Raman photons at each wavelength is uncorrelated for short summation times leading to noise in the distribution of Raman wavelengths when compared to the Voigt function. This effect is exacerbated by slight differences in the response and dark current of each pixel in the camera. This uncorrelated noise in the spectrum makes it difficult to reliably and consistently fit a model function to the data resulting in uncertainties of the peak position, linewidth, and intensity. These uncertainties in the fitted parameters, in turn, lead directly to uncertainty in the temperature measurement.
Thermoreflectance minimizes the effect of random noise by employing lock-in detection. A lock-in amplifies all signals at a specific frequency and effectively removes all noise that is not at the frequency of interest. Applying lock-in techniques to Raman thermometry could, therefore, reduce noise and improve uncertainty. However, a lock-in amplifier can only detect a single signal and cannot be applied to multichannel detectors such as the CCD cameras typically used in Raman spectroscopy. In order to collect a Raman spectrum using a lock-in amplifier, we must therefore substitute a full CCD camera for a single channel detector such as an avalanche photodiode (APD) or a photo-multiplier tube (PMT) and scan the diffraction grating over the spectral window of interest. This technique has been applied to liquid systems to improve the signal-to-noise ratio in samples with weak Raman signals. 33, 34 However, the mechanical motion of the grating adds uncertainty to the peak position and thus limits its applicability to thermometry. Rather than acquiring an entire spectrum, it might be possible to develop a Raman analog of thermoreflectance and lock-in to a single modulated Raman intensity, i.e., fix the grating position and monitor the signal from a PMT with a lock-in, in order to measure temperature. This is the objective of the current effort.
B. SERT theory
Applying single element lock-in techniques may improve the uncertainty in Raman based thermometry measurements. Undertaking this approach, however, transforms the thermal metric from a direct spectral characteristic, e.g., peak position or linewidth, into a single intensity arising from some portion of the total spectrum. It is imperative, therefore, to determine exactly what intensity should be monitored. Using a single element detector and a spectrometer with an adjustable exit slit, it is possible to monitor practically any portion, or region, of the Raman spectrum. The manner that the intensity within this region changes is the thermometer. Consequently, selecting the ideal spectral window or region of interest (ROI) is critical.
There are three qualities of interest when choosing the the ideal ROI: temperature sensitivity, noise, and linearity of the temperature dependence. Maximizing the temperature sensitivity amounts to maximizing the change in the intensity with a change of temperature, i.e., maximize ∂I ROI /∂T. At the same time, we want to minimize the noise associated with the random nature of the Raman process. This is accomplished by monitoring a very large sample or region of Raman spectrum thereby increasing the signal and making it easier to detect, lock-in to and quantify. Finally, the ideal region would exhibit linearity in its temperature response in order that an exact reference temperature would not be necessary and that relative changes, rather than absolute measurements, could be monitored.
The ideal ROI is determined by first experimentally calibrating the peak position, linewidth, and peak intensity versus temperature as is typically done for traditional Raman thermometry. For all data presented here, silicon is examined but the same analysis could be applied to other materials as well, provided an active Raman response. Using the calibrated parameters, an idealized family of analytical curves based on the Voigt function is created for each temperature. The area under each curve is then integrated at each temperature for a range of spectral windows. Figure 2 schematically shows this procedure for four different regions of interest accompanied by the resulting dependencies of intensity on temperature. It is immediately clear that not all regions are equal. Depending on the region, the temperature trend could be positive (Case A), non-monotonic (Case B), or negative (Case C, Case D). Thus, finding the optimum spectral region to use is a non-trivial task that must be further explored.
To this end, we extend the above analysis to a larger set of spectral windows for a temperature range of 25
• C-105
• C. Because the idealized temperature sensitivity should be linear, we purposely perform a linear fit to the numerical data as a function of temperature. This permits the generation of a surface plot corresponding to the temperature dependence of intensity, ∂I ROI /∂T, as shown in Fig. 3 . In the plot, the x axis is the spectral location of the ROI region center relative to the Raman peak position at ambient temperature, and the y axis is its spectral width. There are two regions in this parameter space having large temperature dependencies, noted in the figure by the two extremes in the color map and the dashed lines. One such extreme occurs for centers at lower frequencies from the peak (black dotted line) and one for centers at higher frequencies (white dotted line). As previously shown in Fig. 2 , the temperature dependence for ROI centers at lower frequencies is positive, while the dependence for centers at higher frequencies is negative. Importantly, the magnitude of the negative dependencies is nearly twice as large as the positive ones. Furthermore, ROI widths with the largest temperature sensitivity follow a linear trend with region center as indicated by the dashed lines. Closer inspection of this phenomenon reveals that the greatest temperature dependence is found when one edge of the spectral window is placed near the peak of the Raman signal. Therefore, increasing the spectral width of the region necessitates a shift of the ROI center away from the peak to keep the ROI edge near the Raman peak. Similarly, shifting the center of the window away from the peak center requires an increase in width to maintain the ROI edge near the peak. Linearity of the response is assessed by analyzing the sum of square errors (SSE) resulting from the 1st order polynomial fit used to get ∂I ROI /∂T. Small SSE corresponds to a greater degree of linearity as there is minimal deviation from the fitted response. The results, shown in Fig. 3(b) , indicate that for regions which have the greatest temperature dependence, i.e., the dashed lines in Fig. 3 , the SSE values are minimized relative to other choices of spectral window. Thus, the regions having the greatest temperature dependence are also FIG. 3 . Surface plots of (a) the linear temperature dependence for a range of ROIs and (b) the sum of squared errors associated with this fitted slope. Profiles of the changes in these parameters with a variation in ROI center and width along the dotted lines are given in the line traces below and to the right of each figure, respectively. Dashed lines correspond to the largest temperature sensitivity for a given ROI center and width. All values are normalized to their maximum magnitude.
those that are most linear and, from an ideal perspective, most efficacious.
From a practical perspective, however, this may not be the case. Along the line of greatest sensitivity and linearity (i.e., the white dashed line in Fig. 3 ), the intensity is composed of contributions from nearly the entire high frequency half of the peak. Thus, the detector will be forced to monitor changes that come from small intensities near the baseline as well as those strong contributions near the maximum of the peak. For larger peak windows, this is problematic because the spectral window begins to sample more of the baseline instead of the peak of the spectrum. The total signal is then weighted more heavily towards these baseline regions. The baseline intrinsically has a lower signal to noise even when using lock-in detection. As such, the resulting measurement will become more sensitive to slight changes in baseline that may occur in the detector or with slight variations in the experiment (i.e., focus). In total, we conclude that while the surface plots of Fig. 3 highlight the ideal regions for an ideal SERT experiment, they do not correspond as to what will be ideal in practice. Rather, noise within an experiment must be considered and will change the nature of what in fact is ideal. Fully quantifying how this evolves is beyond the scope of this work and will be the subject of future investigation. At present, we note that narrowing the ROI width from what would be "ideal" results in improved temperature measurements as is described subsequently.
Finally, we note that while our investigation uses the comparatively ideal Raman signal of silicon, the methodology can be applied to other Raman active materials including, at least in principle, even those with less accommodating spectral shapes (e.g., asymmetric modes as observed in carbon nanotubes 35 or heavily boron-doped silicon 36 ). In general, the most convenient temperature measurements will be obtained when the following conditions are met: (i) the Raman response produces single isolated peak(s), (ii) the Raman peak is described by an appropriate peak distribution function, and iii) the spectral characteristics undergo a monotonic change with temperature. Thus, the case of a symmetric Raman peak such as silicon's investigated here is only a singular one, and will be similar for other materials and spectral shapes.
III. EXPERIMENT
To assess and implement the method, a series of experiments was performed on Si(111). Using a back-scattering arrangement as shown schematically in Fig. 4 , a 532 nm CW laser operating at 5 mW probes the sample through a 20×/0.42 NA that achieves a 5 μm diameter spot size. This power density is chosen to ensure minimal heating, about 1 K. The laser is modulated using a Gooch and Housego acoustooptic modulator operating at 1 kHz. The Stokes scattered Raman signal is detected using an Acton SP2300i spectrometer with a 1200 grooves/mm grating blazed at 500 nm that diffracts light onto a Hamamatsu R4220 PMT. The signal from the PMT is monitored using a Stanford SR830 lock-in amplifier with a 50 k terminating resistor. The entire system is enclosed in a light tight box to minimize the influence of room light and to reduce thermal fluctuations of the ambient air.
The ROI used to probe temperature is chosen via selection of the grating position and the exit slit of the spectrometer. The grating position selects the ROI center whereas the exit slit defines the spectral width. For the spectrometer utilized here, 1 μm of the physical slit width corresponds to 0.0404 cm −1 of spectral width. Since the most advantageous ROI's have been shown to be >5 cm −1 , we note that most spectrometers will be more than capable of achieving conditions necessary for SERT even without superior control of the exit slit. More importantly, the large spectral region that is sampled impacts the performance needs of the spectrometer. In traditional Raman thermometry, for example, spectral resolution to within ±0.05 cm −1 is needed for a temperature resolution of ±5
• C in the case of silicon. This necessitates high performing spectrometers, cameras, and gratings that are typically lined at densities greater than 2400 grooves/mm. Here, in contrast, the spectral resolution is of much less consequence since light is being measured over a spectral range in excess of >5 cm −1 . As such, we believe the current methodology significantly lessens the requirements necessary to perform Raman based thermal measurements.
To validate the numerical analysis discussed previously, the temperature dependence for various ROIs are measured and compared to the numerical results of the model. This is accomplished using a Linkam TS1500 temperature stage that is used to heat the sample from 25
• C to 100
• C in 5
• C increments. The temperatures are staggered in order to eliminate any time bias in the measurements. At every temperature, the sample is allowed to equilibrate for 5 min prior to measurement, whereupon 1200 readings of the lock-in amplifier's magnitude are collected over 2 min.
The measured temperature dependencies are compared alongside the numerical predictions for four different ROI's in Fig. 2 . To facilitate comparison, the numerical predictions and experimental values are first normalized and then the experimental values are offset such that the normalized intensity is equivalent to that predicted at 25
• C. Measurements were found to vary according to a normal distribution with the resulting 95% confidence intervals being smaller than the markers in Fig. 2 . Upon inspection, the temperature trends of the model are found to agree very well with the experimental results. A discrepancy is found for Case D, however, in that sensitivity to temperature is smaller than that which would be predicted. Quantitatively, the experimental slope of Case C is ≈30% greater than that measured for Case D even as they are predicted to differ by less than 2%. We suspect that this is a consequence of Case D's larger ROI width and the fact that its signal is therefore composed of a larger percentage of the spectrum's baseline. More heavily sampling the baseline, in turn, makes the measurement more vulnerable to the noise that is inherently of greater consequence in these regions of lower signal. This highlights the need to assess the affect of noise in choosing a spectral window but is beyond the scope of the current work. For pragmatic reasons, Case C is employed instead for the device measurements described subsequently.
IV. COMPARING SERT AND TRADITIONAL RAMAN THERMOMETRY
We assess the capability of the SERT approach by measuring the thermal profile of an electrothermal actuator and comparing it to traditional Raman thermometry. Leg 1 of a four-legged thermal actuator design previously studied by Phinney et al. 37 is investigated (see Fig. 5 ). This leg, composed of Si (100) and being 5.5 mm long and 85 μm wide, undergoes Joule heating when a voltage is placed across the device. Raman investigations have shown that there is no stress induced in the actuator due to thermal expansion since the actuator is able to flex and expand freely. 37 Consequently, peak based Raman thermometry measurements remain valid.
Prior to acquiring the thermal profile, we calibrate the single-element Raman response of a separate piece of material from another actuator of the same construction. We calibrate the temperature dependence using a spectral region corresponding to Case C. The calibrated intensities are normalized to the intensity at 25
• C. Device measurement then proceeds by acquiring the ROI intensity every 500 μm along the length of the leg, at 0 , 1, and 3 V. The powered intensities were then normalized relative to the unpowered intensity and converted to temperatures using the normalized calibration. As in the validation experiments, 1200 readings of the Raman intensity were acquired at each location for a total of 2 min. This dwell time is chosen to improve statistics and to make it comparable to the dwell times typically used in traditional Raman thermometry mapping experiments. Our new singleelement technique yielded uncertainties of ≈2.5
• C. This uncertainty is obtained from the vector sum of all known sources of uncertainty in the system which included: fluctuations in the laser intensity, drift in the focal point of the objective, noise from the detection electronics and uncertainty in the calibration curve itself.
The device temperature was also measured using a commercial microRaman system (Renishaw inVia Raman microscope) previously described by Phinney et al. 37 The system uses a 488 nm laser focused to a 1.2 μm diameter spot by a 20× objective. To properly compare both methods, experimental conditions using the commercial system were matched to the SERT technique in terms of laser irradiance (≈0.2 mW/μm 2 ) and exposure time per location. For conventional Raman thermometry, an exposure time of 20 s per acquisition was used with 6 acquisitions per point (2 minutes per location). The total measurement time for conventional Raman, however, is augmented by the need to acquire repeated reference spectra during the measurements to correct for drift in the equipment. This significantly increases the time needed to take a profile, and thus, results in the ability to take 3 times as many data points in an equivalent amount of time using the SERT technique as compared with a commercial system. The impact of drift in the commercial system is the largest contributor to uncertainty in these measurements, yielding a value of ≈4.5
• C. The results of the traditional Raman thermometry and SERT measurements are shown in Fig. 6 where the measured temperatures of the two techniques correlate well indicating the efficacy of the new approach.
V. CONCLUSIONS
We have developed a new thermometry technique based on the Raman phenomenon. However, rather than fitting the Raman spectrum to model functions and extracting temperature dependent properties from the spectrum, we monitor a change in intensity with temperature. We achieve this using a modulated CW laser as the Raman probe and detecting the resulting Raman light with a monochromator affixed with a single element detector, in this case a PMT. The modulated signal from the PMT is then monitored with a lock-in amplifier. Temperature measurements are obtained by using the grating position and exit slit of the monochromator to capture only a fraction of the total Raman spectrum. Because not all spectral regions have ideal temperature trends for thermometry, the spectral window must be careful chosen with respect to maximum intensity, temperature dependence and linearity over the temperature regime of interest. Utilizing the known temperature dependencies of the Raman spectrum, we have used numerical calculations to quantify the single element response for any combination of slit widths and centers, enabling accurate determination of the ideal spectral region to be used for thermometry. The numerical results are verified via experimental studies for the case of crystalline silicon, but can applied to other Raman active materials with isolated Raman peaks of various shapes.
Using this detection scheme we were able to obtain temperature measurements for a surface micromachined silicon MEMS thermal actuator with a temperature uncertainty nearly half of what can be obtained with traditional Raman thermometry. The simplified experimental design also reduced the total time required for profiling the device by a factor of 3, thus enabling faster measurement throughput. Finally, the single-element nature of the signal acquisition reduces the hardware requirements needed to perform Raman thermometry measurements, since it becomes possible to utilize lower resolution monochromator and an imaging spectrograph equipped with a high resolution multichannel detector is no longer needed to obtain reliable thermal measurements. 
