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I. INTRODUCTION 
This paper deals with the problem of the existence of T-periodic solu- 
tions for the first order differential system 
x’ = I;( t, x), (1.1) 
where F: [0, T] x R” + R” is a Caratheodory function. In what follows, 
we prove some results for the solvability of the periodic BVP in the case 
when the dimension ,of the space is even. Such a limitation is motivated by 
our interest in applications to the second order equation 
d’+ g(t, u, u’)=O, (1.2) 
which takes the form of (1.1) when it is written as the equivalent system 
u’ = v 
0’ = -g(t, u, v). 
(1.3) 
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Clearly, in this case the new variable .K = (u, LJ) belongs to RZd for u E Rd. In 
order to introduce the main results of this paper, we examine some con- 
tributions to the solvability of the periodic problem for Eq. (1.2), beginning 
with the scalar case. Conditions for the existence of T-periodic solutions of 
a second order equation of the form 
d + g(u) = p(t), (1.4) 
where p is a given T-periodic function, must of course exclude the well- 
known resonant situation 
u” + (r~o)~u = cos not, (1.5) 
(with o = 27t/T and n E Z + ) whose solution set, given by 
u( t ) = A cos nwt + B sin not + (f/2wn) sin nwt, 
does not contain any T-periodic function. A first way consists in excluding 
functions g which have the same sign as U, by assuming for example that 
g(u)u < 0 for 1~1 large. In a variational setting, this corresponds to the coer- 
civity of the associated action functional (see, e.g., [34. Chap. 11). The case 
where g(u)u > 0 for Iu( large is more delicate. When g has a linear growth, 
known existence results impose more or less sharp conditions on g and p 
which exclude in particular the case where g(u) = (no)% and p( t j = cos not 
(see, e.g., [9, 32,401 and references therein). Another general way to 
exclude the counterexample (1.5) consists in not allowing g to be linear. 
This is done in [48] by assuming essentially that g is bounded below or 
bounded above. If any boundedness restriction is avoided, the linear situa- 
tion will be excluded by considering the class of superlinear nonlinearities, 
i.e., of functions g such that 
g(u)/- +a as JuI + =c. (1.6) 
This case appears to be the most delicate to treat, as shown by the relative 
scarcity and the technical difficulty of the papers devoted to this situation. 
In the first two ones in a series of four papers, Morris [36, 371 considered 
in 1955 and 1958 the existence of infinitely many mT-periodic solutions 
(with m > 1 an integer) for the equation 
UN + 2u3 = p(t) (1.7) 
when p is even, T-periodic, has mean value zero and is sufficiently smooth. 
Because of the symmetry properties of the restoring force and the forcing 
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term, mT-periodic solutions of (1.7) are obtained as solutions verifying the 
Neumann boundary conditions 
u'(O) = u'(mT/2) = 0. (1.8) 
Solutions of this Neumann problem near large amplitude solutions of the 
corresponding autonomous equation are then obtained through an implicit 
function argument on the associated shooting mapping. In 1957, and inde- 
pendently of Morris, Ehrmann used existence results proved in [ 121 by a 
shooting method for Sturm-Liouville problems for equations of the form 
with 
u”+f(t, u, u’)=O (1.9) 
If(t, ~9 u)-g(u)1 <K,lul +K,l4 +K, 
and g verifying (1.6), to obtain in [13] the existence of infinitely many 
T-periodic solutions of (1.9) when f satisfies suitable symmetry conditions. 
In 1963, Harvey [24] extended Morris approach and results to Eq. (1.4) 
with p like in Morris paper and g satisfying (1.6) and some further 
conditions. More recent results on the existence of T-periodic solutions of 
equations of type (1.4) with symmetries are due to Cesari [7] (who deals 
with g(u) = u3, p(t) = sin t and uses alternative method, some numerical 
estimates and Brouwer degree to prove the existence of at least one 
periodic solution), Micheletti [35] (who deals with g(u) = 2u3, p(t) even, 
smooth and with mean value zero, and obtains infinitely many periodic 
solutions by reducing the problem to the use of the contraction mapping 
theorem in the space of even periodic functions on neighborhoods of large 
amplitude solutions of the unperturbed equation), Castro and Lazer [6] 
(who consider systems, called “weakly-coupled,” of the form 
4 + &(hc) = Pk(4 u) (l<k<m) (1.10) 
with each g, odd and satisfying (1.6), pk bounded and odd, and use a 
shooting argument and Miranda’s theorem to obtain infinitely many 
periodic solutions), and Schmitt and Mazzanti [45] (who obtain infinitely 
many periodic solutions for Eq. (1.4) with g(u) = au + u3 by using shooting 
methods and nonstandard analysis). 
It was Morris (38, 391 who lirst proved in 1965 that Eq. (1.7) has, for 
each integer m 2 1, infinitely many mT-periodic solutions when p is smooth 
but not necessarily symmetric. He uses Poincart’s operator together with 
an elementary fixed point theorem for area-preserving transformations in 
the plane. For the more general equation (1.4), the existence of one 
T-periodic solution was proved in 1975 by FuEik and Lovicar [17] for 
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each Lebesgue integrable p by using the Poincart’s operator and a fixed 
point theorem in R*, a result extended to (1.9) in 1980 by Struwe [47] with 
a similar approach. We also mention W. Ding, who obtained in [IO] the 
existence of infinitely many T-periodic solutions for (1.4), with g locally 
lipschitzian, lim,,, j +71 g(u)/u= +X and PEL~([O, r],R). The proof 
makes use of an extended version of the PoincarbBirkhoff “twist” 
theorem, which can be applied since the Poincare’s operator associated to 
the first order system 
D’= -g(v)+p(t) 
is an area-preserving homeomorphism of the plane. However, such a 
property of the Poincare’s map is no more satisfied when an explicit 
dependence in u’, like in (1.9), is assumed. 
As for variational methods, in 1984 Bahri and Berestycki [l, 21 initiated 
the study of T-periodic solutions of Hamiltonian systems of the form 
z’= J.grad H(-)+f(t) 
with z E R”, m even, and of the form 
u”+grad V(u)=f(t) 
with u E R”, when H or V are superquadratic at infinity and satisfy further 
restrictions. They prove the existence of infinitely many T-periodic solu- 
tions corresponding to arbitrary large critical values by using a minimax 
principle analogous to Kranosel’skii’s one for perturbations of even func- 
tions [25] but where the Z/22 invariance is replaced by the S’-action on 
periodic functions induced by time translations. Further results in this 
direction were obtained, by a related approach, by Rabinowitz [43], 
Pisani-Tucci [41], and Long [30]. 
The present paper proposes an approach for periodic solutions of 
differential equations which may be sublinear or superlinear by a 
Leray-Schauder’s type continuation method. For this sake, we first state 
and prove in Section II (in the convenient frame of coincidence degree for 
L-compact perturbations of linear Fredholm mappings of index zero) a 
continuation theorem (Lemma l), where the new ingredient is the use of a 
functional cp which is proper on the set ,E of possible solutions of the 
homotopic family of equations and which avoids two values during this 
homotopy. The significant special case for the application to periodic 
problems is that of a functional taking only positive integer values on large 
norm solutions and whose positive integer level sets have a bounded inter- 
section with ,!I. In differential equation problems, the functional we use is 
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closely related to the mapping counting the number of rotations around 
the origin of the solution of a planar differential system. This is developed 
in Section III, which contains a continuation theorem (Theorem 1) for the 
existence of T-periodic solutions of differential equations in R” with m 
even. In the special case where m = 2 (Theorem 2), a basic assumption, 
besides the one on the “angular function” rp, is the existence of an a priori 
bound for the uniform norms of the solutions when the minimum on 
[0, r] of their Euclidean norm is a priori bounded. Such an “elastic 
property” of the solutions can be checked by the use of some Liapunov-like 
functions, as shown in Proposition 3. 
Section IV gives applications of Theorem 2 to planar differential systems. 
A first application of Theorem 2 to systems with linear growth provides a 
nonresonance-type xistence theorem (Theorem 3) which is related to 
recent ones of Fabry [ 141, Fonda-Habets [ 161, and Habets-Metzen [21]. 
The idea here consists in establishing estimates on the functional cp which 
prevent it from taking integer values. The second application to Theorem 2 
deals with (not necessarily Hamiltonian) perturbations of planar 
Hamiltonian systems 
x’ = J[grad H(x) + p(t, x)] 
with H superquadratic at infinity. One obtains (Theorem 4) the existence of 
at least one T-periodic solution under conditions which, specialized to 
(1.4) or (1.9), are more general than those of FuEik-Lovicar [I73 and 
Struwe [47] mentioned above, and which, in the general case with p inde- 
pendent of x, do not seem to be covered by the variational techniques. 
In Section V, Theorem 1 is used to obtain an existence result 
(Theorem 5) for the “weakly-coupled” system (l.lO), assuming that the 
function g has superlinear growth at infinity. In this case, and extension to 
system ( 1.10) of FuEik and Lovicar’s theorem is achieved, which is 
modelled on the result of Castro and Lazer [6] for systems having 
symmetries. 
We end this introductory section with a list of notations. We denote by 
N, Z, R, the sets of natural numbers, integers and reals, respectively; we 
also consider Z, =Nu {0}, R, =[O, +co) and R+ =]0, +co). The 
m-dimensional real euclidean space R” is endowed with the usual scalar 
product (. ) . )I’*, norm I .I and distance d( ., . ). The vectors of the canonical 
orthonormal basis in R” are denoted by e, (j= 1, . . . . m). If X is a normed 
space, 1. IX denotes its norm and I, the identity operator in X; cl,A, fr,A, 
and int,A are, respectively, the closure, boundary, and interior of A in X. 
As a usual convention, the subscript is omitted for X= R”. The open and 
closed ball of center x0 and radius R > 0 are denoted by B(x,, R) and 
B[x,, R]. The norm of a linear bounded operator L between normed 
spaces is denoted by 1) LJJ. 
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In what follows, we also consider the space %( [0, r], R”) of the 
continuous functions x: [0, r] -+ R”, with the sup-norm 1.1 x ; for any 
1 G q < +co, we denote by I . I4 the L4-norm of a function u( . ) belonging 
to the Lebesgue space L4( [0, r], R”). We also set, for a map 
~EL’(EO, Tl, R”), 
1 T u :=- 
I To 
4s) ds, 
the mean value of u( . ) on [0, T]. 
Finally, we define, for a continuous function Q : dom Q 1 S’ + R +, with 
s’= ((x,, x2) E R*, xf + xi = 1 }, the unit circle in R*, the value 
that is the integral average of l/Q on S’. 
We also recall that a continuous map Q: R2 + R is posirively 
homogeneous of degree k > 0 and positive definite if Q(tx) = tkQ(x) > 0, 
Vt E R+, t/s E R*\(O). (Such functions are used in Section IV). 
By d, and deg we mean, respectively, the usual Brouwer degree in R” 
and the Leray-Schauder degree in a normed vector space. 
II. CONTINUATION THEOREMS 
In this section we give an existence result (Lemma 1) for a coincidence 
equation in function spaces, whose corollaries are crucial for the proof of 
Theorems 1 and 2 on the solvability of the periodic BVP associated to 
( 1.1). Accordingly, the following abstract setting is introduced. 
Let L: dom L c X-+ Z be a linear Fredholm mapping of index zero, 
where X and Z are real Banach spaces with norms 1. IX and I./=, respec- 
tively. Borrowing notation and terminology from [31], we consider con- 
tinuous linear projectors P: X+X, Q: Z + Z such that Im P= Ker L, 
kerQ=ImL, X=kerL@kerP, Z=Im L@ImQ and denote by 
K P,Q :Z + dom L n ker P the generalized inverse of L (see [3 1, pp. 6-73 ). 
We also fix a linear isomorphism J: Im Q + ker L. 
Let N: Xx [0, 11 + Z be an L-completely continuous operator [31, 
p. 123. In such a framework, the equation 
Lx = N(x, A), xEdom L, (2.1) 
is equivalent to 
x = T(x, 2) := Px + JQN(x, A.) + K,,N(x, A). (2.2) 
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We denote by 
C:={(x,il)EdomLx[O, l]:Lx=N(x,1)} 
the (possibly empty) set of solutions (x, 1) of Eq. (2.1) and by C;. 
(0 < J < l), the section of C at A, that is 
LA := {xedom L: (x, A)eZ}. 
Clearly, z = U 1 E co, 1 l Cl. Moreover, we observe that the sets Z and Z, 
(0 < 1< 1) are closed and, by the L-complete continuity of N (which in 
turn implies the complete continuity of T), they are locally compact, in the 
sense that the intersection of Z (C,, respectively) with any bounded closed 
subset of Xx [0, l] (X, respectively) is compact. In particular, Z (or 2,) 
is compact if it is bounded. 
In what follows, we suppose: 
(il) Z, is bounded in X 
(i.e., Co is compact) and define 
xo := IDJL- N(J Oh X)1 = IDt(L- N(., 01, Q)l, 
where 52 3 Z, is any open bounded subset of X and the coincidence degree 
“DL” is defined from the Leray-Schauder degree “deg” by the formula 
IDAL - N ., 01, Q)l = ldeg(l,- T( ., 01, Q, 011. 
From [31, pp. 15-191, it follows that x0 is well defined; in particular, it is 
independent of the choice of P, Q J, and R. Moreover, x0 # 0. Accordingly, 
we further assume 
(i2) xo#O. 
Finally, we introduce a functional cp :Xx [0, 1 ] + R and suppose that 
(i3) cp is continuous on Xx [0, l] and proper on Z. 
Recall that cpl z “proper” means that cp -l(K) n Z is compact for each 
compact set Kc R or, equivalently, that for any sequence (x,, 1,) EC such 
that (p(x,, 1,) converges in R, there is a subsequence (xnk, A,,) converging 
in Z:. We also note that if cp: Xx [0, l] + R is continuous, then the proper- 
ness of ‘~1~ is always guaranteed when C is bounded (and so compact), 
while for Z unbounded (i3) holds provided that 
lim ( inf Iq(x, n)l)= +a. (2.3) 
Ixl.y- +X,(X, I)ET 1s co, II 
is fulfilled. 
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Under the assumptions (il). (i2), (i3) listed above, we have that q( ., 0)
is bounded on the compact nonempty set Z:, and hence the real constants
q_ :=inflcp(x,O):.uE~o),
cp+ :=sup{cp(s, 0): XEC,)
are defined; moreover, cp _ and cp + are actually achieved by cp( ., 0) on Z,.
We can now state a continuation lemma for the solvability of equation
Lx = N( x, 1 ), x E dom L. (2.4)
LEMMA 1 . Assume (il ), (i2), (i3). Suppose there are constants c ~, c + ,
with
c, <CPA, C+‘cp+, (2.5)
such that
qJ(x,i)#{c-~~+~ (2.6)
for each (x, ;1) E dom L x 10, 1 [, satisfying Eq. (2.1).
Then, Eq. (2.4) has at least one solution.
Proof Assume, by contradiction, that (2.4) has no solution. From
(2.5 ), we also have cp(x, 0) # {c _ ,c + ), for each x E ZY,,. Then, (2.6) yields
cp(Z)n{c_,c+)=0. (2.7)
We now propose two different ways to obtain the conclusion. As a fir t
possibility, we can use a Corollary of [18, Th. 1.1 J (see also [15]) which,
in our case, ensures the existence of a (closed) unbounded connected set %,
with %? c Z, such that Vn.E,, x (0) # 0. Then, for the set rp(%) c R, we
have that
cp(U) is unbounded (as qlr is proper and G?? is unbounded)
rp(%?) is connected (as cp is continuous and %? connected),
cpW~Crp-~cp+l+0  (as~f-GxW#0).
Hence, at least one of the unbounded intervals ( - co, q ~ 1, [tp + , + co) is
contained in cp(%?) c p(Z). By (2.5), we then obtain rp(Z) n (c _ , c + ) # $3
and a contradiction with (2.7) is produced.
Second, we give another proof based only on elementary properties of
the Leray-Schauder degree. Assume, by contradiction, that (2.4) has no
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solution. For c- and c, given in (2.5), we consider the sets (with 
I= [O, 11): 
d:=cp-‘(]c~,c+[)cxxz 
z* :=~-‘([C~,C+])nzcXxz. 
From (2.7) and (i3), it follows that Z* c d, with Z* compact and d open 
in Xx I. Then, by a standard covering of Z* with balls of small radius in 
Xx I contained in -pP, we can find a set B, bounded and open in Xx I, such 
that 
We claim now that 
z*cBCcl..,Wcd. 
Lx # N(x, A), 
whenever x E (fr 2)). and A E [0, 11, with 
~~:={x~X:(~,A)tz~},(fr~);.={~~X:(x,~)~fr~~~~} 
for each 1 E [0, 11. 
(2.8) 
Indeed, if Lx = N(x, A), for some A E [0, l] and IE (fr W),, then 
(x, A.)ECncl xx #Y c .Z c d = Z* and hence x E BA, a contradiction. Using 
the homotopy invariance of coincidence degree in the slightly more general 
form “D,.(L - N( ., A), Q,) is independent of I is Q c Xx I is an open 
bounded set such that Lx # N(x, A) for each x E (fr a), and each A E [0, 11, 
where QA := (x E X: (x, A) E Q},” which easily follows from the definition of 
coincidence degree and the corresponding property of the Leray-Schauder 
degree (see, e.g., [29, p. 60]), then we have 
DL( L - N( .) O), 2&J = DL( L - N( *, 1 ), g,) = 0, 
since Eq. (2.4) has no solution. Thus, we have 
D,( L - N( .) O), 280) = 0. 
On the other hand, by (2.5) 
&x {o}cc*c~ 
(2.9) 
and hence Z, c a,,, so that 
ID,(L-N(.,O),~~)I=X,#o, 
a contradiction with (2.9) which completes the proof. i 
505:88:2-10 
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EXAMPLE 1. Assume (il ), (i2) and let Q c X be an open bounded set 
with zOcR and such that 
Lx # N( x, A ) foreach sEdomLnfr,Qand~E]O, I[. (2.10) 
In this case, the solvability of (2.4) is ensured by standard properties of the 
coincidence degree (see [3 l] ). However, we note that this situation easily 
fits into the framework of Lemma 1. Indeed, it is sufficient to define 
cp(x, 1) := -dist(x, Aa), for .ueQ 
:= dist(x, &2), for x$Q, 
and observe that (i3) is satisfied and 
-diam(cl,Q) d cp ~, (P+ co. 
Then (2.10) implies the validity of (2.5)-(2.6) for c, =0 and any 
cP < -diam(cl,Q). 
In the next section, a particular choice of cp is considered. Accordingly, 
we now state some consequences of Lemma 1 which are more directly 
applicable to the subsequent examples. 
COROLLARY 1. Assume (il ), (i2), (i3). Suppose that cp is bounded befou 
on .Z and there is a sequence (c,), of real numbers, with lim, _ += c, = +co, 
such that c, 4 cp(,Z), for all n E N. 
Then, Eq. (2.4) has at least one solution. 
ProoJ: We immediately obtain the result from Lemma 1 with the 
choices 
c- <k, with k a lower bound for cp(JY), 
c, =c,, for n sufficiently large. i 
In the next applications to the periodic problem to first order ODES in 
the plane (Section IV), we deal with a functional 
cp:Xx[O, l-J-R+ (2.11) 
which is continuous and which satisfies the following property: 
(i4) 3R>O such that rp(z\(B(O, R)x [0, l])cZ+. 
We remark that in condition (i4) we do not assume the existence of points 
belonging to z\(B(O, R) x [0, 11). What we require is just that 
if (x, 1) is any solution of (2.1), 
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Thus, assumption (i4) has to be considered as vacuously satisfied’ when Z 
is bounded. If (i4) holds, then, as a consequence, we obtain 
(i5) 3M> 0 such that q(C) c [0, M] u N. 
In fact; it is sufficient that Z n (B[O, R] x [0, 11) is compact and define 
M:=sup{cp(c, A): (x, A)EL’n (B[O, R] x [0, l]}. Hence, (i4) implies (i5). 
Then we have 
COROLLARY 2. Assume (il ), (i2), (i4) and suppose that 
(i6) q-‘(n) n Z is bounded, for each n E Z + 
(with cp continuous, us in (2.11)) holds. 
Then Eq. (2.4) has at least one solution. 
Proof It can be easily checked that (i4) and (i6), together with the 
local compactness of A’, imply that ‘pi= is proper, and so (i3) holds as cp 
is supposed to be continuous on Xx [0, 11. On the other hand, (i5) (which 
in turn is implied by (i4)) ensures that cp(Z) is bounded below (see also 
(2.11)) and that c, := k + ((2n + 1)/2) $ p(Z), for any fixed k E N, with 
k>M. 
Then Corollary 1 applies and the result is achieved. 1 
We also remark that under (i4) the properness of cplz is indeed equiv- 
alent to (i6) (in other words, if it is convenient, we can check (i6) through 
(2.3)). 
Finally, we give a further consequence of Corollary 1 which extends 
Corollary 2 and is motivated by the study of the weakly coupled systems 
considered in Section V. Once again, we stress the fact that the assump- 
tions considered here are not the most general ones but they are chosen in 
order to make straightforward the application of the abstract existence 
results to the differential equations examined in the next sections. To this 
purpose, the following situation is considered. 
Let Xi (j= 1, . . . . I) be closed linear subspaces of X such that 
X= Of=, Xj and suppose that linear continuous projectors l7,: X + Xi, 
n,(x) = xI, with /nj(l = 1 (j= 1, . . . . f ) are selected, so that every x E X can 
uniquely be expressed as x=x;=, xi. By the above assumptions, we have 
IxjlXG l”lXGCf=I lxjlXI f or 
ti,(x, 2) = n,(x). 
each x E X. We also define fij: Xx R --i X, by 
Then we suppose that, for each j= 1, . . . . I, there is a continuous functional 
‘pi: Xx [0, l] +R+ such that 
(i*4) Vj= 1, . . . . I, 3Rj>0 such that cpi(x, A)EZ+, for any (x,il)~Z 
with lxjl x 2 R,, 
(i*5) Vj= 1, . . . . I, 3Mj > 0 such that cpi(Z) c [0, M,] u N 
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and 
(i*6) Vj= 1, . . . . I, V~EZ,. fi,(cpi-‘(n)nZ) is bounded, 
hold. 
Essentially, (i*4), (i*5), (i*6) constitute an extension of the analogous 
condtions (i4), (i5), (i6). All these assumptions are motivated by some 
basic properties of the functional counting the number of revolutions of a 
periodic solution (see (3.13) and (3.32) in the next section). Now, we can 
state the following: 
COROLLARY 3. Assume (il), (i2), (i*4), (i*5), (i*6). Then Eq. (2.4) has 
at least one solution. 
Proof: Let us set M := max(M,: j= 1, . . . . I} and define the functional 
cp:Xx[O, 11-R by 
cp(x, A) :=max(cp,(x, i): j= 1, . . . . 11. 
The map cp is continuous and satisfies (i5) (by (i*5)). Then, arguing as in 
the proof of Corollary 2, we can find a sequence c, + +,x, with c,, $ q(Z), 
for all n E N. Moreover cp is bounded below (by definition of cp). Hence, in 
order to apply Corollary 1, we need to prove the properness of cpJ =. 
Accordingly, let X c R + be a compact set and take n* EN such that 
Xc [0, n*]. We show that cp-‘( [O. n*]) AZ is compact. Indeed, consider 
the sets 
Tq := {(x, A) E z: cp,(x, 2) E [O, n*] }, j = 1, . ..) f, 
gj := {(x, 1) E z: cpj(X, A) E [O, n*]\z + }, j = 1, . . . . f, 
9y:={(X,qEcpj(.Y,~)=k}, k = 0, 1, . . . . n*, j = 1, . . . . 1. 
Clearly, gj = aj u (U;:,, 9’Jk’), for each j = 1, . . . . 1. 
By (i*4), we have I-r,1 X= IfljxlX < Rj, for all (x, A) E 9Sj. On the other 
hand, (i*6) implies the boundedness of flj(Yy)), for every k=O, 1, . . . . n*. 
As a consequence, we obtain that nj(gj) is bounded, for each j= 1, . . . . 1. 
Hence, there is R > 0 such that 
Irr,xl,< R for all (x, 2) E gj, j = 1, . . . . 1. 
Finally, let (x, A)~cp-‘(CO, n*])nZ, that is (x, 1)eZ and cp(x, A)<n*. 
By definition of cp, we have that qj(x, 2) G n*, for each j= 1, . . . . I and so 
(x, A) E gj, for j = 1, . . . . 1. By the above estimates, we obtain 
IXjl x < R for j = 1, . . . . 1, 
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and therefore 
(x, A) E E(0, Dz) x [O, 11. 
Then, we have proved that cp - ‘( [0, n*] ) n Z is a bounded (and closed) 
subset of Z, that is a compact set (by the local compactness of Z). As cpI Z 
is proper, we have that (i3) is fulfilled and so Corollary 1 gives the thesis. 
The proof is complete. 1 
III. EXISTENCE RESULTS 
In this section, we give a general continuation theorem for the solvability 
of the periodic boundary value problem on the interval [0, T] (T> 0), 
x' = F( t, x), (3.1) 
x(0) =x(T). (3.2) 
More specific applications are considered in Sections IV and V. 
After some (standard) preliminaries, we introduce a class of functionals 
whose properties (contained in Proposition 1, 2, and 3) are used for the 
proof of the existence results of this paper (Theorem 1, 2 of this section and 
Theorem 3, 4, and 5 in Section IV and V). 
In what follows, we suppose that system (3.1) is imbedded into a one- 
parameter family of differential equations 
where A E [0, l] and 
x’=f(t, x; A), (3.3) 
f(t,x; l)=F(t,x). (3.4) 
The function f: [0, T] x R” x [0, l] + R” satisfies the Caratheodory con- 
ditions, i.e., f( ., X; A) is (Lebesgue) measurable for each (x, A), f( t, .; .) is 
continuous for a.e. t and, for each r > 0, there exists PI E L’( [0, T], R + ) 
such that If(t, X; n)l G /IT(t) holds for a.e. I E [0, T] and all 1x1 <r, 
AE [O, 11. 
We also assume that system (3.3) is autonomous for A= 0, that is 
f(t, x; 0) =f&), (3.5) 
where Jo: R” + R” is a continuous function. Solutions of (3.1) and (3.3) 
are intended in the generalized (Caratheodory) sense (see [22, p. 281) and 
are called T-periodic provided that they are defined on [0, T] and satisfy 
the boundary condition (3.2). It is well known that if F R x R” + R” is 
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continuous and T-periodic in the first variable, then any solution of 
(3.1)-(3.2) is the restriction on (0, T] of a T-periodic solution of class % ’ 
defined on the whole real line. 
We now consider the spaces 
X:= (xE%([O, T],R"):x(O)=x(T)}, I.I.Y:=I.Ixr 
Z:=L'([O, T], R"), l.lz= I.IL 
and the operators 
L:domLcX+Z, (Lx)(t) :=x’(t), 
with dom L = (x E X: x is abolutely continuous}, 
N: xx [O, l] + z, N(x, A)(t) :=f(t, x(c); A). 
By the above assumptions on f, it follows that N is L-completely 
continuous, with L a Fredholm mapping of index zero (see [31, 
Chaps. I, VI]). 
Hence, with the notations of Section II, we have that 
and 
,X0= {xEdom L:x’=f,(x),x(O)=x(T)}. 
Observe that every x( . ) E z, is actually of class %’ and satisfies 
x’(0) = x’(T) as well. Then, condition (il ) is fulfilled if and only if 
(hl) jr,, >O such that 1x1 r <r,,, for every T-periodic solutions x( .) 
of x’ =f&). (3.6) 
In this case, C, c B(0, R,). 
Since every z E R" such that fe(z) = 0 is a T-periodic (constant) solution 
of (3.6), from (hl) we have that the Brouwer degree d,(f,, B(0, r), 0) is 
defined and is constant with respect o r 2 r,,. 
At this point, we can use a recent result from [S] according to which, 
for each r 2 r. , 
P,(L - Me, Oh WA r))l = IdeUo, N4 r), ON (3.7) 
holds, provided that (hl ) is assumed (see [S, Theorem I]). Finally, by 
(3.7) we have 
x0 = Mh, NX r), ON, for any r 2 r. (3.8) 
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and so (i2) is equivalent to 
(h2) dB(fO, B(0, r), 0) #O, for any r 2 ro. 
Remark 1. We note that, in some of the subsequent applications, the 
validity of (hl) will be guaranteed by means of 
(h*l) jr,>0 such that every periodic solution (of any period) x( .) 
of (3.6) satisfies x(t) E B(0, r,,) c R”, Vt E R. 
In this case, (3.7) can be obtained without invoking [S], but just using 
standards properties of the coincidence degree (see, for instance, [19, 
pp. 28-291 or [49, p. 2081). 
We now introduce a suitable class of functionals cp :Xx [0, 1 ] + R in 
order to apply Lemma 1 and its corollaries. 
Let m > 2 and let q, v E R”\ (0) be two (fixed) orthonormal vectors. We 
set, for any x E R”, 
x?j :=(xIv), x,:=(xlv) (3.9) 
f,(c x; A) := (f(f, x; 1) I rl), f”(f, x; 1) := (f(t, x; A)1 v). (3.10) 




holds (with x,,(r) := (x(t)lq) and x,(t) := (x(t)1 v) defined from (3.9)). 
Then, we define, for (x, A)EXX [0, 11, 
(P(rl,y)b, 1) := (1%) JOT Cx,(wJ4 -u(r); 1) 
-x,(t)f,(s x(t); A)1 4x,(f), x,(t)) dt , 
where 6 : R* + R + is defined as 
&a, 6) := 1, for a*+b*c 1 
:= l/(a’ + 6*), for a*+b*> 1. 
Clearly, with the above positions, we have 
(3.12) 
-x,df)f,,(h x(t); 41/b-,(~)*+-4)*) dt , (3.13) 
(3.14) 
362 CAPIETTO, MAWHIN, AND ZANOLIN 
for any s( ) E X such that 
s,(t)’ + .K,.( I)’ 3 1, VtE co, z-1, 
holds. 
It can be easily checked that 
rp ,V ,,,, :=Xx [0, l] --) R, is continuous. 
Moreover, ‘Pan,., = (P(~.~~, for any pair (n, \I) of orthonormal vectors. 
Remark 2. The functional (p,,,,,, defined above is a modification of the 
classical map which counts the number of rotations around the origin of 
the solutions of (3.11) (see [27, Sects. 3.14-3.15; 4, Sects. 2.5-2.101). 
Actually, some fundamental properties of the standard “angular function” 
are preserved, since we have the following: 
PROPOSITION 1. Let (x, A) EZ be such that x,(r)‘+ x,.(t)‘> 1, j&r all 
t~[0, Tl. Then, ‘ptq .,,, EZ,. 





x,(t)=p(t)cos8(t), x,(t)= p(t) sen e(t), (3.15) 
p(t) = (x,( 1)’ + .K,.(t)2)’ * (3.16) 
o(t) = w(,~,(t)ld~) + i-dt)lp(t)h (3.17 j
b,(r), x,0)) fo, for all te [0, T]. (3.18) 
we can suppose that y, 8: [0, T] -) R are absolutely con- We note that 
tinuous functions such that 
p(t) > 0, VI and ~(0) = p(T), [e(T)-8(0)]/2xEZ (3.19) 
hold, whenever .K,,, x,: [0, T] -P R are absolutely continuous, with 
xq( T) - .x,(O) = x,(T) -x,(O) = 0 and (3.18) is fulfilled. Hence, in this case, 
(3.15) is well established and, by standard computations, we easily obtain 
d’(t)= CxXt) x,(t) - x;(f) x,wllC~~,w2 + ~“(~Yl, (3.20) 
for a.e. TV [0, T]. 
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Now suppose that (x, I) EZ and (3.14) is satisfied (as assumed in 
Proposition 1). Then, from the definition of 6( ., .) in (3.12), we/have that 
(P,~,~)(x, ,I) can be computed by (3.13) and so, using (3.11) and (3.20), we 
obtain 
cp,~,,,,(x,~):=(1/21c) I%‘( )dt =le(l-)-e(o)l/2nEZ+ 
lo t I 
(3.21) 
(recall (3.19)). 
Therefore, Proposition 1 is proved. i 
We remark that all the discussion about polar coordinates performed in 
the above proof (from step (3.15) to step (3.20)) is completely independent 
of the assumptions in Proposition 1 (actually, such arguments depend on 
the validity of (3.18)). Accordingly, in what follows we can employ 
(3.15 )-(3.20) without making explicit reference to the hypotheses of 
Proposition 1. 
Now, we give some conditions which lead to the evaluation of upper and 
lower bounds for (P~~~~)(x, A) when (x, A)EC and (x,(t)2 +x,(t)‘) is large. 
These estimates, which are a consequence of the form of the nonlinearity 
f, will be used in Sections IV and V. Namely, we have 
PROFQSITION 2. Suppose that there are a constant K,> 0, a continuous 
function 0: S’ + R+ and a measurable function y E L’( [0, T], R + ), such 
that one of the following inequalities ho1d.y for a.e. t E [0, T], all ,I E [0, 1 ] 
and each XER’” such that Ix,,,~:=(-K~+x~)~;~~ K,: 
(WI) -y(t) <f,,(t, x; ;I) .(-YJIs.rl.“l) - f,(t, x; 2). (x,/lx,,,,l) 
G adtNl.~,,,.l @((x,/l.~,,,~l), (x,/lx,,,l)) + y(t) 
(w2) Y(t) 2f”(h -xi 1) . (x,llx,,,~l) -f,(t, x; A). (xJlxv,,.I) 
2 - aAt) Ix~J @K~,ll-~,,,I), (~~,/Ixrl.,~l )) - r(t) 
(w3) fv(t7 x; 2) kJl.%J) -fJt, x; 2) . (x,/Ix4,,.l) 
2 a,(t) I+ ,‘I @(C~,ll~~,,,,I 1, (~~,/L~,.,J )) -y(r) 
(w4) f”(t) x; A). (xv /Ix,,,.I) -f,(t, x; A). (.T,~/lX~.‘I ) 
G -aAt) lx’I,,J Q((x,llx,,,l), (x,./l~,,,l)) + y(t), 
where, for each 1 E [0, 11, a, E L’( [0, T], R) and satisfies 
I 
r 
aI ds > 0. 
0 
Then, for every E > 0, there exists a constant R, > 1 (independent of x and A) 
such that, for each (x, A) E C satisfying 
x9(t)’ + x,,(t)’ 2 R; for all t E [0, T], (3.22) 
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it follows that 
(3.23 )
(3.24) 
ProoJ We prove only (3.23), assuming the validity of (~1). The 
investigation of the other cases is omitted, since it can be performed by 
obvious modifications of the argument developed below. 
We consider the positive constants 
and 
A>,max{l, K,} 
fr :=min{Q(a, 6): (a, ~)E.S’} 
and suppose that (x, A) E Z satisfies 
x&t)’ + x,>( t)2 2 AZ for all t E [0, T]. (3.25) 
Using polar coordinates for (x,(t), x,(t)) as in (3.15), we can compute e’(t) 
by (3.20), with x;(t) and x:(t) given by (3.11). Thus we obtain, for a.e. 
tE co, n 
O’(t) = [f,,(t, x(t); A) cos O(t) - f,(t, x(t); A) sin e(t)]/p(t). 
Hence, from (wl ) we obtain 
Then, dividing by B(cos e(t), sin e(t)) and recalling (3.25) and the defini- 
tion of CJ, we have 
Y(t) --< w) Y(t) 
aA Q(COS O(t), sin e(t)) Qq(tj+y--J 
(3.26) 
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We now integrate (3.26) over [0, T] and obtain 
For the rest of the proof, we set 
d0 
L := j-i’ Q(cos e, sin e) = 2n(Q), TV := I ore, ds. 
From (3.19) in Proposition 1, we have that 
e(r) - e(o) = 2kn for some k E Z, 
where (by (3.21)) 
WI = (~tq.vj(x, 1).
Hence, the above inequality can be written as 
-lyl,laA~kLdt,+(lyl,laA) 
(using, in this step, the fact that B(cos 8, sin 0) is 2x-periodic) and, dividing 
by L, we obtain 
-Irl~/aLA~kk(r,/L)+(yl,IaLA). 
Now, let E >O be given. Without loss of generality, we can also suppose 
that E < 1. In this case, choosing A > IyI ,/aL.s, we obtain 
-l< --E<kd(rJL)+E 
and so, recalling that k E Z we have 
k= WI = cp,,,,,(x, 2) < (r,lL) + E. 
In the same manner, it is possible to prove that 
-k = WI = cp~,,,v,b, 2) G (r,lL) + E 
holds in case (w2), while 
k = Ikl = (~~q,v,(x, A) 2 t~,lL) --E 
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and 
-k= Ikl =(p,rl,,,(.Y, i.)2(T;.:L)-c 
follow from (~3) and (w4), respectively (assuming 0 < E < 1. too). 
The proof is complete. 1 
From the above argument it is clear that, in condition (WI ) (respectively, 
(w2)), the existence of a lower bound (upper bound, respectively) for 
is employed only in order to prove that k = Ikl (respectively, -k = Jkl ), 
where k= 8(T)- 0(O) is the number of counter-clockwise revolutions of 
(,y,Jf), x,.(t)) around the origin in the (q, r)-plane. Thus (3.23) can be 
achieved without assuming the validity of the left-hand side inequality in 
(wl) or (w2), provided that we are able to detect, in another way, the sign 
of k. This purpose can be accomplished if, for instance, the lower bound in 
(wl ) (upper bound in (w2), respectively) is replaced by a condition like 
(w3 ) (or (w4), respectively). This remark will be used for the proof of 
Theorem 4 in the next section. 
At last, we observe that in the particular case when 
xi,(t) = a(r) = constant w.r.t. i E [0, 11. 
it is possible to obtain more precise conclusions from (wl), (w2), (w3), 
(~4). Namely, in such a situation we have that 
I 
T 
(P,~.,,,(.~, A) d a(t) dt/2n(Q) 
0 
(3.27) 
(for (wl) or (~2)) and 
s 
T 
‘p(q,&. 2) 2 a(r) dt/2n(@) (3.28) 
0 
(for (~3) or (~4)) hold provided that (x, ~)EC satisfies 
x,,(t)’ +x,,(t)’ $ R;, vrg co, u, 
with R, 2 1 a suitable constant (independent of x and A). 
This result easily follows from (3.23), (3.24) (respectively) for E suf- 
ficiently) for E sufficiently small, taking into account that cp(x, I) is an 
integer (for R, 2 1, by Proposition 1). 
After this preliminary list of the basic properties the functional (p,,,“), 
we are in a position to state the main results of this section. To this end, 
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we confine ourselves to differential system in spaces of even dimension. 
Accordingly, from now on, let us suppose 
m = 21 (3.29) 
and set, for any j = 1, . . . . 1, 
(3.30) 
where {e,, . . . . e,} is the canonical orthonormal basis in R”. At the same 
time, we observe that 
x e+1 =xy-,=(xIezj-,), X e2, = wx2j = (X I e2jL 
fe?,_,=f~/--=((fIe2j-*), fe,=f2j=(f le2jL 
so that, for the pair (e,,-_ ,, eu), system (3.11) reduces to 
sy;j- l(r)=f2j- I(t, x(f); l) 
xij(t) =f2j(r, X(t); A). 
(3.31) 
If m > 2, we have further to require the following assumption (h*3), which 
essentially appears as a Caratheodory condition on (fii- I, fii), uniform 
with respect o the x,-components, for k # 2j - 1,2j: 
(h*3) Vj = 1, . . . . 1, Vr 3 0, 3/Ir E L’( [0, T], R+), such that 
I(fi,-.,(t,x;A), fii(t,x;lb))I<pr(t) holds for a.e. tE[O, r], all 1~[0,1] 
and each x E R” such that I(x,~~, .uzi)l < r. 
Then we have 
THEOREM 1. Assume (hl), (h2), (h*3) and suppose rhat for ever] 
j= 1, . . . . I the following properties are satisfied: 
(h*4) Vr, ~0, 3r,ar, such that, for each (x, A)E~, 
min Itx2jp I(Z), X2j(t))l G rl a:$.. Iteu*j- l(t), x2j(c))l G r2; 
co. Tl 
(h*5) VnEZ+, 3K, > 0 such that, for each (x, A) E L’, 
cP,(Xv A)=na,$, I(X2j-I(t)r x2j(r))l 6Kn. 
Then, (3.1 t(3.2) has at least one solution. 
As for the meaning (and fulfillment) of the above hypotheses, see 
Remark 3 below. 
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ProoJ: We apply Corollary 3 of Section 2. 
Accordingly, we consider the subspaces Xj c X (j = 1, . . . . I ) defined by 
Xj:= {s(~)=co~(~~(~))EX:~~=O for k$ {2j- 1, 2jJ}, 
with projections Lri: X-+ X, (j = 1, . . . . I ), 
(flj.Y)(t) :=X2,- l(t) e2,_ 1 + Xl,(t) e2j 
and see that all the structural assumptions are satisfied. The functionals 
qj: Xx [0, l] -+ R, (j= 1, . . . . 1), are the same as in (3.30). 
(We have already observed that (il ), (i2) are equivalent to (h 1 ), (h2) 
(respectively)). Moreover, (h*4) and (h*5) clearly imply the validity of 
(h*6) V~EZ,, 3C, 20 such that maxCo,rl I(X2jp ,(t), xv(t))] < C,, 
for each (x, A) E Z such that cp,(x, I) = n, 
where the constant C, is obtained as r2 in (h*4) when K, (given by (h*5)) 
plays the role of rl . Since (h*6) is just a translation of the assumption (i*6) 
in Corollary 3, it is sufficient to verify the validity of (i*4) and (i*5). 
Using condition (h*4) with r, = 1, we can find a suitable r2 =? such that 
if (x, 2) E C satisfies 
then 
X2j-I(t)2+X2j(t)22 1, for all t E [0, T] 
and hence Proposition 1 yields (i*4) with R,>? (j= 1, . . . . I). If we define 
now, for every j= 1, . . . . I, 
Mj:=sup(cp,(x,~):x~X,~~[O, l],withIfl,?rl,<?}, 
from the definition of ‘pj (j= 1, . . . . I) we obtain IV,< +a, as 
Mj d r’ IBil I /2K, 
using (h*3). From the choice of the M,, we immediately obtain (i*5), using 
again Proposition 1. Then Corollary 3 can be applied and the result 
follows. 1 
We note that in the two-dimensional case (m = 2) assumption (h3) is 
contained in the Caratheodory conditions which are requested at the 
beginning of the section. In this case, we can state a simplified version of 
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Theorem 1, using Corollary 2. Moreover, for m = 2, we consider a func- 
tional 
cp = (P(e,.e2) 
which .is defined as 
dx, n) :=& j’ (f(c x(r); A) I Jx(t)) W(t)) df , (3.32) 
0 
with 6 like in (3.12) and J: R* + R* represented by the symplectic matrix 
Then we have the following existence result which ensures the solvability of 
x’ = F( t, x) (3.1) 
x(0)=x(T) (3.2) 
via the “continuation” through 
x’ = f( t, x; A), JE co, 11 (3.3) 
with f Caratheodory and such that 
f(wO)=fo(x), f(t,x; l)=F(t,x). 
THEOREM 2. Let m = 2 and assume 
(hl) 3r, > 0 such that 1x1 oc for every T-periodic solution of x’ = fo(x) 
(h2) de(fo, B(O, r),O)#O,for any rbr,; 
(h4) Vr, 2 0, 3r, 2 r, such that, for each x( .) solution of (3.3)-j 3.2) 
(with 1~ [0, 11) 
min (~,(r)~ + ~,(t)~)‘~* < rl = Ix], Gr,; 
CO. Tl 
(h5) Vn E Z +, 3K, > 0 such that, for each x(a) solution of (3.3t(3.2) 
(with AE [0, 11) 
cp(x, A) = n * min (x,(z)~ +x2(t)*)“* <K,, 
CO. Tl 
(where cp is like in (3.32)). 
Then, (3.1 k(3.2) has at least one solution. 
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The proof is omitted since it is essentially the same as that of Theorem 1. 
We end this section with some remarks concerning the fulfillment of the 
above conditions. 
Remark 3. Assumptions (h*l), (h*2) or, respectively, (hl ), (h2). con- 
cern the autonomous system X’ =Q.u) and will be checked by a direct 
analysis of the vector fieldf,. The structural hypothesis (h*3) depends on 
the particular form of system (3.3) and is satisfied in the case of weakly 
coupled systems. Conditions (h*5) and (h5) will be obtained with the aid 
of Proposition 2. Finally, we examine (h*4) and (h4). 
These assumptions are somehow related to the global forward (or back- 
ward) continuability on [0, r], uniformly in I, of the solutions of the 
Cauchy problems associated to (3.3). Roughly speaking, (h*4t(h4) mean 
that it is possible to find an (uniform) upper bound for the solutions of 
(3.3)-(3.2) provided that we are able to bound the solutions at some point. 
This situation already occurred in [33], where the result is achieved by the 
use of a suitable Liapunov-like function (see also [31, Chap. VI: 201 for a 
more extensive development of such technique related to the concept of 
guiding function [26, 281). In the light of the above quoted papers we give 
an auxiliary result (Proposition 3 below) for the validity of (h*4), (h4). The 
proof is performed in the case of Eq. (3.11) in order to ensure the 
applicability of our result to planar and higher order systems. Accordingly, 
we use the notation .Y~, x,, f,,f,, given in (3.9), (3.10), where (q, r) is a pair 
of orthonormal vectors in R” (m B 2). The set of solutions of (3.3)-(3.2) is 
denoted by Z, as usual. Then we have the following: 
PROPOSITION 3. Let Y: R’ + R be a continuously differentiable function, 
with grad V= ( C’; , Vi), satisjjing 
(~1) lim,,, _ +r_ I V(z)1 = +=c 
(for 2 E R*) and assume that there are a constant K 2 0 and a measurable 
function a E L’( [0, T], R + ) such that the inequafitl 
(v2) v;(-u,, .x,.)fq(t, -u; A) + WY,, .r,)f,(t, -u; A) d o(t) I V(x,, x,,)l 
holds for a.e. t E [0, T], all 2~ [0, l] and each XE R” such that 
x;+x+K*. 
Then, Vr, 2 0 3r,a r, such that, for each (x, A) E .E 
min (x,(t)’ + x,,(t)2)‘,2 <r, = max (~,(i)~ + x,,(t)2)“2 < r2. 
co. Tl co. r1 
Proof: Using (VI ) we can find a constant K, > K such that 1 k’(z)1 > 0, 
for all IzI 2 K,. Next we define 
W(z) = log ( V(z)/ 
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and observe that 
lim W(z) = +cc 
Izl - +Tc 
and 
grad W(z) = V(z))’ . grad V(z), 
with W: R’\B[O, K,] -+ R of class %?‘. 
Let (x, A) E Z be such that 
min (x,(r)* + ~,(t)*)“~ <r, 
co. r1 
and fix a constant c, with 
cr >max{r,, K,). 
Finally, we choose to = t,(x, A) such that 






If M(x)>c,, using (3.35) and (3.36) we can find t,~ [0, T] such that 
(x,(t,)2 +x,(t,)2)“2 = Cl. 
Moreover, we note that by (3.2) we can always choose to and t, such that 
the sign of to - t, is the same of that of V(z) for IzI > K, and 
(x,( t)Z + x,,( t)2)‘:2 > Cl for TV [t,, to] (or t C [r,, tr]). 
Now we consider the abolutely continuous function 
w(t) := W(x,(t), x,(t)) 
for t E [t,, to] (or t E [to, t,], respectively) and, using (3.34) and (v2), from 
(3.11) we obtain 
w(r,)=w(t,)+ jl’ 
11 
w’(s) ds < w(t,) + jr0 o(s) ds 
I I 11 
<max{ W(z): Izj =c,} + 161, :=c2 
(see [31, p. 651 for a similar computation). 
From (3.33) we have that there exists a constant K2 2 K, such that 
W(z) > c2 for (z( > K, and hence we obtain 
(x,(r,)2 + X,(fO)2)1’2 <K2. 
M5’88/?-I, 
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Thus the result if proved for 
r2 := max(c,, K,}. 1 
Extensions of Proposition 3 could be easily obtained by suitably 
adapting the arguments developed in [31, Chap. VI]; however, our result. 
as stated above, is sufficient for all the applications contained in the next 
sections. In particular, Proposition 3 applies whenever the field (f,, fy) is 
quasibounded in (x,, x,.), uniformly with respect to the rest of the 
variables, that is when 
(f,(t, x; A)‘+f,.(t, x; n)2)‘;2<a(t)(x; +xy2+b(r) (3.37) 
holds for a.e. ZE [0, T] and all XE R”, A E [O, 11, with a( .), 
6(.)~Li([0, T], R,). Indeed, from (3.37) we obtain (vl) and (~2) by the 
choices V(z)= lzl’, K= 1, a(t)=2(a(t)+b(t)). 
The remainder of this paper is devoted to the investigation of some 
applications of Theorems 1 and 2 to weakly coupled systems in R”, m > 2 
(Section V), and planar systems (Section IV), respectively. The use of 
Propositions 2 and 3 will simplify the application of the main results to 
more concrete examples. 
IV. APPLICATIONS TO PLANAR SYSTEMS 
In this section we give some corollaries of Theorem 2 of the periodic 
BVP 
x’ = -Jh(t, x), (4.1) 
x(o)=x(n (4.2) 
where h: [0, T] xR2+R2 satisfies the Caratheodory conditions and 
J=(: -A ) is the previously considered symplectic matrix. We also set 
o :=2x/T. 
Systems of the form (4.1) naturally arise when dealing with the second- 
order scalar equation 
u”+ g(t, u, u’)=O (4.3) 
in the phase-plane: x, = u, x2 = u’. In this case we set, for x = (x,, x2), 
46 x) := Mt, XI, -x2), x2) 
and condition (4.2) corresponds to the T-periodic boundary condition, for 
Eq. (4.3), 
u(T)--u(O)=u'(T)-u'(O)=O. (4.4) 
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Other possibilities to settle (4.3) into (4.1) are explored in the Examples 2 
and 5. In any case, however, the equivalence between (4.4) and (4.2) will 
be guaranteed. 
In what follows we treat two different cases, according to the fact that 
the nonlinear map h(t, X) has linear or superlinear growth at infinity. In 
order to make more transparent he use of the continuation theory, we do 
not consider the most general hypotheses for the solvability of (4.1)-(4.2). 
Actually, we prefer to focus our discussion on some assumptions which are 
meaningful for the examples, avoiding, at the same time, cumbersome 
technicalities. We recall that U, (Q ) indicate, respectively, the mean value 
of u E L’( [0, T], R) and the integral average of l/Q on the unit circle S’, 
for Q:domQcS’+R+. 
IVa. Equations with Linear Growth 
Throughout this subsection, we consider the growth restriction 
0’0) lim suplXl _ +co Ih(t, x)l/lxl <l(t), uniformly a.e. in t E [0, T], 
with 1 E L’( [0, T], R + ). Our main result is the following. 
THEOREM 3. Assume (j0). Let S, , S2 : R2 + R be positively homogeneous 
functions of degree two which are positive definite and satisjj~ 
S,(x) < S,(x) for all XE R2. (4.5) 




(jl) lim inf,,, _ +m (h(t, x) I x)/s,(x) 2 a,(t) 
and 
WI lim SUP~.~~ + += (h(t, xl I -~)lS2(x) d a,(t) 
hold, uniformly a.e. in t E [0, T]. Then, (4.1)-(4.2) has at least one solution, 
provided that 
ci3) C~,/(~,),~,/(~,)lnwZ=0. 
Assumption (j3) can be viewed as a generalization of the classical 
hypothesis of nonresonance with respect o the spectrum of the differential 
operator x --f Jx’ with the T-periodic boundary conditions. This aspect will 
be clarified through some examples. 
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Proof: From (4.5) and (j3) it follows that cl, . iz > 0. Thus, we confine 
ourselves to the case in which 
o<cr,<cr,. (4.7 1 
If tli < 0 for i= 1, 2, the proof is completely similar and so it will be 
omitted. 
In order to apply Theorem 2 we have to introduce an appropriate 
homotopic vector field f( t, x; A). To this end, we define 
and set 
S(x) := (S,(x) + S,(x))/2, 
a(t) := (a,(t) + %(t))/2 
and, for L E [0, 11, 
f( t, x; A) := (1 - L)fO(x) - 1Jh( t, x). 
As usual, we denote by Z the set of the pairs (x, A), where x( .) is a 
T-periodic solution of 
x’ =f( t, x; A). (4.8) 
Observe thatf(t,x;O)=f,(x) and that (4.8) becomes (4.1) for I== 1. 
At first, we check condition (h4) in Theorem 2. Indeed, by (j0) and the 
definition of ye(x), and using the Caratheodory hypotheses for h(t, x), we 
can find a, b E L’( [0, T], R + ) such that 
for all x E R2, ;1 E [0, I] and a.e. t E [0, T]. 
Hence, we can apply Proposition 3 via (3.37) and (h4) is fulfilled. 
Second. we prove (h5). Using the homogeneity of S(x) and recalling the 
definition of the functional cp given in (3.32), we can write 
dx, 2) := (1/27r) J’ [( 1 -A) ES(x(s)) + A(&, x(s)) lx(s))] .6(x(s)) ds , 
0 
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with 6 as in (3.12). The needed estimate for cp is now obtained by means 
of Proposition 2. Having this in mind, and using (j3), we fix E > 0 such that 
[ 




dS2) 1 (4.9) 
Observe that (tL, - s)/~(Sr) > E by (4.7) and (4.9). 
From (j 1) and the Caratheodory conditions on h(t, x), it follows that 
there is /?I E L’( [0, T], R + ) such that 
(MC x)l x) 2 c%(t) -E) S,(x) - B,(t) I4 
for all x E R2 and a.e. t E [0, T]. 
Hence we have, for x # 0, 1 E [0, 1 ] and a.e. t E [0, T], 
Cfi(f, x; 1) -Xl -f,(t, -xi 1) x21/b 
= -[(l-n)clS(x)+I(h(r,x)(x)]/lxl 
d -C(l -A)ctS,(x)+4a,(t)-E) s,(~)l.~llll4 
= -C(l -AH + J(a,(t) -&)I IA S,Wd) + B,(t) 
(recalling also that S(x) 2 S,(x) from (4.5)). 
Thus, we are under assumption (~4) of Proposition 2 and we can con- 
clude that there is a constant R, 2 1 such that, for each (x, A) E Z satisfying 
Ix(t)l 2 R, for all IE [0, T], 
it follows that 
qo(.r,1)~(C(l--)d+i(a,-E)]/O<S,))--EZ-_, 
WCS,) . 
On the other hand, from (j2) and the Caratheodory conditions on h(t, x), 
it follows that there is Bz E L’( [0, T], R + ) such that 
(46 x) I XI G t%(t) + 6) S,(x) - Bz(t) 14, 
for all x E R* and a.e. t E [0, T]. 
Hence, arguing as above, it is possible to find a constant R2 2 1 such 
that 
cp(.~,~)~([l--)cr+~(cr,+E)]/W(S2))+E~ 
cr, + E 
-+I?, 
4S2) 
for each (x, A) E Z satisfying 
Ix(t)l 3 R2 for all t E [0, T]. 
(In this case, we use (~2) and the remark at the end of Proposition 2). 
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Now we set 
R :=max{R,, R,) 
and claim that (h5) is fulfilled by taking, for any n E Z + , K,, = R. Indeed, 
let cp(x, 1) = n E Z, with x(. ) solution of (4.8)-(4.2) and 1 E [0, 11. If, by 
contradiction, minto, r, I.u(t)l > R, then from the above inequalities, we 
obtain (CL,-E)/W(S~) -E<~$.x, E,)<(E,+E)/o(S?) +E and so, by (4.9) 
we have cp(x, 1) $ Z, a contradiction. 
In this manner, (h5) is proved. We note that, by means of the above 
argument, we have also proved that mint,: r, lx(t)1 < R for every (x, A) E .E 
This fact, together with (h4) implies the extstence of a priori bounds for the 
T-periodic solutions of (4.8), that is there is r,, > 0 such that 1x1 X < r,,, for 
every (x, A) EC (use (h4) with ri = R and choose r0 = rz + 1). Thus, in 
particular, for i = 0 we obtain (hl ). 
Finally, we prove (h2). Indeed, it is sufficient to observe that, from the 
definition off,(x), we have 
-(l-p) Jz+&(z)#O, 
for all p E [0, l] and (~1 = r 3 Y,, (with r0 the constant considered above). 
Hence, by the homotopy invariance of the Brouwer degree we obtain that 
xo = Iddfo, 40, R), O)l = ldd -J. NO, R), 0)l = 1, 
for any rat-,. 
Therefore, all the assumptions of Theorem 2 are fulfilled and the proof is 
complete. m 
Remark 4. Theorem 3 is closely related to some recent results by 
C. Fabry [ 141 and A. Fonda and P. Habets [ 161, where the existence of a 
priori bounds for the T-periodic solutions of (4.1) is achieved by a phase- 
plane analysis in which the use of the “time-map” is crucial. Another 
analogy with [16] comes from the fact that a comparison with positively 
homogeneous functions is performed (see [16, Sect. 41). However, with 
respect o [16, Th. 11, some componentwise conditions which are required 
for - Jh are replaced here by similar assumptions on the scalar product 
(h(t, x) Ix). 
In the next example, we set, for u E L “( [O, T], R), 
o* :=e;$fv(t), v* := ess sup v(t). 
CO. Tl 
EXAMPLE 2. Consider the second-order scalar equation 
(w(t)u’)‘+g(t, u)=O, (4.10) 
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where w(t) is a positive function (sufficiently smooth) with w(O)= w(T) 
and g : R + R is a Caratheodory function satisfying 
f,(t) < lim inf w(t) g(t, u)/u < lim+s;~ w(t) g(r, u)/ < T*(t), 
IUI -+ +zc 
uniformly a.e. in TV [0, r]. We assume that, for i= 1,2, rie L”( [0, T], R) 
and are such that 
- - 
0 < (r,)* G (f*)* and (T,/w) d (f&l). (4.11) 
Then, (4.10) has at least one T-periodic solution provided that 
cwww-,)*)L.‘2, (~2/w(~2)*P21 nwZ+ = 0. (4.12) 
This result is essentially contained in [ 14, Theorem 23, where MV( t) = 1 and 
(4.11) is replaced by the (more general) condition (r,)* > 0, (r,), > 0. By 
standard computations, it can be easily checked that the result tits into 
Theorem 3 when the following positions are made: x = (x,, x2) := (u, wu’), 
h(t, x) := (g(t, x,), x&v(t)). S,(x) := (rl)*xT +x;, S,(x) := (f2)*4 +x;, 
a,(t) := ~l(t)/(~,)*d~), a,(t) := r2(f)/(r2)*~$f). In this case, (4.12) 
ensures the validity of (j3). For the computation of (Si) (i= 1,2), it is 
sufftcient o recall that 
1 
s 
2ll d8 1 
% 0 acos26+csen20=Jac 
(see C31) 
EXAMPLE 3. Consider the second-order scalar equation 
24” + b(t, u, w’) u’ + g(t, u) = p(t, u, u’), (4.13) 
where b, g, and p are Caratheordory functions, with b, p bounded and g 
satisfying (uniformly a.e. in r) 
a-<liminfg(r, u)/u~limsupg(t,u)/u~a- 
u- --oc u+ -0c 
a, Gliminf g(t, u)/u<lim sup g(t, U)/UGa+, 
“‘+cc u- +m 
with a + and a * positive constants, Let B > 0 be such that 
Ib(t, u, u)l < 28, 
for all U, u E R and a.e. t E [0, r]. 
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If we also assume that a+ > B’, then (4.13) has at least one T-periodic 
solution that there is a k E Z + such that 
1 - 
d 
Ju- - B2 
co~-‘(-B/~~a~)+ lu l-Bzcos-‘(-B,\/~,<&. 
v + 
(4.14) 
This result is a slight variation of [ 16, Proposition 21. It can be easily 
deduced from Theorem 3 by the following positions: x = (x,, x2) := (u, u’), 
h(t, x) := (b(t, x1, x2) x2 + g(t, x,) - p(t, Xl, x2). x2), al= c-f2 = 1, 
S,(x) := 
u-xf-‘B(x,I J.xJ +x; for xi < 0, 
a+~;-2Blx,l I.xzI +x; for .x1 >O. 
S,(x) := a-x; + 2B(.u, 
u+x; + 2BIx, 
for ?I, GO, 
for xi 20. 
In this case, (4.14) ensures the validity of (j3). The computation of (S;) 
(i= 1,2) is reduced to the estimate of integrals of the form 
dB 1 
A~os~Bf2BcostJsin0+sin~B=~~A-B2 
cos -‘t Ik B/J%, 
with A=u,, a’ (see [3, 163). 1 
For related results, see [ 16, 211. 
IVb. Superlinear Equations 
In this subsection we deal with Eq. (4.1) in the case when the growth 
restriction (j0) is no more satisfied. 
For simplicity, we confine ourselves to the investigation of perturbed 
Hamiltonian systems with superlinear growth. More precisely, we suppose 
that 
(HO) h(r, x) = grad H(x) + p(t, x), 
with H: R2 + R of class C’ and p: [0, T] x R’ -+ R2 a Caratheodory func- 
tion. We also assume 
(Hl) liqrl, += IH( = +a, 
(H2) grad H(x) # 0, for 1x1 2 r,, > 0, 
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(H3) lim SUP~.~~ + +x (- Jp(t, x) I grad H(x))/]H(x)] < I(t), uniformly 
a.e. in f E [0, T], 
with IEL’([O, T], R,). 
Besides the notation previously introduced, we also denote by 
u+(s) :=max{u(s), 0}, u-(s) := maxi --u(s), 0}, 
the positive and the negative part of a function u( .): dom u( .) + R. Our 
main result is the following: 
THEOREM 4. Assume (HO), (Hl), (H2), and (H3). Suppose that there is 
a sequence (S,} of positively homogeneous functions of degree two which are 
positive definite and there is a sequence (CL,} of Lebesgue integrable 
functions such that, for each n EN, 
(H4) lim inf,,,, +5 [(grad H(x) I xl - (~(t, x) I x)- l/U~) 2 a,(t) 
holds, uniformly a.e. in t E [0, T]. 
Then, (4.1 t(4.2) has at least one solution, provided that 
(H5) lim,- +r cC,/(S,) = +co. 
Proof We apply Theorem 2 and so introduce an appropriate 
homotopic vector field f (t, x; A). To this end, we set, for AE [0, 11, 
where 
f(t, X; A) := -J(grad H(x) + Ap(t, x)) + (1-A) go(x), (4.15) 
qdx) := (E(JfW)lJx,), E(JWx)/Jx,)) 
and E: R -+ R is a continuous function, bounded in R and such that 
E(s) .s<O for s#O (we could take, for instance, E(s) = -tg-r(s)). By 
these assumptions, we obtain 
ho( GElI for all x E R*, 
with &, > 0 a suitable constant and, from (H2), 
(4.16) 
(qdx) I grad f-f(x)) < 0 
From the above positions, we have that 
f(t, x; 1) = -J 
and 
for 1x1 > rO. 
.h(t, x) 
f(t. x; 0) : =fo(x) =40(x ,)-J .grad H(x). 
(4.17) 
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We now consider the autonomous system 
.Y’ =.f,(x,. (4.18) 
By (HI) and (4.17), we are in the situation met in the guiding function 
method for (4.18), according to Theorem 4.3 and Corollary 4.4 of [44, 
p. 1881. The proof of these theorems shows that the possible T-periodic 
solutions are a priori bounded by r,, and the corresponding coincidence 
degree is equal in absolute value to the Brouwer degree of grad H, which 
itself is equal to 1. Therefore, (hl ) is satisfied. Moreover, using also the fact 
that (fO(x) (grad H(x)) < 0 for x B r,,, we obtain 
x0 = Wdfo, WA r), ON = I&(grad H, 40, r), ON = 1, 
In this manner, (h2) is proved. 
for every r > ro. 
In order to prove (h4), we use Proposition 3 with the obvious choice 
q = e,, 1’ = e2, xv = x,, x,. =x2, V(x) := H(x). Clearly, in this case (vl) is 
exactly (H 1). On the other hand, from (Hl ) and (H3), we obtain that there 
is R > r. such that 
for all 1.~1 B r and a.e. I E [0, r]. Hence, recalling the definition off(r, X; 1) 
given in (4.15) and using also (4.17) we obtain that 
(f(f, x; A) I grad H(-u)) G (4t) + 1 )Iff(x)l, 
holds for a.e. t E [0, T], all ,I E [0, l] and each x E R* with 1x12 R. Thus, 
(~2) is satisfied with a(t) := I(t) + 1 and K := R and therefore (h4) of 
Theorem 2 is fulfilled. 
Finally, we prove (h5). As usual, we denote by Z the set of T-periodic 
solutions of x’ =f(r, X; A), 1 E [O, 11. Recalling (4.15) and the definition of 
the functional cp given in (3.32), we can write 
cp(x, 2) =i J’ [(grad Wx(s)) +&h x(s)) I-x(s)) 
0 
- (I- ~Nqo(-+))l Jds))l &x(s)) dr( 
with b as in (3.12). Now we produce estimates from below for cp using 
Proposition 2. 
At first we observe that, from (H5), we can suppose (passing possibly to 
a subsequence), that, for each HEN, 
E,,/o(S,) an + 1. 
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Then, for each n E N, we can choose E, > 0 such that 
From (H4) and the Caratheodory conditions on p(t, x), it follows that for 
each n EN there is /In E L’( [0, T], R + ), such that 
(grad WQb)- (P(C x)1-C 2 (a,(+~) U+P,(Nxl, 
for all x E R2 and a.e. r E [0, T]. 
Hence we have for x #O, LE [0, 1] and a.e. TV [0, T], 
Cfi(C x; lb, -f,(f, x; A) -~2l/lXl 
= -C~~~~~~~~-~~l~~+~~~~~~~~l~~-~~-~~~~~~~~lJ~~lll.ul 
s -C(%(t)-d Sn(x)-Pn(f)lxl -&lxlIll4 
d 4%(f) - &“I 4 U~~ll4 I+ (&I + P,(t)) (4.19) 
(recalling also (4.16)). 
Thus we are under assumption (~4) of Proposition 2 with ml(t) := 
cc,(t) - E, (constant with respect o A E [0, 11) and y(t) := E, + /?Jt). Accor- 
dingly, we can conclude that there is a constant R, > 1 such that, for each 
(x, A) E ,Z satisfying 
it follows that 
Ix(t)1 2 K, for all t E [0, r], 
(4.20) 
(observe that we have used the remark at the end of Proposition 2 and that 
(4.20) corresponds to (3.28)). 
Now we claim that (h5) of Theorem 2 is fulfilled by taking, for any 
nEZ,, K,,=R,+l. Indeed, let cp(x, 1) =tz~Z+, with x( .) T-periodic 
solution of x’=f(t, x; A) for some LE [0, 11. If, by contradiction, 
minCo,rIIWl -=Rn+l, then , from (4.20), we obtain cp(x, 1) 2 n + 1 > n, a 
contradiction. Therefore. (h5) is proved. Thus, all the assumptions of 
Theorem 2 are satisfied and the proof is complete. m 
Remark 5. It can be easily checked that our result is still true if the 
hypothesis (H4) is replaced by 
(H’4) lim suplxl + --OCI [(grad fKx)lx) + (~(f,~~)lx)+llS,(x) < 
-a,(t), uniformly a.e. in t E [0, T]. 
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In this case, the only change in the proof consists in the use of (~3) of 
Proposition 2 instead of (~4). 
We observe that the superlinear growth condition is contained in 
assumption (H5). This aspect will be clarified by the following examples. 
EXAMPLE 4. Consider the second-order scalar equation 
Zd” + g(u) = q( t, u, u’), (4.21) 
where q is a Caratheodory function and g: R + R is continuous. We 
suppose that 
and 
lim g(u)/u= +cc (4.22) 
1.1, -* f% 
14(f, 4 o)l G Mb + 14) + k(r) (4.23 ) 
for all u, u E R and a.e. t E [0, T], with Ka 0 and k E L’( [0, T], R +). 
Under these assumptions, M. Struwe in [47] proved the existence of 
T-periodic solutions for (4.21), using a fixed point theorem for the Poin- 
care’s due to S. FuEik and V. Lovicar [ 171 (actually, k E L2( [0, T], R + ) is 
required in [47]). Now we indicate how to obtain such result from 
Theorem 4. 
We make the following positions: x = (x,, x2) := (u, u’), h(r, X) := 
(g(.ul)-q(r, x,, x,), -yz) and define 
G(u) := ld’ g(s) ds. 
Then h(t, X) can be decomposed as in (HO), with 
H(x) := G(x,)$x; 
and 
p(4 xl := (-q(t. -VI, *v,), 0). 
Hence, (HI) and (H2) easily follow from (4.22), while from (4.23) we 
obtain 
lim sup ( - JP(A x) I grad H(x)) 
Ix/ + +zT IH( 
= lim sup 
1.Y + +az 
q(r’x;;(=;‘-r2~2K+k(r), 
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uniformly a.e. in ZE [0, r], and thus (H3) is achieved (for the estimafe of 
the “lim sup” we also used the fact that G(u)/u’ + +co, aslu( + + co). 
In order to prove (H4), we first observe that, using (4.22), for each n E N 
we can find a constant c, > 0 such that 
g(u).u2(2n2+2K2+K)u2-c, 
holds for all UE R. Then, with the above positions, we have (for each 
HEN), 
(grad fW)lx)-(p(r, x)lx)V 
=g(x,)x,+x:+(q(t,-~,,x,).-~,)- 
~g(x,)x,+xf+K.u:-K(x,llx21-k(r)lx,l 
~2n2x:+2K2x:-Klx,l lx21 +x;-k(t)jxJ -c, 
>2n2x;+ g-k(t)lx,l -c,. (4.24) 
In this manner, (H4) is satisfied with 
S,(x) := 2ny + ix:, o&(t) = 1 - (k( t)/2n2). 
Finally, we compute E,/(S,) = n - (E/2n) and so (H5) is fulfilled. 
We stress the fact that our result is more general then the above quoted 
theorem by Struwe, even as far as the applicability to equations of the form 
(4.21) is concerned. This is shown by the next example. 
EXAMPLE 5. Consider the second-order scalar (Lienard) equation 
u”+f(u) u’+ {z4}“=q(t, 24, u’), (4.25) 
where q is a Caratheodory functions, f: R + R is continuous and (following 
the notation in [47]), (u}” := u(u(~~ ‘, with k > 1. We suppose that q is 
bounded and, for 
we assume 
liminf F(u)/u>, +M> -co 
IUI - ccc 
hly! F2(U)/IUlkf i <4. 
(4.26) 
(4.27) 
Then, (4.25) has at least one T-periodic solution. 
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In order to prove this result in the framework of Theorem 4, we make 
the positions 
x=(X,,x2):=(U,U’+F(u)), h(t,.u):=({.u,}k-q(t,.\-*,s*),~uz-F(x,)). 
For the decomposition of h(t, x) according to (HO), we take 
H(x) := & (x,lk+’ + ix; 
and 
At, x) := (-q(t, Xl, -x2), -Fb,)). 
The hypotheses (Hl ) and (H2) are trivially satisfied, while (H3 ) follows 
from (4.26) as 
lim sup ( - JP(C x) I grad H(x)) 
I.4 + +cc IH( 
= lim sup 
-~(~,j(~,}k+q(t, x,, ,y2b2 
<(k+ ljM, 
1x1 - +rrj H(-x) 
uniformly a.e. in t E [0, T]. 
In order to prove (H4), we first observe that, using (4.27), there is a 
constant 6, with 0 < 6 < 1 such that, for each n E N, we have 
I4 k+LIFo12g(n2,~j,u,2-Cn. 4(1-h) 
for all u E R (with c, > 0, a suitable constant). 
Let B>O be a bound for \q(t, x1, xz)l. Then, with the above positions, 
we obtain (for each n E N) 
kradWxjIx)-(At, .~)lx)- 
= lX,lk+L +?c:+(F(x,)xz+q(t,x,,x,)x,) 
2 IX,Jk+l ++ IF( 1x21 -Blx,l 




m,j2 k+l +sx;--- 
4(1-6) Blxll 
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In this manner, (H4) is satisfied with 
S,(x) := (n2/cs) x:+6x:, M,(f) = 1. 
Fina.lly, we compute c1,/( S,) = n and so (H5) is fulfilled. 
We note that if we want to apply [47, Theorem 23 to Eq. (4.25) we have 
to require the boundedness off(u) on R. Such a condition in turn implies 
lim sup IF(u)l/lul GM< +a. 
IUI - +m 
(4.28) 
Now, it is easy to find examples of nonlinearities satisfying (for k > 1) 
(4.26) and (4.27) but not (4.28). An example in this direction is goven, for 
instance, by 
F(u) := {u}’ sin2(g,(u))+u.g,(u), (4.29) 
where 1 < o! < (k + 1)/2 and g,, g, : R + R are continuously differentiable 
functions, with g, bounded on R. We point out that even the theorem in 
[46] (which improves [47, Th. 23) is not applicable to Eq. (4.25) when 
f(u)=F’(u), with F(u) as in (4.29). 
We also remark that the result stated in Example 5 is still true if the 
map q satisfies (4.23). Further generalizations can also be produced for 
equations of the form 
UN +f(u) 24’ + g(u) = q(t, u, u’) 
with g having superlinear growth as in (4.22) and f(u) or F(u) subject to 
suitable growth restrictions. 
EXAMPLE 6. Consider the (planar) perturbed Hamiltonian system 
x’ = J . grad W(x) + q( t, x) (4.30) 
with W: R2 + R of class V’ and q: [0, T] = R* + R2 a Caratheodory func- 
tion. We suppose that 
Id4 x)l G Q(t), for a.e. r E [0, r] and all x E R2, (4.31) 
with Q E L’( [0, T], R + ) and there are A, BE R + such that 
lgrad W(x)1 <A I W(x)1 + B, for all x E R2. (4.32) 
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Assume also the superlinear growth condition 
,y,tm+x IbwJ W(.U)IX)I~IXI~= +rx. (4.33) 
Then, (4.30) has at least one T-periodic solution. 
Indeed, we can apply Theorem 4 observing that the decomposition (HO) 
follows by setting 
H(x) := -W(x), 
p(t, x) := J.q(t, x). 
Then, from (4.33), we obtain lim,,,, +a [grad If(x)]/]xl = +a (use the 
Cauchy-Schwarz inequality) and thus (H2) and (Hl) (via (4.32)) are 
fulfilled. Moreover, (H3) follows from (4.31) and (4.32), with 
4t)G(A+B)Q(t), as I(-Jp(r,-~)lgradH(x))l~Q(t)AIH(x)l+Q(t)B, 
for a.e. t E [0, T] and all XE R2. Finally, we note that (4.33) implies either 
lim I.ril--l+m ((grad W~)Ix)llx12= +a, or lim,,,,,, k~adff(x)lxM~~12= 
-co. Assume the former condition (the treatment of the latter being 
completely similar) and take S,(x) :=nlx12. Then we have (using (4.31)) 
(gradH(.u)Ix)-(p(r,,~)l,~)~~(gradH(x)lx) Q(t) -- 
S”(X) nIxI’ n Id 
B 1 - (Q(f)ln), 
for a.e. t E [0, T] and 1x1 large. Therefore, (H4) is reached with 
cl,(f) := 1 - (Q(t)/n). Hence, &,/(S,) = [I - (Q/n)]n and (H5) follows. In 
this manner, all the assumptions of Theorem 4 are satisfied and the result 
is proved. 
Through the above example, we can make a comparison between 
Theorem 4 and some classical results concerning superlinear hamiltonian 
systems (see, e.g., [ 1, 11, 421). 
First of all, we note that, in general, system (4.30) does not have a varia- 
tional structure (for q depending on x) and so the theorems in [ 1,421 can- 
not be applied. On the other hand, we observe that we cannot guarantee, 
like in [l], the existence of more than one T-periodic solution. Examples 
in this direction can be easily obtained observing that if x( *) is any 
T-periodic solution of (4.30) then, necessarily, 
s oT (dc x(t))1 grad Wx(t))) df = 0. 
Hence, if we take q and W such that q(r, 0) z 0, grad W(0) = 0 and 
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(q(t, X) ( grad W(x)) > 0 for a.e. t E [0, T] and each x # 0, it is clear that the 
only T-periodic solution of (4.30) is the trivial one. 
Second, we consider the case in which q is independent of x, i.e., 
q(t, x) = q(r), with qE L’( [0, T], R2). In this situation, the theorems of 
P. H. Rabinowitz [42] and A. Bahri and H. Berestycki [ 1 ] can be applied, 
under further regularity assumptions on W and q and growth restrictions 
on W, provided that the superlinearity condition 
0 < W(x) < k(grad W(x) 1 x) for every x E R2, 1x12 R, (4.34) 
with 0 < k < l/2, is satisfied. 
Since (4.34) implies that W(x) B a 1x1 ‘N - 6, with a, b E R +, we conclude 
that (4.34) implies (4.33), and so we realize that our superlinear condition 
is more general that (4.34) (it is easy to find examples where (4.33) holds 
but (4.34) is not satisfied). 
Finally, with respect o the results by 1. Ekeland in [ll], we just observe 
that in our Example 6 no restriction on the L’-norm of q has to be 
assumed, while in [ 111 the existence of solutions is obtained for 141 L
sufficiently small. 
For other theorems concerning the periodic BVP for Hamiltonian 
systems, see [34]. 
A major advantage of the above quoted results, based on critical point 
theory, lies on the fact that they can be applied to even-dimensional 
systems of the form (4.30) (with q(r, x) = q(r)), without restriction on the 
dimension of the space. On the other hand, all the examples presented here 
concern planar systems and so a condition on the dimension has been 
imposed from the beginning. 
In the next section, we show how this problem can be overcome, at least 
in the case of weakly-coupled systems. 
V. WEAKLY-COUPLED SYSTEMS 
In this section we consider the problem of the existence of T-periodic 
solutions for the second-order vector equation 
U” + g(u) = p(r, u, u’), (5.1) 
where g: Rd + Rd is a continuous function and p: [0, T] x Rd x Rd + Rd 
satisfies the Caratheodory assumptions. As usual, the T-periodic boundary 
condition for Eq. (5.1) is expressed by 
U(T)-u(O)=u’(T)-u’(O)=O. (5.2) 
505.‘88.‘2-12 
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Our aim is to obtain an extension of the theorem by Fucik and 
Lovicar [ 173 (recalled in Example 4) to systems; therefore, we examine 
only the case in which the map g grows faster than a linear function as 
1~1 -+ +co. We recall that in [17] the existence of a solution to (5.1)-(5.2) 
is proved for a scalar equation (d= l), with p = p(t) E L’( [0, T], R) and 
lim g(u)/u= +cc. (5.3 ) IUI - +cr 
Clearly, a trivial extension of this theorem to higher dimension works if 
system (5.1) is completely uncoupled, i.e., if g(u) = col( gk(u))k = ,,..,,d and 
P = coUP,(t),= I.....d. However, as far as we know, no true generalization of 
this result has been obtained yet. 
A major difficulty which arises in this direction depends on the fact that 
many useful tools which are linked to the possibility of developing a phase- 
plane analysis for the equivalent system 
)” = -g(u) + P(C u, ,,) 
(5.4) 
cannot be employed for d> 1. A further problem is the absence of a priori 
bounds when g is superlinear. As a consequence, very few theorems have 
been produced for the solvability of (5.1 t(5.2) in the vector case and, in 
fact, we restrict our remarks to the papers of A. Castro and A. C. Lazer [6] 
and A. Bahri and H. Berestycki [Z]. Actually, we exclude here from our 
discussion the results whose applicability is conditioned to the fulfillment of 
special bounds for the term p (like in Ill]) or to the validity of symmetry 
conditions which imply that u = 0 is a solution of (5.1) (like in [8]); in 
both such cases, the corresponding theorems cannot be applied to equation 
u” + g(u) = p(t), 
with p( .) an arbitrary integrable function. 
(5.5) 
In [2], Bahri and Berestycki obtained the existence of infinitely many 
solutions for system (5.5) in the conservative case, i.e., for g(u) = grad G(U), 
under the assumption 
0 < ‘3~) G 4du) I u) for (~1 af?>O, (5.6) 
with 0 <k < l/2. From (5.6), by an integration it follows that 
lim,,, _ +m G(uYl4* = lim,,, + +a Ig(u)l/lul = +m. However, even in the 
scalar case, it can be easily seen that condition (5.6) does not cover all the 
possible superlinear terms. For instance, if g(u) behaves like u .loglul in a 
neighborhood of co, assumption (5.6) fails, while (5.3) is satisfied. On the 
other hand, in [6] Castro and Lazer obtained the existence of infinitely 
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many T-periodic solutions for system (5.1) with p = p( I, U) and 
d”) = dgk(h))k= I,....,d, assuming the oddness of all the considered func- 
tions. Hence, in the scalar case, such a theorem can be applied to Eq. (5.5) 
only when g and p are odd. 
Our. main result, which generalizes FuEik and Lovicar’s theorem to 
systems, deals (like in [6]), with a weakly-coupled system of the form 
4 + &(hc) = Pk( f, u, u’ ), k = 1, . . . . d, (5.7) 
with g(U) = C“l(&(4))k= l,...,dv Pk(tv u, U’) = col(P,(t, k U’)hc= I,...,d and 
ensures the existence of at least one T-periodic solution. We note that, in 
general, we cannot hope to obtain the existence of more than one solution 
for (5.1)-(5.2) or (5.7k(5.2), because of the dependence in II’ of p. This fact 
is well known even in the scalar case (see, for instance, [23, p. 39; 47, 
p. 288]), and does not require further explanation. 
Now we state our main result. 
THEOREM 5. Suppose there is P E L’( [0, T], R + ) such rhat 
(11) Ipk(t, u, y)l <P(t), for a.e. ?E [0, T], all u, yeRd, k= 1, . . . . d. 
Assume 
(12) limlsl+ += gk(s)/ = + co for each k = 1, . . . . d. 
Then, (5.7)-(5.2) has at least one solution. 
Proof: In order to apply Theorem 1 in Section III, we introduce an 
appropriate setting for the verification of the needed assumptions. 
At first, we write Eq. (5.7) as an equivalent first order system in R”‘, with 
m = 2d. To this end, we set 
X=Col(Xi)I=I,....Zd=(Ulr ylv -v Udr Yd)r 
so that (5.7) or, more precisely, system 
4=Yk 
Yb = -&(%) + Pk(4 4 I-‘), 
(k = 1, . . . . d) takes the form 
x’ = F( t, x), (5.8) 
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with F= col(F,),, ,,,.,,Zd: [O, T] x RZd+ R2” a Caratheodory function such 
that, for each k = 1, . . . . d, 
F 2k-,(f, x)=y, 
Fx(t, x) = -g,(u,) + PA& u, v). 
The boundary condition (5.2) is clearly translated to x(O) = x(T). 
As a second step, we embed system (5.8) into a one-parameter family of 
differential equations. To this respect, we fix a scalar function E: R + R 
which is continuous and satisfies the conditions 
E(s).s<O for s#O and IE(s)l G 1 for all s E R. 
Then we consider the system 
x’=f(t, x; A) (5.9) 
for 1 E [0, 11, where f(r, s; 1) is the second term of 
u; = yk 
(k = 1, . . . . d). 
As usual, we denote by Z the set of pairs (x, A), where x( . ) is a 
T-periodic solution of (5.9) with ,I E [0, 11. In this case, C, is the set of 
T-periodic solutions of the autonomous equation 
x’ = f&K) = f( 2, x; O), 
which, by the above positions, is exactly equation 
u; = j’k 
h=E(~k)-gk(uk), 
(k = 1, . . . . d). 
(5.10) 
Clearly, system (5.10) is equivalent o the uncoupled second-order equation 
24;: - E(u;) + gk(Uk) =O, k = 1, . . . . d), (5.11) 
for which the only periodic solutions (of any period) are the constant ones. 
(To see this, suppose that u( ) = col(u,( .))k = ,,...,d is a periodic solution of 
(5.11) with period T,, > 0. Then, taking the scalar product of (5.11) with 
u’(t) and integrating over [0, To], we obtain 
,c, I,” E(4At)) u;(r) dr = 0 
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and therefore, by assumption on E( .), we have u’(t) = 0, Vt E [0, T]). From 
(12), we can find a constant R,>O such that 
g,(s).s>O for IsI 2R,, k= 1, . . . . d. 
Since we already know that all the periodic solutions of x’ =fO(x) (of any 
period) are constants -<E R*‘, with 2 = (tii, 0, li2, 0, . . . . Lid, 0) and g,(zi,) = 0, 
for each k = 1, . . . . d, then we also obtain Iti,\ < R,, for each k = 1, . . . . d. 
In this manner, (hl) is satisfied via (h*l), for any r0 with 
Moreover, setting, for each k = 1, . . . . d,fc’: R* --, R2,fbk’: (a, 6) I+ (b, E(b)- 
g,(a)), by standard computations we have for any r 2 ro, 
ddfb, 40, r), 0) = ddfo, WA roL 0) 
d 
= &(fO, I- 41, RoC”, 0) = c MO-;, I- R,, R,,C*, 0)) 
k=l 
= kfi, (ddgk, I- ro, RoC, 0)) = 1. 
Thus, hypothesis (h2) is satisfied with x0 = 1. 
For the rest of the proof, we note that, with the above notation, we have, 
for any J= 1, . . . . d, x E RZd and 1 E [0, 11, that 
X*j- 1 = Uj, x2j' .Vjv 
fij- Itt, x; A) = Yjv f2j(r,x;~)=(1-~)E(yj)-gj(uj)+~~j(f,u,y), 
where u = col( u~)~= ,.,,,, d, 1’ = COl(yj),= l....,d. 
Then, it is easy to check that assumption (h*3) follows from (Il), since 
ICf2j- I(t, Xi l)vf2j(tv X; A))\ G (.I’; + gj(uj)*)“‘+ J2d(P(t) + 1) 
holds for all (x, 1) E RZd x [0, l] and a.e. t E [0, 7’1. 
As a next step, we check condition (h*4). To this end, we employ 




Vj(a, b) := +b* + ( g,(s) ds, 
with grad Vi = ( Vj, , , Vi, 2). 
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From (12), we immediately obtain that limlz,, +~ V,(z)= +a, for 
j= 1, . ..) d, and hence (vl) of Proposition 3 holds. Moreover, by the defini- 
tion of V, and assumption (I2 j, we can find a constant K > 0 such that, for 
each j= 1, . . . . d, 
lb1 d Vj(av b, for (a2+6’)‘:*~K. 
Hence, we obtain, for each j= 1, . . . . d, 
V~,I(*y2j-lr X2j).f2j-l(t9 x; A)+ vj,*(x2j-I, X2,)f2j(tv vyin) 
=gj("j)I;+?;((l-~)E(~j)-g,(uj)+~~j(f,u,y)) 
G IVjl IPjtf3 4 V)l G P(f) vj("/cv Yk) 
= p(t) vj("2j- 1, C2,), 
for all (x, A) E RZd x [0, 11, with I(x,~~, xzj)l b K and a.e. r E [O, r]. 
Therefore, condition (~2) is also proved and the “elastic property” (h*4) 
follows from Proposition 3, for each j= 1, . . . . d. 
At last, we have to prove condition (h*5). 
Accordingly, we recall that, for (x, 2) E Z with 
min (xzj- ,(t)‘+~~~(1)~)“‘= [?:I (~,(t)~+ JJ~(~)*)*~~~ 1, 
CO. 7-l 
we can write 
cpi(x, II) =; l,,‘“u- ICr)f2jtr9 -y(t)i n)-x2j(r)f2j-I(tv x(t); 1) dt 
“2j- I(t)‘+ ~Xzj(t)~ 
gj("j(f))uj(t)+~ji(f)2-(1-n)E(yj(t))Uj(t) 
1 T 
=sT o- s 
-Qjttv u(fL Ytr)) uj(r) 
Uj(t)2 + -I?,(t)’ 
dt . 
Recalling again hypothesis (12), we observe that, for each KE R +, we find 
a constant Dk 2 0 such that, for each j = 1, . . . . d, 
holds. 
gj(s) es 2 K’s2 - D, for all .SER 
Hence, for every pair (a, b) E R2, with a2 + b2 > 1 and a.e. I E [0, T], we 
can write (for j= 1, . . . . d) 
g,(a)a+b*-(1 -&5(b)a-~~j(t, U, v)a 
2 K2a2 + b2 - Ial - P(t) Ial -D, 
> K2a2 + b2 - (P(t) + 1 + D,)(a’ + b*)“*. 
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Therefore, we obtain that, for every j = 1, . . . . d, 
x2j- I 
(Xzj- I(t)' + X2j(t)2)1'2 
-f2,- I(& x; A). 
x2j 
(x2j- I(f)2 + X2j(t)2)“2 







(X2j-l(c)2+X2j(t)2)“2 +YK(f) > 
holds, for a.e. t E [0, T], all 1 E [0, l] and each XE R” such that 
(xzj- l(t)2 + ~~~(t)~) 2 1, where 
@,(a, b) := K2a2 + b2 
YK(?) := (P(t) + 1 + DK). 
Hence, we are under assumption (~4) of Proposition 2 and we can 
conclude (using also the remark at the end of Proposition 2), that for each 
KoR+, there is a constant C,> 1 such that for any (x, A)EZ satisfying 
X2j- I(f)2 + X2j(t)’ 2 CZ, for all t E [0, ZJ 
it follows that 
cp(x, A) > T/271 (S,) = KT/2x. 
(see (3.28) and observe that l? d$/(K* cos2 8 + sin’ 0) = 2x/K). 
Now, the proof of (h*5) can be straightforwardly obtained arguing by 
contradiction, 
Thus, all the assumptions of Theorem 1 are fulfilled and the proof is 
complete. 1 
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