A crucial element in the development of econometric methodology during the past decade has been the concern with testing as opposed to estimating econometric models. In this paper we discuss -especially for the econometric analysis of time series -the main types of test procedures, and we also investigate the opportunities to uphold the Neyman-Pearson theory in the context of thorough model specification testing.
the context of thorough model specification testing.
In applied work it is quite usual to carry out several tests on the same set of sample data. We consider an extension of the Neyman-Pearson framework to the case of such repeated testing, and examine situations where the various hypotheses under test have a particular nesting structure. For the case where a sequence of superposed alternatives is tested by so-called marginal tests we prove that the various test statistics are asymptotically independent under a common null hypothesis if the statistics are based on either the likelihood ratio, or the Wald, or the Lagrange-multiplier approach.
Testing a particular null hypothesis against a series of juxtaposed alternatives appears to lead to independent test statistics only in specific circumstances. It is shown how independence of test statistics enables the control over the overall type I error probability, which is an essential element in the Neyman-Pearson theory.
Using the notions of constructive hypotheses and auxiliary hypotheses we can draw a clear distinction between specification tests and misspecification tests. Next an overview is given of approaches to and examples of specification and misspecification testing. With respect to the former attention is paid to the problem determining the order of dynamics and discriminating between system dynamics and error dynamics. Then misspecification testing is reviewed for: specification error, non-constancy of coefficients, heteroscedasticity, serial dependence, and non-normality of disturbances. Also the problem of testing for several misspecifications jointly or sequentially is considered.
Finally we discuss the options and associated difficulties in implementing the various tests in an overall testing strategy.
• TESTING STRATEGIES FOR MODLL SPECIFICATI ON* 1. Introductio n An econometric model is considered to be an analytical representat ion of theories of economic behaviour.
This representat ion is dependent upon a statistica l implementa tion for purposes of hypothesis testing and parameter estimation , or for use in prediction or simulation circumstan ces.
A model in this sense may range from a single linear equation to a complicate d set of non-linear simultaneo us equations.
A crucial element in the developmen t of econometri c methodology during the past decade has been the concern with testing as opposed to estimating econometri c models. By testing a model we mean the procedure through which a model is compared with actual economic data to determine whether the model is, in fact, a reasonable representat ion of the process which actually generated the data, i.e. the data generation process (DGP).
The interpreta tion of test statistics employed in any given situation depends on the model building strategy that has been adopted to the point when testing takes place. It may be that the model under test has been fully articulated on the basis of theoretical or a priori considerat ions and/or other independen t empirical studies and,in such a case, the employment of the test statistics constitute genuine tests in the Neyman Pearson sense.
Many of the tests used in econometric s are discussed in this context. What is much more likely is a situation in which the model itself is selected to some degree as a result of a data based strategy in which the test outcomes themselves act as a guide to specificat ion.
In the extreme case the model may be heavily dependent on test outcomes through constant revision to eliminate misspecifi cations so that all meaningful connection with the Neyman Pearson theory is lost and the calculated test statistics are useful for descriptiv e purposes only.
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2 An approach which preserves the Neyman-Pe arson theory to some degree, proceeds by specifyin g a general or maintaine d model, chosen to be the most general given existing theoretic al knowledge , empirical results from other studies and the available data etc. The appropria teness of this initial choice for the maintaine d hypothesi s is checked through the use of misspecif ication tests and if misspecif ication is not indicated , it is assumed that a suitable specifica tion, i.e. descripti on of the DGF, can be found within the general model by imposing restricti ons.
A restricte d
version of the general model may subsequen tly be selected following the sequentia l testing of restricti ons whereby restricti ons that cannot be rejected are imposed until an appropria te parsimoni ous represent ation is obtained.
Of course, following the selection of an appropria te model, we may still wish to conduct further testing and, in particula r, to compare its performan ce against other, possibly non-nested , competing models. However, our primary concern here is with approache s or strategie s for testing econometr ic models either to the point where the model is rejected as being inadequat e or to the point where an appropria te specifica tion is chosen, possibly only tentative ly, as an adequate representation of the DGP.
An attempt at developin g a framework for systemati cally evaluatin g econometr ic models was presented b Dhrymes et al (1972) in an important paper which presaged many of the recent developme nts in econometr ic test methodclo gy.
More recently, attention has focussed on an overall strategy for model selection , see for example, Harvey (1981 , Section 6) and this is the approach we adopt in this paper, where we discuss the main features of model testing in econometr ics and investiga te the opportuni ties to uphold the Neyman Pearson theory in practice.
In Section 2 we present a general econometr ic model and in Section 3 we draw a distincti on between specifica tion tests and misspecif ication tests. In Section 4 parametri c tests in a maximum likelihoo d framework are reviewed and then in Section 5 3 we examine the options to control the overall significance level when the same set of data is used repeatedly for testing purposes.
After that we
give examples of procedures for specification testing in Section and in Section 7 we do the same for misspecification testing.
In Section 8 we consider methods for testing a number of misspecifications simultaneously.
Finally,in Section 9 we indicate how a general testing strategy for model specification can be devised and mention the many problems that hamper the full preservation of the Neyman Pearson framework in the practice of model testing in econometrics.
Econometric Models
We suppose that the problem being investigated involves a set of observable variables. An econometric model typically consists of a hypothetical description of the process which has generated the particular set of variables which are of interest. We shall distinguish between this unknown data generation process, the DGP, and the econometric model which attempts to characteris e it. 
where 6 is an m x 1 vector of unknown parameters and Z t-1 and Y t-1 are past observations on z and y. We shall write these density functions as f'Ytixt' 6)
(2) where x t is the set of all conditioning variables and this form implies that conditional on x tv the endogenous variables y t are uncorrelated with any variables fromf2t, Z , ,_-
The density functions in (2) are hypothesised as representati ons of the DGPs. However, in the nature of things they will differ from the DGPs since we can never hope to model a DGP completely. In testing econometric models within the Neyman Pearson framework we are obliged to assume that an econometric model which will adequately mimic the DGP is, in principle, achievable and in carrying out a test the maintained hypothesis is not questioned, i.e. it is assumed to represent the DGP.
Further discussion of DGPs and their relationship to empirical models may be found in Richard (1980) and Hendry and Richard (1982) We shall examine some relatio nships between and propert ies of these tests in the next section . Further discuss ion of the princip les involv ed and the charac terist ics of the tests is given in Seber (1966) and Silvey (1975) .
Econom etrici ans are interes ted in two basic types of tests.
Firstl y
there are tests which relate to the paramet ers of the maintai ned hypothe sis i.e. tests which concern hypothe ses involvi ng the paramet er vector 6 in the motel given in (2 ). These tests will check to see if a more restricte d model is approp riate and typical ly the LR or W tests will be applica ble.
In such tests the null and alterna tive hypothe ses are clearly stated ; We call them specif icatio n tests. We are now in a position to make a distinction between a spicification test and a misspecification test, see Mizon (1977) . 
If E is the parameter vector for the process which generated the data, then = -E a Q(B) is the Information Matrix which depends only on the sample data and E and which is assumed to be non singular.
The unrestricted ML estimator for F which we designate by f3 is obtained by solving the m equations q(B) = 0.
For the asymptotic distribution of the score it is well Known that
and if we expand q(B) in a Taylor series expansion about B. we have after some rearrangement and --el= -
T (-6 -13) . 9 -N(0, T.H-1 ). is an r x m full row rank matrix of continuous It is well known, see Silvey (1975, 13.80 
To test Ho: 0a) = 0 against HA: 0a) / 0, using the LR approach, the test statistic is 
() If the W approach is followed, the test statistic is W= -4,'(-B)EF(. 6.)Q-1(6) F 1 (-6) -1 -14(B)
and if the LM approach is employed LM = -q'(-6) Q-1(6) q(i)
is derived. These three test statistics are asymptotically equivalent under Ho and each is distributed as
subject to regularity conditions. Engle (1984) notes the important characteristics of these tests. MacKinnon (1983) and APesLran (1985) , may well be applicable.
We shall now examine some results on LR, W and LM tests in the context of the sequential testing of hypotheses and juxtaposed and superposed hypotheses will be dealt with separately.
Note that hypotheses which have less nesting structure than these can scarcely be handled within an overall NP framework.
Let fp be the density of the null hypothesis which is common to the juxtaposed alternatives • PL, then on noting the result in (12), the tests NP o can be approximated under the null by
where H is the information matrix and q j (f3 0 ) is the score vector of fj evaluated under the null. For a sequence of tests the 1 / 4 :7).2-,a.7:: s-Zgnificance 1,2;)e1 is the probability that one or more tests in the sequence rejects the null when fp is correct.
Thus if a. is the size of the individual test NP then the overall size, a, satisfies the inequality max {a.lj = 1, . se, i} < a minf1, E a.) j= 1 j
The lower bound here would only be attained when the tests are completely dependent but this is scarcely conceivable when juxtaposed hypotheses are involved since they are non-nested and thus cannot be equivalent. When the tests are independent we have 1 -a = fl ( 1a.) j=1 (16) and the overall significance level can be exactly controlled.
From ( 6 ) and ( 14 ) we note that the juxtaposed tests NF" 0 and NF i are asymptotically independent if the asymptotically standard 0 normal vectors H-lq(B 0 ) and H-i i q (B 0 ) have a zero covariance matrix.
In the special case where the sequence of Q. juxtaposed tests NP , j = 1, ..., 2., are all mutually independent (examples are given in section 8) the overall test of fo may be based on the combined statistic 9. j=1 said to be additive.
However inferences based on this combined statistic E NP with the significance level chosen as 0 a.
The tests are then may differ from those based on sequential testing depending on the actual density of the DGP and the choice of the a..
In the testing of superposed hypotheses we have, in addition to fp, a sequence of alternative hypotheses fi, i = 1, ..., Z, where fi _ l is nested in f.. Three different types of sequences of tests emerze, namely NF, NF 1 and NP i 1 for i = 1, ..., respectively. The first two 0i-iconcern the testing of overlapping hypotheses which will always involve dependent test statistics. However the third sequence involves what we shall call mrginal teto and Hogg (1961) notes that if the marginal tests are based on the LR test approach then often they are mutually stochastically independent under the overall null hypothesis. The argument for this assumes that the LR tests at each stage are functions of complete sufficient.stati stics so that the theorem of Basu (1955) may be invoked. This is not justified in many cases of interest to econometricians since often complete sufficient statistics cannot be found. However,we now show, following Kiviet,(1982) , that the marginal tests are asymptotically mutually independent for general superposed hypotheses. This result is noted in Sargan (1980) in respect of W tests though a proof is not given. We commence our proof by ordering the restrictions to be tested in increasing order of restrictiveness.
Let 0 0, ..., 0') be a partition of the r element vector function 4) where we suppose that there is a natural ordering of the hypotheses so that we should not wish to accept the s th restriction (I) s 0 if the previous restriction (#)s-1 0 had been rejected and let (j) denote the vector
We are concerned with an ordered set of nested hypotheses where each successive null can be written as
Here Ho (0) indicates within which .
the general maintained hypothesis / 8 is unconstrained.
) Hence in terms of the foregoing notation Ho (j corresponds to f Theil (1961 p.206 ) and, more recently, the problem has been addressed again, see Learner (1978) , Theil (1978) and Hendry (1983) .
Recently the use of a search process has been advocated within which tests of specification are carried out in a structured way commencing from an overall maintained hypothesis which is carefully chosen to be the most general hypothesis likely to be relevant while taking advantage of any IF nesting and ordering of relevant hypotheses which may be present. In addition the problems associated with non nesting are taken into account.
This approach to testing which Anderson (1971, ch. 6) showed may lead to tests with optimal power properties, is discussed by Mizon (1977) and and Anderson other application s are examined by Hendry/( 197 7) and Sargan (1980) . A set of uniquely ordered hypotheses has the property that if any hypothesis is rejected then all succeeding hypotheses will also be rejected and so need not be tested.
Thus if the sequential procedure begins with the maintained hypothesis, hypotheses are systematica lly tested in increasing order of restrictive ness until a significant test is encountered or the most restricted hypothesis is reached. The hypothesis accepted is the one immediately prior to the one which produced the significant result.
Hypotheses are always tested against the immediately preceding hypothesis, of superposed hypotheses hence (in our terminology ) in this approach a sequence of marginal tests/is performed.
As noted by Mizon (1977 Mizon ( , p. 1225 ) the decision problem involves balancing the costs of accepting a less restricted hypothesis than the true one against those of accepting a more restricted hypothesis than the true one.
If the maintained hypothesis is chosen to be very general and the signifi- (1a.) a.
The application of this approach to testing is relatively straightforwarc when hypotheses are uniquely ordered but if this is not the case it may still be possible to obtain an appropriate ordering of the hypotheses through imposing some structure on the problem. In some cases, although a unique ordering cannot be found, a particular ordering can be imposed but the lack of uniqueness means that the hypotheses that follow a rejected hypothesis remain untested.
one adopts an exhaustive approach, within which all possible orderings are considered, one may obtain a number of non-rejected, nonnested, constructive hypotheses. However, there does not seer to be a practicable approach within the Neyman Pearson framework for discriminating amongst them and one usually resorts to the application of selection criteria such as measures of goodness of fit or one employs more sophisticated techniques for testing non-nested hypotheses, see Pesaran (19E5).
see Mizon and Hendry (1980) , As an example of the sequential approach to specification testing,/ consider the problem of determining from the data the order of the 1. ag polynomials in the model with K explanatory variables z t of the form
where c t is a white noise process and L is a lag operator with Lyt = yt_ i, etc. This model may be written in simpler form as = p(L)y'(L)w t = u(L)et,
where c:)L) is a K + I element vector of lag polynomials.
To simplify the problem we may suppose that the order of the lag polynomial p(L) is Known a priori and we wish to use the data to determine the order of the polynomials generating the system dynaTics y(L) and the error dlinorrrics The essential purpose of the model is to represent the process by which the data are generated. This process, the DGP, is inevitably immensely complicated and we may hope that, at best, the model captures its main features. In constructing the model we attempt to systematically account for as much variation in the data as possible, with due regard for the principle of parsimony, and variation that is not accounted for is typically attributed to random factors. Thus the specified model incorporates random disturbances and if the model adequately characterises the DGP the behaviour of the residuals from the fitted model will approximate that specified for the random disturbances. It is not surprising, therefore, that many tests for misspecification are based directly upon the residuals from the fitted model and the justification for such tests is often heuristic rather than deriving from formal testing principles. (1952) for some recent work but sec also Mizon and Richard (1982) ;
and Mizon (1954) for their work based on the so-called encompassin g principle for comparing models. Pagan and Hall (1983) recast diagnostic tests in terms of residual analysis by first considering the testing problem that would arise if the stochastic disturbance s were exactly known and then approximati ng the resulting procedure using the estimated residuals. Engle (1953) argues that proceeding in this way without reliance on the likelihood principle, limits the range of tests that may be developed and it may lead to the development of suboptimal tests. His argument turns on the fact that in the likelihood approach, the first derivative of the log likelihood function with respect to the parameters under test, evaluated under the null, is a sufficient statistic for testing the null against a local alternative and, as a result, the score test will be locally optimal.
However, there is no guarantee of local optimality if the likelihood approach is not followed and this is particularl y true the more complex the model specified.
We shall examine examples of tests derived by the approaches discussed in the context of the model specified below.
Our coverage which will be far from exhaustive, is intended merely to capture the essentials of approaches used to test for major types of misspecific ation.
2
We shall consider problems of testing for misspecificati on in the linear model (24) Following Pagan and Hall (1983) , we may note that four important assumptions are made in the specification of the model above,
(i) E(e t lx t ) = 0. This reflects the belief that the conditional mean of the relationship has been correctly specified and it covers both the correct functional form, the correct selection of regressors and correct assumptions on the joint-depend ence of regressors and regressand.
(ii) Constancy of parameters.
This covers a and a2 which are assumed to be fixed over the sample period.
(iii) Serial independence in the disturbance et.
(iv) A distributiona l assumption of normality for E t.
We shall examine tests for departures from the above four assumptions and the associated misspecificet ions will be referred to as (i) Specification
Error, (ii)Non-const ancy of coefficients and heteroscedasti city of disturbances, (iii) Serial dependence in the disturbances, and (iv) Non-normality of disturbances.
Ii) Specification Error
Suppose that (24) 
Assume for the moment that Z is known to the investigator. This is clearly unrealistic since if it were true 7 would be included in the specification and its coefficients could be tested directly using a conventional significance test. However, making this assumption provides a starting point for developing tests in realistic cases.
Comparing (24) and (25) However, if the asymptoti c distribut ion is used to determine the critical values, the tests will differ in finite samples and their conclusio ns may be in ccnflict. Evans and Savin (1962) examine the probabili ty of such occurrenc es.
The more interestin g case arises when Z is unknown and a proxy variable Z is used for the auxiliary hypothesi s instead. The regression in (26) The RESET test proposed by Ramsey (1969) yields a particula r form for Z. Ramsey's assumptio n was that the effect of omitted variables or of incorrect functiona l form in (24) could be expressed as an analytic function of X, along similar lines to the interacti on effect modelled in a two factor design model by Graybill (1975, p. 596) . Ramseŷ p roposed as proxy variables y 2 , 3 y , y where y is the vector of .th powers of the terms in the regression function y = XI* 3'. This test does not require the specifica tion of a precise alternati ve and its attractio n derives from the fact that it has reasonabl y good power propertie s against a wide range of alternativ es though it will have optimal power only when Ramsey's assumption is approxima tely correct.
Other specifica tion error tests which employ a particula r Z include a test for neglected simultane ity, see Hausman (1978) where is formed from the residuals of reduced form regressio ns.
Note how the approach based on the proxy variable Z has the character istics we ascribed to misspecif ication testing in section 3.
The tests do not involve the parameter s of the maintained hypothesi s in (24) and the extended parameter isation which replaces Z with Z in ( 25 ) 
where c! a. c. is the residual sum of squares based on the corresponding Ti a observations in the regression ( 32 ).
More complicated types of changes in the coefficients could be tested for.
Often the change takes place gradually or one is unsure of the specific time point when the change occurred. Then the AOC test involves a proxy variable 7' (0: y and is clearly a misspecification test based on an auxiliary hypothesis. Sometimes the coefficients will be postulated to behave like random variables and various possible models are considered in Paan (1980) and in Ullah and Pao (1981) .
If it is believed that coefficients have chanipd due to some shock in the economic environment, it may be unreasonable to assume that the variance has see Anderson and Mizon (1983) , and the successive tests are independent under Ho, see Phillips and McCabe (1983) . Harrison and McCabe's (1979) test for heteroscedasticity was shown by The test is the same regardless of the form of h because both the score and the information matrix include only the derivative of h under Ho and so the overall shaoe of h doesn't matter.
The fact that one test is locally optimal for all h is both a strength and a weakness. It is a strength because in practice it would be difficult to define h in a precise way. We might hypothesise that the vectors .7 t. are important in generating the disturbance variances in some unknen way so that having a test, with good local power properties regardless of the form of h seems valuanle. On the other hand when h can be chosen precisely it seems that the LP and Wald tests would be more powerful.
Tests can again be based upon residual analysis without reliance i I upon the LM principle.
In the case where h is linear, the heteroscedasticity * i , hypothesis reduces to 02 = 02 + E'e where 02 = E(E2). Since disturbances t t t t t 1 02 _ ! are not available it is natural to put c2 = + z0 + (E2 -02) which is t t t I t a regression equation in which the disturbance has a zero mean. Replacing c 2 with, the regression becomes ^2 = ;op (2 2 -02) and a test of E t t t 0 = 0 in this regression will be asymptotically equivalent to the LM test. This is the test given in Koenker (1981) which is robust with respect to normality of the disturbances.
(iii) Serial Dependence of the Disturbanc e
The most common form of dependence that is tested for is represented by the AR (1) If a test is required for moving average disturbanc es we consider the MA(p) process
The score statistic in this case is identical with that in the AR(p) case and the tests are exactly the same for both alternatives.
This indicates the dangers of concluding that a specific alternative has generated the data. Godfrey (1978b) shows that if a model is fitted with ARMA (p,q) disturbances, the LM tests against ARMA ( r, q) and ARMA (p, q + r) are also identical.
Similar results can be obtained in the residual analysis case as shown by Pagan and Hall. For example, in the MA(1) casE, t = ut + pu may be written as ct = p E t_ i + ut +p(ut _ i -ct _ 1 ).
In residual form this becomes E t = p E t-1 + u t and a suitable test of
Ho: = 0 may be based upon the t statistic from a regression of ct on
Thus the test against AR(1) and MA(1) disturbances will be the E t-l s sane.
We see that both the LM and the residual analysis approach lead to a test, in an auxiliary regression, of the significance of the coefficients of Z where Z differs from Z.
Having obtained this auxiliary regression we can now decide on which method to use. The T.R2 in (35) Kiviet (1982) .
(iv) Non-Normality of Disturbanc es.
While small sample inference and prediction proceeds under the assumption of normality for disturbanc es, tests for non-normality are not often used. There is only a relatively small literature in this area of misspecific ation testing in econometri cs and most text books have little or nothing to say on the subject.
Appropriat e tests are available, however, and the main approach builds on the fact that normal disturbanc es have the property that the third moment, u3, is zero and the fourth moment, p4, is three times thE square of the second moment, p2.
Fagan and Hall note the following identities which provide the basis for tests derived from residual analysis: This test may also be derived based upon the Informatio n Matrix Test principle which will now be examined.
lesting for Several Misspecification s
In practice we shall often wish to test for the presence of several possible misspecification s and we briefly consider approaches to doing this.
Recently White (1982) 
In the general linear model it can be shown that the approach yields the non-normality test given in (36) and the test for heterosceda sticity proposed by White (1980) and that these tests are asymptotica lly independent when misspecific ation is absent. A weakness of the approach, however, is that none of the terms in (37) In considering approaches to specificatio n and misspecifica tion testing starting from a general maintained model, our purpose has been to develop elements of an overall strategy for testing econometric models while maintaining the Neyman Pearson framework at least approximately or asymptotical ly. By the term strategy we mean a decision making procedure within which each successive decision is made dependent on the information available at the time. Thus a testing strategy is a strategy wherein the use or otherwise of each new test depends upon the outcome of its predecessor.
We have, in fact, identified two sub-strategi es which together, essentially,form a testing strategy for model specificatio n; namely the misspecifica tion and specificatio n testing sub-strategi es.
When we start from a general maintained hypothesis, we first consider the question of whether the model is general enough to adequately represent the DGP; thus the natural starting point is with the misspecifica tion testing sub-strat egy. • If no misspecifica tions are revealed then the specificatio n testing sub-strategy is followed. Ideally, we should like to conduct a sequence of independent tests within each sub-strate gy while preserving the Neyman Pearson framework in such a way that the test size is controlled and the procedure has a high test power. Within each substrategy it is unlikely that this ideal can be realised except in relatively simple cases but it would seem important to approximate it as closely as possible.
We have seen that a combination of tests for common misspecifica tions can be carried out which are asymptotical ly independent under the common null, that tests are available that have optimal local power properties and that the LM versions are usually very easily calculated in auxiliary regressions. These tests clearly could form the basis of a misspecification testing sub-strategy particularly if modifications to thE tests are employed so as to bring the individual test sizes closer to the nominal level (see Kiviet 1982) . The subsequent specification testing sequence might well be independent of the misspecification tests at least asymptotically as the misspecification stage is superposed with respect to the specification stage.
We have already noted the asymptotic sequential independence of the LR, W and LM tests both within and across each class of test, but the argument is strengthened by noting that in common situations, i.e. in standard regression models, the general model may produce a set of complete sufficient statistics from which specification testing proceeds.
If the misspecification test statistics are invariant with respect to the parameters involved in the specification tests, then they will be exactly independent of the specification tests which are functions of the complete sufficient statistics for these parameters.
This follows from Basu's Independence Theorem (1955) noted earlier.
Consequently, if the test size within each sub-strategy can be approximately controlled, then the overall significance level can be controlled also.
While an overall strategy can be devised along these lines there will be difficulties of implementation.
If the general maintained model is rejected by the misspecification testing sub-strategy then the model must be revised and this will lead to further misspecification testing of the revised model.
This may happen several times and after each revision stage the interpretation of the test outcomes becomes increasingly more difficult and the associated probability statements more invalid. Indeed, the point is soon reached at which the degree of data mining reduces the test results to mere descriptive measures of the characteristics of the data. Another problem arises because it is often felt desirable to subject to further misspeci-ficationesting . a model that resulted from earlier application of the • •_.•.
two sub-strategies. Of course these new tests will not be independent of the misspecification tests of the same type performed in earlier stages.
In fact, under the overall null they are completely dependent asymptotica lly and so will not force up the overall significanc e level. However, the sample is only finite in practice and although at each testing stage the power of the individual tests might well have improved, the overall probability of a type I error will have increased.
A possible way out of the problems of data mining was suggested by Theil (1978 p. 273 ) who argued that when data are plentiful, a sensible approach is to split them into three parts. One set may then be used to specify the relation, a second set should be used to estimate the parameters and a third for predictions based on the estimated equation to verify whether the specificati on is acceptable. Adopting this approach in the present context, the first data set might be used to derive the maintained hypothesis, including the misspecific ation checks, while the second set might be used for specificati on testing. The use of a third (small) data set for a predictive test of the selected model has been widely advocated, see Dhrymes et al (1972) , Harvey (1981) and Hendry (1979 ) , and this seems particularl y necessary when a model has been arrived at through considerabl e experimenta tion. Unfortunate ly with the data that is typically available it is not often possible to follow the procedure advocated by Theil and some data mining is almost inevitable. Of course, even if Theil's suggestion is followed and the post sample predictive test suggests that the model is inadequate it is difficult to see how best to proceed. Presumably, the model must be modified and the testing process repeated until a specificati on is found which passes the tests. 
