In this paper, we propose an alternative novel method based on the Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) to solve the problem of ranking and comparing algorithms. In evolutionary computation, algorithms are executed several times and then a statistic in terms of mean values and standard deviations are calculated. In order to compare algorithms performance it is very common to handle such issue by means of statistical tests. Ranking algorithms, e.g., by means of Friedman test may also present limitations since they consider only the mean value and not the standard deviation of the results. Since the TOPSIS is not able to handle directly this kind of data, we develop an approach based on TOPSIS for algorithm ranking named as A-TOPSIS. In this case, the alternatives consist of the algorithms and the criteria are the benchmarks. The rating of the alternatives with respect to the criteria are expressed by means of a decision matrix in terms of mean values and standard deviations. A case study is used to illustrate the method for evolutionary algorithms. The simulation results show the feasibility of the A-TOPSIS to find out the ranking of algorithms under evaluation.
Introduction
A great difficulty in evolutionary computation is the comparison of algorithms. Usually, the algorithms are run several times to multiple benchmarks. Then, the results are analyzed by means of statistical hypothesis tests [1] [2] . The statistical tests can detect if there are differences between the performances of the algorithms. The problem is if there are differences, which algorithm is the best one? To use statistical tests in this step, it is necessary to make pairwise comparisons between the algorithms. Obviously, the number of tests required increases greatly with the number of algorithms being analyzed. This is problematic, first because the tiresome work of comparing each pair of algorithms; secondly and more important, the probability of making a mistake increases.
The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) developed by Hwang & Yoon [3] is a technique to evaluate the performance of alternatives through the similarity with the ideal solution. According to this technique, the best alternative would be one that is closest to the positive-ideal solution and farthest from the negative-ideal solution. The positive-ideal solution is one that maximizes the benefit criteria and minimizes the cost criteria. The negative-ideal solution maximizes the cost criteria and minimizes the benefit criteria. In summary, the positive-ideal solution is composed of all best values attainable of criteria, and the negative-ideal solution consists of all the worst values attainable of criteria. The interested reader shall refer to [4] for a broad survey about the TOPSIS.
TOPSIS has also been extended to treat, in a direct way, data expressed as probability distributions by means of the Hellinger distance [5] . It means that the TOPSIS with Hellinger distance [6] has opened a new possibility for ranking alternatives expressed in terms of probability distributions in the context of MCDM problems. Due to the stochastic nature of the evolutionary algorithms, in many cases the performance of evolutionary algorithms are expressed in terms of mean and standard deviation. It is not necessary to know the exact distribution of the solution of an algorithm. By the Central Limit Theorem, we know that ( , ² ).
Therefore, if the algorithm is performed r times with r sufficiently large, we can approximate the distribution of the mean of the results by the Gaussian distribution and apply the Hellinger-TOPSIS to provide a rank order of the algorithms in a direct way. In the context of algorithms comparison, the alternatives consist of multiple algorithms and the criteria are the benchmarks. In this paper, our goal is to modify our previous work [7] to handle a decision matrix with ratings evaluated in terms of mean and standard deviations aiming to present a tool to aid in selecting the best algorithms when applied to multiple benchmarks evaluated in terms of mean and standard deviations. The remainder of this article is organized as follows: Section 2 describes the TOPSIS. In Section 3, we present a novel approach based on TOPSIS to deal with a decision matrix with ratings in terms of means and standard deviations. In Section 4, simulation results for a case study concerning to dynamic optimization problems involving different versions of genetic algorithms applied to a suite of benchmarks problems are shown in order to illustrate the feasibility of the proposed approach. In Section 5, conclusions and directions for future work are given.
Multicriteria decision making
Let us consider the decision matrix D, which consists of alternatives and criteria, described by: In general, the criteria are classified into two types: benefit and cost. The benefit criterion means that a higher value is better while for the cost criterion is valid the opposite. 
The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) is described in the following steps [8] :
Step 1: Identify the positive ideal solutions A (benefits) and negative ideal solutions A (costs) as follows: J represent the criteria benefit and cost, respectively.
Step 2: Calculate the Euclidean distances from the positive ideal solution A (benefits) and the negative ideal solution A of each alternative i A , respectively as follows: Step 3: Calculate the relative closeness i for each alternative i A with respect to positive ideal solution as given by:
Step 4: Rank the alternatives according to the relative closeness. The best alternatives are those that have higher value i and therefore should be chosen because they are closer to the positive ideal solution.
Next, we describe the TOPSIS approach involving two decision matrices described in terms of means and standard deviations.
A-TOPSIS -A novel approach based on TOPSIS for ranking algorithms
The decision matrix D consisting of alternatives and criteria is described by The steps of the A-TOPSIS algorithm are described as follows:
Step 1: Normalize the matrices M and . M
Step 2: Identify the positive ideal solutions A (benefits) and negative ideal solutions A (costs) for each matrix as follows: J represent the criteria benefit and cost, respectively.
Step 3: Calculate the Euclidean distances from the positive ideal solution A (benefits) and the negative ideal solution A of each alternative i A , respectively as follows: Step 4: Calculate the relative closeness for each alternative ( )
A with respect to positive ideal solution as:
( ) with 1,...,
Step 5: After calculating the vector ( )
A for both decision matrices we obtain a resulting decision matrix G, which is made up of the two vectors of the relative-closeness coefficients given by:
In this case, to each of the vector is assigned a weight 1 2 , , W w w w w where and w w represents the weight assigned to the criteria means, and standard deviations, respectively, which satisfies 1. w w One can now obtain the weighted relative-closeness coefficient matrix by introducing the importance weights to each one of the relative-closeness coefficient vector as given by:
From this stage on our method continues by applying the standard TOPSIS to the resulting matrix in order to identify the global ranking.
Step 6: Identify the global positive ideal solution G A and global negative ideal solution G A , respectively as follows:
where 1 J and 2 J represent the criteria benefit and cost, respectively.
Step 7: Calculate to each alternative i A the distances from the global positive ideal solution G A and from the global negative ideal solution G A , respectively as follows:
( ( ) ) with 1,...,
Step 8: Calculate the global relative-closeness Gi for each alternative i A with respect to global positive ideal solution G A as:
Step 9: Rank the alternatives according to the relative closeness coefficients. The best alternatives are those that have higher value ( )
G i
A and therefore should be chosen because they are closer to the positive ideal solution.
In order to compare our approach, we present another different way to calculate the final ranking using the geometric mean between the closeness coefficients [9] , which are obtained by means of the application of TOPSIS to the decision matrix of means and standard deviations , , M M respectively as given by 1 2 ( ) ( ) ( )
Simulation Results

Case study
Let us consider the optimization with evolutionary algorithms (or different versions originated from the same algorithm). There are in the literature established benchmark problems and without loss of generality we consider minimization problems, but maximization problems can be transformed easily to its equivalent minimization problems.
The G24 Benchmark Set of Dynamic Constrained Optimization Problems (DCOPs) was introduced by Nguyen [10] and Nguyen and Yao [11] , which consists of a set of 18 benchmarks: 1) G24-u, 2) G24-1, 3) G24-f, 4) G24-uf, 5) G24-2, 6) G24-2u, 7) G24-3, 8) G24-3b, 9) G24-f, 10) G24-4, 11) G24-5, 12) G24-6a, 13) G24-6b, 14) G24-6c, 15) G24-6d, 16) G24-7, 17) G28-a, and 18) G24-8b.
The algorithms established in the literature for dynamic optimization problems are 21 different versions of Genetic Algorithms (GA) [10] [11] As a standard procedure in evolutionary computation, the 21 different Genetic Algorithms versions have been applied to the 18 dynamic constrained minimization benchmarks and the experiment is repeated for each algorithm 50 times [10] [11] . So, a statistic in terms of mean and standard deviation (stdDev) is calculated as shown in Table 1 . For this case in particular, we do not need to normalize the data since the matrices M and M are already in the range [0,1].
The problem now is to determine the best algorithms in terms of effectiveness among the 21 algorithms analyzed. Applying the A-TOPSIS to the data in Table 1 provides the results for the ranking of the algorithms, which is shown in Table 2 . As we can notice, the best algorithm is A15, using A-TOPSIS with 1 2 , 0.5, 0.5 W w w assigning the same importance for the mean and standard deviation as compared with TOPSIS with geometric mean. Next, we carry out a sensitivity study by varying the weights 1 2 , w w for mean and standard deviation, respectively. It is interesting to note that when increasing the weight 1 w from 0.5 to 0.6 0.7 0.8 0.9 1.0 and consequently diminishing the weight 2 w to 0.5 to 0.4 0.3 0.2 0.1 0, respectively the best alternative change from A15 to A20 and remains stable. One notice that the first 5 alternatives change the order in the rank but A20, A17, A21, A16, and A15 are the five best. Table 2 . Results of the rank for the 21 algorithms obtained by the proposed A-TOPSIS approach compared to that with TOPSIS using geometric mean [9] .
A-TOPSIS with 
