We propose a novel model architecture and training algorithm to learn bilingual sentence embeddings from a combination of parallel and monolingual data. Our method connects autoencoding and neural machine translation to force the source and target sentence embeddings to share the same space without the help of a pivot language or an additional transformation. We train a multilayer perceptron on top of the sentence embeddings to extract good bilingual sentence pairs from nonparallel or noisy parallel data. Our approach shows promising performance on sentence alignment recovery and the WMT 2018 parallel corpus filtering tasks with only a single model.
Introduction
Data crawling is increasingly important in machine translation (MT), especially for neural network models. Without sufficient bilingual data, neural machine translation (NMT) fails to learn meaningful translation parameters (Koehn and Knowles, 2017) . Even for high-resource language pairs, it is common to augment the training data with web-crawled bilingual sentences to improve the translation performance (Bojar et al., 2018) .
Using crawled data in MT typically involves two core steps: mining and filtering. Mining parallel sentences, i.e. aligning source and target sentences, is usually done with lots of heuristics and features: document/URL meta information (Resnik and Smith, 2003; Esplá-Gomis and Forcada, 2009) , sentence lengths with selfinduced lexicon (Moore, 2002; Varga et al., 2005; Etchegoyhen and Azpeitia, 2016) , word alignment statistics and linguistic tags (S . tefȃnescu et al., 2012; Kaufmann, 2012) .
Filtering aligned sentence pairs also often involves heavy feature engineering (Taghipour et al., 2011; Xu and Koehn, 2017) . Most of the participants in the WMT 2018 parallel corpus filtering task use large-scale neural MT models and language models as the features .
Bilingual sentence embeddings can be an elegant and unified solution for parallel corpus mining and filtering. They compress the information of each sentence into a single vector, which lies in a shared space between source and target languages. Scoring a source-target sentence pair is done by computing similarity between the source embedding vector and the target embedding vector. It is much more efficient than scoring by decoding, e.g. with a translation model.
Bilingual sentence embeddings have been studied primarily for transfer learning of monolingual downstream tasks across languages (Hermann and Blunsom, 2014; Pham et al., 2015; Zhou et al., 2016) . However, few papers apply it to bilingual corpus mining; many of them require parallel training data with additional pivot languages (Espana-Bonet et al., 2017; Schwenk, 2018) or lack an investigation into similarity between the embeddings (Guo et al., 2018) .
This work solves these issues as follows:
• We propose a simple end-to-end training approach of bilingual sentence embeddings with parallel and monolingual data only of the corresponding language pair.
• We use a multilayer perceptron (MLP) as a trainable similarity measure to match source and target sentence embeddings.
• We compare various similarity measures for embeddings in terms of score distribution, geometric interpretation, and performance in downstream tasks.
• We demonstrate competitive performance in sentence alignment recovery and parallel cor-pus filtering tasks without a complex combination of translation/language models.
• We analyze the effect of negative examples on training an MLP similarity, using different levels of negativity.
Related Work
Bilingual representation of a sentence was at first built by averaging pre-trained bilingual word embeddings (Huang et al., 2012; Klementiev et al., 2012) . The compositionality from words to sentences is integrated into end-to-end training in Hermann and Blunsom (2014) . Explicit modeling of a sentence-level bilingual embedding was first discussed in Chandar et al. (2013) , training an autoencoder on monolingual sentence embeddings of two languages. Pham et al. (2015) jointly learn bilingual sentence and word embeddings by feeding a shared sentence embedding to n-gram models. Zhou et al. (2016) add document-level alignment information to this model as a constraint in training.
Recently, sequence-to-sequence NMT models were adapted to learn cross-lingual sentence embeddings. Schwenk and Douze (2017) connect multiple source encoders to a shared decoder of a pivot target language, forcing the consistency of encoder representations. Schwenk (2018) extend this work to use a single encoder for many source languages. Both methods rely on N -way parallel training data, which are seriously limited to certain languages and domains. Artetxe and Schwenk (2018b) relax this data condition to pairwise parallel data including the pivot language, but it is still unrealistic for many scenarios (see Section 4.2). In contrast, our method needs only parallel and monolingual data for source and target languages of concern without any pivot languages. Hassan et al. (2018) train a bidirectional NMT model with a single encoder-decoder, taking the average of top-layer encoder states as the sentence embedding. They do not include any details on the data or translation performance before/after the filtering with this embedding. Junczys-Dowmunt (2018) apply this method to WMT 2018 parallel corpus filtering task, yet showing significantly worse performance than a combination of translation/language models. Our method shows comparable results to such model combinations in the same task. Guo et al. (2018) replace the decoder with a feedforward network and use the parallel sentences as input to the two encoders. Similarly to our work, the feedforward network measures the similarity of sentence pairs, except that the source and target sentence embeddings are combined via dot product instead of concatenation. Their model, however, is not directly optimizing the source and target sentences to be translations of each other; it only attaches two encoders in the output level without a decoder. Based on the model of Artetxe and Schwenk (2018b) , Artetxe and Schwenk (2018a) scale cosine similarity between sentence embeddings with average similarity of the nearest neighbors. Searching for the nearest neighbors among hundreds of millions of sentences may cause a huge computational problem. On the other hand, our similarity calculation is much quicker and support batch computation while preserving strong performance in parallel corpus filtering.
Neither of the above-mentioned methods utilize monolingual data. We integrate autoencoding into NMT to maximize the usage of parallel and monolingual data together in learning bilingual sentence embeddings.
Bilingual Sentence Embeddings
A bilingual sentence embedding function maps sentences from both the source and target language into a single joint vector space. Once we obtain such a space, we can search for a similar target sentence embedding given a source sentence embedding, or vice versa.
Model
In this work, we learn bilingual sentence embeddings via NMT and autoencoding given parallel and monolingual corpora. Since our purpose is to pair source and target sentences, translation is a natural base task to connect sentences in two different languages. We adopt a basic encoderdecoder approach from Sutskever et al. (2014) . The encoder produces a fixed-length embedding of a source sentence, which is used by the decoder to generate the target hypothesis.
First, the encoder takes a source sentence f J 1 = f 1 , ..., f j , ..., f J (length J) as input, where each f j is a source word. It computes hidden representations h j ∈ R D for all source positions j: enc src is implemented as a bidirectional recurrent neural network (RNN). We denote a target output sentence by e I 1 = e 1 , ..., e i , ..., e I (length I). The decoder is an unidirectional RNN whose internal state for a target position i is:
where its initial state is element-wise max-pooling of the encoder representations h J 1 :
We empirically found that the max-pooling performs much better than averaging or choosing the first (h 1 ) or last (h J ) representation. Finally, an output layer predicts a target word e i :
where θ denotes a set of model parameters. Note that the decoder has access to the source sentence only through s 0 , which we take as the sentence embedding of f J 1 . This assumes that the source sentence embedding contains sufficient information for translating to a target sentence, which is desired for a bilingual embedding space.
However, this plain NMT model can generate only source sentence embeddings through the encoder. The decoder cannot process a new target sentence without a proper source language input. We can perform decoding with an empty source input and take the last decoder state s I as the sentence embedding of e I 1 , but it is not compatible with the source embedding and contradicts the way in which the model is trained.
Therefore, we attach another encoder of the target language to the same (target) decoder:
enc tgt has the same architecture as enc src . The model has now an additional information flow from a target input sentence to the same target (output) sentence, also known as sequential autoencoder (Li et al., 2015) . Figure 1 is a diagram of our model. A decoder is shared between NMT and autoencoding parts; it takes either source or target sentence embedding and does not differentiate between the two when producing an output. The two encoders are constrained to provide mathematically consistent representations over the languages (to the decoder).
Note that our model does not have any attention component (Bahdanau et al., 2014) . The attention mechanism in NMT makes the decoder attend to encoder representations at all source positions. This is counterintuitive for our purpose; we need to optimize the encoder to produce a single representation vector, but the attention model allows the encoder to distribute information over many different positions. In our initial experiments, the same model with the attention mechanism showed exorbitantly bad performance, so we removed it in the main experiments of Section 4.
Training and Inference
Let θ encsrc , θ enctgt , and θ dec the parameters of the source encoder, the target encoder, and the (shared) decoder, respectively. Given a parallel corpus P and a target monolingual corpus M tgt , the training criterion of our model is the cross-entropy on two input-output paths. The NMT objective (Equation 7) is for training θ 1 = {θ encsrc , θ dec }, and the autoencoding objective (Equation 8) is for training θ 2 = {θ enctgt , θ dec }:
where θ = {θ 1 , θ 2 }. During the training, each mini-batch contains examples of the both objectives with a 1:1 ratio. In this way, we prevent one encoder from being optimized more than the other, forcing the two encoders produce balanced sentence embeddings that fit to the same decoder. The autoencoding part can be trained with a separate target monolingual corpus. To provide a stronger training signal for the shared embedding space, we use also the target side of P; the model learns to produce the same target sentence from the corresponding source and target inputs.
In order to guide the training to bilingual representations, we initialize the word embedding layers with a pre-trained bilingual word embedding. The word embedding for each language is trained with a skip-gram algorithm (Mikolov et al., 2013) , later mapped across the languages with adversarial training (Conneau et al., 2018) and self-dictionary refinements (Artetxe et al., 2017) .
Our model can be built also in the opposite direction, i.e. with a target-to-source NMT model and a source autoencoder:
Once the model is trained, we need only the encoders to query sentence embeddings. Let a and b be embeddings of a source sentence f J 1 and a target sentence e I 1 , respectively:
Computing Similarities
The next step is to evaluate how close the two embeddings are to each other, i.e. to compute a similarity measure between them. In this paper, we consider two types of similarity measures.
Predefined mathematical functions Cosine similarity is a conventional choice for measuring the similarity in vector space modeling of information retrieval or text mining (Singhal, 2001) . It computes the angle between two vectors (rotation) and ignore the lengths:
Euclidean distance indicates how much distance must be traveled to move from the end of a vector to that of the other (transition). We reverse this distance to use it as a similarity measure:
However, these simple measures, i.e. a single rotation or transition, might not be sufficient to define the similarity of complex natural language sentences across different languages. Also, the learned joint embedding space is not necessarily perfect in the sense of vector space geometry; even if we train it with a decent algorithm, the structure and quality of the embedding space are highly dependent on the amount of parallel training data and its domain. This might hinder the simple functions from working well for our purpose.
Trainable multilayer perceptron To model relations of sentence embeddings by combining rotation, shift, and even nonlinear transformations, We train a small multilayer perceptron (MLP) (Bishop et al., 1995) and use it as a similarity measure. We design the MLP network q(a, b) as a simple binary classifier whose input is a concatenation of source and target sentence embeddings:
. It is passed through feedforward hidden layers with nonlinear activations. The output layer has a single node with sigmoid activation, representing how probable the source and target sentences are translations of each other.
To train this model, we must have positive examples (real parallel sentence pairs, P pos ) and negative examples (nonparallel or noisy sentence pairs, P neg ). The training criterion is:
which naturally fits to the main task of interest: parallel corpus filtering (Section 4.2). Note that the output of the MLP can be quite biased to the extremes (0 or 1) in order to clearly distinguish good and bad examples. This has both advantages and disadvantages as explained in Section 5.1. Our MLP similarity can be optimized differently for each embedding space. Furthermore, the user can inject domain-specific knowledge into the MLP similarity by training only with in-domain parallel data. The resulting MLP would devalue not only nonparallel sentence pairs but also outof-domain instances.
Evaluation
We evaluated our bilingual sentence embedding and the MLP similarity on two tasks: sentence alignment recovery and parallel corpus filtering. The sentence embedding was trained with WMT 2018 English-German parallel data and 100M German sentences from the News Crawl monolingual data 1 , where we use German as the autoencoded language. All sentences were lowercased and limited to the length of 60. We learned the byte pair encoding (Sennrich et al., 2016) jointly for the two languages with 20k merge operations. We pre-trained bilingual word embeddings on 100M sentences from the News Crawl data for each language using FASTTEXT (Bojanowski et al., 2017) and MUSE (Conneau et al., 2018) .
Our sentence embedding model has 1-layer RNN encoder/decoder, where the word embedding and hidden layers have a size of 512. The training was done with stochastic gradient descent with initial learning rate of 1.0, batch size of 120 sentences, and maximum 800k updates. After 100k updates, we reduced the learning rate by a factor of 0.9 for every 50k updates.
Our MLP similarity model has 2 hidden layers of size 512 with ReLU (Nair and Hinton, 2010) , trained with SCIKIT-LEARN (Pedregosa et al., 2011) with maximum 1,000 updates. For a positive training set, we used newstest2007-2015 from WMT (around 21k sentences). Unless otherwise noted, we took a comparable size of negative examples from the worst-scored sentence pairs of ParaCrawl 2 English-German corpus. The scoring was done with our bilingual sentence embedding and cosine similarity.
Note that the negative examples are selected via cosine similarity but the similarity values are not used in the MLP training (Equation 15). Thus it does not learn to mimic the cosine similarity function again, but has a new sorting of sentence pairs-also encoding the domain information.
Sentence Alignment Recovery
In this task, we corrupt the sentence alignments of a parallel test set by shuffling one side, and find the original alignments; also known as corpus reconstruction (Schwenk and Douze, 2017) .
Given a source sentence, we compute a similarity score with every possible target sentence in the data and take the top-scored one as the alignment. The error rate is the number of incorrect sentence alignments divided by the total number of sentences. We compute this also in the opposite direction and take an average of the two error rates. It is an intrinsic evaluation for parallel corpus mining. We choose two test sets: WMT newstest2018 (2998 lines) and IWSLT tst2015 (1080 lines).
As baselines, we used character-level Levenshtein distance and length-normalized posterior scores of German→English/English→German NMT models. Each NMT model is a 3-layer base Transformer (Vaswani et al., 2017) Table 1 shows the results. The Levenshtein distance gives a poor performance. NMT models are better than the other methods, but takes too long to compute posteriors for all possible pairs of source and target sentences (about 12 hours for the WMT test set). This is absolutely not feasible for a real mining task with hundreds of millions of sentences.
Our bilingual sentence embeddings (with using cosine similarity) show error rates close to the NMT models, especially in the IWSLT test set. Computing similarities between embeddings is extremely fast (about 3 minutes for the WMT test set), which perfectly fits to mining scenarios.
However, the MLP similarity performs bad in aligning sentence pairs. Given a source sentence, it puts all reasonably similar target sentences to the score 1 and does not precisely distinguish between them. Detailed investigation of this behavior is in Section 5.1. As we will find out, this is ironically very effective in parallel corpus filtering. (Schwenk and Douze, 2017) 26.1 32.4 30.0 37.5 NMT + LM, 4 models (Rossenbach et al., 2018) 29 
Parallel Corpus Filtering
We also test our methods in the WMT 2018 parallel corpus filtering task .
Data
The task is to score each line of a very noisy, web-crawled corpus of 104M parallel lines (ParaCrawl English-German). We pre-filtered the given raw corpus with the heuristics of Rossenbach et al. (2018) . Only the data for WMT 2018 English-German news translation task is allowed to train scoring models. The evaluation procedure is: subsample top-scored lines which amounts to 10M/100M words, train a small NMT model with the subsampled data, and check its translation performance. We follow the official pipeline except that we train 3-layer Transformer NMT model using Sockeye (Hieber et al., 2017) for evaluation.
Baselines We have three comparative baselines: 1) random sampling, 2) bilingual sentence embedding learned with a third pivot target language (Schwenk and Douze, 2017) , 3) combination of source-to-target/target-to-source NMT and source/target LM (Rossenbach et al., 2018) , a topranked system in the official evaluation. Note that the second method violates the official data condition of the task since it requires parallel data in German-Pivot and English-Pivot. This method is not practical when learning multilingual embeddings for English and other languages, since it is hard to collect pairwise parallel data involving a non-English pivot language (except among European languages). We trained this method with N -way parallel UN corpus (Ziemski et al., 2016) with French as the pivot language. The size of this model is the same as that of our autoencoding-based model except the word embedding layers.
The results are shown in Table 2 , where cosine similarity was used by default for sentence embedding methods except the last row. Pivot-based sentence embedding (Schwenk and Douze, 2017) improves upon the random sampling, but it has an impractical data condition. The four-model combination of NMT models and LMs (Rossenbach et al., 2018) provide 1-3% more BLEU improvement. Note that, for the third method, each model costs 1-2 weeks to train.
Our bilingual sentence embedding method greatly improves over the random sampling baseline up to 5.3% BLEU in the 10M-word case and 5.1% BLEU in the 100M-word case. With our MLP similarity, the improvement in BLEU is up to 12.3% and 8.2% in the 10M-word case and the 100M-word case, respectively. It outperforms the pivot-based embedding method significantly and gets close to the performance of the four-model combination. Note that we use only a single model trained with only given parallel/monolingual data for the corresponding language pair, i.e. EnglishGerman. In contrast to sentence alignment recovery experiments, the MLP similarity boosts the filtering performance by a large margin.
Analysis
In this section, we provide more in-depth analyses to compare 1) various similarity measures and 2) different choices of the negative training set for the MLP similarity model.
Similarity Measures
In Table 3 , we compare sentence alignment recovery performance with different similarity measures.
Euclidean distance shows a worse performance than cosine similarity. This means that in a sentence embedding space, we should consider rotation more than transition when comparing two Table 3 : Sentence alignment recovery results with different similarity measures (newstest2018).
vectors. Particularly, the English→German direction has a peculiarly bad result with Euclidean distance. This is due to a hubness problem in a highdimensional space, where some vectors are highly likely to be nearest neighbors of many others. Figure 2 illustrates that Euclidean distance is more prone to the hubs than cosine similarity. Assume that German sentence embeddings a n and English sentence embeddings b n should match to each other with the same index n, e.g. (a 1 ,b 1 ) is a correct match. With cosine similarity, the nearest neighbor of a n is always b n for all n = 1, ..., 4 and vice versa, considering only the angles between the vectors. However, when using Euclidean distance, there is a discrepancy between German→English and English→German directions: The nearest neighbor of each a n is b n , but the nearest neighbor of all b n is always a 4 . This leads to a serious performance drop only in English→German. The figure is depicted in a two-dimensional space for simplicity, but the hubness problem becomes worse for an actual highdimensional space of sentence embeddings.
Cross-domain similarity local scaling (CSLS) is developed to counteract the hubness problem by penalizing similarity values in dense areas of the embedding distribution (Conneau et al., 2018) :
where K is the number of nearest neighbors. CSLS outperforms cosine similarity in our experiments. For a large-scale mining scenario, however, the measure requires heavy computations for the penalty terms (Equation 17 and 18), i.e. nearest neighbor search in all combinations of source and target sentences and sorting the scores over e.g. a few hundred million instances. The MLP similarity is not performing well as opposed to its results in parallel corpus filtering. To explain this, we depict score distributions of cosine and MLP similarity over the ParaCrawl corpus in Figure 3 . As for cosine similarity, only a small fraction of the corpus is given low-or high-range scores (smaller than 0.2 or larger than 0.6). The remaining sentences are distributed almost uniformly within the score range inbetween. The distribution curve of the MLP similarity has a completely different shape. It has a strong tendency to classify a sentence pair to be extremely bad or extremely good: nearly 80% of the corpus is scored with zero and only 3.25% gets scores between 0.99 and 1.0. Table 4 shows some example sentence pairs with extreme MLP similarity values. This is the reason why the MLP similarity does a good job in filtering, especially in selecting a small portion (10M-word) of good parallel sentences. Table 4 compares cosine similarities and the MLP scores for some sentence pairs in the raw corpus for our filtering task (Section 4.2). The first two sentence pairs are absolutely nonparallel; both similarity measures give low scores, while the MLP similarity emphasizes the bad quality with zero scores. The third example is a decent parallel sentence pair with a minor ambiguity, i.e. his in English can be a translation of dieser in German or not, depending on the document-level context. Both measures see this sentence pair as a positive example.
The last example is parallel but the translation involves severe reordering: long-distance changes in verb positions, switching the order of relative clauses, etc. Here, cosine similarity has trouble in rating this case highly even if it is perfectly parallel, eventually filtering it out from the training data. On the other hand, our MLP similarity correctly evaluates this difficult case by giving a nearly perfect score.
However, the MLP is not optimized for precise differentiation among the good parallel matches. It is thus not appropriate for sentence alignment recovery that requires exact 1-1 matching of potential source-target pairs. A steep drop in the curve of Figure 3b also explains why it performs slightly inferior to the best system in the 100M-word filtering task ( Table 2 ). The subsampling exceeds the dropping region and includes many zeroscored sentence pairs, where the MLP similarity cannot measure the quality well.
Negative Training Examples
In the MLP similarity training, we can use publicly available parallel corpora as the positive sets. For the negative sets, however, it is not clear which dataset we should use: entirely nonparallel sentences, partly parallel sentences, or sentence pairs of quality inbetween. We experimented with negative examples of different quality in Table 5 . Here is how we vary the negativity:
1. Score the sentence pairs of the ParaCrawl corpus with our bilingual sentence embedding using cosine similarity.
2. Sort the sentence pairs by the scores. 100%.
4. Take the last 100k lines for each portion.
A negative set from the 20%-worst part stands for relatively less problematic sentence pairs, intending for elaborate classification among perfect parallel sentences (positive set) and almost perfect ones. With the 100%-worst examples, we focus on removing absolutely nonsense pairing of sentences. As a simple baseline, we also take 100k sentences randomly without scoring, representing mixed levels of negativity.
The results in Table 5 show that a moderate level of negativity (60%-worst) is most suitable for training an MLP similarity model. If the negative set contains too many excellent examples, the model may mark acceptable parallel sentence pairs with zero scores. If the negative set consists only of certainly nonparallel sentence pairs, the model is weak in discriminating mid-quality instances, some of which are crucial to improve the translation system. Random selection of sentence pairs also works surprisingly well compared to carefully tailored negative sets. It does not require us to score and sort the raw corpus, so it is very efficient, sacrificing performance slightly. We hypothesize that the average negative level of this random set is also moderate and similar to that of the 60%-worst.
Conclusion
In this work, we present a simple method to train bilingual sentence embeddings by combining vanilla RNN NMT (without attention component) and sequential autoencoder. By optimizing a shared decoder with combined training objectives, we force the source and target sentence embeddings to share their space. Our model is trained with parallel and monolingual data of the corresponding language pair, with neither pivot languages nor N -way parallel data. We also propose to use a binary classification MLP as a similarity measure for matching source and target sentence embeddings.
Our bilingual sentence embeddings show consistently strong performance in both sentence alignment recovery and the WMT 2018 parallel corpus filtering tasks with only a single model. We compare various similarity measures for bilingual sentence matching, verifying that cosine similarity is preferred for a mining task and our MLP similarity is very effective in a filtering task. We also show that a moderate level of negativity is appropriate for training the MLP similarity, using either random examples or mid-range scored examples from a noisy parallel corpus.
Future work would be regularizing the MLP training to obtain a smoother distribution of the similarity scores, which could supplement the weakness of the MLP similarity (Section 5.1). Furthermore, we plan to adjust our learning procedure towards the downstream tasks, e.g. with an additional training objective to maximize the cosine similarity between the source and target encoders (Arivazhagan et al., 2019) . Our method should be tested also on many other language pairs which do not have parallel data involving a pivot language.
