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Abstract
We study the dynamics of systems consisting of two spatially segregated ODE compartments coupled through a
one-dimensional bulk diffusion field. For this coupled PDE-ODE system, we first employ a multi-scale asymptotic
expansion to derive amplitude equations near codimension-one Hopf bifurcation points for both in-phase and anti-
phase synchronization modes. The resulting normal form equations pertain to any vector nonlinearity restricted to the
ODE compartments. In our first example, we apply our weakly nonlinear theory to a coupled PDE-ODE system with
Sel’kov membrane kinetics, and show that the symmetric steady state undergoes supercritical Hopf bifurcations as
the coupling strength and the diffusivity vary. We then consider the PDE diffusive coupling of two Lorenz oscillators.
It is shown that this coupling mechanism can have a stabilizing effect, characterized by a significant increase in the
Rayleigh number required for a Hopf bifurcation. Within the chaotic regime, we can distinguish between synchronous
chaos, where both the left and right oscillators are in-phase, and a state characterized by the absence of synchrony.
Finally, we compute the largest Lyapunov exponent associated with a linearization around the synchronous manifold
that only considers odd perturbations. This allows us to predict the transition to synchronous chaos as the coupling
strength and the diffusivity increase.
1 Introduction
We investigate, through a weakly nonlinear analysis, the oscillatory dynamics in a class of one-dimensional coupled PDE-
ODE models. The class of models considered allows us to study the collective synchronization of two dynamically active
compartments, modeled by systems of nonlinear ODEs, that are indirectly coupled via the diffusion of some spatially
extended variable in a 1-D bulk interval. In particular, this modeling paradigm has been used in the study of intracellular
polarization and oscillations in fission yeast, where each compartment represents the opposite tips of an elongated rod-
shaped cell (cf. [25], [24]). Pattern formation behavior and linear stability analyses of coupled 1-D membrane-bulk
PDE-ODE systems have been analyzed in other specific contexts (cf. [5], [8], [6], [10], [12]), and in multi-dimensional
domains in [7] and [18], where they have been employed to study intercellular communication and the related concepts of
quorum and diffusion sensing. Quasi-steady versions of the coupled membrane-bulk models, whereby the membrane is at
steady state and contributes only nonlinear flux source terms, have been used to model spatial effects in gene regulatory
networks (cf. [2], [15], [16]) and cascades in biological signal transduction (cf. [13], [14]).
To formulate our 1-D model, we assume that some spatially extended bulk variable C(x, t) undergoes linear diffusion
and decay with rate constants D and k within an interval of length 2L,
Ct = DCxx − kC , 0 < x < 2L , t > 0 . (1)
We impose the following linear Robin-type boundary conditions to model the exchange between the bulk and the com-
partments:
−DCx(0, t) = κ(eT1 u(t)− C(0, t)) , DCx(2L, t) = κ(eT1 v(t)− C(2L, t)) , (2)
where e1 = (1, 0, . . . , 0)
T ∈ Rn. Here, u(t), v(t) ∈ Rn denote the variables in the left and right local compartments, of
which only the first component is released within the 1-D bulk region. In this model, the leakage parameter κ controls
the permeability of the compartments at each endpoint. Furthermore, letting F(·) ∈ Rn be the nonlinear vector function
modeling each oscillator, which we assume to be identical, and denoting β as the coupling strength, we impose that the
ODE systems
du
dt
= F(u) + β(C(0, t)− eT1 u)e1 ,
dv
dt
= F(v) + β(C(2L, t)− eT1 v)e1 , (3)
govern the dynamics in each compartment. The coupled PDE-ODE system (1)–(3) given here is in dimensionless form.
The geometry for this 1-D model can be viewed as a long rectangular strip separating two vertical 1-D membranes, where
there is assumed to be no transverse solution dependence.
There is a rather wide literature investigating the dynamics of diffusively coupled oscillators, where the coupling
usually consists of the discrete Laplacian acting on a lattice of several oscillators with periodic boundary conditions,
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or through some other discretely coupled network. Examples of such coupled ODE systems include discrete chains of
bistable kinetics, such as the Lorenz or Fitzhugh-Nagumo systems, in which the formation of propagating fronts was
studied in [1], [20] and [11], and the well-known Kuramoto-type oscillator models as surveyed in [23]. However, relatively
few studies have considered spatially segregated oscillators that are indirectly coupled via a PDE bulk diffusion field.
For our PDE-ODE coupled system, our primary goal is to derive amplitude equations, or normal forms, near Hopf
bifurcation points for either the in-phase or anti-phase synchronization modes, while allowing for an arbitrary, but
identical, vector nonlinearity in each ODE compartment. This rather general framework extends the weakly nonlinear
stability analysis of [8], where only Hopf bifurcations of the in-phase mode were considered and with each compartment
containing a single species, by providing explicit formulae for the normal form coefficients that can easily be evaluated
numerically in order to classify whether Hopf bifurcations are sub- or supercritical, and to detect possible criticality
switches indicated by sign changes. Our weakly nonlinear theory is given in §2, where for calculational efficiency we
employ a multi-scale asymptotic expansion to derive the two distinct normal forms. Then, in §3, we apply our weakly
nonlinear theory to a coupled PDE-ODE model with Sel’kov kinetics. For this example, we find a rather wide parameter
regime for which the base-state can lose stability to a supercritical Hopf bifurcation. Our weakly nonlinear results are
validated against numerical bifurcation results and time-dependent numerical simulations. The results in §3 complete
the study of one-dimensional coupled PDE-ODE dynamics with Sel’kov kinetics initiated in [10] and [9].
In our second example, we assume that the dynamics in each compartment is governed by identical Lorenz ODE
oscillators. More precisely, we want to determine how the classic well-known bifurcation diagram shown in Fig. 1 is
modified when two Lorenz oscillators are coupled through a PDE bulk diffusion field. Our analysis will show that such
a coupling mechanism causes a significant increase in the critical Rayleigh number where the Hopf bifurcation occurs,
suggesting a delay in the appearance of chaotic oscillations. For this problem we also consider the case where the bulk
domain is well-mixed and spatially homogeneous, corresponding to the infinite bulk diffusion limit and for which the
coupled PDE-ODE system is reduced to a single system of globally coupled ODEs. Finally, for both finite and infinite
diffusion cases, we predict the transition to synchronous chaos as the diffusivity and the strength of the coupling are
increased. Here, synchronous chaos is defined as sensitivity to initial conditions along an invariant manifold where both
oscillators are in-phase. Our predictions are based on the computation of the largest Lyapunov exponent of an appropriate
non-autonomous linearization on the synchronous manifold, that is restricted to the odd perturbations. We remark that
this approach is analogous to the techniques of master stability functions developed in [21] and [22] for networks of chaotic
oscillators with an arbitrary discrete coupling function.
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Figure 1: Typical Lorenz bifurcation diagram as a function of the Rayleigh number r. The non-trivial steady states
undergo a subcritical Hopf bifurcation at r ≈ 24.74. When the unstable branches of periodic solutions collide with the
origin at r ≈ 13.926, the system undergoes a homoclinic bifurcation and the period approaches infinity, as shown in the
right panel.
In §5, we conclude by briefly summarizing our main results and by suggesting a few open problems that warrant
further investigation.
2 Weakly nonlinear theory for 1-D coupled PDE–ODE systems
2.1 Preliminaries
We first rewrite the coupled PDE-ODE system (1)-(3) as an evolution equation in the form
W˙ = F (W ) =
 DCxx − kCF(u) + β(C|x=0 − eT1 u)e1
F(v) + β(C|x=2L − eT1 v)e1
 . (4)
Here, F is a nonlinear functional acting on W , defined as the space of vector functions whose components satisfy the
appropriate linear Robin-type boundary conditions:
W =
W =
C(x)u
v
∣∣∣∣∣∣ −DCx|x=0 = κ
(
eT1 u− C|x=0
)
DCx|x=2L = κ
(
eT1 v − C|x=2L
) . (5)
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A symmetric steady state for (4) is given by
We =
(1− p0)
cosh(ω(L− x))
cosh(ωL)
eT1 ue
ue
ue
 , ω =
√
k
D
, p0 =
Dω tanh(ωL)
Dω tanh(ωL) + κ
, (6)
where ue is a solution of a nonlinear algebraic system of equations
F(ue)− βp0Eue = 0, E ≡ e1eT1 , (7)
and where E is a n× n rank-one matrix.
Next, we consider the linear stability of a symmetric steady state by introducing a perturbation of the form
W (x, t) = We(x) +W(x)eλt, W(x) =
η(x)φ
ψ
 . (8)
Substitution of (8) within (4) yields, after expanding and collecting coefficients of eλt, the following nonstandard eigenvalue
problem:
λW = L(W) =
 Dηxx − kηJeφ+ β(η(0)− eT1 φ)e1
Jeψ + β(η(2L)− eT1 ψ)e1
 . (9)
Here, Je is the Jacobian matrix of the nonlinear vector function evaluated at a steady state ue, while L is the linearized
operator acting on the function space defined in (5). The eigenfunction W(x) therefore satisfies the same boundary
conditions, given by
−Dηx(0) = κ
(
eT1 φ− η(0)
)
, Dηx(2L) = κ
(
eT1 ψ − η(2L)
)
. (10)
We can write the solution in the bulk as a linear combination of the even and odd eigenfunctions in the form
η(x) =
1− p+(λ)
2
eT1 (φ+ψ)
cosh(Ω(L− x))
cosh(ΩL)
+
1− p−(λ)
2
eT1 (φ−ψ)
sinh(Ω(L− x))
sinh(ΩL)
. (11)
Here, p+(λ), p−(λ) and Ω are each defined by
p+(λ) =
DΩ tanh(ΩL)
DΩ tanh(ΩL) + κ
, p−(λ) =
DΩ coth(ΩL)
DΩ coth(ΩL) + κ
, Ω =
√
k + λ
D
, (12)
where we take the principal branch for Ω if λ is complex. The eigenvectors φ and ψ in (11) satisfy the homogeneous
linear system of equations given byJe − λI − β (p+(λ)+p−(λ)2 )E β (p−(λ)−p+(λ)2 )E
β
(
p−(λ)−p+(λ)
2
)
E Je − λI − β
(
p+(λ)+p−(λ)
2
)
E
(φ
ψ
)
=
(
0
0
)
. (13)
From symmetry considerations and since every perturbations can be written as the sum of an even part with φ = ψ,
and an odd part with φ = −ψ, this system can be reduced to n equations. Letting φ+ and φ− denote the even and odd
eigenvectors, we can readily establish a reduced homogeneous linear system for each case as
Φ±(λ)φ± = [Je − λI − βp±(λ)E]φ± = 0. (14)
In this way, the eigenvalue parameter λ must satisfy the transcendental equation
det [Φ±(λ)] = 0 (15)
in order for the system to admit a non-trivial solution φ± 6= 0. Finally, the eigenfunctions W± for both even and odd
cases are defined by
W+ =
(1− p+(λ)) cosh(Ω(L−x))cosh(ΩL) eT1 φ+φ+
φ+
 , W− =
(1− p−(λ)) sinh(Ω(L−x))sinh(ΩL) eT1 φ−φ−
−φ−
 . (16)
The imposition of a solvability condition in the multi-scale asymptotic expansion presented below requires the appro-
priate formulation of an adjoint linear operator L? defined by
L?(W ?) =
 DC?xx − kC?JTe u? + (κC?|x=0 − βeT1 u?)e1
JTe v
? + (κC?|x=2L − βeT1 v?)e1
 , (17)
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which acts on the space W? of vector functions satisfying the adjoint boundary conditions,
−DC?x|x=0 = βeT1 u? − κC?|x=0, DC?x|x=2L = βeT1 v? − κC?|x=2L. (18)
For any W ∈W and W ? ∈W?, we have
〈W ?,LW 〉 = 〈L?W ?,W 〉, (19)
where the inner product in (19) is defined by
〈W ?,W 〉 =
∫ 2L
0
C?C dx+ u?
T
u+ v?
T
v. (20)
Next, upon calculating the even and the odd adjoint eigenfunctions we obtain
W?+ =
βκ (1− p+(λ)) cosh(Ω(L−x))cosh(ΩL) eT1 φ?+φ?+
φ?+
 , W?− =
βκ (1− p−(λ)) sinh(Ω(L−x))sinh(ΩL) eT1 φ?−φ?−
−φ?−
 , (21)
where φ?± satisfies the conjugate transpose of the system (14),[
Φ±(λ)
]T
φ?± = 0. (22)
From the definitions (16), (21) and (20), we can verify that the eigenfunctions and their adjoints form an orthogonal set,
which can be normalized for convenience as
〈W?+,W−〉 = 〈W?−,W+〉 = 0, 〈W?+,W+〉 = 〈W?−,W−〉 = 1, (23)
and that the following properties hold:
L(W±) = λW±, L?(W?±) = λW?±. (24)
2.2 Multi-scale expansion
Let µ = (β,D)T be a vector of bifurcation parameters. As usual, a slow time-scale τ = ε2t, with ε  1, is introduced.
Using the same scaling, we perturb the vector of bifurcation parameters to yield,
µ = µ0 + ε
2µ1, where ‖µ1‖ = 1 . (25)
Here µ0 is the bifurcation point, while µ1 is a unit vector indicating the direction of the bifurcation. We then expand the
state variable in a regular asymptotic power series around a symmetric steady state as
W (x, t, τ) = We(x) + εW1(x, t, τ) + ε
2W2(x, t, τ) + ε
3W3(x, t, τ) +O
(
ε4
)
. (26)
Next, by inserting (25) and (26) into (4), and collecting powers of ε, we obtain that
ε∂tW1 + ε
2∂tW2 + ε
3(∂tW3 + ∂τW1) =
εL(µ0;W1) + ε2
L(µ0;W2) + B(W1,W1) +
 ω2CeD1−p0Eueβ1
−p0Eueβ1
+
ε3
L(µ0;W3) + 2B(W1,W2) + C(W1,W1,W1) +
 1D0 (∂t + k)C1D1(C1|x=0e1 − Eu1)β1
(C1|x=2Le1 − Ev1)β1
 ,
(27)
and that the perturbed boundary conditions satisfy
3∑
j=1
εj
(
∂xCj +
κ
D0
(
eT1 uj − Cj
))
=
(
ε2p0e
T
1 ue + ε
3
(
eT1 u1 − C1
)) κ
D20
D1, x = 0,
3∑
j=1
εj
(
∂xCj − κ
D0
(
eT1 vj − Cj
))
=
(−ε2p0eT1 ue − ε3 (eT1 v1 − C1)) κD20D1, x = 2L.
(28)
Finally, we precisely define the multilinear forms B(·, ·) and C(·, ·, ·) in (27) as
B(Wj ,Wk) =
 0B(uj ,uk)
B(vj ,vk)
 , C(Wj ,Wk,Wl) =
 0C(uj ,uk,ul)
C(vj ,vk,vl)
 , (29)
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where the non-trivial components satisfy
B(uj ,uk) =
1
2
(I ⊗ uTk )Heuj , C(uj ,uk,vl) =
1
6
(I ⊗ uTl )Te(uj ⊗ uk). (30)
Here, I ∈ Rn×n and the matrices He and Te can be defined as
He =
H(F1)...
H(Fn)
 ∈ Rn2×n, Te =

H
(
∂F1
∂u1
)
. . . H
(
∂F1
∂un
)
...
. . .
...
H
(
∂Fn
∂u1
)
. . . H
(
∂Fn
∂un
)
 ∈ Rn2×n2 , (31)
where H(·) corresponds to the Hessian operator that acts on a scalar function of n variables and returns a n× n matrix
with all the possible second-order derivatives. As usual, all the partial derivatives in (31) are evaluated at a steady state
ue.
From (27) and (28), we can derive a sequence of problems for each power of ε. By collecting terms at O (ε), we obtain
the linearized system evaluated at the bifurcation point,
∂tW1 = L(µ0;W1),
{
∂xC1 +
κ
D0
(
eT1 u1 − C1
)
= 0, x = 0,
∂xC1 − κD0
(
eT1 v1 − C1
)
= 0, x = 2L.
(32)
The solution to (32) depends on which spatial modes considered. In what follows, we treat the even (+) and the odd
(−) modes simultaneously, although we only consider codimension-one Hopf bifurcations. We denote {iλ±I ,−iλ±I } as the
set of critical eigenvalues and A±(τ) as an unknown complex amplitude depending on the slow time-scale. Then, we can
write W1 as
W1 =W±A±(τ)eiλ
±
I t +W±A±(τ)e−iλ
±
I t, (33)
where the eigenfunctions are evaluated at µ0 and λ = iλ
±
I . Our goal is to derive an evolution equation for A±(τ).
Repeating a similar procedure at O (ε2), we obtain
∂tW2 = L(µ0;W2) + B(W1,W1) +
 ω2CeD1−p0Eueβ1
−p0Eueβ1
 , (34)
together with the appropriate boundary conditions
∂xC2 +
κ
D0
(
eT1 u2 − C2
)
=
κp0
D20
eT1 ueD1, x = 0,
∂xC2 − κ
D0
(
eT1 v2 − C2
)
= −κp0
D20
eT1 ueD1, x = 2L.
(35)
By inserting (33) within the bilinear form, we obtain the following quadratic terms,
B(W1,W1) = A2±B(W±,W±)e2iλ
±
I t + |A±|22B(W±,W±) +A±2B(W±,W±)e−2iλ
±
I t. (36)
This expression justifies a decomposition for W2 in the form
W2 = W0000 +A
2
+W2000e
2iλ+I t + |A+|2W1100 +A+2W0200e−2iλ
+
I t, (37)
for the even mode, together with
W2 = W0000 +A
2
−W0020e
2iλ−I t + |A−|2W0011 +A−2W0002e−2iλ
−
I t, (38)
for the odd mode.
We will briefly outline the computation of the term W0000, which arises from the perturbation of the bifurcation
parameter within the symmetric steady state. This term satisfies a linear inhomogeneous equation,
L(µ0;W0000) +
 ω2CeD1−p0Eueβ1
−p0Eueβ1
 = 0, (39)
which is also subject to the inhomogeneous boundary conditions
D0∂xC0000 + κ
(
eT1 u0000 − C0000
)
=
κp0
D0
eT1 ueD1, x = 0,
D0∂xC0000 − κ
(
eT1 v0000 − C0000
)
= −κp0
D0
eT1 ueD1, x = 2L.
(40)
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It is readily seen that the solution must be even and that u0000 = v0000. As a result, a suitable ansatz to C0000(x) is
given by
C0000(x) = K1
cosh(ω(L− x)))
cosh(ωL)
+K2(x− L) sinh(ω(L− x))
cosh(ωL)
. (41)
By inserting (41) within (39) and (40), we can readily establish that the unknown constants are given by
K1 = (1− p0)eT1 u0000 +
κω (tanh(ωL)(κL−D0) + κD0ω)
2D0 (D0ω tanh(ωL) + κ)
2 e
T
1 ueD1, (42)
K2 =
κω
2D0 (D0ω tanh(ωL) + κ)
eT1 ueD1. (43)
Next, the evaluation of C0000 at the endpoints leads to
C0000|x=0,2L = (1− p0)eT1 u0000 + eT1 ueδD1, δ =
κω2L sech2(ωL)− κω tanh(ωL)
2(D0ω tanh(ωL) + κ)2
. (44)
Finally, the substitution of (44) within (39) leads to a n× n linear system for u0000 given by,
[Φ+(0)]u0000 = α
Tµ1Eue ⇒ u0000 = αTµ1 [Φ+(0)]−1Eue. (45)
Here, α is a two-dimensional vector defined by
α = p0ξ1 − β0δξ2, ξ1 =
(
1
0
)
, ξ1 =
(
0
1
)
. (46)
The linear inhomogeneous systems satisfied by the other Wjklm are listed as
L (µ0;W2000)− 2iλ+I W2000 = −B(W+,W+), L (µ0;W0020)− 2iλ−I W0020 = −B(W−,W−),
L (µ0;W0200) + 2iλ+I W2000 = −B(W+,W+), L (µ0;W0002) + 2iλ−I W0002 = −B(W−,W−),
L (µ0;W1100) = −2B(W+,W+), L (µ0;W0011) = −2B(W−,W−),
from which it follows that W0200 = W2000 and W0002 = W0020. Explicit solutions for W2000, W1100, W0200 and W0011 are
given by
W2000 =
(1− p+(2iλ+I ))
cosh(Ω+2I(L−x))
cosh(Ω+2IL)
eT1 u2000
u2000
u2000
 , u2000 = −[Φ+(2iλ+I )]−1B(φ+,φ+),
W1100 =
(1− p0) cosh(ω(L−x))cosh(ωL) eT1 u1100u1100
u1100
 , u1100 = −2[Φ+(0)]−1B(φ+,φ+),
W0020 =
(1− p+(2iλ−I ))
cosh(Ω−2I(L−x))
cosh(Ω−2IL)
eT1 u0020
u0020
u0020
 , u0020 = −[Φ+(2iλ−I )]−1B(φ−,φ−),
W0011 =
(1− p0) cosh(ω(L−x))cosh(ωL) eT1 u1100u0011
u0011
 , u0011 = −2[Φ+(0)]−1B(φ−,φ−),
where Ω±2I is defined by
Ω±2I =
√
k + 2iλ±I
D
. (47)
2.3 Solvability condition and amplitude equations
Upon collecting terms of O (ε3) in (27) and (28), we obtain that
∂tW3 − L(µ0;W3) = −∂τW1 + 2B(W1,W2) + C(W1,W1,W1) +
 ∂tC1+kC1D0 D1(C1|x=0 − eT1 u1)e1β1
(C1|x=2L − eT1 v1)e1β1
 , (48)
together with the following boundary conditions:
D0∂xC3 + κ
(
eT1 u3 − C3
)
=
(
eT1 u1 − C1
) κ
D0
D1, x = 0,
D0∂xC3 − κ
(
eT1 v3 − C3
)
= − (eT1 v1 − C1) κD0D1, x = 2L.
(49)
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As usual when applying multi-scale expansion methods to oscillatory problems, we suppose that the solution at O (ε3)
is given by the harmonic oscillator as
W3 = U±(τ)eiλ
±
I t + U±(τ)e−iλ
±
I t, U±(τ) =
C±(x, τ)u±(τ)
v±(τ)
 , (50)
where the temporal frequency corresponds to the imaginary part of the critical eigenvalue of the spatial mode considered.
Upon inserting (50) in (48), and collecting the coefficients of eiλ
+
I t, we obtain that
iλ+I U+ − L(µ0;U+) = −W+
dA+
dτ
+
2B(W+,W0000) +
 (Ω+I )2 η+(x)D1−p+(iλ+I )Eφ+β1
−p+(iλ+I )Eφ+β1
A+
+
(
2B(W+,W1100) + 2B(W+,W2000) + 3C(W+,W+,W+)
) |A+|2A+,
(51)
for the even mode, with the boundary conditions given by
D0∂xC+ + κ
(
eT1 u+ − C+
)
=
κ
D0
p+(iλ
+
I )e
T
1 φ+D1A+, x = 0,
D0∂xC+ − κ
(
eT1 v+ − C+
)
= − κ
D0
p+(iλ
+
I )e
T
1 φ+D1A+, x = 2L.
(52)
Alternatively, for the odd mode, we obtain that
iλ−I U− − L(µ0;U−) = −W−
dA−
dτ
+
2B(W−,W0000) +
 (Ω−I )2 η−(x)D1−p−(iλ−I )Eφ−β1
p−(iλ−I )Eφ−β1
A−
+
(
2B(W−,W0011) + 2B(W−,W0020) + 3C(W−,W−,W−)
) |A−|2A−,
(53)
with the boundary conditions given by
D0∂xC− + κ
(
eT1 u− − C−
)
=
κ
D0
p−(iλ−I )e
T
1 φ−D1A−, x = 0,
D0∂xC− − κ
(
eT1 v− − C−
)
=
κ
D0
p−(iλ−I )e
T
1 φ−D1A−, x = 2L.
(54)
We now derive a solvability condition for the systems (51) and (53) subject to the boundary conditions (52) and (54),
respectively.
Lemma 2.1 (Solvability condition). Let λ ∈ C be an eigenvalue of the linearized operator L(·), and let us consider the
linear inhomogeneous system
λU − L(U) = G , (55)
with U = (C(x),u,v)T , which is subject to inhomogeneous boundary conditions given by
−D∂xC|x=0 − κ
(
eT1 u− C|x=0
)
= γ, D∂xC|x=2L − κ
(
eT1 v − C|x=2L
)
= ξ. (56)
Then, a necessary and sufficient condition for (55) and (56) to have a solution U is that
〈W?,G〉+ η?(0)γ + η?(2L)ξ = 0 , (57)
where W? = (η?(x),φ?,ψ?)T is an eigenfunction of the adjoint linearized operator, satisfying L?(W?) = λW?.
Proof. The Fredholm alternative theorem guarantees the existence of a solution to (55) and (56) if and only if the
inhomogeneous terms are orthogonal to ker(λI−L?). Hence, upon taking the inner product with the adjoint eigenfunction
W?, we obtain that
0 = 〈W?,G〉 − 〈W?, λU − L(U)〉 = 〈W?,G〉 − λ〈W?, U〉+ 〈W?,L(U)〉 . (58)
Next, we integrate by parts using the definition of the inner product and further derive that
〈W?,L(U)〉 = 〈L?(W?), U〉+ η?(0)γ + η?(2L)ξ = λ〈W?, U〉+ η?(0)γ + η?(2L)ξ . (59)
The result (57) is readily obtained after the substitution of (59) back into (58). 
As a direct application of Lemma 2.1, we now obtain the desired amplitude equations. For the even mode, we have
that
dA+
dτ
= gT1000µ1A+ + g2100|A+|2A+ , (60)
while similarly for the odd mode we have
dA−
dτ
= gT0010µ1A− + g0021|A−|2A− . (61)
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The coefficients g2100, g0021 ∈ C of the cubic terms in these amplitude equations are given by
g2100 = 〈W?+, 2B(W+,W1100) + 2B(W+,W2000) + 3C(W+,W+,W+)〉 , (62a)
g0021 = 〈W?−, 2B(W−,W0011) + 2B(W−,W0020) + 3C(W−,W−,W−)〉 , (62b)
while the vector coefficients g1000, g0010 ∈ C2 satisfy
g1000 = φ?+
T
Eφ+
(
β0
κ
(1− p+(iλ+I ))2Ω+I
(
tanh(Ω+I L) + Ω
+
I L sech
2(Ω+I L)
)
ξ2 (63a)
− 2p+(iλ+I )ξ1 + 2
β0
D0
(p+(iλ
+
I )− 1)p+(iλ+I )ξ2
)
+ 4φ?+
T
B(φ+, [Φ+(0)]
−1Eue)α ,
g0010 = φ?−
T
Eφ−
(
β0
κ
(1− p−(iλ−I ))2Ω−I
(
coth(Ω−I L)− Ω−I L cosech2(Ω−I L)
)
ξ2 (63b)
− 2p−(iλ−I )ξ1 + 2
β0
D0
(p−(iλ−I )− 1)p−(iλ−I )ξ2
)
+ 4φ?−
T
B(φ−, [Φ+(0)]−1Eue)α .
Finally, the following lemma summarizes our asymptotic approximations for the weakly nonlinear oscillations in the
vicinity of a Hopf bifurcation point for our PDE-ODE system:
Lemma 2.2 (In-phase and anti-phase periodic solutions in the weakly nonlinear regime). Let g2100, g0021 ∈ C be the cubic
term coefficients in (60) and (61), and assume that their real part is nonzero, hence excluding degenerate cases. Then, in
the limit ε → 0 with ε = √‖µ− µ0‖ denoting the square-root of the distance from the bifurcation point, a leading-order
approximate family of in-phase and anti-phase periodic solutions is given by
W±(t) = We + ερe±
[
W±ei(λ
±
I t+θ±(0)) +W±e−i(λ
±
I t+θ±(0))
]
+O (ε2) , (64)
for any θ±(0) ∈ R and with ρe± defined by
ρe+ =
√
‖g1000‖
|g2100| , ρe− =
√
‖g0010‖
|g0021| . (65)
Furthermore, let uamp denote the amplitude of the bifurcating limit cycle near the Hopf bifurcation point, for both left
and right local species. A leading-order approximation for uamp is given by
uamp = max
0≤t<T±p
{‖u±(t)− ue‖} = 2ερe±‖φ±‖+O
(
ε2
)
, (66)
where the period T±p of small-amplitude oscillations satisfies
T±p =
2pi
λ±I
+O (ε2) . (67)
Finally, the periodic solution in (64) is asymptotically stable when <(g2100), <(g0021) < 0 (supercritical Hopf) and it is
unstable for <(g2100), <(g0021) > 0 (subcritical Hopf).
3 Diffusive coupling of two identical Sel’kov oscillators
As a first example, we consider the Sel’kov model, whose kinetics are given by
F(u) =
(
Cu2 + u2u
2
1 − u1

[
M − (Cu2 + u2u21)
]) , u = (u1
u2
)
∈ R2 , (68)
where C, M and  are three positive reaction parameters. Upon solving (7) for a symmetric steady state, we find a
unique solution given by
ue =
(
M
1 + βp0
,
M(1 + βp0)
2
C(1 + βp0)2 +M2
)T
, (69)
where p0 is defined in (6). We assume that in the absence of coupling (β = 0), each isolated compartment is quiescent.
This is guaranteed when the Sel’kov parameters satisfy the inequality
 >
M2 − C
(M2 + C)2
. (70)
As a result, the spatio-temporal oscillations studied below are due to the coupling between the two compartments and
the 1-D bulk diffusion field.
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3.1 Linear stability and weakly nonlinear analysis
To illustrate the theory developed in §2, we choose the parameter values M = 2, C = 0.9 and  = 0.15 and numerically
solve the eigenvalue relation (15) in the parameter plane defined by the coupling strength β and the diffusion level D.
The resulting stability diagram is shown in the left panel of Fig. 2, with the black and dashed-blue curves, respectively,
corresponding to the in-phase and the anti-phase oscillatory modes. In the right panel, we numerically evaluate the
real part of the cubic normal form coefficients in (60) and (61). Our numerical computations show that <(g2100) and
<(g0021) are both negative, which indicates that supercritical Hopf bifurcations can be expected while crossing either the
even or the odd Hopf stability boundaries. Hence, we predict the existence of stable weakly nonlinear spatio-temporal
oscillations when a single oscillatory mode becomes unstable. This prediction may not hold when the two distinct
instabilities coincide, which for instance occurs when D is small.
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Figure 2: Stability diagrams in the plane of parameters (β, D) for the Sel’kov model (68). The parameter regime of
oscillatory dynamics is located inside the curves. In the right panel, we numerically evaluate the real part of the cubic
normal form coefficients in (60) and (61) over the two stability boundaries. These coefficients are negative, indicating a
supercritical bifurcation. Parameters values are L = k = κ = 1, M = 2, C = 0.9 and  = 0.15.
We remark that the linear stability phase diagram in the left panel of Fig. 2 was previously computed in [10]. In [10],
the resulting oscillatory dynamics was studied numerically from PDE simulations and global bifurcation software. The
new weakly nonlinear theory developed in this paper establishes that this Hopf bifurcation is supercritical. In [9], a center
manifold approach was employed to study the interaction of in-phase and anti-phase oscillations near the codimension-two
Hopf bifurcation point at µ0 ≈ (0.508, 0.556).
Next, we compare our weakly nonlinear theory against numerical bifurcation results obtained with AUTO (cf. [4])
after spatially discretizing (1) with finite differences. In panels (a-c) of Fig. 5, we compute the stable branch of in-phase
periodic solutions along the horizontal slice D = 1, as a function of the coupling strength β. Near one of the supercritical
Hopf bifurcation points, we observe in panel (c) a good agreement between the amplitude of the limit cycle computed
numerically and as obtained from (66) with ε = 0.1. Qualitatively similar results are shown in panels (d-f) of Fig. 3 for
the vertical slice β = 0.5, which crosses the boundary of anti-phase oscillations. Finally in Fig. 4, and for each oscillatory
mode, we give numerically computed time-courses as evolved directly from the solutions in the weakly nonlinear regime
(given by (64) with ε = 0.1). Such an agreement between the two solutions should also hold for random initial conditions
given a sufficiently long integration time and an adjustment of the temporal phase shift.
We conclude this section with numerical results illustrating the possible bistability between the in-phase and anti-
phase oscillations. In Fig. 5, we show in panel (a) the global bifurcation diagram on the vertical slice β = 1, where we
find an intermediate range of bulk diffusion values (0.25 < D < 0.45) where both oscillatory modes are stable. This is
confirmed in panels (b-c), where numerically computed time-courses are seen to evolve either into in-phase or anti-phase
spatio-temporal oscillations, depending on the initial conditions. Here, the boundaries of this bistability parameter range
correspond to bifurcations of invariant tori, at which a certain branch of limit cycles switches stability.
4 Diffusive coupling of two identical chaotic Lorenz oscillators
In this section, we consider the diffusive coupling of two identical Lorenz oscillators. We define the nonlinear vector
function F(u) for the Lorenz oscillator as
F(u) =
 σ(u2 − u1)−u1u3 + ru1 − u2
u1u2 − bu3
 , u =
u1u2
u3
 ∈ R3 , (71)
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Figure 3: Stable branches of periodic solutions on the slice D = 1 (panels (a-c)) and on the slice β = 0.5 (panels (d-f)) of
the stability diagram in Fig. 2. Panels (a,d): Global branch of periodic solutions. Panels (b,e): Oscillatory period. Panels
(c,f): Near the first supercritical Hopf bifurcation along each slice, we compare the numerically computed amplitude (red
curves) and the weakly nonlinear prediction as obtained from (66) with ε = 0.1 (black curves). The 1-D bulk interval is
spatially discretized with N = 200 grid points and other parameter values are the same as in the caption of Fig. 2.
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(a) In-phase oscillations in µ = (0.54, 1).
0 20 40 60 80 100
1.65
1.7
1.75
1.8
0 20 40 60 80 100
1.65
1.7
1.75
1.8
(b) Anti-phase oscillations in µ = (0.5, 0.29).
Figure 4: In-phase and anti-phase oscillations near supercritical Hopf bifurcations, with the red and black-dashed
curves respectively corresponding to numerical simulations and to weakly nonlinear periodic solutions (formula (64) with
ε = 0.1). The initial conditions for the simulations are given by the weakly nonlinear periodic solutions. The same
discretization as in Fig. 3 is employed.
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Figure 5: Interaction of in-phase and anti-phase periodic solutions on the vertical slice β = 1. In panel (a), unstable limit
cycles are indicated by open circles while the black dots indicate stable limit cycle. Inner (outer) loops are in-phase (anti-
phase) periodic solution branches. Panels (b-c): Bistability between in-phase and anti-phase spatio-temporal oscillations,
with the spatial variable on the vertical axis and the temporal variable on the horizontal axis. Other parameter values
are as in the caption of Fig. 2. Once again, N = 200 grid points are employed to discretize the 1-D bulk diffusion field.
where r, σ and b are the usual Lorenz constants. We take the classical values σ = 10 and b = 83 , while keeping r, which
is proportional to the Rayleigh number, as a bifurcation parameter. The general form of the coupled PDE-ODE system
remains the same as in Section 1, with the exception of the boundary conditions given here by
−DCx(0, t) = β(eT1 u(t)− C(0, t)), DCx(2L, t) = β(eT1 v(t)− C(2L, t)) . (72)
With this choice the outward flux at each endpoint is identical to the local feedback within the ODEs. We will also
investigate in this section the limit of fast bulk diffusion (D = ∞), corresponding to the well-mixed regime. In this
regime, the coupled PDE-ODE system can be reduced to the following globally coupled system of ODEs:
d
dt
C0u
v
 =
 β2LeT1 (u+ v)−
(
k + βL
)
C0
F(u) + β(C0 − eT1 u)e1
F(v) + β(C0 − eT1 v)e1
 , (73)
where C0(t) is the spatially homogeneous bulk variable.
Next, we solve for the symmetric steady states of the two coupled Lorenz oscillators, for either a finite or an infinite
bulk diffusivity. We find two non-trivial solutions satisfying the steady state equation (7), given by
u±e =
±
√√√√b(r − 1− βσp0)
1 + βσp0
,±
√
b
(
r − 1− β
σ
p0
)(
1 +
β
σ
p0
)
, r − 1− β
σ
p0

T
, (74)
that branch from the origin in a pitchfork bifurcation at the critical value
r = 1 +
β
σ
p0 , with p0 =
{
Dω tanh(ωL)
Dω tanh(ωL)+β , D = O(1)
k
k+β/L , D =∞ .
. (75)
We remark that the reflection symmetry of the Lorenz system is preserved by the diffusive coupling. Hence, we restrict
our linear stability analysis to the positive non-trivial steady state. To determine the linear stability of this steady state,
we recall from (15) that the growth rate λ of in-phase and anti-phase perturbations satisfies
det [Je − λI − βp±(λ)E] = 0 , (76)
where
p+(λ) =
{
DΩ tanh(ΩL)
DΩ tanh(ΩL)+β , D = O(1)
k+λ
k+λ+β/L , D =∞
, p−(λ) =
{
DΩ coth(ΩL)
DΩ coth(ΩL)+β , D = O(1)
1 , D =∞ . (77)
In the absence of coupling (β = 0), we recover the usual steady state structure of the Lorenz ODE system. In particular,
the non-trivial steady states are well-known to lose stability in a subcritical Hopf bifurcation when the Rayleigh number
reaches the following critical value:
r0 =
σ(σ + b+ 3)
σ − b− 1 ≈ 24.74 . (78)
The corresponding critical frequency is given by λI =
√
b(σ + r0) ≈ 9.62.
In contrast to section 2, where the coupling strength and the bulk diffusivity where employed within the multiple
time-scale expansion, here we choose the Rayleigh number as the bifurcation parameter and, so we set µ ≡ r in (25).
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Because this parameter does not arise in the boundary conditions, this particular choice simplifies the computation of
the linear terms within the amplitude equations (60) and (61), which are now defined as
g1000 = 4φ?+
T
B
(
φ+, [Φ+(0)]
−1 ∂F
∂r
∣∣∣∣
(r0;ue)
)
+
〈
W?+,
∂L
∂r
∣∣∣∣
(r0;W+)
〉
, (79a)
g0010 = 4φ?−
T
B
(
φ−, [Φ+(0)]−1
∂F
∂r
∣∣∣∣
(r0;ue)
)
+
〈
W?−,
∂L
∂r
∣∣∣∣
(r0;W−)
〉
, (79b)
We do not perform a separate detailed weakly nonlinear analysis of the PDE-ODE system in the well-mixed regime (73).
In fact, the formulae derived in Section 2 still apply, provided that we take the appropriate limiting expressions of p±(λ)
for D =∞.
4.1 Linear stability and weakly nonlinear analysis
In Fig. 6, we investigate the effects of increasing the bulk diffusion level on stability boundaries in the parameter plane
defined by the coupling strength β and the Rayleigh number r. We distinguish between the even (panel (a)) and the
odd (panel (b)) modes, with the two diagrams showing a significant increase in the critical Rayleigh number for Hopf
bifurcations. Attracting chaos in the uncoupled case (β = 0) is known to emerge near r ≈ 24.06, which is just before
the subcritical Hopf bifurcation at r0 ≈ 24.74. Our linear stability results suggest that a much higher r value would be
necessary for the emergence of chaotic dynamics when two identical Lorenz oscillators are coupled via a 1-D bulk diffusion
field. This has been confirmed numerically, with simulations showing the stability of the symmetric steady states u±e and
giving no evidences of attracting chaos, when r = 28 for a sufficiently large coupling strength (details not shown). Hence,
in contrast to the preceding section, this special type of PDE-ODE coupling can also provide a stabilizing mechanism.
We also remark that for small D values, the two modes lose stability almost simultaneously. This is not surprising, since
upon rescaling the spatial variable, a small diffusivity is equivalent to having the two oscillators located far from each
other.
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Figure 6: Numerically computed Hopf stability boundaries in the r versus β parameter plane for D = 1, D = 10
and D = ∞. The computation was performed with the software package coco [3]. Other parameters are given by
L = 1, k = 1, σ = 10, b = 8/3 .
We then investigate the possible switch from a subcritical to a supercritical Hopf bifurcation as the strength of the
coupling increases. This is shown in Fig. 7, where the branching behavior near each Hopf stability boundary is deduced
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from a numerical evaluation of the cubic normal form coefficients in (60) and (61). As seen in this figure, our computations
show that g2100 and g0021 each have positive real parts, which indicates that the bifurcation remains subcritical over the
range of β and the values of D considered, for both even and odd modes.
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Figure 7: Real parts of cubic normal form coefficients in equations (60) (panel (a)) and (61) (panel (b)) along each Hopf
stability boundary shown in Fig. 6. The Hopf bifurcations remain subcritical.
For the finite bulk diffusion regime, in Fig. 8 we show global and local bifurcation diagrams as a function of the Rayleigh
number on the vertical slice β = 20. Both cases D = 1 (panels (a)-(c)) and D = 10 (panels (d)-(f)) are qualitatively
similar, but most importantly they preserve the key features of the Lorenz ODE system, such as the symmetry of solutions
and the destruction of the limit cycles via homoclinic bifurcations when the unstable periodic solution branches collide
with the origin. However, we do remark a significant increase in the bistability regime, suggesting that a much higher
lower bound on the Rayleigh number is needed for attracting chaos to be possible. In the weakly nonlinear regime (panels
(c) and (f)), the amplitude of the unstable limit cycles as predicted by the weakly nonlinear theory is favorably compared
with numerical bifurcation results. Note also that we only computed the branch of periodic solutions emerging from the
primary Hopf bifurcation, corresponding to the anti-phase mode when D = 1 and to the in-phase mode when D = 10.
Finally, in Fig. 9 we show numerical results of similar experiments performed in the large bulk diffusion limit D =∞,
as obtained with AUTO (cf. [4]) using the ODE system (73). They are consistent and qualitatively similar to their finite
diffusion counterparts. Here also, attracting chaos likely occurs for significantly higher values of the Rayleigh number.
In panel (f), the rather poor agreement between numerical and weakly nonlinear results at larger amplitudes is likely a
result of the Hopf bifurcation being almost degenerate when β becomes large.
4.2 Synchronous chaos
We now investigate the onset of synchronous chaos as the strength of the coupling β and the bulk diffusion rate D
increase. For this purpose, we fix the Rayleigh number to be such that the symmetric steady states are linearly unstable
for all values of β and D. Hence, we choose r = 70, which is above the linear stability boundary for the even mode in the
well-mixed regime (see Fig. 6), where the dynamics is governed by (73). The stability of synchronous solutions is then
determined from a computation of the largest Lyapunov exponent of an appropriate linearization around the synchronous
manifold, where only odd, or transverse, perturbations are considered. The main result of this section is a phase diagram
in the D versus β parameter plane that predicts the stability boundary for synchronous chaotic solutions.
Let Ws be the synchronous manifold defined as the subspace of invariant solutions under the action of reflection with
respect to the midpoint x = L,
Ws =
Ws =
Cs(x, t)us(t)
us(t)
∣∣∣∣∣∣ Cs(x, t) = Cs(2L− x, t)
 , (80)
where Cs(x, t) and us(t) satisfy
∂Cs
∂t
= D
∂2Cs
∂x2
− kCs , 0 < x < L ; −D∂xCs|x=0 = β(eT1 us − Cs|x=0) , ∂xCs|x=L = 0,
dus
dt
= F(us) + β(Cs|x=0 − eT1 us)e1 .
(81)
Next, we introduce the following deviations from the synchronous manifold:
η(x, t) = C(x, t)− Cs(x, t), φ(t) = u(t)− us(t) . (82)
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Figure 8: Finite bulk diffusion. Global and local bifurcation diagrams as a function of the Rayleigh number r,
corresponding to the β = 20 vertical slice through the linear stability diagrams shown in Fig. 6 for D = 1 (panels
(a)-(c)) and D = 10 (panels (d)-(f)). The sudden increase of the period seen in panels (b) and (e) suggests the presence
of homoclinic orbits as the unstable branch collides with the origin. In panels (c) and (f), we observe a very small
discrepancy between the bifurcation points as predicted by AUTO and as directly computed using the transcendental
equation (76). This results from discretization errors. Here, N = 200 grid points were employed to spatially discretize
the coupled PDE-ODE system.
0 10 20 30 40 50 60 70
-15
-10
-5
0
5
10
15
(a) β = 1, D =∞.
15 20 25 30
10 0
10 1
10 2
10 3
(b) β = 1, D =∞.
28.304 28.306 28.308 28.31 28.312 28.314 28.316
0
0.05
0.1
0.15
0.2
0.25
0.3
AUTO WNA
(c) β = 1, D =∞.
0 10 20 30 40 50 60 70
-15
-10
-5
0
5
10
15
(d) β = 20, D =∞.
10 20 30 40 50 60 70
10 -1
10 0
10 1
10 2
10 3
(e) β = 20, D =∞.
61.192 61.194 61.196 61.198 61.2 61.202 61.204
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
AUTO WNA
(f) β = 20, D =∞.
Figure 9: Well-mixed regime. Global and local bifurcation diagrams for (73) as a function of the Rayleigh number r,
corresponding to the vertical slices β = 1 (panels (a)-(c)) and β = 20 (panels (d)-(f)).
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Upon substituting this expression into the coupled PDE-ODE system and after linearizing, we obtain that η(x, t) and
φ(t) satisfy the non-autonomous linear system
∂η
∂t
= D
∂2η
∂x2
− kη , 0 < x < L ; −D∂xη|x=0 = β(eT1 φ− η|x=0) , η(L, t) = 0 ,
dφ
dt
= Js(t)φ+ β(η|x=0 − eT1 φ)e1 .
(83)
Here, Js(t) is the Jacobian matrix of the nonlinear kinetics F(u) evaluated on the synchronous manifold. The cen-
tral feature here is to impose an absorbing boundary condition at the domain midpoint in order to only select odd
perturbations.
For the case of infinite bulk diffusion (system (73)), the solutions on the synchronous manifold are spatially homoge-
neous. Therefore, we have that C0s ≡ C0s(t) and us(t) satisfy
dC0s
dt
=
β
L
eT1 us −
(
k +
β
L
)
C0s ,
dus
dt
= F(us) + β(C0s − eT1 us)e1 , (84)
and the corresponding non-autonomous linearization reduces to
η ≡ 0 , dφ
dt
= Js(t)φ− βEφ . (85)
Here, we give some details on Lyapunov exponents and their computation. For a more in-depth coverage, we refer the
reader to [17]. Let Λmax ≡ Λmax(Ws;β,D) be the largest Lyapunov exponent of the non-autonomous linear system (83)
(or (85) if D = ∞). If Λmax < 0, then infinitesimal perturbations from the synchronous manifold decay exponentially
and synchronous solutions are stable. Conversely, when Λmax > 0 synchronous solutions are unstable and exponential
divergence away from the synchronous manifold is expected for nearby initial conditions. In practice, the largest Lyapunov
exponent is approximated numerically using the following formula:
Λmax(T ) ≈ 1
T
log
‖W(T )‖
‖W(0)‖ , W(T ) =
(
η(x, T )
φ(T )
)
, (86)
where T is a sufficiently long integration time, which is chosen here to be 104. In the case where D = O(1), we spatially
discretize the system (81) and its odd linearization (83) using a method of lines approach with N = 100 equidistant grid
points. In our computations, renormalization of tangent vectors must be performed regularly in order to preserve the
accuracy of computations. We select the renormalization step to be ∆t = 1, although in Fig. 10 we show that our results
are not sensitive to variations in the different numerical parameters T, N, ∆t.
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Figure 10: Computation of the largest Lyapunov exponent when β = 50 and D = 100. In the left panel, we let the
integration time increase and see that convergence is achieved as early as T = 103. In the middle panel, only negligible
variations are induced to Λmax as the mesh is refined. In the right panel, similar small variations are observed when we
vary the renormalization step ∆t. Other parameters are L = 1, k = 1, σ = 10, b = 8/3 and r = 70.
Next, we compute the largest Lyapunov exponent in the D versus β parameter plane, with the aim of approximating
the level curve Λmax = 0. The result is shown in the left panel of Fig. 11, where we find that synchronous chaos,
corresponding to where Λmax < 0, holds to the right of the stability boundary. Not surprisingly, the critical diffusion
level is approximately inversely proportional to the coupling strength. We also expect that as D tends to infinity, the
stability boundary approaches an asymptote in β ≈ 43 given by the red-dashed curve, corresponding to the stability
threshold computed directly from the well-mixed system (73). Horizontal slices showing the largest Lyapunov exponent
as a function of the coupling strength are presented in the middle panel of Fig. 11. Finally, an example of a numerically
computed stable synchronous chaotic time-course is given in the right panel of Fig. 11.
We now briefly discuss the relationship between Λmax and the spectrum of Lyapunov exponents directly computed
from the full system, with no symmetry reduction. To understand this relationship for the infinite D case, in Fig. 12
we show that the spectrum is composed of only 7 Lyapunov exponents (3 for each Lorenz oscillator and 1 for the
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Figure 11: Left panel: Synchronous chaos stability boundary in the D versus β parameter plane. Middle panel:
Largest Lyapunov exponent as a function of the strength of the coupling, for different bulk diffusion rates. Right panel:
Numerical simulations showing synchronous chaotic oscillations when β = 70 and D = 200. Other parameters are
L = 1, k = 1, σ = 10, b = 8/3 and r = 70.
coupling variable). However, for the sake of clarity only the leading four exponents are shown as a function of the
coupling strength. From this figure, we conclude that synchronous chaos is characterized by a single exponent being
positive, whereas the absence of synchronization corresponds to having two exponents being positive. We also recover the
approximate threshold β ≈ 43, which marks the transition between both regimes as one of the exponents crosses through
zero. This is confirmed in the middle and right panels of Fig. 12, where the Euclidean distance between each oscillator is
given as a function of time. Thus, we claim that our computational approach, which is to compute the largest exponent
of an appropriate (odd) linearization around the synchronous manifold, is more accurate and efficient (especially when
D is finite) than if we were to consider the full spectrum of Lyapunov exponents.
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Figure 12: Transition to synchronous chaos in the large bulk diffusion limit, with other parameters the same as in Fig. 11.
In panel (a), we show the four largest Lyapunov exponents as a function of the coupling strength for the D = ∞ case.
The numerical simulations in panel (b) and (c) give evidence of a transition to synchronous chaos between β = 40 and
β = 45, where the Euclidean distance between the two oscillators is displayed on the vertical axis.
We conclude this section with Fig. 13, which provides an example of a transition to synchronous chaos when D is finite.
The three plots shown highlight the fast convergence of the Euclidean distance to zero as the bulk diffusion coefficient
increases further into the synchronous chaos stability regime.
5 Discussion
In this paper, we have developed a comprehensive weakly nonlinear theory for a class of PDE-ODE systems that couple
1-D bulk diffusion with arbitrary nonlinear kinetics at the two endpoints of the interval. From a multi-scale asymptotic
expansion, in in §2 we derived amplitude equations characterizing the weakly nonlinear oscillations of in-phase and anti-
phase spatio-temporal oscillations. In §3, our analysis was shown to compare favorably with numerical bifurcation results
for a coupled PDE-ODE model with Sel’kov kinetics. Our second example is given in §4, where we considered the diffusive
coupling of two Lorenz oscillators. There we showed how this coupling mechanism can provide a stabilizing mechanism
and suppress chaotic oscillations at parameter values that are well-known to yield chaos in the isolated Lorenz ODE. We
also considered the limit of fast bulk diffusion, corresponding to the well-mixed regime, for which the coupled PDE-ODE
system is approximated by two globally coupled ODE systems. Finally, in §4.2 we predicted the transition to synchronous
chaos as the coupling strength and the diffusivity increase, based on computing the largest Lyapunov exponent of an
appropriate non-autonomous linearization around the synchronous manifold, where only odd (or transverse) perturbations
are considered.
Among the open problems related to bulk coupled PDE-ODE systems that warrant further investigation, it would be
interesting to use global bifurcation software to numerically path-follow the solution branch originating from the torus
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Figure 13: Onset of synchronous chaos in the finite bulk diffusion regime on the vertical slice β = 100, with other
parameters the same as in Fig. 11. Each plot gives the Euclidean distance between the two oscillators as a function of
time.
bifurcation points detected in §3 for the Sel’kov model. This would allow us to determine whether this model can provide
a bifurcation cascade leading to spatial-temporal chaos.
It would also be interesting to extend our weakly nonlinear theory to analyze periodic ring spatio-temporal patterns
in systems composed of several oscillators spatially segregated on a 1-D interval with periodic boundary conditions. The
derivation of this novel class of models was given in [10], where it was also shown how Floquet theory can be employed
to study the linear stability of symmetric steady states. Moreover, it would be interesting to perform a weakly nonlinear
analysis for the quasi-steady state version of this modeling paradigm, whereby each ODE compartment acts as a localized
source term within the diffusion equation. A model of this type is given in [19], as well as in [15] and [16] with applications
to the study of spatial effects in gene regulatory systems. A weakly nonlinear analysis for a specific such system was
given in [2].
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