Implant Type: Identified by type of implant (Molteno or Baerveldt) and implant plate surface area.
49

VA (logMAR): "Visual Acuity (Logarithm of the Minimum Angle of Resolution)." A more
50
reproducible visual acuity measurement often used in research. As Snellen visual acuity is more 51 often collected in the clinic setting, conversion to logMAR allows easier statistical analysis.
52
IOP: Intraocular pressure. Elevated IOP is the major risk factor for development of glaucoma.
53
Number of medications: These include usage of beta-blockers, alpha-adrenergic agonists, 54 prostaglandin analogs, or carbonic anhydrase inhibitors (CAI). The number of medications was 55 calculated from patient records at each visit.
56
Number of previous surgeries: Glaucoma drainage implants are typically placed after less-57 invasive treatments fail but may incidentally be utilized following other ophthalmic surgeries (e.g.
58
phacoemulsification of cataracts or retinal surgeries). 5 78 A total of 42 patients received a Baerveldt GDD (67%) and 20 received a Molteno GDD (27%).
79 Forty-eight (77%) patients had surgery prior to placement of a GDD. Twelve patients (19%) required repeat 80 surgery after initial placement of a GDD. Open-angle glaucoma was the most common underlying diagnosis 81 (61%) with combined mechanism (11%) and chronic angle-closure (8%) being less common. There were 82 also individual patients with either neovascular, uveitic, traumatic, or pseudoexfoliation glaucoma. A 83 diagnosis of "Other" was given for 8% of the patients, which indicated a singular diagnosis was not able to 84 be determined from chart review.
86 3. Methodology 87
All models in this study were validated using three-fold stratified cross validation, and all but the 88 neural net were developed using recursive feature elimination and grid search. To prevent data leakage, 101 by multiplying each feature by a constant, adding a bias term, and applying the logistic function. Any 102 outcome above 0.5 is rounded to 1; any outcome below 0.5 is rounded to 0. The optimal logistic regression 6 104 AUC value of 0.67±0.08. Based on the coefficients of the logistic regression model shown in Table 3 
Decision Tree
127
A decision tree repeatedly picks a threshold to divide data until it places all data items in groups 128 (mostly) of the same class. First, it finds the threshold for all features dividing data most cleanly. Then it 129 chooses features producing the cleanest split and repeats the process separately for the data on each side of 130 the split. The algorithm stops when the data divide into pure groups or when the number of points in each 131 group is too small to divide further without overfitting [13] . We used a minimum of three data points per 132 leaf node and the Gini impurity measure.
133
As described in Table 5 and Fig 3, IOP and race are the most important factors in device failure.
134 Table 6 145 The decision tree's accuracy score was 0.5±0.05, and its AUC value was 0.45%±0.04. Low accuracy makes 146 the efficiency of this method less than previous methods. 
