Given a description of a probabilistic automaton (one-head probabilistic nite automaton or probabilistic Turing machine) and an input string x of length n, we ask how much space does a deterministic Turing machine need in order to decide the acceptance of the input string by that automaton?
Introduction
The concept of a (one-way) probabilistic nite automaton (PFA) was introduced by Rabin in 1963 as a generalization of the deterministic nite automaton. He proved that, in general, probabilistic automata are stronger than deterministic automata. The concepts of cutpoint and isolated cutpoint are due to the same author. He also showed that probabilistic automata with isolated cutpoint recognize only regular languages (so they have the same power as deterministic automata), and he mentioned a relation between the complexities (i.e. the minimal numbers of states) of probabilistic automata and the complexities of deterministic automata that recognize the same languages. The languages recognized by one-way probabilistic nite automata are called stochastic languages (S > ). Turakainen Tur 1968] de ned the concepts of generalized probabilistic nite automaton and generalized stochastic language and proved the equality between the class of stochastic languages and the class of generalized stochastic languages. Dieu Dieu 1972] showed that rational stochastic languages (S > rat ), i.e. languages recognized by probabilistic nite automata with rational transition probabilities and rational cutpoints, can be recognized by O(n)-space deterministic Turing machines. , Kuklin Ku 1973 introduced the two-way probabilistic nite automaton (2U-PFA) as a generalization of PFA. Some time later , Freivalds Fre 1981] proved that the language fa n b n j n 2 Ng can be recognized by a 2-way probabilistic nite automaton with isolated cutpoint (2-PFA). Jung Jung 1984] found a O(log n log log n)-space deterministic simulation for 2U-PFA's and later Wang Wang 1992] provided a much weaker O(n)-space deterministic simulation for 2-PFA's using the Markov chain tree theorem of Leighton and Rivest LR 1986] . In spite of the fact that the classes of languages recognized by PFA's and 2U-PFA's are the same (if their transition probabilities are either all rationals or all reals) Ka 1989] , the class of languages recognized by 2-PFA's is larger than the class of languages recognized by PFA's with isolated cutpoint. Jung Jung 1984] obtained an O(log n) deterministic space simulation for 2-PFA's.
The main drawback of nite probabilistic automata is the fact that they do not seem to be strong. This is the reason why, starting with 1970's, the general interest moved to more powerful devices. Gill Gill 1977] introduced the concept of probabilistic Turing machines (PTM) . Later Simon Sim 1977] Sim 1981], Borodin, Cook, Pippenger BCP83] and Jung Jung 1981] Jung 1984] obtained many interesting results about space-bounded probabilistic computation. Probably, the most important one is that the languages recognized by PTM's in space f(n) 2 (log n) can be recognized by deterministic Turing machines in space f 2 (n). This result, together with the fact that f(n)-space PTM's are at least as strong as f(n)-space nondeterministic Turing machines, generalizes Savitch's theorem. In the case of small space-bounded probabilistic complexity classes Jung proved the inclusion of languages recognized by f(n) 2 O(log n) space-bounded PTM in Dspace(log n(f(n)+log log n)) Jung 1984] .
In this paper we improve this last result and the deterministic simulation of rational probabilistic nite automata. Of independent interest is our new space-e cient method to manipulate residue representations.
In Section 2 we de ne the notions used in the paper and we recall some basic theorems on stochastic languages. In Section 3 we show deterministic logspace simulations for the classes S = rat , S 6 = rat and S > rat (Theorems 3{4) and we describe a space-e cient technique to work with residue representations (Lemmas 1{3).
Finally, in Section 4 we obtain that languages recognized by f(n) 2 O(log n) spacebounded probabilistic Turing machines can be recognized by deterministic Turing machines in space O(min(c f(n) log n; log n(log f(n) + log log n))); where c is a constant depending on the probabilistic Turing machine (Theorem 5).
Background
In what follows, we introduce the notions used in this paper.
De nition 1 Rabin 1963] A (one-way one-head) probabilistic nite automaton (PFA) A is a 5-tuple: A = (Q; ; ; fM(x)jx 2 g; F); where: Q is the ( nite) set of states, is the alphabet of input symbols, is the initial state-distribution vector F is the set of nal states, F Q , M(x) is a stochastic matrix of order n = jQj, whose component m ij (x) is the probability of transition from the state s i into the state s j under the input x and P n j=1 m ij (x) = 1.
De nition 2 Tur 1968] A generalized (one-way one-head) probabilistic nite automaton (GPFA) is a 5-tuple as above with the distinction that is a n-dimensional real vector (and not a distribution vector) and the transition matrices M(x); 8x 2 , are real matrices (not constrained to be stochastic ). This concept is also known as weighted nite automaton.
Let the set of words over the alphabet , and let be the empty word.
A word matrix M(y); y 2 is de ned M( ) = I, I being the identity matrix of order n and M(y) = M(x 1 ) M(x k ) , where y = x 1 : : :x k ; x i 2 . The distribution of a probabilistic automaton A after scanning the word y 2 is r A (y) = M(y). The probability that A accepts y is p A (y) = M(y) F where F is the column vector whose i-th component is equal to 1 or 0 depending if the i-th state is nal or not. For a GPFA A, we de ne the acceptance function p A in a similar way, but in this case p A : ! R and it is not a probability function anymore.
De nition 3 Rabin 1963] In what follows, we call S > rat ,S = rat and S 6 = rat (rational) stochastic classes. All the probabilistic automata used in this paper have rational transition probabilities; for simplicity, sometimes we drop the word \rational" without creating misunderstanding.
We recall some closure properties of these classes and we present relations between them and the Chomsky's hierarchy. 1 In the context of this paper we work with probabilistic Turing machines having a single head on the input tape and a single head on the worktape. Multitape and multihead probabilistic Turing machines can be simulated by single head one worktape probabilistic Turing machines (with extended worktape alphabet) in a standard way, as in the case of deterministic Turing machines HoUl79]. It follows that rational stochastic classes do not t in the Chomsky's hierarchy. The next step is to compare them with space-bounded deterministic complexity classes. This problem is investigated in Section 3.
We mention now a result relating complexity classes de ned by one-way and two-way probabilistic nite automata.
Theorem 2 Ka 1989] S > rat =2U-PFA rat . In other words, every 2U-PFA with rational transition probabilities can be simulated by a PFA with rational transition probabilities.
3 Space-e cient deterministic simulation of stochastic languages
In this section we compare the stochastic complexity classes we have de ned so far (S = rat , S 6 = rat , S > rat ) with space-bounded deterministic complexity classes. The main result is the (proper and optimal) inclusion of the class S > rat in Dspace(log n). Lemma 3, used to compare integers given in terms of their residue representations, is of independent interest.
First, we present the background which is common to all the proofs in this section.
For a PFA, for an input word w of length n, we have to compute its accepting probability and compare it with a threshold (=1/2). After some transformations, this task is equivalent to comparing two integers. Because the two integers are too big to t in our working space, we work modulo primes and we compare their residue representations. In what follows, the representation of a number modulo a set of primes (that is determined by the context) is called residue representation. Now we present these steps in more detail. Let A be a PFA. Its transition probabilities are rational numbers. It follows that M(w) has only rational elements for all w 2 . In constant space we can nd the least common multiple (call it b) of the denominators of the transition probabilities and of the components of the initial-distribution vector. Without loss of generality, we suppose = (1; 0; ; 0). We compute the accepting probability for the input string w = w 1 w n of length n:
p ( The values of p 0 (w) and b n are integers in 0; b n ], so we need O(n) space to store them (too much); the standard solution is to compute the two numbers modulo relatively small primes and then to compare them using the Chinese Remainder Theorem. In this paper we work with the primes greater than 3. The reason why we avoid the prime 2 will be obvious from the proof of Lemma The advantage to use residue representations is that, at any given time, we do not have to store all the residues, but only a nite number of them. Of course, we have to be able to compute each such residue in a small amount of space when we need it. In this way we use only O(log p cn ) = O(log n) deterministic space. Note that the i-th prime can be found in O(log i) deterministic space.
The computation of 2p 0 (w) (mod p k ) for each k = 1; ; cn requires O(log p k ) 2 O(log n) space. It is enough to keep all the elements of the partial product matrix (M(w 1 : : :
M(w i ); j = 1; : : :; n) mod p k in the working space. The computation of b n mod p k for each k = 1; ; cn also requires only O(log n) space.
It follows that we can compute the residue representations of 2p 0 (w) and b n in O(log n) space, for one prime at a time. Now we turn to the presentation of the main results of this section.
Theorem 3 S = rat 6 ? Dspace(log n); S 6 = rat 6 ? Dspace(log n) and both inclusions are optimal.
Proof. We prove the rst relation. Because Dspace(log n) is closed under complementation Sip 1980] and S 6 = rat is the complement of S = rat , it follows the second relation.
Let L belong to S = rat and let A be a PFA that recognizes L and computes the probability p. Let w be an input word of length n. w 2 L () 1=2 = p(w) () 2p 0 (w) = b n : We check the last equality (whose members are integers) modulo the rst cn primes. If 2p 0 (w) mod p i = b n mod p i for all i = 1; : : :; cn then w 2 L else w 6 2 L. We have obtained that the acceptance or rejection of w can be done deterministically in O(log n) space. It follows L 2 Dspace(log n) In what follows, we present a deterministic space simulation for S > rat . The di erence from the proof of Theorem 3 is that, at a given moment, we have to compare the numbers 2p 0 (w) and b n after computing their residue representations. The standard procedure is to recompute the numbers from their residue representations (using the Chinese Remainder Theorem), and to compare them bit by bit. This approach was used by Jung Jung 1984] who made crucial use of the results of Reif Reif 1986] and Borodin Bo 1977] . Using this technique we obtain only S > rat 6 ? Dspace(log n log log n).
The main remark about the technique mentioned above is that we do not need to recompute the numbers (whose residue representations we already have) in order to decide which is bigger. The comparison can be done working directly on their residue representations. In what follows we focus on this idea and we prove S > rat 6 ? Dspace(log n) (Theorem 4). We describe rst a technique to compare numbers (whose residue representations can be deterministically obtained in O(log n) space) using only O(log n) space. This result is contained in Lemmas 1-3. Lemma 2 For every nite ascending sequence of primes p 1 ; ; p n , for every integer X 2 0; Q n i=1 p i ), if the residue representation of X (modulo these primes) can be computed in O(log p n ) deterministic space, then X mod N can be computed in O(log p n + log N) deterministic space, for every positive integer N.
Proof. Let X = (x 1 ; ; x n ) the residue representation of X 2 0; Q n i=1 p i ) modulo p 1 ; ; p n and let M n = Q n i=1 p i . Using the Chinese Remainder Theorem we have:
where r is a natural number, c i Mn . In what follows, we show how to compute r using small space. We compute each (x i c i )p i p i with (k + 1) log n exact digits and then we sum them up. We obtain the number A 0 :A 1 A k A k+1 where A i ; i = 0; k + 1 are blocks of log n digits, and A 0 2 0; n) is the integer part of the sum. The value of k is computed from the condition: Mn n k < M n?1 4 () n k > 4 p n ; for all n 2 N greater than a threshold. (For example, if the sequence (p i ); i = 1; n contains the rst n odd primes then we can take k = 2.) It is possible to have (n?1)-unit carry from the right of the A k+1 block in an exact computation. Furthemore, the block A k can get at most one unit carry from the block A k+1 . As a result, the bits in the blocks A i ; (i = 0; k) are exact or are a ected by one-unit carry to the block A k . If all the blocks A i ; i = 1; k have all their bits equal to 1, then a carry from the block A k+1 can increment A 0 and this is the only case when A 0 is a ected by our computation error. Therefore, we test if all the blocks A i ; (i = 1; k) have all their bits equal to 1; if not we stop returning r = A 0 else we continue with our investigation to decide whether r = A 0 or r = A 0 + 1. In this case we have:
X 2 M n ? Mn n k ; M n ] or X 2 0; Mn n k ] (because our computation error is less than 1=n k ). In order to treat both variants in a uniform way, we consider a number in the interval (M n =2; M n ) negative and a number in the interval 0; M(n)=2) positive Proof. Let X = (x 1 ; ; x n ), Y = (y 1 ; ; y n ) the residue representation of X and Y and let Z = ((x 1 ? y 1 ) mod p 1 ; ; (x n ? y n ) mod p n ) = (X ? Y ) mod M n : We compute the parity of X, Y , and Z using Lemma 2 (with N = 2), we check whether Z = 0 and we apply Lemma 1 to nd the order relation between X and Y . Every operation is done in O(log p n ) deterministic space. 2
This lemma has a crucial importance in proving the most important results of this paper. It gives us a cheap tool (from the point of view of space complexity) to compare numbers having their residue representations. Other applications of this technique can be found in DMS 1993]. Davida and Litow, independently, propose another method to e ciently compare numbers given their residue representations DL 1991]. The two methods turn out to have similar strength. Although one was expressed in the setting of deterministic space and the other in the setting of parallel time, they can easily be adapted to the other context. A more detailed comparison between them can be found in DMS 1993].
Theorem 4 S > rat 6 ? Dspace(log n) and the inclusion is optimal.
Proof. We work with odd primes and we follow the method presented at the begining of this section until the moment when we compare two integers having (on demand) their residue representations. Then, we use Lemma 3. The time required by this simulation is O(n 3 ), under the assumption that arithmetic operations between O(log n)-bit integers are done in constant time.
The inclusion is proper (fx1y j x; y 2 (0 + 1) ; jxj = jyjg 2 Dspace(log n) ? S > rat ) and it is optimal (S = rat is optimally included in Dspace(log n) and S = rat 6 ? S > rat ).2 This theorem improves the result of Dieu Dieu 1972] (S > rat 6 ? Dspace(n) ).
Corollary 1 2U-PFA rat 6 ? Dspace(log n) and the inclusion is optimal.
Proof. We use the equality S > rat =2U-PFA rat .2 This corolary improves the result of Wang Wang 1992] (2-PFA 6 ? Dspace(n)) and the result of Jung Jung 1984] (PrSpace(O(1)) 6 ? Dspace(log n log log n)).
4 Space-e cient deterministic simulations of O(log n) spacebounded probabilistic Turing machines
The main result of this section is a space-e cient deterministic simulation of small-spacebounded probabilistic Turing machines. We recall rst some basic knowledge about probabilistic computations. Let us consider the computation of a space-bounded PTM A for an input string x of length n. A con guration of a PTM consists of the state of its nite control, the description of the content of the worktape and the position of heads on the worktape and on the input tape. Without loss of generality, we suppose that A has only one accepting con guration, one rejecting con guration and that the computation halts when it enters these con gurations. The accepting probability of x is the probability that A enters the accepting con guration for the input x.
In what follows, with the computation of A on the input x, we associate a Markov process whose states are all A's possible con gurations for the input x, and whose transition probabilities are given by the probabilities of A's moves. The Markov process will have one starting state, one rejecting state and one accepting state according to A's con gurations. The accepting probability of x equals the long-run probability of the Markov process to move from the starting state into the accepting state. The Markov process is characterized by a state transition matrix whose elements represent the probability to move from one state to another state in one step and correspond to A's transition probability to move from one con guration to another in one step. We call this matrix the con guration transition matrix.
The acceptance decision is equivalent to computing a long-run probability in a Markov process and comparing it with a threshold (1/2). Simon Sim 1977], Sim 1981] presented a way to compute the long-run probability of a Markov process by reducing this problem (in (log n) nondeterministic space) to the computation of an element of a matrix inverse. The inverse of that matrix was computed using an algorithm for parallel matrix inversion due to Csanky Cs 1976]. Jung Jung 1984] used a logspace deterministic reduction to compute the matrix whose inverse has an element that closely approximates the acceptance probability, and he presented a space-e cient algorithm to nd that particular element of a matrix inverse in the special case of banded matrices.
In what follows we extend these previous techniques, and we present a space-e cient deterministic simulation of O(log n)-space PTM's, that makes crucial use of Lemmas 1{3.
Theorem 5 The languages recognized by f(n) 2 O(log n) space-bounded probabilistic Turing machines can be recognized by deterministic Turing machines in space O(min(c f(n) log n; log n(f(n) + log log n)));
where c is a constant depending on the probabilistic Turing machine 2 .
Proof. Let A be an f(n) 2 O(log n) space-bounded PTM processing an input word x of length n. The number of states of a Markov process corresponding to the computation of A on x, is m = q(n + 2)f(n)a f(n) 0 2 O(n a ); for some constant a (q is the number of states and a 0 is the size of the worktape alphabet of A). We enumerate the con gurations in increasing order of the input head's position. Let N be the m-by-m con guration transition matrix associated with the Markov process, with the rows corresponding to the accepting and rejecting con gurations lled with 0.
The bandwidth of N is B 2 O(f(n)a f(n) 0 ) O(c f(n) ) (where we can take c = a 0 + for arbitrarily small > 0). Without loss of generality, we suppose that the elements of N are rational numbers all having the same even denominator b. Let the starting con guration be c 1 , the rejecting con guration c m?1 , and the accepting con guration c m . In the case of standard de nition of PTM's b is 2, but we present the case with b natural, since the applicability of this result can be extended to other probabilistic devices whose computation can be represented by a Markov chain. Recall that kXk denotes the norm of the matrix X, de ned by kXk = max i P j=1;m jx ij j. In what follows, we slightly modify N, to obtain the sequence of matrices N 0 ; M; and nally M ? M, so that F = I ? (M ? M) is nonsingular and also easy to invert. The element in the last column of the rst row of F ?1 will closely approximate the long-run transition probability from con guration c 1 into con guration c m of the initial Markov process. As a result, we can determine whether A accepts x by comparing that element with 1/2. We present this sequence of small modi cations in steps.
Step 1. (Obtaining N') Gill Gill 1977] and Simon Sim 1981] proved that there is an integer d 1 independent of n, such that for every input x of length n the acceptance probability of x does not fall in the interval 1=2; 1=2 + 1=b n d 1 ]. Using the technique from RuSiTo82] (they used it to build \a probabilistic clock"), we nd an integer d 2 > d 1 such that for every input x of length n, from each con guration c i , A halts without accepting with probability 1=b n d 2 and enters in the next con guration c j with probability (1 ?1=b n d 2 ) n ij , then the acceptance probability for x will decrease by a quantity less than 1=b n d 1 and the set of recognized words is not changed. This modi cation of the computation of A corresponds to a modi cation of the associated Markov process and to a modi cation of the con guration transition matrix N. (In fact, our goal is to modify the original Markov process corresponding to the computation of A on the input x. Some of these modi cations could not correspond to any simple modi cation of A.)
We obtain a con guration transition matrix N 0 with its elements n 0 ij = (1?1=b n d 2 ) n ij . In N 0 the modi ed acceptance probability of x does not fall in the interval 1=2; 1=2+1=b n d 3 ] for some integer d 3 > d 1 independent of n but dependent on d 1 and d 2 .
Step 2 Based on the fact that e 1;m+1 closely approximates the acceptance probability of x in the sense described in Step 2, and that the norm of (E ? F ?1 ) is small enough, it followss that the element of F ?1 from the entry (1; m + 1) lies on the same side of 1/2 as the acceptance probability of x. Computing this element is equivalent to compute the element y 1 from the system: F 2 6 6 6 6 4 y 1
. . . y m y m+1 3 7 7 7 7 5 = 2 6 6 6 6 4 0 . . . 0 1 3 7 7 7 7 5 :
Step 4.(Clear denominators) Now, we want to transform the matrix F into an integer matrix. On the left, we multiply both sides of the previous system by the diagonal matrix G has only integer elements, since d 6 exceeds the earlier constants, and it is nonsingular since F and F 1 are nonsingular. Its bandwidth is at most one greater than the bandwidth of N, and its elements on its highest nonnull diagonal are all 1. We have to nd y 1 and how it compares with 1/2. The element y 1 is the entry (1; m + 1) of G ?1 , so its value is y 1 = u v , where u = (?1) (m+1)+1 (m+1;1) , v = det G, u and v are both integers, and (m+1;1) is the minor (m + 1; 1) of G. We observe that this minor is the determinant of a matrix having the same stucture as G; so our problem is reduced to computing a determinant of a matrix of the same type as G.
Step 5.(Gaussian elimination) We show how to compute the determinant of G. First, we do a partial gaussian elimination of the elements under the highest nonnull diagonal (now lled with 1's) and then we have to compute the determinant of a O(B)-by-O(B) integer matrix G 1 (see g.), that can be done in O(log B(log B + log log P)) deterministic space, where P is the largest number used in that computation. We comment now on di erent ways to do the gaussian elimination and to compute the elements of the matrices G 1 and G 2 . The rst remark is that we can compute the elements of G 1 and G 2 column by column. For a given column, each element can be computed by a linear recurrence relation involving a constant number of elements belonging to the same column and situated in the next upper (B + 1) positions above it. The operations involved in the recurrence relation are additions, subtractions and multiplications. We indicate two ways to solve these recurrences, whose space-e ciencies depend on the magnitude of B.
One way is to always keep the last (B + 1) elements in the working space and when computing a new element to replace the oldest element. The space needed this way is O(B log P).
The other way is to solve the recurrence in parallel using a circuit model. We recall the result of Stone Stone 1973] , which mentions that solving a linear recurrence relation of order B requires log m iterations, where each iteration involves parallel multiplications of B-by-B matrices. Matrix multiplication can be done by logspace-uniform boolean circuits of depth O(log B + log log P), where P is the largest number involved in the computation. As a result, we can solve the linear recurrence using polynomial-size logspace-uniform boolean circuits of depth O(log m(log B + log log P)) which can be simulated in O(log m(log B+log log P)) deterministic space using the result of Borodin
Bo 1977]. Jung used another variant of this second method Jung 1984] .
In summary, the acceptance or rejection of x is equivalent to deciding whether y 1 is greater or less than 1/2, which is equivalent to deciding which of the integers 2u and v is bigger. The magnitude of these two numbers is O(m(b n d 6 ) m ) = O(b n d 6 +a+1 ) ( recall that m = O(n a )). Let h = (n d 6 +a+1 ). We have max(2u; v) < Q h i=1 p i where p i ; i = 1; : : :; h are the rst h primes starting with p 1 = 3. We can compute 2u and v modulo these h primes and then compare them using Lemma 3. Their computation modulo a prime p i can be done deterministically, using the previous remarks, in O(log m+min(B log p i ; log m(log B+log log p i ))) space. We observe that log p h 2 O(log n) (because p h 2 O(h log h)), log m 2 O(log n), and B = O(c f(n) ) and the theorem is proved. 2 5 Discussion and Open Problems This paper presents space-e cient deterministic simulations of probabilistic automata. Depending on the amount of space used by the simulated probabilistic automaton, we obtain results at three di erent levels:
Probabilistic (one-head two-way) nite automata (with rational transition probabilities) can be simulated deterministically in O(log n) space. This simulation is optimal and represents a signi cant improvement over the previous simulations. Moreover, the languages recognized by these automata have simple characterizations in extended rst order logics. (See Im 1987] for some connections among space-bounded complexity classes and rst order logic with ordering and closure operators.)
Probabilistic Turing machines with space bound f(n) 2 o(log log log n) can be simulated deterministically in O(c f(n) log n) space, where c ia a constant depending on the size of the worktape alphabet of the simulated machine. The existence of languages with probabilistic space complexities at this level was pointed out by Freivalds Fre 1981] 3 . In the nondeterministic case, on the other hand, there are no such languages since there is a space complexity gap below log log n. Probabilistic Turing machines with space bound f(n) between (log log log n) and (log n) can be simulated deterministically in O(log n(f(n) + log log n)) space. Our new simulation uses the same space as Jung's Jung 1984] . When f(n) is between (log log n) and (log n) these simulations generalize Monien and Sudborough's deterministic simulation of space-bounded nondeterministic Turing machines MoSu 1982]. Our main tool for proving these results is a new technique to deterministically compare numbers (given in terms of their residue representations) in small space.
We turn now to some open problems. The main limitation in the proof of Theorem 5 is that we are able to use only the bandwidth of the matrix, but not its sparse structure, within the band. We are looking for more sophisticated algorithms for inverting matrices, able to take advantage of bandwidth combined with sparsity.
Another question is how to take further advantage of the fact that we can do small modi cations on the con guration transition matrices when inverting them.
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