Object Trajectory Prediction Using Spiking Neural Network by 梅嵜, 佑樹


















Using Spiking Neural Network
1205077 梅嵜 佑樹
指導教員 岩田 誠







近年，ANN(Articial Neural Network) の研究が進み，DNN(Deep Neural Net-
work) が注目を集めている．しかし，従来の DNN では時系列データの処理が難しい．
RNN(Recurrent Neural Network) は時系列データを扱うことができるが離散化されたも
のに限る．連続時間における時系列データの処理を目的として BNN(Biological Neural
Network)の要素を含む DyBMなどの SNN(Spiking Neural Network)も開発されている．
だが，扱う情報が 2値であるため，スパイクタイミングの情報が省かれ，任意のタイミング
での入力に対応することができず，ロバスト性を持たないという欠点を持つ．
そこで，本研究では，SSA-BM(Single Spike Axon Boltzmann Machine) を提案した．
提案モデルは，STDP(Spike Timing Dependent Plasticity) 型学習が可能な LAF(Leaky












Using Spiking Neural Network
Yuki UMEZAKI
In recent years, research on articial neural network(ANN) has progressed, and deep
neural network(DNN) attracts attention. However, it is dicult for conventional DNN
to process time series data. Recurrent neural network(RNN) can handle discretized
time series data. Spiking neural network(SNN) such as DyBM including elements of
Biological neural network(BNN) have also been developed for the purpose of processing
time series data in continuous time. However, since DyBM handles only binary data,
information on spike timing is omitted. Therefore, it can not deal with input at an
arbitrary timing and has the drawback on the robustness.
In this study, we proposed Single Spike Axon Boltzmann Machine(SSA-BM). The
proposed model is structured by a perfectly connection RNN consisting of lealy integrate
and re(LAF) model neurons that perform learning using the mechanism of spike timing
dependent plasticity(STDP). And, SSA-BM has the Axonal function to allow only a
single spike and the fastest response type output decoder. The prediction rate when
normal input was given was evaluated, and the robustness against illegal timing frame
or frame loss is evaluated. As a result, SSA-BM acheive high prediction rate for learned
frame sequence and robustness against exceptions at input sequence.
key words SSA-BM, DyBM, STDP, LAF model neuron
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である．膜電流はK+ と Na+ が大きく関わっており，イオンチャネルと呼ばれる開閉する









火 LAF(Leaky Integrate and Fire) モデル，Hodgkin-Huxley モデル，マルチコンパート




モデルは膜電流のK+ と Na+ の働きの違いを計算に含めており，マルチコンパートメント
モデルはニューロン内の部位ごとの膜電位の差異さえも再現している．この様に，BNNの

















FNN(Feedforward Neural Network)やAE(AutoEncoder)，RNN(Recurrent Neural Net-
work) 等が挙げられ，ホップフィールド型のニューラルネットワークの例としてはボルツ

















































































































2.2 Lealy Integrate and Fire(LAF)モデル
BNN(Biological Neural Network) のニューロンシミュレーションモデルとしては代表
的な，発火率 (Firing Rate) モデル，積分発火 LAF(Leaky Integrate and Fire) モデル，
Hodgkin-Huxleyモデル，マルチコンパートメントモデルの 4つが挙げられる．
本論文で対象とする LAFモデルは，複数ある BNNのニューロンモデルの中でも特にシ






2.2 Lealy Integrate and Fire(LAF)モデル
ロンの膜電位の計算は，計算式 dVm=dtによって表される．dVm=dtの計算式は以下の式 2.1
のようになる．
dVm=dt =  (Vm   EL)=taum + Isyn(t)=Cm + Ie=Cm (2.1)
Vm はシミュレーション時間 t  1における膜電位を表しており，EL は安静時膜電位を表し








alpha(t) = e × t=taus× e(( t=taus))× Heaviside(t) (2.3)
式 2.2における wij は i番目のニューロンの j 番目のニューロンに対するシナプス強度を




流に変換された結果のグラフを図 3.3，図 2.2 に示す．図 3.3 の様にスパイク信号が時間 t



































































図 2.5 Boltzmann Machineの構成
















(i   i)si (2.4)
ここで，i，j はそれぞれ i番目のニューロン，j 番目のニューロンを表し，sは 0か 1か
の値を取る．i はニューロン iへの外部からの入力を表し，wij はニューロン iとニューロ
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2.4 DyBM(Dynamic Boltzmann Machine)






wksi + k   k (2.5)
このEk は真と偽の 2つのエネルギー状態の差であるため，式 2.6と表すこともできる．
Ek = Efalse   Etrue (2.6)







ここで，T (> 0)は BMのネットワーク全体の温度を表す．温度 T が低くなるほど式 2.7
は 0付近で傾きが急になり，高くなるほどなだらかになる．T → 0では，Ek が正か負か
のみで Pk の値が 0:0か 1:0が決まるようになり，逆に T →1では，Ekの値によらず常
に Pk は 0:5となる．
このように，ボルツマンマシンは外部からの入力と現在のニューロンの状態から伝播値を
確率的に決定し動作するニューラルネットワークである．
2.4 DyBM(Dynamic Boltzmann Machine)




て，重みの学習方法に STDP(Spike Timing Dependent Plasticity)を採用し，シナプス前
ニューロンからのスパイク信号の到着タイミングとシナプス後ニューロンの発火タイミン




















図 2.6の Single spike codingは時間窓内に 1回以下の発火を許すスパイクコーディング
方法である．時間窓の開始時刻からスパイク信号到着時刻までの遅延量 t を情報とする．


































































































本章では，提案する SSA-BM(Single Spike Axon Boltzmann Machine)の構成方法につ
いて述べる．SSA-BMは再帰構造を持つホップフィールド型のニューラルネットワークであ
るボルツマンマシン (Boltzmann Machine)に BNN(Biological Neural Network)のシミュ






3.2 SSA-BM(Single Spike Axon Boltzmann Ma-
chine)の構成
前章にて，LAFモデルのニューロンと ANNのニューロンで行われる処理の違いを述べ，
ボルツマンマシンの特徴について述べた．従来のボルツマンマシンは真と偽 (1 と 0) の確
率 P をエネルギーの差 E から求めて出力を決めるという確率に基いて動作するニュー
{ 20 {







































































ニューラルネットワークであるボルツマンマシン (Boltzmann Machine)に BNN(Biological




図 3.1 のように，SSA-BM はある時刻に受け取った動画のフレームの各ピクセル (2 値)
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め，ニューロンの膜電位 Vm を第 2章の式 2.1を用いて計算する．膜電位 Vm が閾値を超え
るとニューロンが発火し，膜電位 Vm は安静時膜電位へ下降する．第 2章で説明した LAF
のモデルのニューロンと異なるのは外部からの入力電流 Isyn である．SSA-BMではあるシ
ナプス後ニューロン j が N個のシナプス前ニューロンから受ける時刻 tの入力電流 Isyn を
{ 22 {
3.2 SSA-BM(Single Spike Axon Boltzmann Machine)の構成
式 3.1を用いて求めている．





























強 LTP(Long Term Potentiation) 重みと長期抑圧 LTD(Long Term Depression) を表す．






シナプティックエリジビリティトレース  とニューラルエリジビリティトレース  は図
3.2のように表すことができる．あるシナプス前ニューロン iとシナプス後ニューロン j 間
のスパイク信号伝播におけるシナプティックエリジビリティトレース i;j は，ニューロン j
がニューロン iの発火から遅延 dij 後に到着したスパイク信号から受けた影響量の和を記録
している．また，ニューラルエリジビリティトレース  はシナプス後ニューロン j が発火
したことによるシナプス前ニューロン iの影響量の和を記録している．各エリジビリティト










である．式 3.2と式 3.3の k，lによって alpha関数がピーク値 (1.0)に到達するまでの時間
taus が異なる．
{ 23 {



































図 3.2 Neural eligibility traceと Synaptic eligibility trace










SSA-BM におけるスパイク信号のコーディング・デコーディングの流れは図 3.3 のように
なる．外部から与えられた入力データは Encoder部で単一のスパイク信号に変換され，各
LAFモデルニューロンへの軸索へ伝播される．各ニューロンはそれぞれ発火しスパイク信
号を SSA(Single Spike Axon) 部へ伝播する．SSA 部で時間窓内で単一のスパイク信号に
変換され Decoder部へ伝播される．Decoder部は伝播されたスパイク群を元に外部への出
{ 24 {

























































号が生成されるものとする．ただし，図 3.5では，1つの時間窓内に t0 と tn の複数の
シミュレーションタイミングで入力を与えられているような図になっているが，これはそれ
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図 3.6 学習時の SSA部のスパイク信号変換の例
3.2.3 軸索の構成

































図 3.7 テスト時の SSA部のスパイク信号変換の例
以下は，それぞれ軸索を構成している要素について詳しく説明する．
遅延 FIFOキュー
提案する SSA-BM の軸索は図 3.10 のように，FIFO 構造の遅延キューで構成されてい
る．シナプス前ニューロン iからシナプス後ニューロン j へスパイク信号が伝播し，その伝
播遅延が dij であるとすると，遅延 FIFOキューの長さは dij   1となる．この遅延 FIFO





































みと alpha 関数の taus が異なる．これにより，各結合ごとにスパイク信号がシナプス後
ニューロンへ与える影響量とその時間帯が異なるため，結合の細かな調整が可能となる．
3.3 結言
本章では，提案する SSA-BM(Single Spike Axon Boltzmann Machine)の構成方法につ
いて述べた．SSA-BMは再帰構造を持つホップフィールド型のニューラルネットワークであ
るボルツマンマシン (Boltzmann Machine)に BNN(Biological Neural Network)のシミュ




























































































 図 4.1の (a)，(b)，(c)の軌道を取るもの























間窓間隔T が 10:0[ms]，シミュレーション精度tが 1:0[ms]であるため，1つの時間窓
内で 10回のシミュレーションを行うこととなる．
表 4.1 LAFモデルのパラメタ
安静時膜電位 Vreset  70:0mV 不応期 ref 1:0ms
閾値電圧 Vth  55:0mV 膜時定数 m 20:0ms
膜容量 Cm 250:0pF シミュレーション精度t 1:0ms












表 4.2 物体軌道予測率と学習回数　　 (正常な前半フレーム入力時)
4 8 16
予測率 (%) 規則的な軌道 100 100 100
不規則的な軌道 100 100 100
学習回数 (回) 規則的な軌道 100 200 700





















表 4.3 物体軌道予測率 (例外フレーム入力時)
例外フレーム 最大許容フレーム数
時間的誤差フレーム (5ms遅延) 規則的な軌道 任意の 5フレーム
不規則的な軌道 任意の 0フレーム
抜け落ちフレーム 規則的な軌道 任意の 4フレーム
不規則的な軌道 任意の 0フレーム
レームまでであれば後半フレームを正しく出力できたかという評価の表 4.3に示す．
















































































本研究では，SSA-BM(Single Spike Axon Boltzmann Machine)を提案した．提案モデ




ロンは BNN(Biological Neural Network)のシミュレーションモデルの 1つであり，ボルツ






















FNN(Feedforward Neural Network)やAE(AutoEncoder)，RNN(Recurrent Neural Net-
work) 等が挙げられ，ホップフィールド型のニューラルネットワークの例としてはボルツ















































本研究では，SSA-BM(Single Spike Axon Boltzmann Machine)を提案した．提案モデ




第 2章では，提案モデルである SSA-BMに用いている BNNシミュレーションモデルで
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