The basic requirement of numerical methods is convergence. However, from the practical point of view, it is generally not sufficient to construct convergent numerical methods for the solutions of partial differential equations. The qualitative adequateness of the methods is also an issue. The numerical solutions should mirror the characteristic properties of the original physical process that is modelled by the differential equation. In this paper, we give three important qualitative properties of parabolic partial differential equations: the maximum-minimum principle and its different versions, the non-negativity preservation and the maximum norm contractivity. The investigation of these properties is motivated by different physical principles. We formulate the analogues of the properties for general discrete operators and we analyse the conditions and the relations between the properties for both the continuous and the discrete operators. The approximation properties of the discrete operators are also analysed. The results of the paper are applied to the finite-difference solution methods of parabolic initial boundary-value problems.
Introduction, motivation
In the classical theory of partial differential equations, much attention is devoted to questions of existence and uniqueness and to numerical methods that approximate the solutions of the equations. From the mid-1950s, qualitative investigations have been pursued. Researchers assumed that the solution of the problem is at hand and tried to answer the questions: What kind of properties does the solution have? What kind of class of functions does the solution belong to? The most representative result in this field is the well-known maximum-minimum principle (MP). A comprehensive survey of the qualitative properties of second-order linear partial differential equations can be found in e.g. Egorov & Shubin (1991) .
While the qualitative theory has an importance of its own, its strength is salient when it is applied to equations that are mathematical models of different real-life phenomena. These phenomena possess a number of characteristic properties that must be preserved by solutions of differential equations. For PROPERTIES OF DISCRETE AND CONTINUOUS PARABOLIC OPERATORS 607 instance, let us consider the heat conduction problem. The temperature of a body cannot be negative if the temperature was non-negative in the initial state and on the boundary of the body. This property is called non-negativity preservation (NP). The MP states that the temperature must be bounded by the initial temperature and the strength of the heat sources. The maximum norm contractivity (MNC) property says that for two arbitrary initial temperature functions, the maximum norm of the difference of the temperatures at every time instant is not greater than the maximum norm of the difference of the initial temperature functions.
Most differential equations can be solved only numerically. It is a natural requirement that discrete models of the original phenomena should preserve certain equivalents of the original properties. Qualitative properties of discrete models were first investigated for linear elliptic equations in Ciarlet (1970) and Ciarlet & Raviart (1973) and later in e.g. Korotov et al. (2001) and Santos (1982) . Nonlinear problems were first considered in Křížek & Lin (1995) (see also Karátson & Korotov, 2005 , where, in addition, mixed boundary conditions are treated). The discrete MP was considered and guaranteed by some geometrical conditions on the meshes. The discrete MP for parabolic problems was discussed in Faragó et al. (2005) , Fujii (1973) and Ladyzenskaja et al. (1968) . Some special properties of the spatial mesh and some upper and lower time step bounds guaranteed the relevant discrete MP. A survey of different discrete MPs can be found in the works of Borisov (2003) and Borisov & Sorek (2004) . The discrete NP was discussed separately from the MP in Faragó (1996) and Faragó & Horváth (2001) , while results concerning the discrete MNC can be found e.g. in Horváth (1999) and Kraaijevanger (1992) . It was shown in papers by Faragó & Horváth (2006a,b) that similar implications are valid for the qualitative properties of the continuous model as for the discrete one. Namely, it was proved that the NP and the MP are equivalent properties for both the continuous and the discrete models. Naturally, this equivalence depends on the definition of the discrete qualitative properties. In the literature, however, the notions of the correct discrete qualitative properties have not yet been defined. This paper intends to formulate the 'natural' qualitative properties and reveal the connections between them.
The paper is organized as follows. In Section 2, we give the most important qualitative properties of linear partial differential operators and investigate their relation. In Section 3, in analogy with the continuous case, we define the discrete mesh operators (DMOs) and give their adequate qualitative properties. In Section 4, we investigate the local approximation of continuous operators with discrete operators. As a verification of our results, in Section 5 we apply the theory developed to the finitedifference method.
For simplicity, we denote zero matrices and zero vectors by the symbol 0, whose size is always chosen according to the context. The ordering relation for vectors and matrices is always meant elementwise.
Characteristic qualitative properties of linear partial differential operators
Let Ω denote a bounded simply connected domain in R d (d ∈ N + ) with a Lipschitz boundary ∂Ω, and we introduce the sets
for any arbitrary positive number τ . The set Γ τ is usually called the parabolic boundary. For some fixed number T > 0, we consider the linear partial differential operator where δ, the order of the operator, and ς 1 , . . . , ς d denote non-negative integers, |ς | is defined as |ς | = ς 1 + • • • + ς d for the multi-index ς = (ς 1 , . . . , ς d ) and the coefficient functions a ς : Q T → R are bounded on the set Q T . For the sake of simplicity, in the remainder of the paper, the coefficient function a (0,...,0) will be simply denoted by a 0 . We define the domain of the operator L, denoted by dom L, as the space of functions v ∈ C(Q T ), for which all partial derivatives D ς v (0 < |ς | δ) and ∂v/∂t exist in Q T and are bounded. It can be easily seen that Lv is bounded on Qt for each v ∈ dom L and t ∈ (0, T ), which means that inf Qt Lv and sup Qt Lv are finite values.
MPs, NP and MNC
Operator (2.1) appears in mathematical models of many physical phenomena, e.g. heat conduction, reaction-diffusion and air pollution. In these phenomena, the following quantities, often called input data, can be measured and hence are supposed to be known or easily computable:
• the values of the unknown investigated physical quantities on the parabolic boundary of the solution domain and
• the source density of the quantities inside the solution domain.
Our task is to determine the physical quantities inside the given domain. It can usually be observed in practice that an increase of the input data implies an increase of the quantities inside the solution domain. This physical property corresponds to the following mathematical property of operator (2.1). DEFINITION 2.1 Operator (2.1) is said to be monotone if for all t ∈ (0, T ) and
Clearly, the monotonicity property of the linear operator (2.1), which is also known as the comparison principle, is equivalent to the widely formulated NP property. DEFINITION 2.2 The operator L is called non-negativity, preserving the condition that for any v ∈ dom L and t ∈ (0, T ) such that min Γ t v 0 and Lv| Qt 0, the relation v| Qt 0 holds.
Physical quantities inside the given domain can be obtained by the computation of the function v with given input data. Often we need only some characterization of v, which does not require knowledge of v on the whole domain. It is typical that we are interested in the range(v) onQ T . From the practical point of view, only estimates that include only the known input data are suitable. Such estimates are called MPs.
For different operators, different MPs are valid. Now we list four possible variants of the MP. These are widely used in the literature because they well characterize the operator L itself. DEFINITION 2.3 We say that the operator L satisfies the weak maximum-minimum principle (WMP) if for any function v ∈ dom L and t ∈ (0, T ), the inequalities min 0, min
are satisfied. 
holds.
DEFINITION 2.6 We say that the operator L satisfies the strong boundary maximum-minimum principle (SBMP) when, for any function v ∈ dom L and t ∈ (0, T ) such that Lv| Qt 0, the equality
While inequality (2.4) and equation (2.5) contain only minimum values in the previous two definitions, the phrase 'maximum-minimum principle' is adequate. In other words, as v ∈ dom L implies −v ∈ dom L and the maximum of a real-valued function v is minus one times the minimum of −v, we see that if an operator L satisfies the WBMP, then Lv| Qt 0 implies max 0, max Γ t v maxQ t v. Similarly, if an operator L satisfies the SBMP, then max Γ t v = maxQ t v whenever Lv| Qt 0. Although the left-hand side inequalities in (2.2) and (2.3) also imply the inequalities on the right-hand side, for practical reasons we wrote out both the upper and the lower estimates for the function v.
The WMP and the SMP do not generally reveal the locations of the maximum or minimum values of v. The WBMP (or, respectively, SBMP) implies that the non-negative maximum (respectively, maximum) and the nonpositive minimum (respectively minimum) taken on the setQ t of the functions v ∈ dom L for which Lv is zero in Qt can be also found on the parabolic boundary Γ t . REMARK 2.7 We could raise the question of whether it is possible to define another MP that is somewhat stronger than the SMP. This could be done in the form 6) i.e. without zero values in (2.3). It is easy to see that there is no point in defining such a new MP because the simplest one-dimensional (heat conduction) operator 
For a fixed t ∈ (0, T ), we have
which shows the uselessness of such a definition. Let us note that the lower bound functions in (2.2) and (2.3) give lower estimations for the boundary values of v and Lv. This is not the case in (2.6).
The MPs are in close connection with the MNC, which can be formulated as follows. DEFINITION 2.8 The operator L is called contractive in the maximum norm when for any two functionŝ
Connections between the qualitative properties
In the next theorem, the logical connections between the qualitative properties defined in Section 2.1 are discussed. In order to see the analogy between the qualitative properties of operator (2.1) and its discrete versions, the conditions of the theorem are formulated for the function L1, where 1: (x, t) → 1 is the identically one function. Naturally, for operator (2.1), L1 = −a 0 . THEOREM 2.9 The connections between the qualitative properties are shown in Fig. 1 . The solid arrows mean unconditional implications, while the dashed ones are true under the indicated assumptions on the sign of a 0 .
Proof. Implications I and II: These implications follow from the trivial relations min 0, min Γ t v min Γ t v and max 0, max
FIG. 1. Connections between the qualitative properties.
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Implication III: Due to the inclusion Γ t ⊂Q t , the trivial relation min Γ t v minQ t v holds. The reverse relation follows from the left-hand side relation of (2.3) and the non-negativity of Lv in Qt .
Implication IV: For functions v with Lv| Qt 0, the left-hand side relation of (2.2) ensures the required relation.
Implication V: This statement is a direct consequence of the definition of the WBMP. Implication VI: Letv,ṽ ∈ dom L be two arbitrary functions with Lv| Qt = Lṽ| Qt andv| ∂Ω×[0,t ] = v| ∂Ω×[0,t ] . We consider the functions v ± = ζ ± (v −ṽ) with ζ = max x∈Ω |v(x, 0) −ṽ(x, 0)|. For these functions, in view of the nonpositivity of a 0 , the estimates Lv ± | Qt = (−a 0 ζ )| Qt 0 and min Γ t v ± 0 are true, which implies the non-negativity of v ± on Qt . Thus, we have
Implication VII: We suppose that a 0 0. We choose an arbitrary function v ∈ dom L and apply the operator L to the functionv = v − min 0, min
0. Moreover, we find that
which implies thatv is non-negative on Qt by virtue of the NP assumption. Thus, min 0, min
for all x ∈Ω and t ∈ [0, t ]. Implication VIII: We suppose that a 0 = 0. We choose an arbitrary function v ∈ dom L and apply the operator L to the functionv = v − min Γ t v − t • min 0, inf Qt Lv . Clearly,v| Γ t 0. Moreover, we see that
which implies thatv is non-negative on Qt by virtue of the NP assumption. Thus,
for all x ∈Ω and t ∈ [0, t ]. An important and direct consequence of the above theorem can be formulated for non-negativitypreserving operators as follows. THEOREM 2.10 For a non-negativity-preserving operator (2.1) with the condition a 0 0, the WMPs and the MNC properties are also satisfied. If especially a 0 = 0, then the operator possesses all the qualitative properties investigated.
Qualitative properties of second-order linear operators
Second-order linear operators (δ = 2) of the form (2.1) have great practical importance. Such operators appear in parabolic partial differential equations, which are mathematical models for several important real-life problems such as heat conduction, advection-diffusion, option pricing, etc. Based on the results of the previous section, we investigate the qualitative properties of the operator
where the coefficient functions and dom L are defined as before. Let S(x, t) be the matrix of coefficients of the second-derivative terms at the point (x, t); that is
A sufficient condition for the NP of the operator (2.7) can be formulated as follows.
THEOREM 2.11 Assume that the matrix S(x, t) is positive semi-definite at each point of Q T . Then the operator (2.7) is non-negativity-preserving.
Proof. First we prove a lower estimate for the functions v ∈ dom L, which will show the NP of the operator immediately. Thus, let v ∈ dom L be an arbitrary fixed function. Then the function
also belongs to dom L for any real parameter λ. Expressing v from (2.9) and applying the operator (2.7) to it, we get
Let us fix the parameter t ∈ (0, T ). Sincev is a continuous function onQ t , its minimum exists on Q t and it is taken at some point (x 0 , t 0 ) ∈Q t .
• First we assume that this point belongs to the parabolic boundary, i.e. (x 0 , t 0 ) ∈ Γ t . Then, due to the obvious relationv
• Assume now that (x 0 , t 0 ) ∈ Qt . Then we get the relations 12) and, because (x 0 , t 0 ) is a minimum point, the second-derivative matrix
is positive semi-definite. 
Due to the assumptions, S(x 0 , t 0 ) andV(x 0 , t 0 ) are positive semi-definite matrices; hence, according to the Schur theorem (e.g. Horn & Johnson, 1986, Theorem 7.5 .3), the matrix S(
is also positive semi-definite. We investigate (2.10) in the rearranged form
Using the notation e = [1, 1, .
is valid. By (2.12) and (2.15), the right-hand side of (2.14) is nonpositive at the point (x 0 , t 0 ). Hence, the inequality
holds. Let us introduce the notations a inf := inf Q T a 0 and a sup := sup Q T a 0 , which are well-defined because of the boundedness of the coefficient function a 0 . For any λ > a sup , we havê
(2.17)
Since the functionv takes its minimum at the point (x 0 , t 0 ), the estimate (2.17) shows the validity of the inequality
Clearly, the estimates for the two different cases, namely (2.11) and (2.18) together, imply that
From (2.19) and from the definition of the functionv in (2.9), we find that
The statement of the theorem follows from the definition of the NP and the estimate (2.20). 
Clearly, in this case S(x, t) = I, where I denotes the d × d unit matrix, and it is automatically positive definite. Thus, for this operator the NP property holds, and according to Theorem 2.10 (a 0 = 0) it satisfies all the qualitative properties discussed. For a more general operator 22) obviously the condition of positive semi-definiteness reads
Necessity of the conditions in Theorem 2.9
In this section, we show that certain implications in Theorem 2.9 are strong in the sense that they cannot be reversed or sharpened. That is, let us investigate whether the condition −a 0 = L1 0 can be changed to −a 0 = L1 γ , where γ is some real constant, such that the implications remain valid. THEOREM 2.13 The infimum of those values γ for which implications VI and VII are valid under the condition L1 γ is zero. The infimum and the supremum of, respectively, those γ 1 and γ 2 values for which implication VIII is valid under the condition γ 1 L1 γ 2 are equal to zero.
Proof. Let γ be an arbitrary negative number and consider the one-dimensional operator
where dom L is defined similarly to operator (2.1) and Q T = (0, π) × (0, T ). Naturally, based on Theorem 2.11, the operator (2.24) is non-negativity-preserving. Moreover, L1 = γ < 0. We show that the operator (2.24) does not possess the WMP and the MNC. Let us choose the function v(x, t) = (−γ /2)e −γ t/2 sin x, for which the relation Lv(x, t) = 0 is true. Thus, we have
for any t ∈ (0, T ). This shows that the WMP does not hold for (2.24). Due to implication I, the SMP cannot be valid either. Let us setv = v andṽ = 0. The relations Lv| Qt = Lṽ| Qt = 0 and v| ∂Ω×[0,t ] =ṽ| ∂Ω×[0,t ] = 0 hold trivially for these functions and we have
This shows that the operator (2.1) does not have the MNC property. 
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Now let γ be an arbitrary positive number and consider the non-negativity-preserving operator
We set v(x, t) = γ 2 e −γ t/2 (sin x − 2), for which Lv(x, t) = (1/2)γ 2 e −γ t/2 (sin x − 1) 0. With this function v, we get the relation
for any t ∈ (0, T ). Thus, the SMP is not satisfied. This completes the proof.
REMARK 2.14 The first example in the proof of the above theorem shows that Implication V cannot be reversed. The second example shows that Implications I and II are not reversible either.
Qualitative properties of linear mesh operators

Qualitative properties and their relations
Let Ω be a bounded domain in R d (d = 1, 2, . . .) and let us denote its boundary by ∂Ω. Let us suppose that the sets P = {x 1 , x 2 , . . . , x N } and P ∂ = {x N +1 , x N +2 , . . . , x N +N ∂ } consist of different points of Ω and ∂Ω, respectively. We setN = N + N ∂ andP = P ∪ P ∂ . Let T and t < T be two arbitrary positive numbers. Moreover, let us suppose that the natural number M satisfies the condition M t T < (M + 1) t and introduce the set R = {t n = n t | n = 0, 1, . . . , M}. For any value τ from the set R, we introduce the notation
and the sets
DEFINITION 3.1 Linear mappings that map from the space of real-valued functions defined onQ t M to the space of real-valued functions defined on Q t M are called discrete (linear) mesh operators.
As we will see later, finite-difference or finite-element methods for parabolic or hyperbolic partial differential equations can be written in discrete operator form.
The domain of a DMO L , that is the space of real-valued functions defined onQ t M , is denoted by dom L . We define the qualitative properties of DMOs in an analogous way to those in the case of a linear partial differential operator in Section 2. DEFINITION 3.2 We say that the DMO L is monotone if, for all t ∈ R t M and
As in the continuous case, the monotonicity of a DMO is trivially equivalent to the following property. The discrete mesh operator L is called nonnegativity preserving (DNP) when for any ν ∈ dom L and t ∈ R t M such that min G t ν 0 and L ν| Qt 0, the relation ν| Qt 0 holds.
The discrete MPs can be formulated as follows.
DEFINITION 3.4 We say that a DMO L satisfies the discrete weak maximum-minimum principle (DWMP) if, for any function ν ∈ dom L and t ∈ R t M , the inequality min 0, min
DEFINITION 3.5 We say that a DMO L satisfies the discrete strong maximum-minimum principle (DSMP) if, for any function ν ∈ dom L and t ∈ R t M , the inequality
DEFINITION 3.6 We say that the DMO L satisfies the discrete weak boundary maximum-minimum principle (DWBMP) when, for any function ν ∈ dom L and t ∈ R t M such that L ν| Qt 0, the inequality min 0, min
DEFINITION 3.7 We say that the DMO L satisfies the discrete strong boundary maximum-minimum principle (DSBMP) when, for any function ν ∈ dom L and t ∈ R t M such that L ν| Qt 0, the equality min
The definition of the discrete MNC is as follows.
DEFINITION 3.8 The discrete mesh operator L is called contractive in the maximum norm (DMNC) when, for any two functionsν,ν ∈ dom L and t ∈ R t M such that Lν| Qt = Lν| Qt andν| P ∂ ×R 0 Let us introduce two special mesh functions, 1 1 and tt, defined onQ t M by the following equalities 1 1(x i , t n ) = 1, tt (x i , t n ) = n t for all (x i , t n ) ∈Q t M . These mesh functions are the discrete equivalents, respectively, of the continuous functions v(x, t) = 1 and v(x, t) = t on the meshQ t M . Now we are able to formulate the discrete analogue of Theorem 2.9.
THEOREM 3.9 The connections between the discrete qualitative properties are shown in Fig. 2 . The solid arrows mean unconditional implications, while the dashed ones are true only under the indicated assumptions.
Proof. Implications I-V can be proved similarly as in the continuous case in Theorem 2.9. Implication VI: Letν andν ∈ dom L be any two functions with Lν| Qt = Lν| Qt andν| P ∂ ×R 0
. We consider the functions ν ± = ζ ± (ν −ν) with ζ = max x∈P |ν(x, 0) −ν(x, 0)|. For these functions, the estimations L ν ± | Qt = (ζ (L 1 1))| Qt 0 and min G t ν ± 0 are true, which implies the non-negativity of ν ± on Qt . Thus, we have
Implication VII: We choose an arbitrary function ν ∈ dom L and apply the operator L to the functionν(
which implies thatν is non-negative on Qt by virtue of the NP assumption. Thus, min 0, min
for all x ∈P and t ∈ R 0 t . Implication VIII: We choose an arbitrary function ν ∈ dom L and apply the operator L to the functionν( 
which implies thatν is non-negative on Qt by virtue of the NP assumption. Thus,
for all x ∈P and t ∈ R 0 t . Implication IX: The proof is the same as that of Implication VII. The only difference is that we restrict the choice of ν ∈ dom L to functions with the property L ν| Qt 0. In this case min 0, inf
Implication X: The proof is the same as that of Implication VIII. The only difference is that we restrict the choice of ν ∈ dom L to functions with the property L ν| Qt 0.
REMARK 3.10 Let us consider operator (2.1). If L1 0, then the relation Lt = 1 − a 0 t 1 is valid for all t 0. Comparing Fig. 2 with Fig. 1 , we can see that the relations between the qualitative properties of the continuous and the discrete operators have the same structure.
Two-level mesh operators
In that follows, the ν(x i , n t) values of a function ν defined inQ t M will be denoted by ν n i . Similar notation is used for the function L ν. We introduce the vectors
In many numerical applications, the DMOs have a special form; that is, they are defined as
where
∈ R N ×N are given matrices. Because in the computation of (L ν) n i , only the nth and (n − 1)th time levels are involved, these operators are called two-level mesh operators. In order to establish the connections between the qualitative properties of such mesh operators, we reformulate the conditions of Theorem 3.9. We have already introduced the notation e = [1, . . . , 1] T ∈ RN . The N -element and the (N − N )-element version of this vector will be denoted by e 0 and e ∂ , respectively. Then the conditions L 1 1 = 0 and L 1 1 0 in Fig. 2 read as follows:
2 )e = 0 and (X (n)
2 )e 0 (n = 1, . . . , M), respectively, while condition L tt 1 means that
2 )e + X 2 )e = 0 (n = 1, . . . , M), then we obtain the condition tX (n) 2 e e 0 . Hence, we have the following result. THEOREM 3.11 For a non-negativity-preserving two-level DMO (3.6) with the conditions (X (n)
2 )e 0 and t (n(X (n)
2 )e + X (n) 2 e) e 0 , the DWMPs and the DMNC properties are always satisfied. If in particular (X (n)
2 )e = 0 and tX (n) 2 e e 0 , then the operator possesses all the discrete qualitative properties investigated.
As we can see from (3.6), the values (L ν)(x i , t n ) (i = 1, . . . , N ; n = 1, . . . , M) depend only on the values of the function ν taken on the setsP × {t n } andP × {t n−1 }. This suggests that the discrete qualitative properties can be written in such a form that only two levels in t are combined instead of all the levels from 0 to t . In order to define the qualitative properties in such a two-level form, we introduce the vector λ λ λ The two-level forms of the MPs can be formulated similarly, as was done in Faragó & Horváth (2006b) and Fujii (1973) . THEOREM 3.12 For a two-level DMO L in the form (3.6), the DNP property is equivalent to the DNP2 property.
Proof. First we prove that DNP2 implies DNP. Let ν ∈ dom L and t = n t ∈ R t M such that min 
. Applying the DNP property to the functionν with t = t, we find thatν ν ν 1 0 = ν ν ν n 0 0. This completes the proof. The two-level form of the DNP property makes possible the formulation of the associated necessary and sufficient condition. In order to give this condition in a linear algebraic form, we introduce the following partitions of the matrices X (n) 1 and X (n) 2 :
where X (n) 10 and X (n) 20 are square matrices from R N ×N , and X (n)
THEOREM 3.13 Let us suppose that the matrices X hold for all n = 1, . . . , M:
0.
Proof. With the above notation, the mapping (3.6) can be written in the linear algebraic form
Supposing the regularity of the matrix X 10 , we arrive at the iteration form
According to the DNP2 property (which is equivalent to the DNP), the vector ν ν ν n 0 is non-negative for all non-negative vectors ν ν ν n−1 , ν ν ν n ∂ and λ λ λ n 0 if and only if the coefficient matrices (X (n)
and (X (n)
2 are non-negative matrices. This completes the proof. Summarizing the results of the above three theorems, we can conclude the following. Under the conditions (P1)-(P3),
2 )e + X (n) 2 e) e 0 , then the DNP, DWMP, DWBMP and DMNC are satisfied;
2 )e = 0 and tX 
Approximation of differential operators with linear mesh operators
In the previous two sections, we investigated the qualitative properties of the continuous mesh operator and the DMO separately. These operators generally serve as a description of the same physical process on the continuous and discrete levels, respectively. This is why they must be connected to each other. The discrete operators have to approximate the continuous operator in some sense. This question is investigated in the present section.
Let us assume that a collection of space-time meshes (P h , t) is given, whereP h is a set of spatial discretization points in Ω and t is a temporal discretization parameter. In what follows, in order to stress the dependence of the quantities on the parameters h and t, we apply the subscripts (•) h or (•) h, t . Moreover, on each space-time mesh of the collection, a DMO is defined.
To each point x i ∈P h , we assign the set of approximation points
Moreover, the set P i,(h) \ {x i } is denoted byṖ i, (h) . The parameter h is defined as h := h max :
We suppose that the space-time mesh (P h , t) has the property that the positive numbers h and t can be arbitrarily small. Furthermore, we suppose that the ratio h max / h min in the collection is bounded from above with the upper bound H . Based on the above properties of the meshes, for each point (x , t ) ∈ Q T , there exist sequences {x h } (x h ∈ P h ) and {t t } (t t = t n = n t) such that x h → x and t t → t if h and t tend to zero.
Sometimes, for the sake of simplicity, x h and t t will be identified, respectively, by x i and t n on a fixed mesh.
In the discrete initial boundary-value problems, we are searching for a mesh function ν h, t ∈ dom L h, t for which L h, t ν h, t and the values of ν h, t on the discrete parabolic boundary are predefined. Let P h, t denote the projection operator from the space dom L to the space dom L h, t defined as follows. For v ∈ dom L , (P h, t v)(x i , t n ) = v(x i , t n ) (i = 1, . . . ,N ; n = 0, . . . , M). The vector of the values v(x i , t n ) (i = 1, . . . ,N ) is denoted by v n (n = 0, . . . , M). DEFINITION 4.1 We say that the collection of operators L h, t locally approximates the operator L if for all functions v ∈ dom L and for all points (x , t ) ∈ Q T , we have
REMARK 4.2 For the discretization of the one-dimensional heat conduction operator
on the set (0, π) × (0, T ), we typically define the collection of equidistant space-time meshes
The DMO of the explicit Euler scheme can be written in the form
which shows that (L x, t ν x, t ) n i depends directly only on the values of the function ν x, t at the spatial points x i−1 , x i and x i+1 on all time levels. That is,
Let us investigate the conditions under which the two-level DMO defined in the previous section locally approximates the second-order linear partial differential operator. For the sake of simplicity, we introduce the notation (h, t) . Trivially, we have j,(h, t) = 0 if x j ∈ P i,(h) ; moreover, there exists a positive constant κ such that |K
Proof. From now on, for the sake of simplicity, we omit the subscripts that indicate that matrices, vectors, mesh operators and mesh functions depend on the parameters h and t. Let v be an arbitrary function from dom L. Let us fix a point (x , t ) ∈ Q T and suppose that x i → x and t n → t as h, t → 0.
Applying the matrix structure (4.1), we find that
First we analyse the first term, where the vector (v n − v n−1 )/ t can be written in the componentwise form
For a fixed index j, the Taylor expansion of (∂v/∂t)(x j , t n ) at the point (x i , t n ) has the form
Inserting the above expression into (4.4), we get
which results in the expression
for the first term on the right-hand side of (4.3). In the calculations, we have exploited only condition (C2). We turn to the second term of the right-hand side of (4.3). Applying Taylor expansions again in the variable t in the form
we find that
In this way, the ith element of
where conditions (C1), (C3), (C4) and spatial Taylor expansions of the time derivatives were employed. Using the above equality, equality (4.6) and conditions (C4)-(C6), it turns out that the limit of (4.3) is
if h, t → 0, which shows the local approximation of the differential operator.
REMARK 4.4 In the proof of the previous theorem, the equality
follows from the second part of condition (C3) and from the fact that h max / h min H when the mesh is refined. The relation K (n) [O( t) ]N j=1 = O( t) is true because the row sums of K (n) tend to −a 0 (x , t ) as the mesh is refined. The statement M (n) [O(h)]N j=1 = O(h) follows from the fact that the row sums of the non-negative matrix M (n) are equal to one (condition (C2)). REMARK 4.5 In the proof of Theorem 4.3, we were not interested in the order of the magnitude of the local approximation error. This is why we showed only first-order temporal convergence. We note, however, that if the temporal Taylor expansion were calculated at the time instant t n−1 + θ t instead of t n , then it would turn out that the choice θ = 1/2 results in a second-order temporal local error (the so-called Crank-Nicolson method). REMARK 4.6 Let us suppose that the above theory is applied to the numerical solution of an initial boundary-value problem. When the coefficient functions of the operator (2.1) are continuous, then the approximation property implies the consistency of the method. On the other hand, the MPs guarantee the stability. Hence, the basis of the Lax-Richtmyer theorem (Lax, 2002) , the method will be convergent in the maximum norm.
It is natural to restrict the investigation of the preservation of the discrete qualitative properties only to those DMOs that have the above approximation property.
Applications to the finite-difference approximation
We apply the theoretical results of the previous sections to the finite-difference discretization method. Conditions for other discretization methods can be obtained similarly. are satisfied, where a trace = sup (x,t)∈Q T {trace (S(x, t))}. (The definition of S can be found in (2.8).) If the upwind scheme is applied in the finite-difference discretization, then the condition t 1
(1 − θ) Proof. The DMO (5.2) has the special structure (3.6) with the matrices X (n) 1 and X (n) 2 defined in (4.2). Thus, NP can be guaranteed with Theorem 3.13.
It follows from (5.4) that the off-diagonal elements of the matrices K (n),uw are nonpositive. The nonpositivity of the off-diagonal elements of K (n),c in (5.3) is guaranteed by the condition (5.6). Thus, all the off-diagonal elements of the matrices X Thus, the matrices X (n) 10 are so-called regular M-matrices and as such they are regular and their inverses are non-negative (Berman & Plemmons, 1979) . Hence, conditions (P1) and (P2) in Theorem 3.13 are satisfied. The necessary and sufficient condition for NP is given by condition (P3) only. As the theorem promises, we are going to give only a sufficient condition for the DNP. To do this it is enough to guarantee the non-negativity of the matrices X (n) 2 (n = 1, . . . , M). Because the off-diagonal elements are non-negative, we guarantee the non-negativity of the main diagonal of the matrices.
For the case of central difference approximation, condition (5.7) yields 
