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Povzetek 
Podatki postajajo glavni vir 21 stoletja. Učenje in obdelava vseh teh podatkov 
presega sposobnosti in zmogljivosti človeka, zato je uporaba strojev neizbežna. Med 
naborom paradigem strojnega učenja je posebej zanimivo spodbujevano učenje, 
vendar kako se to umešča v vodenje procesov, kakšne so posebnosti, delovni okvirji, 
teh informacij ni na voljo. V okviru naloge smo raziskali in preučili teoretično osnovo 
paradigme, različne scenarije in problematike ter preizkusili in medsebojno primerjali 
nekatera delovna okolja. Rezultat je umestitev paradigme v področje vodenja in 
optimizacije ter pregled strojnega učenja na splošno. Glavni del predstavlja ključne 
gradnike in teoretično osnovo paradigme s pregledom glavnih algoritmov in njihovih 
lastnosti in tipičnih scenarijev uporabe in problematik znotraj same paradigme. 
Vsebinsko so predstavljane tri javno dostopne odprtokodne knjižnice in ena spletna 
storitev, ki kot take predstavljajo delovna in razvoja okolja. Nakazane so smernice in 
izhodišča za nadaljevanje študija in raziskovanja. Čeprav so algoritmi spodbujevanega 
učenja počasnejši v primerjavi z algoritmi v drugih paradigmah učenja, imajo širše 
področje uporabe in potencial za izgradnjo boljših samo učečih se strojev. 
 
 
Ključne besede: strojno učenje, spodbujevano učenje, Markovski proces 
odločanja, funkcija vrednosti, optimalna politika 
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Abstract 
Data is becoming the prime 21st century resource. Learning and processing all 
of this data surpasses human capability and capacity, meaning machines are 
unavoidable. Amongst the many machine learning paradigms, Reinforcement 
Learning is of especial interest; however, there is no information as to how the latter 
be included in process management, specifics and frameworks. Within the framework 
of this thesis, we researched and examined the theoretical basis for this paradigm, the 
various scenarios and problems, and tested and compared some of work environments, 
resulting in the paradigm’s inclusion in the area of processes control and optimisation, 
as well as providing an overview of machine learning in general. The bulk of this work 
presents the key building blocks and basis for the paradigm, focusing on its main 
algorithms and their characteristics. It also presents typical use scenarios and inherent 
problems within the paradigm itself. We present three public open-source libraries and 
one web-based service as examples of work and development environments. This 
thesis also presents guidelines and starting points for further study and research. Even 
though reinforced learning algorithms are slower when compared to other learning 
paradigms, they have a much wider scope of use and the potential to produce better 
autonomous learning machines. 
 
Key words: Machine Learning, Reinforcement Learning, Markov Decision 
Proces, Value Function, Optimal Policy 
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1  Uvod 
Dejstvo je, da smo na pragu četrte industrijske revolucije. Na podlagi študija 
gradiva v referencah, drugih elektronskih vsebin in moje ocene, nastale na podlagi 
ugotovitev in sklepov ter zaključkov pričujočega dela, pa konkretno v njenem začetku. 
Big Data, Machine Learning, Automation, Smart Factory, Neureal|Deep 
Networks, Artificial|Computer|Comunication|Machine|Manufacturing Inteligence, 
Industry 4.0, Internet of Things (IoT), Machine|Deep|Reinforcement Learning, 
Predictive Model Proces Control, Analytics, Algorithms 
Kaj pa navedeno v resnici sploh je in kam se umešča? 
V diplomski nalogi nas je inicialno zanimala vloga vse pogosteje slišanega 
termina strojnega učenja (angl. Machine Learning (ML)) pri čemer je bil fokus 
vodenje proizvodnje in optimizacija odločanja. Tematika je na nek način eno od 
možnih nadaljevanj vsebin, opisanih v doktorski disertaciji [1] in izhaja s Katedre za 
sisteme, avtomatiko in kibernetiko, Laboratorija za avtonomne mobilne sisteme in 
Laboratorija za modeliranje, simulacijo in vodenje na Univerzi v Ljubljani, Fakulteti 
za elektrotehniko. 
Cilj drugega poglavja je umestitev termina strojno učenje v področje 
proizvodnje, vodenje, optimizacijo in odločanje. Po drugi strani želimo v drugem 
poglavju predstaviti ključna izhodišča, vprašanja in izzive, ki zahtevajo strojno učenje. 
Tretje poglavje predstavlja nastanek in izvor stojnega učenja, glavne paradigme 
učenja, skupni delovni okvir ter v zaključku poglavja kategorizacijo metod, zasnovano 
na podlagi podobnosti v delovanju. 
Četrto, peto in šesto poglavje predstavljajo glavni del diplomske naloge. V 
glavnem delu so najprej opisani izhodišča, gradniki in različne problematike, ključne 
za razumevanje same paradigme učenja. Sledi teoretični del z opisanimi metodami, ki 
kot tak predstavlja glavni del naloge, četrto poglavje. V petem poglavju so 
predstavljena izhodišča, bodisi za reševanje večjih in kompleksnejših problemov 
bodisi za nadaljevanje raziskovanja in poglabljanja v samo paradigmo. Ideja šestega 
poglavja je predstavitev različnih delovnih okolij, bodisi za eksperimentiranje bodisi 
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za razvoj lastnih eksperimentov po meri in eventualno reševanje konkretnih 
problemov. 
V zaključku je predstavljen povzetek prednosti paradigme spodbujevanega 
učenja z referencami na nekaj zanimivih konkretnih primerov. Predstavljene so 
možnosti za nadaljevaje raziskav in študija. Dodatno je naveden seznam povezav do 
nekaterih ključnih dogodkov, s čimer želimo ponazoriti obseg in pomembnost 
predstavljene paradigme. 
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2  Umestitev v področje vodenja in optimizacije procesov 
Kot smo uvodoma dejali, je namen podpoglavij v nadaljevanju umestitev 
strojnega učenja kot prakse oziroma metodologije v področje proizvodnih procesov, 
vodenja in optimizacije in v procese odločanja. 
Po drugi strani želimo predstaviti ključna izhodišča, vprašanja in izzive, ki 
zahtevajo oziroma narekujejo uporabo strojnega učenja. 
2.1  Industrija 4.0 
Industrializacija se je začela ob koncu 18. stoletja (slika 2.1) s pojavom prvih 
mehanskih proizvodnih naprav na vodni ali parni pogon. Prvi revoluciji je sledila 
druga v začetku 20. stoletja. Njeni ključni elementi so sistemi za masovno proizvodnjo 
dobrin na električni pogon, zasnovani na delitvi dela. Tretja revolucija se je začela v 
zgodnjih sedemdesetih letih tega stoletja in traja še danes. Zaznamuje jo vpeljava 
oziroma uporaba elektronike in informacijske tehnologije s ciljem doseganja višje 
stopnje avtomatizacije proizvodnih procesov. 
Razvoj informacijske tehnologije v zadnjih dveh ali treh desetletjih je prinesel 
korenite spremembe oziroma preobrazbe sveta, v katerem živimo in delamo. Vpliv je 
primerljiv z vplivi mehanizacije in vplivi elektrifikacije skupaj. Evolucijo osebnih 
računalnikov v pametne naprave spremlja trend vse večje ponudbe na eni strani 
infrastrukture informacijske tehnologije in na drugi različnih storitev v obliki pametnih 
omrežij, ali kot se je uveljavil termin, računalništvo v oblaku (angl. Cloud Computing). 
Zmogljivi, avtonomni mikroračunalniki (angl. Embedded systems) so elektronski 
sklopi, ki niso neposredno vidni in so vse pogosteje brezžično povezani med sabo in z 
internetom, prinašajo pa inteligenco objektom, napravam in drugim artefaktom. Pojav 
novih tehnologij visokih hitrosti prenosa podatkov in velike prepustnosti ter novosti v 
internetnih protokolih, na primer IPv6, ki zagotavlja zadostno količino naslovov za 
uvedbo univerzalnega omrežja pametnih objektov, za katerega povezavo zagotavlja 
kar sam internet, zagotavljajo okoliščine ali pa zahteve, ko lahko prvič povežemo 
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različne vire, informacije, objekte in ljudi ter ustvarimo tako imenovan internet stvari 
in storitev (angl. Internet of Things and Services (IoT)). 
Rezultat vsega tega je konvergenca fizičnega in virtualnega sveta v novo obliko 
kibernetsko fizičnih sistemov (angl. Cyber-Physical Systems (CPS)). Učinki tega 
fenomena se bodo oziroma se že kažejo in čutijo tudi v industriji. 
Vse to predstavlja četrto tehnološko revolucijo oziroma četrto stopnjo 
industrializacije. Zanimivo je, da se termin revolucija vse pogosteje zamenjuje s 
terminom evolucija, kar je v vseh pogledih absolutno na mestu. 
 
 
Slika 2.1: Revolucije v industrializaciji [2]. 
 
Vendar, tehnološki napredki kot taki niso edino gonilo četrte tehnološke 
revolucije. Stroka je izoblikovala oziroma identificirala štiri pomembna dejstva, 
gonila, ki vzpodbujajo tranzicijo v digitalizacijo proizvodne industrije. 
 
 Drastično povečanje količine podatkov, računske moči in povezljivosti. 
Industrija se sooča z možnostmi uporabe novih podatkov v obratovanju 
proizvodnje. 
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 Napredek v zmogljivosti analitike. Za razvoj uspešnega izdelka je nujno 
potrebna, če ne že zahtevana, analiza. Kvaliteta analize se neposredno odraža 
na kvaliteti končnega izdelka. Dvig učinkovitosti samega poslovanja prav tako 
zahteva veliko analize. 
 
 Nove oblike v interakciji človek stroj. Na primer obogatena resničnost (angl. 
augmented-reality), uporaba vmesnikov na dotik ali prostoročni sistemi. 
 
 Inovacije v enostavnejšemu prenosu digitalnih podatkov v nekaj fizično 
uporabnega, oprijemljivega. Na primer izboljšave v napredni robotiki, pojav 
3D-tiskanja ali hitra izdelava prototipov. 
 
2.2  Veliki podatki 
Dejstvo je, da veliki podatki (angl. Big Data) postajajo glavni, ključni, vir 21. 
stoletja. Raziskovalne organizacije na področju ekonomije in poslovnih raziskav v 
svojih poročilih izpostavljajo analize velikih podatkov kot ključno gonilo naslednjega 
vala inovacij v gospodarstvu [3]. 
Po nekaterih ocenah se količina podatkov vsako leto podvoji [4]. Po drugih se 
dnevno proizvede 2,5 kvintiljona (1030) bajtov podatkov na dan. 90 odstotkov vseh 
podatkov je bilo zbranih samo v preteklih dveh letih [5]. Tako eksponentno rast je 
mogoče pripisati številnim tehnološkim in ekonomskim dejavnikom, na primer pojavu 
računalništva v oblakih (angl. Cloud Computing), vse večje mobilne in elektronske 
komunikacije, mikro-elektronsko-mehanskih sistemov, vse nižjih stroškov strojnih in 
podatkovnih virov. Pomembno vlogo igrajo tudi nove tehnološke paradigme, kot je 
internet stvari, katerega fokus je vključiti inteligentna tipala v realno življenje in 
procese. Ne samo tipala tudi aktuatorje in naprave, zasnovane na tehnologijah, kot so 
NFC, RFID, cele tovarne, mesta,… 
Že leta 2011 je bilo število med seboj povezanih naprav na planetu večje, kot je 
število ljudi. Trenutno jih je več kot 9 bilijonov, na podlagi ocen se pričakuje 24 
bilijonov do leta 2020 [6]. 
Na trgu je več tehnik in tehnologij, bodisi namensko razvitih bodisi inicialno za 
druge potrebe in kasneje prilagojenih, ki nam pomagajo pri agregaciji, manipulaciji, 
analizi in vizualizaciji velikih podatkov. Tako tehnike kot tudi tehnologije izhajajo ali 
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pa v sebi združujejo več znanstvenih področij, na primer statistiko, računalniško 
znanost, uporabno matematiko in ekonomijo. 
Po drugi stani tehnike in tehnologije ločimo med tiste, razvite v akademskih 
sferah in razvite v podjetjih, ki storitve analiz napovedovanja na podlagi velikih 
podatkov že nudijo v naboru svojih spletnih storitev. 
Dejstvo je tudi, da seznam tehnik in tehnologij z dneva v dan raste, namreč 
znanost ustvarja in razvija nove tehnike in metode, hkrati pa posodablja in nadgrajuje 
tudi obstoječe, ves čas. 
Slika 2.2 prikazuje glavne kategorije tehnik analiziranja velikih podatkov. 
 
 
Slika 2.2: Tehnike obravnave velikih podatkov. 
 
2.3  Prediktivna analitika 
Zaradi uporabe elektronike in informacijske tehnologije ter s tem višje stopnje 
avtomatizacije, v okviru tretje tehnološke revolucije, se je kot posledica vzporedno 
začela dogajati, in se še danes, evolucija na področju proizvodnje in njenih strategij 
vodenja. 
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Po drugi strani globalizacija, ekonomija in konkurenca kot glavni dejavniki 
vseskozi vršijo pritisk na proizvodni sektor in ga silijo v nove transformacije oziroma 
oblike proizvodnje in njenega vodenja. Zgodovinsko gledano, poleg novih tehnologij 
pomembno vlogo pri evoluciji proizvodnje predstavljajo razpoložljive metode in 
orodja za podporo vodenja. V okviru posamezne je ključno, kam so osredotočene in 
kakšen je sam interes poslovanja | trga (slika 2.3). 
 
 
Slika 2.3: Evolucija strategij vodenja [7]. 
 
Za dvig konkurenčnosti in produktivnosti je potrebno v proizvodnje integrirati 
napredne računske (angl. Computing) in CPS-sisteme ter obstoječa okolja velikih 
podatkov. 
Kljub omenjeni integraciji je aktualno vprašanje, ali naprave in podatki ponujajo 
pravo informacijo, za pravi namen, ob pravnem času [8]. Namreč podatki nimajo 
uporabne vrednosti, v kolikor niso obdelani na način, da zagotovijo kontekst in 
pomenljivost, ki sta razumljiva pravi osebi. 
Proizvodnja potrebuje poglobljene analize različnih podatkov bodisi z naprav 
bodisi s procesov. 
Generalno lahko napake v proizvodnji razvrstimo v dve kategoriji, vidne napake, 
na primer napake, odpovedi strojne opreme, časovne zakasnitve ali upad nivoja 
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učinkovitosti,… In nevidne napake, na primer slabljenje strojne opreme, obraba 
komponent, pomanjkanje maziv,… 
Po drugi strani je lahko narava napak taka, da jih rešimo, ali pa se jim izognemo 
[8]. 
 
 
Slika 2.4: Smeri dviga produktivnosti [8]. 
 
Slika 2.4 prikazuje smeri dviga produktivnosti in učinkovitosti. Tradicionalne 
strategije vodenja proizvodnje se nahajajo v spodnjem levem kvadrantu. Tekmeci se 
nahajajo v zgornjem levem kvadrantu. Nekatera podjetja so razvila metode in tehnike 
za obvladovanje neznanih problemov, desni kvadrant spodaj. Novi pristopi, zasnovani 
na kibernetsko fizičnih sistemih in velikih podatkih, pa omogočajo proizvodnjam v 
prihodnosti veliko novih možnosti ustvarjanja dodane vrednosti. 
Tradicionalna proizvodnja se sicer nenehno izboljšuje, vendar se je potrebno 
posluževati novih tehnologij, s katerimi je mogoče zmanjšati negotovosti na način, da 
se vpelje večja transparentnost proizvodnje. 
Preglednost proizvodnje je sposobnost organizacije, da identificira in količinsko 
opredeli negotovosti ter na podlagi njih določi objektivno oceno svojih proizvodnih 
zmogljivosti in pripravljenosti [9]. Za prehod na pregledno proizvodnjo in dejansko 
obratovanje v tem načinu se mora industrija transformirati v proizvodnjo, zasnovano 
na analizah napovedovanja (angl. Predictive Analytics Manufacturing). V praksi to 
pomeni implementacijo po eni strani naprednih tehnologij za napovedovanje in po 
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drugi strani strategijo vodenja. Glavni cilj take proizvodnje je omogočiti strojem in 
sistemom samozavedanje. 
V današnjem visoko konkurenčnem poslovnem svetu, kjer so za dvig 
produktivnosti potrebne hitre odločitve, se podjetja srečujejo z izzivi, povezanimi z 
ogromnimi količinami podatkov, velikimi podatki. Veliko podjetij namreč nima 
pametnih analitičnih orodij. 
Kot odgovor na opisane probleme in izzive ter še mnoge druge, se je razvil 
enoten delovni okvir za samo-zavedanje in samo-vzdrževanje kibernetsko-fizičnih 
sistemov (angl. Cyber-Phyisical Systems framework for self-aware and self-
maintenance), katerega naloga je učinkovita ekstrakcija znanja z velikih podatkov in 
sprejemanje bolj inteligentnih odločitev [10]. 
Pri načrtovanju in vpeljavi delovnega okvirja v proizvodnjo se lahko opremo na 
predlagano 5 nivojsko arhitekturo 5C (slika 2.5) zbirko metodologij in navodil [11]. 
Kar pa želimo izpostaviti v predlagani arhitekturi, je dejstvo, da je učinkovitost v 
največji meri odvisna od zmogljivosti analitičnih funkcionalnosti, vdelanih v središčni 
nivo kibernetika (angl. Cyber) katerega vloga je zagotavljanje avtonomnosti 
povzemanja, učenja in akumuliranje znanja. Avtonomnost obdelave podatkov in 
strojnega učenja (angl. Machine Learning) pa sta glavni prioriteti. 
 
 
Slika 2.5: Arhitektura 5C [10]. 
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3  Strojno učenje 
Področje strojnega učenja je zelo široko. Vsebina v nadaljevanju je krajši uvod 
v nastanek in izvor, kategorizacijo in skupni delovni okvir. 
3.1  Kaj je to in potreba po tem 
Najbolj osnoven ali bolje rečeno poenostavljen odgovor na vprašanje, kaj je to, 
je napovedovanje prihodnosti izhajajoč oziroma na podlagi preteklosti. 
Rešitev problema z računalnikom zahteva algoritem. V nadaljevanju pojem 
problem ne označuje nujno problema, govorimo lahko tudi o nalogah ali izzivih. 
Algoritem je sekvenca inštrukcij, ki izvede transformacijo vhoda v izhod, primer je 
algoritem za razvrščanje števil po velikosti. Za rešitev konkretnega problema je lahko 
na voljo več različnih algoritmov. Zanima nas najbolj učinkovit, to je tisti, ki potrebuje 
najmanjše število inštrukcij ali pomnilnika ali obojega. 
Za nekatere probleme ni na voljo algoritma. Čeprav poznamo vhod in vemo, kaj 
naj bo izhod, ne poznamo načina transformacije vhoda v izhod. Nezadostno oziroma 
pomanjkljivo znanje v tovrstnih primerih lahko pridobimo v podatkih. V praksi to 
pomeni, da ustvarimo večje število primerov vhodnih podatkov (angl. Training Data), 
pri čemer za posamezen primer poznamo vrednost izhoda. Na podlagi podatkov se 
priučimo, kaj predstavlja določen izhod. Povedano z drugimi besedami želimo, da 
računalnik (stroj) samodejno izvleče algoritem za konkreten problem. Veliko je 
aplikacij, za katere ni na voljo algoritmov, so pa podatki. 
Napredek v računalniški tehnologiji nam danes omogoča zbiranje, hranjenje in 
obdelavo ogromnih količin podatkov. Vendar se njihova prava uporabnost pokaže po 
analizi in pretvorbi v uporabne informacije. 
Glavna ideja je, da v zbranih preteklih podatkih odkrijemo odgovore. Namreč 
prepričanje je, da obstaja proces, ki do neke mere pojasni opazovane podatke. Gotovo 
obstajajo vzorci v podatkih. Zelo verjetno procesa v celoti na ta način ne bomo 
identificirali, lahko pa zgradimo dober in uporaben približek, ki omogoča detekcijo 
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določenih vzorcev in regularnosti v procesu. Tovrstni vzorci nam lahko pomagajo 
bodisi razumeti sam proces bodisi izgradnjo konkretne aplikacije za napovedovanje. 
Aplikacije, ki uporabljajo metode strojnega učenja in velike podatkovne zbirke, 
imenujemo rudarjenje podatkov (angl. Data Mining), ki kot tako predstavlja eno od 
tehnik obdelave velikih podatkov. 
Področje uporabe je ogromno: trgovina, finančne institucije, detekcija prevar, trg 
vrednostnih papirjev. V proizvodnji je to optimizacija, vodenje in odpravljanje težav, 
v medicini postavljanje diagnoz, v telekomunikacijah optimizacija omrežja in 
zagotavljanje kvalitete storitev (angl. Quality of Service (QoS)), v znanosti analiza 
velike količine podatkov v fiziki, astronomiji, biologiji. Skratka ob dejstvu, da podatki 
predstavljajo glavni vir podatkov in njihova količina iz dneva v dan skokovito raste, 
je dejstvo, da iskanje relevantnih informacij ne more potekati ročno. 
Seveda strojno učenje ni samo problem podatkovnih zbirk, ampak je tudi del 
umetne inteligence. Inteligenten sistem je sistem, ki se je sposoben učiti v 
spreminjajočem se okolju. V tem primeru avtorju sistema ni potrebno predvideti vsega 
in podati rešitev za vse možne okoliščine. 
Strojno učenje nam pomaga poiskati rešitve za veliko problemov v domenah 
stojnega vida, prepoznavanju govora in robotiki. Pogosto se v teh aplikacijah 
ukvarjamo z razpoznavanjem vzorcev (angl. Pattern Recognition), ki kot tako 
predstavlja še eno tehniko obdelave podatkov, ne nujno velikih. 
V osnovi, grobo rečeno, se v strojnem učenju določi izhodiščni model z naborom 
prilegajočih parametrov. Vloga učenja pa je izvajanje računalniškega programa z 
namenom optimizacije parametrov modela na podlagi uporabe učnih podatkov ali 
preteklih izkušenj. Model je lahko prediktiven in se uporablja za napovedovanje ali 
deskriptiven za pridobivanje znanja ali oboje. 
Posameznem problem ima dva aspekta oziroma dejavnika, ki pogojujeta 
uporabo programa sposobnega učenja in izboljšave na podlagi izkušenj. Prvi dejavnik 
je kompleksnost problema in drugi potreba po prilagodljivosti: 
 
 kompleksnost presega zmogljivost klasičnega programa običajno v dveh 
situacijah: 
 
o naloge, opravila, ki jih izvaja žival ali človek - ogromno je 
opravil, ki jih mi ljudje vsakodnevno izvajamo povsem 
rutinirano, vendar naša introspekcija izvajanja ni zadovoljivo 
izdelana in kot taka ne omogoča dobre definicije programa. Taki 
primeri so vožnja, razpoznavanje govora, razumevanje slik, 
  
podob. V vseh teh opravilih učeči strojni programi dosegajo 
zadovoljive rezultate po predhodni izpostavljenosti zadovoljivo 
visokem številu učnih podatkov; 
 
o naloge, opravila, ki presegajo človeško zmogljivost - druga široka 
družina opravil, ki imajo koristi in ugodnosti v tehnikah strojnega 
učenja, so povezana z analizo zelo velikih in kompleksnih 
podatkovnih nizov, na primer podatki v astronomiji, pretvorba 
medicinskih arhivov v uporabno medicinsko znanje, 
napovedovanje vremena, analiza genetskih podatkov. Priučiti se 
sposobnosti zaznavanja pomenljivih vzorcev v velikih in 
kompleksnih nizih podatkov je obetajoče področje, v katerem 
kombinacija učečih programov, skoraj neomejene kapacitete 
pomnilnika in vse večje hitrosti računalnikov odpira številna 
nova obzorja. 
 
 prilagodljivost - velika omejevalna značilnost programsko razvitih orodij 
je njihova rigidnost. Praviloma se po namestitvi ne spreminjajo kljub 
temu, da se problemi s časom spreminjajo. Strojno učenje ponuja rešitev 
tovrstnih izzivov, saj se njihovo vedenje prilagodi vhodnim podatkom. 
Namreč prilagoditev na spremembe v okolju, s katerim so v interakciji, 
je v njihovi naravi. Primeri uspešnih aplikacij stojnega učenja s 
tovrstnimi problemi so dekodiranje ročne pisave, detekcija neželene 
elektronske pošte, razpoznavanje govora… 
 
3.2  Nastanek in izvor 
V predhodnem podpoglavju smo podali enostaven odgovor. Po drugi strani se je 
v znanstvenem svetu izoblikoval odgovor, da je strojno učenje avtomatizirano 
odkrivanje (angl. Automation Discovery). 
Stroji se na podlagi izkušenj nenehno izboljšujejo, zelo podobno kot mi ljudje, 
sami se učijo. Učijo se z uporabo zelo podobnih metod, kot so znanstvene, razlika je 
le ta, da so to stroji in ne ljudje oziroma znanstveniki. Podobno kot v znanosti 
ponavljajo cikel, v katerem algoritmi hipotezo formulirajo, jo testirajo z učnimi 
podatki, jo izpopolnijo. Ključna razlika pri tem pa je, da to počnejo mnogo hitreje. 
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Rezultat tega je, da v danem časovnem obdobju akumulirajo mnogo več znanja, kot 
ga znanstvenik lahko kadarkoli. 
Kako je prišlo do tega? Stroji se učijo sami? 
Veliko ljudi je presenečenih, ker enostavno zaključijo, da je računalnik stroj, ki 
v nedogled dela to, kar mu naložimo. Vemo namreč, da učenje zahteva določeno 
inteligenco in kreativnost. Svetovno priznani umetnik Pablo Picasso je izjavil 
»Računalniki so neuporabni. Lahko vam dajo samo odgovore.«. Strojno učenje je 
situacija, v kateri vprašanja postavljajo računalniki oziroma algoritmi učenja. To so 
predvsem vprašanja v stilu tukaj imam vhod, tukaj imam izhod, kako transformiram 
vhod v izhod. Na primer imam rentgenski posnetek prsi, izhod pa je bodisi diagnoza 
rak na prsih bodisi ne. Tovrstna vprašanja se sprašujejo algoritmi. Torej, kako pridem 
iz enega stanja v drugo. Ko jim damo dovolj učnih podatkov, ugotovijo, kako to delati 
bistveno učinkoviteje in hitreje kot človek. 
Slika 3.1 prikazuje tradicionalno programiranje in strojno učenje. V 
tradicionalnem programiranju je program napisal človek, ga naložil v računalnik, 
zagotovil na vhod podatke, algoritem je podatke obdelal in odložil rezultat, karkoli je 
že to predstavljalo, na izhod. Glavnina računalnikov na svetu danes dela na tem 
principu. 
 
 
Slika 3.1: Programiranje na principih strojnega učenja. 
 
Strojno učenje tradicionalen pristop spreminja na način, da izhod v resnici 
postane vhod. Torej v računalnik gredo podatki in izhod. Vloga algoritma učenja pa 
je, da se priuči načina, s katerim doseže transformacijo, ki vhodne podatke spremeni v 
izhodne. 
Strojno učenje združuje pet znanstvenih struj, razmišljanj, divizij. Vsako ima 
korenine na drugem področju znanosti in vsako ima svoj mojstrski (angl. Master) 
  
algoritem. To je splošen algoritem, ki je v osnovi rešitev za poljuben problem. Vendar 
ugotovitve kažejo, da pravega mojstrskega algoritma še ni, ampak so samo njegovi 
deli. Pravi mojstrski algoritem bo prišel, ko bodo združeni vsi posamezni deli v enega 
[12]. 
V nadaljevanju so navedene struje, njihov izvor in prilegajoč mojstrski 
algoritem: 
 
 simbolisti (angl. Symbolists) - imajo svoje korenine v logiki in filozofiji. 
Njihov algoritem je inverzna dedukcija. To je videti indukcijo kot 
inverzno operacijo dedukcije; 
 
 povezovalci (angl. Connectionists) - danes eni najbolje znanih. Njihova 
ideja je vzvratni inženiring (angl. reverse engineering) delovanja 
možganov. Inspiracijo črpajo v nevroznanosti. Njihov algoritem je 
vzvratno učenje (angl. Back Propagation); 
 
 evolucionisti (angl. Evolutionaries) - namesto tega, da jim izhodišče in 
temelj predstavljajo možgani, je to evolucija. Glavna ideja je simulirati 
evolucijo na računalnikih. Inspiracijo najdejo v evolucijski biologiji. 
Najzmogljivejši algoritem se imenuje genetsko programiranje (angl. 
Genetic Programming). 
 
 bayes-ianci (angl. Bayesians) - druga zelo pomembna struja v strojnem 
učenju. Izhajajo iz statistike. Njihov algoritem je verjetnostno sklepanje 
(angl. probalistic inference), ki je v resnici način, na katerega apliciramo 
osnovni teorem, s katerega med drugom izhaja njihovo ime; 
 
 analogisti (angl. Analogizers) - učenje in sklepanje na podlagi analogij. 
Imajo korenine v veliko različnih področjih. Verjetno ključno področje 
je psihologija, ker je za to ogromna količina dokazov. Namreč človek 
veliko sklepa ravno na podlagi analogij. Imajo več algoritmov, 
najzmogljivejši in najširše uporabljen je strojna jedra (angl. Kernel 
Machines), poznan tudi kot mehanizmi podpornih vektorjev (angl. 
Support Vector Machines), ki so bili do porasta »povezovalcev« v resnici 
najbolj dominanten pristop v strojnem učenju; 
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Iz napisanega sledi dejstvo, da ima strojno učenje tudi sociološki vpliv na svet, 
v katerem živimo. Njegov razvoj in nova spoznanja puščajo velik odtis, ki se odraža 
kot sprememba v svetu v vseh delih družbe in življenju posameznika, čeprav se 
verjetno tega še ne zavedamo [12]. 
3.3  Kategorizacija algoritmov in metod 
Danes je na voljo veliko število algoritmov oziroma metod in število iz dneva v 
dan narašča. 
Na tem mestu definirajmo pojma metoda in algoritem, ki se sicer v praksi 
uporabljata kot sopomenki. 
Algoritem je psevdo koda, ki nam pove, kako izvršimo opravilo z izvedbo 
korakov. Je serija, sekvenca natančnih korakov, je torej proces, ki vzame podatek ali 
niz podatkov kot vhod, naredi izračun in ustvari vrednost ali niz vrednosti kot izhod. 
Ključna značilnost algoritma je, da sekvenca vsebuje končno število korakov. 
Metoda je bolj generična, splošna oblika zapisa rešitve, ki kot taka zagotavlja 
način za reševanje problema. 
Metode lahko združimo na podlagi več različnih kriterijev najpogosteje po 
načinu učenja in podobnostih v njihovi funkciji. Obstajajo tudi druge značilnosti, kot 
so točnost, potreben čas za treniranje, linearnost ali število parametrov, na podlagi 
katerih jih lahko kategoriziramo. 
3.3.1  Podatek 
Strojno učenje oziroma učenje kot tako je proces. Kot smo uvodoma dejali, 
učenje poteka na podlagi preteklih izkušenj. Pretekle izkušnje imenujemo učni vzorci 
ali učni podatki, ki so v resnici zbirka instanc, ki kot take predstavljajo vhod v proces 
učenja. Kaj se algoritem priuči z vhodnih podatkov, se spreminja in je odvisno od 
scenarija, problema, ki ga rešujemo. 
Instanca x predstavlja specifičen objekt in je običajno predstavljena z D-
dimenzijskim vektorjem značilnosti (angl. Feature vector) 𝐱 =  (𝑥1, … , 𝑥𝐷) ϵ ℝ
D, kjer 
posamezni dimenziji pravimo značilnost. Dolžina D vektorja značilnosti se imenuje 
dimenzionalnost vektorja značilnosti. 
Lahko rečemo, da je značilnost neke vrste abstrakcija objekta oziroma vhodnega 
podatka. V bistvu značilnost ignorira vse druge informacije, ki niso predstavljene z 
značilnostmi. 
Značilnosti so lahko tudi diskretne vrednosti. Kadar imamo opravka z več 
instancami, uporabljamo oznako 𝑥𝑖𝑑 za označitev d-te lastnosti i-te instance. 
  
 
3.3.2  Nenadzorovano učenje 
V nenadzorovanem učenju (angl. Unsupervised Learning) ni učitelja in vse, kar 
obstaja, so instance vhodnih podatkov. Instance podatkov nimajo vnaprej pripisanih 
oznak, podatki so neoznačeni. Cilj nenadzorovanega učenje je najti, spoznati, se 
priučiti regularnosti v vhodnih podatkih, jih na nek način organizirati ali opisati 
njihovo strukturo. Vhodni prostor poseduje strukture, ki se kažejo na način, da se 
nekateri vzorci pojavljajo pogosteje kot drugi, zato želimo videti, kaj se dogaja in kaj 
ne. V statistiki temu pravimo ocena gostote (angl. Density Estimation). 
Primer metode ocene gostote je tako imenovano rojenje (angl. Clustering), 
katerega cilj je v vhodnih podatkih poiskati gruče oziroma skupine instanc z enakimi 
lastnostmi. Segmentacija kupcev, stiskanje (angl. compression) slik, združevanje 
dokumentov, usklajevanje elementov DNA in RNA v molekularni biologiji ali učenje 
motivov (sekvenc amino kislin, ki se pogosto pojavljajo v proteinih) so nekateri 
primeri aplikacij. Slednji primer je še posebej zanimiv, saj motivi ustrezajo 
strukturnim ali funkcijskim elementom, ki se pogosteje pojavljajo znotraj sekvenc, ki 
jih karakterizirajo. Na primer črke, stavki, besede, različen pomen. 
Težava, ki se lahko pojavi, je oteženo objektivno vrednotenje kvalitete delovanja 
algoritmov, ker informacije o tem, kako naj bo posamezna instanca uvrščena v gručo 
(angl. Cluster), vnaprej ni na voljo. 
3.3.3  Nadzorovano učenje 
Cilj nadzorovanega učenja (angl. Supervised Learning) je spoznati, se priučiti 
zvezo med vhodom in izhodom, pri čemer pravilno vrednost zagotovi učitelj. 
Ključni vsebinski gradnik nadzorovanega učenja je oznaka (angl. Label), ki je 
po definiciji napoved na podlagi instance podatka. Oznake so končni nizi vrednosti, na 
primer ženske, moški. Različnim vrednostim pravimo razredi (angl. Classes). 
Praviloma so razredi kodirani s podatkovnim tipom celo število (angl. Integer), na 
primer ženske = -1, moški = 1. Oznake so lahko tudi kontinuirane vrednosti, na primer 
napovedovanje krvnega tlaka na podlagi višine in teže človeka. 
Učni vzorec, na katerem poteka učenje, je par instanc, pri čemer prva predstavlja 
podatek, informacijo, ki je predmet obravnave in druga predstavlja oznako. Lahko si 
zamislimo, da instanca podatka, ki jo zagotovi učitelj, nosi oznako. Od tudi ime 
nadzorovano učenje. Parom vzorcev pravimo označeni podatki. 
Strojno učenje je tehnika, katere naloga se je priučiti funkcije, na podlagi učnih 
podatkov, ki transformira vhodne podatke v izhodne. Tipični problematiki 
36 3  Strojno učenje 
 
nadzorovanega učenja sta klasifikacija (angl. Classification) in regresija (angl. 
Regression). 
V klasifikacijskih problemih imamo običajno dva lahko pa tudi več razredov, 
vhod in klasifikator, katerega naloga je, da posamezno instanco vhodnega podatka 
uvrsti v enega od razredov. Ključna stvar klasifikatorja je priučeno pravilo oziroma 
diskriminanta, funkcija, ki loči vhodne podatke, ki so različnih razredov, in se jo priuči 
v procesu učenja s preteklimi podatki. Tako pravilo je osnova aplikacij za 
napovedovanje (angl. prediction). 
Veliko aplikacij strojnega učenja je v problemih, ki jih rešujejo, povezanih z 
razpoznavanjem vzorcev. Na primer optično razpoznavanje znakov oziroma njihovih 
znakovnih kod na podlagi slik, podob. To je primer klasifikacijskega problema z več 
razredi, v tem primeru toliko kolikor znakov želimo razvrščati. 
Učenje pravila iz podatkov zagotavlja tudi pridobitev znanja (angl. Knowledge 
Extraction). Pravilo je v tem primeru enostaven model, ki obrazloži podatke. Vpogled 
v model pa daje informacijo, obrazložitev osnovnega procesa, ki se skriva pod podatki. 
Med drugim učenje zagotavlja tudi kompresijo na način, da s pravilom, ki izhaja 
iz podatkov, dobimo obrazložitev, ki je bistveno enostavnejša kot celotni podatki in 
zahteva bistveno manj pomnilnika za hranjenje in manj procesorske moči za obdelavo. 
Detekcija napačnih vrednosti (angl. Outlier Detection), kar je iskanje instanc, ki 
ne upoštevajo pravila in so kot take izjeme, je še en primer uporabe strojnega učenja. 
Po drugi strani imamo probleme, kjer želimo, da sistem na podlagi vhodnih 
podatkov nekaj predvidi, napove in na izhodu to predstavi s konkretno številko. Na 
primer vhodni podatki so znamka, leto izdelave, kapaciteta, prevoženi kilometri in 
drugi podatki, za katere smatramo, da vplivajo na ceno avtomobila, izhod sistema pa 
je cena rabljenega avtomobila. 
Tovrstnim problemom, kjer od sistema na izhodu pričakujemo konkretno 
številko, pravimo regresijski. Tako kot pri predhodno opisanih tudi v tem primeru 
analiziramo pretekle transakcije z namenom priprave učnih podatkov, program 
strojnega učenja nato priredi funkcijo podatkom tako, da se uči o izhodu 𝑦 kot o 
funkciji vhoda. Enačba (3.1) prikazuje primer prirejene funkcije za ustrezne vrednosti 
w in wo. 
 
 𝑦 = 𝑤𝑥 + 𝑤0 (3.1) 
 
Izhajajoč iz pristopa v strojnem učenju predpostavimo model 𝑔, določen z nizom 
parametrov 𝛩 
  
 
𝑦 = 𝑔(𝑥|𝛩) 
 
Izhod 𝑦 je številka v regresiji in oznaka ali koda razreda v klasifikaciji. Model 
je regresijska funkcija v primeru regresije oziroma v primeru klasifikacije 
diskriminanta, funkcija, ki razlikuje instance različnih razredov. Program strojnega 
učenja optimizira parametre na način, da je napaka približka (angl. Approximation 
Error) najmanjša, to pomeni, da je naša ocena čim bližje pravi vrednosti, to je 
vrednosti dani v učnem nizu. 
Enačba (3.1) je primer linearnega modela ali funkcije, parametra w pa sta 
prirejena tako, da se model čim bolj prilega učnim podatkom. V primeru, da ima 
linearni model preveč omejitev, lahko uporabimo kvadratno obliko funkcije ali 
polinom višjega reda ali poljubno drugo nelinearno funkcijo, pri tem se parametri 
optimizirajo za najboljše prileganje funkcije učnim podatkom. 
3.3.4  Delno nadzorovano učenje 
V okviru strojnega učenja predstavlja delno nadzorovano učenje (angl. Semi-
Supervised Learning) široko področje raziskovanja v zadnjem času. Kot pove ime 
samo, gre za nekakšno vmesno obliko med nenadzorovanim in nadzorovanim 
učenjem. 
Je paradigma učenja, ki se ukvarja s študijem učenja na podlagi obojih označenih 
in neoznačenih podatkov. Kot predstavljata predhodni poglavji, se tradicionalno 
učenje obravnava v okviru dveh paradigem, nenadzorovanega učenja, kjer podatki 
niso označeni, ali nadzorovanega učenja, kjer so podatki označeni. 
Cilj delno nadzorovanega učenja je ugotoviti, kako lahko združitev označenih 
in neoznačenih podatkov spremeni učne navade, in izgradnja algoritmov, ki 
uporabljajo prednosti take združitve. Tako sta glavna motiva izgradnja boljših 
algoritmov in teoretično razumevanje učenja pri človeku in stroju. Razumevanje 
učenja pri človeku in s tem kognitivne znanosti je še posebej zanimivo, saj ugotovitve 
kažejo, da človek pri svojem učenju zelo podobno izkorišča pasivne izkušnje, ki pa 
niso nič drugega kot neoznačeni podatki, kar je enako, kot to počno algoritmi delno 
nadzorovanega učenja [13], [14]. 
Glavnina strategij je zasnovanih kot razširitev bodisi nenadzorovanega bodisi 
nadzorovanega učenja z namenom vključitve dodatnih informacij drugih paradigem 
učenja. Poznane strategije so na primer delno nadzorovana klasifikacija, omejeno 
rojenje (angl. Constrained Clustering), regresija, redukcija dimenzij idr. 
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Učenje kot tako ima visoko praktično vrednost, ker je pridobivanje instanc 
označenih podatkov običajno oteženo, drago in časovno potratno, v večini primerov 
zahteva prisotnost izkušenega strokovnjaka s področja, drage preizkuse ali naprave. 
Zato so podatki pogosto nezadostni, redki in dragi. 
Slika 3.2 prikazuje glavne metode za reševanje problemov. 
 
 
Slika 3.2: Metode za delno nadzorovano učenje. 
 
Generalno veljajo modeli delno nadzorovanega učenje za občutljivejše z naslova 
različnih nastavitev. 
3.3.5  Spodbujevano učenje 
V nekaterih aplikacijah oziroma sistemih je izhod sekvenca akcij. V tovrstnih 
primerih ena sama akcija ni pomembna. Pomembna je politika (angl. Policy), ki je v 
resnici sekvenca pravilnih akcij, ki vodi do zastavljenega cilja. 
Tovrstni problemi zahtevajo od programa strojnega učenja sposobnost 
ocenjevanja »dobrote« politik in učenje na podlagi preteklih dobrih politik (sekvenc 
akcij) z namenom ustvarjanja nove boljše politike. Metodam učenja pravimo 
spodbujevano učenje (angl. Reinforcement Learning (LR)). 
Pomembna razlika glede na predhodno opisana učenja je odsotnost učitelja, 
nekoga, ki bi določil, kaj so dobre akcije. V RL je učenec agent, ki na podlagi 
sprejemanja odločitev izbira akcije v nekem okolju. Za izbrane akcije prejme bodisi 
nagrado bodisi kazen, odvisno od kvalitete reševanja problema. Cilj učenja je, da se 
agent skozi poskusna obratovanja priuči najboljše politike, to je sekvence akcij, katerih 
celokupna nagrada je najvišja možna, maksimalna. 
  
RL učenju pravimo tudi učenje s kritiko, ki v nasprotju z nadzorovanim učenjem 
ne pove, kaj naj delamo, ampak samo, kako dobro smo delali v preteklosti. Kritika 
nikoli ni vnaprej, povratna informacija s kritiko je redka in vedno pride kasneje. 
Klasičen primer je igranje iger, kjer en premik sam po sebi ni pomemben. 
Pomembna je sekvenca pravilnih premikov, ki se izkažejo za dobre in vodijo do 
zmage. Igranje iger je pomembno raziskovalno področje bodisi v domeni strojnega 
učenja bodisi umetne inteligence (angl. Artificial Intelligence). 
Navigacija robota v okolju je še eno področje aplikacij spodbujevanega učenja. 
Robot se lahko v vsakem trenutku premakne v eno od številnih smeri. Po izteku 
določenega poskusnega obratovanja se mora priučiti pravilnih sekvenc akcij ter z 
izhodiščnega stanja doseči ciljno stanje kar se da hitro in brez trkov v ovire. 
Zanimivost spodbujevanega učenja je, da se nahaja na presečišču večjega števila 
znanstvenih področij (slika 3.3). 
 
 
Slika 3.3: Umestitev spodbujevanega učenja. 
 
Znotraj vsakega področja se nahajajo branže, ki raziskujejo in poskušajo 
razumeti isti problem, o katerem bomo govorili v okviru paradigme spodbujevanega 
učenja. Ta problem je znanost v sprejemanju odločitev (angl. Science of decision 
making). Gre za osnovno, fundamentalno znanost, katera poskuša razumeti optimalen 
način sprejemanja odločitev in se pojavlja praktično povsod. 
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Slika 3.4 prikazuje nekaj tipičnih aplikacij in področja, kjer se uporablja  
algoritme spodbujevanega učenja. 
 
 
Slika 3.4: Aplikacije in področja. 
 
3.4  Skupni delovni okvir 
Kot bomo videli v nadaljevanju, je algoritmov strojnega učenja zelo zelo veliko. 
Vsako leto se bodisi posodobijo obstoječi bodisi razvijejo novi. Zato je za izbiro 
optimalnega algoritma, s katerim bo konkreten problem uspešno rešen, ključno 
poznavanje in predvsem razumevanje skupnega delovnega okvirja (angl. Common 
Framwork). 
S splošnega vidika gledano je eno ključnih spoznanj to, da vsi algoritmi 
strojnega učenja vsebujejo kombinacijo naslednjih treh komponent [15]: 
 
 upodobitev (angl. Representation) – klasifikator mora biti prikazan v 
računalniku razumljivem jeziku. Izbira formulacije, upodobitve za 
učenca je enakovredna izbiri klasifikatorjev, ki se jih učenec lahko nauči. 
Slednjemu pravimo prostor hipotez. Vprašanje, ki se postavlja v zvezi s 
upodobitvijo je, kako prikazati vhod, na primer katere značilnosti 
uporabiti; 
 
 vrednotenje (angl. Evaluation) – funkcija vrednotenja je potrebna za 
ločevanje dobrih klasifikatorjev od slabih. Funkcijo uporablja algoritem 
  
interno in se lahko razlikuje od zunanje funkcije, za katero želimo, da jo 
klasifikator optimizira; 
 
 optimizacija – je ključnega pomena, zato je izbira ustrezne metode 
ključnega pomena. Naloga teh metod je poiskati pravo hipotezo v danih 
učnih podatkih. V osnovi optimizacija išče tiste parametre, pri katerih je 
celokupna napaka minimalna; 
 
Slika 3.5 prikazuje tipične primere metod vseh treh komponent, še zdaleč pa to 
ni končni seznam. 
 
Slika 3.5: Metode za upodobitev, vrednotenje in optimizacijo [15]. 
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Naslednjo ključno problematiko bomo razložili na najbolj zrelem, pa tudi 
najširše uporabljenem tipu učenja, to je klasifikacija. Vendar zadeva velja za celotno 
področje strojnega učenja. 
Vsebina izhaja iz [16], ki kot tako predstavlja eno ključnih gradiv. 
Recimo, da se želimo naučiti razreda 𝐶, ki predstavlja družinske hiše. 
Predpostavimo, da imamo niz primerov hiš (vzorcev, učnih podatkov), ki ga 
predstavimo skupini ljudi z namenom identifikacije pozitivnih vzorcev (hiše, za katere 
verjamejo, da so družinske) in negativnih vzorcev, to so vse ostale hiše. Učenje 
oziroma priučiti se razreda je poiskati opis, ki je skupen vsem pozitivnim vzorcem in 
nobenemu negativnemu. Na podlagi najedenega opisa kasneje delamo napovedi, na 
primer za vsako novo hišo (instanco vhodnega podatka), ki je nismo videli še nikoli, 
povemo, ali je družinska ali ne. 
Označimo ceno kot prvo vhodno lastnost 𝑥1 in površino hiše kot drugo vhodno 
lastnost 𝑥2 , kar pomeni, da predstavljamo družinsko hišo z dvema numeričnima 
vrednostnima, njuna oznaka 𝑟 pa določa njun tip: 1 pozitivni primeri, 0 negativni 
primeri. 
 
 𝒙 = [
𝑥1
𝑥2
]  (3.2) 
 
To pomeni, da je vsaka hiša predstavljena s parom (x, r). Niz učnih podatkov 
vsebuje N parov oziroma elementov. Oznaka 𝑡 je indeks, ki kaže instanco vzorca v 
nizu učnih podatkov. 
 
 𝑋 =  {𝒙𝑡, 𝑟𝑡}t=1 
N  (3.3) 
 
Instance učnih podatkov lahko narišemo na dvodimenzionalnem diagramu 
(𝑥1, 𝑥2), razred pa določa 𝑟
𝑡. Po dodatni diskusiji ali konzultaciji s strokovnjaki na 
področju lahko zaključimo in verjamemo, da je družinska hiša vsaka, ki je znotraj 
območja 
 
 (𝑝1 ≤ 𝑐𝑒𝑛𝑎 ≤ 𝑝2 ) AND (𝑒1 ≤ 𝑝𝑜𝑣𝑟š𝑖𝑛𝑎 ≤ 𝑒2) (3.4) 
 
določenega s 𝑝1, 𝑝2, 𝑒1 in 𝑒2. Enačba (3.4) predpostavlja razred 𝐶 kot 
pravokotnik v prostoru cena – površina, kar prikazuje slika 3.6. 
 
  
 
Slika 3.6: Razred hipotez [16]. 
 
Z enačbo (3.4) smo v resnici postavili razred hipotez ℋ. Vloga algoritma učenja 
je poiskati posamezno hipotezo ℎ ∈ ℋ, ki je najboljši približek razreda 𝐶. Težava je v 
tem, da kljub temu, da je razred hipotez določen s strani strokovnjakov, ne poznamo 
parametrov 𝑝1, 𝑝2, 𝑒1 in 𝑒2. To pomeni, da ne poznamo posamezne hipoteze ℎ ∈ ℋ, to 
je tiste, ki se najbolj približa, prilega razredu 𝐶. Najti to hipotezo je cilj učenja. 
Recimo, da hipoteza h dela napoved za posamezno instanco x na način, da je 
h(x)=1, če hipoteza klasificira instanco kot pozitiven primer, in h(x)=0, če hipoteza 
klasificira instanco kot negativen primer. 
Težava se pojavi, ker v realnosti ne poznamo 𝐶(𝒙), zato ne moremo ovrednotiti, 
kako dobro se izbrana hipoteza ℎ(𝒙) ujema, prilagaja 𝐶(𝒙). Imamo namreč le niz 
učnih podatkov 𝒳, ki je manjši del vseh možnih x. 
Empirična napaka je delež učnih instanc, za katere se napoved hipoteze ne ujema 
z vrednostmi, danimi z 𝒳 (enačba (3.3)). Slika 3.7 prikazuje primer razreda 𝐶 (nam 
nepoznanega) in hipoteze ℎ, do katere smo prišli s posplošitvijo sklepanja (inducirana 
hipoteza). Področje, kjer je 𝐶 = 1 in ℎ = 0, imenujemo napačno negativno (angl. false 
negative) in področje, kjer je 𝐶 = 0 in ℎ = 1, napačno pozitivno (angl. false positive) 
in predstavljata napako. Drugi dve področij pravilno pozitivno (angl. True positives) 
in pravilno negativno (angl. True negatives) predstavljata točno klasifikacijo. 
Vidimo, da je v našem primeru več možnih hipotez. Naš cilj je najti hipotezo 
(štiri parametre) pri danih učnih podatkih, ki ne bo imela empirične napake, to pomeni, 
da bo vključevala vse pozitivne primere in nič negativnih primerov. 
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Slika 3.7: Empirična napaka [16]. 
 
Pojavi se dejstvo, da je hipotez, v katerih je empirična napaka nič, mnogo 
(pravokotnikov, kjer je pogoj izpolnjen, je mnogo) in bi v prihodnosti ob novih 
instancah podatkov nekje blizu mej pozitivnega in negativnega druge hipoteze lahko 
dajale drugačne napovedi. Temu pravimo problem generalizacije. Namreč želimo 
hipotezo, ki bo napovedovala točno za vse instance, tudi tiste, ki niso v učnih podatkih, 
ali z drugimi besedami, instance v prihodnosti. 
Generalizacija je eden izmed fundamentalnih ciljev v strojnem učenju. 
Določanje ene in čim bolj optimalne hipoteze samo z uporabo učnih podatkov 
običajno ni mogoče. Po eni strani bi morali videti veliko primerov učnih podatkov, kar 
običajno ni na voljo, po drugi strani pa majhni nizi učnih podatkov ne morejo 
zagotoviti edinstvene rešitve. Vzrok za to je v tem, da je učenje na podlagi vzorcev 
tako imenovan inverzni problem [17]. Inverzni problemi kot taki pa so skoraj vedno 
»ill-posed« [18], kar pomeni, da samo pretekli podatki niso dovolj za edinstveno 
rešitev. 
Enko velja za druge aplikacije klasifikacije in regresije. 
Zaradi navedenih dejavnikov in izdelave edinstvene rešitve moramo vpeljati 
oziroma postaviti dodatne predpostavke. Nizu dodatnih predpostavk, ki jih naredimo 
z namenom, da omogočimo učenje, pravimo inducirana pristranskost (angl. Inductive 
bias) [16]. 
V primeru učenja družinskih hiš smo videli, da je na voljo veliko, če ne že 
neskončno poti, kako ločiti pozitivne primere od negativnih. Oblika enega 
pravokotnika je pristranskost, izbira pravokotnika z večjimi mejami je druga 
  
pristranskost. Podobno je pri regresiji, na primer predpostavka, da je funkcija linearna, 
je pristranskost, izbira funkcije najmanjši kvadrati napak je druga pristranskost. 
Po drugi strani ima vsak razred hipotez določeno kapaciteto, zato se lahko priuči 
določenih funkcij. Zadevo lahko razširimo z uporabo razreda hipotez s 
kompleksnejšimi hipotezami in na ta način povečamo kapaciteto, vendar se pojavi 
vprašanje, kje se ustaviti. 
Izbiri prave pristranskosti pravimo izbira modela (angl. Model selection) in je v 
osnovi izbira med možnimi razredi hipotez [19]. Spomnimo se za trenutek glavnega 
cilja strojnega učenja, točno napovedovanje v novih primerih. Se pravi želimo pravi 
izhod za instanco vhoda, ki ni del učnih podatkov. Kako dobro model, ki se je učil na 
nizih učnih podatkov, napoveduje izhode za nove instance, se imenuje generalizacija. 
Za najboljšo generalizacijo se morata kompleksnost razreda hipotez oziroma 
modela srečati s kompleksnostjo funkcije, ki jo nosijo podatki. 
Povzetek zgornjih dejstev lahko združimo v tako imenovani kompromis treh 
dejavnikov, ki ga je potrebno sprejeti v vseh algoritmih učenja, kjer se to izvaja na 
podlagi učnih podatkov [20]: 
 
 kompleksnost hipotez, ki jih želimo prirediti podatkom, z drugimi 
besedami kapaciteta razreda hipotez; 
 
 količina učnih podatkov; 
 
 generalizacijska napaka na novih instancah podatkov; 
 
Razumevanje kompromisa treh dejavnikov je ključno za razumevanje vedenja 
modela napovedovanja, vendar je v osnovi glavna skrb celokupna napaka. Obstaja 
optimalna točka (angl. Sweet Spot), kjer sta pristranskost in varianca uravnotežena, 
(slika 3.8) in relativno nizka, hkrati pa celokupna napaka minimalna. 
Višanje kompleksnosti modela na primer z dodajanjem novih parametrov 
povzroči pre-parametriziranost (angl. Overfitting). Generalizacijska napaka sicer 
sprva pada, potem pa ponovno začne naraščati. Generalizacijsko napako zasičenega 
modela lahko do neke mere reguliramo s količino učnih podatkov (v tem primeru se 
mora povečati), vendar samo do določene točke. Po drugi strani višanje kompleksnosti 
modela zmanjšuje pristranskost, vendar hkrati zvišuje varianco (angl. Variance). Pre-
parametriziranost oziroma visoka varianca je na splošno nezaželena. Običajno se v 
praksi pre-parametriziranost kaže v številnih oblikah. Paziti je potrebno tudi 
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nasprotno, visoka pristranskost oziroma pod-parametriziranost (angl. Underfitting) na 
primer, v primeru preveč enostavnega modela. 
 
 
Slika 3.8: Kompromis med pristranskostjo in varianco [21]. 
 
Sposobnost generalizacije hipoteze lahko merimo s podatki, ki niso del učnih 
podatkov. Običajno to simuliramo na način, da niz učnih podatkov razdelimo na dva 
dela. Prvi del uporabimo za učenje, drugi del, tako imenovan validacijski niz (angl. 
Validation Set), pa uporabimo za testiranje generalizacije. Temu procesu pravimo 
navzkrižna validacija (angl. Cross-validation). 
Naslednja zadeva, ki zahteva pozornost, je problem visokih dimenzij (angl. 
Curse of dimensionality). Namreč dejstvo je, da ima veliko algoritmov težave, ko 
imajo vhodni podatki veliko dimenzij oziroma lastnosti. Kar dela težavo še 
kompleksnejšo, je naša intuicija, ki v več dimenzijskem svetu ne drži. Zato dodajanje 
značilnosti ni nujno dobra odločitev. V izogib težavam se je smiselno posluževati 
tehnik za zmanjšanje dimenzij. 
V nadaljevanju je naveden povzetek še nekaterih ključnih elementov skupnega 
delovnega okvirja. Obširnejša in podrobna predstavitev je na voljo v [12]. 
 
 Teoretična garancija ni to, kar je videti. Njena glavna vloga je 
razumevanje in gonilo dizajna novih algoritmov. Nikakor pa ni kriterij 
za praktične odločitve. 
 
 Potrebno se je zavedati dejstva, da v strojnem učenju glavnino 
porabljenega časa in truda odpade na pripravo surovih podatkov in 
  
načrtovanje ter izdelavo značilnosti. Slednje predstavlja ključno zadevo 
v strojnem učenju. Stojno učenje ni enkratna stvar, ampak ga je potrebno 
gledati kot kontinuiran proces, v katerem se ponavljajo učenje, analiza 
rezultatov in prilagajanje. 
 
 Nekaj nenapisanih pravil, ki jih velja upoštevati: 
 
o Tehtnica je na strani enostavnih algoritmov z več podatki in ne 
na strani pametnih, zmogljivejših s skromnimi podatki. Smiselno 
je začeti z enostavnimi algoritmi. 
 
o Vredno je poskusiti veliko variacij z več modeli. V zadnjem času 
se je ustalila praksa oziroma je postalo kar standard združevanje 
različnih variacij v tako imenovan model kompletov (angl. Model 
Ensembles) in rezultati so mnogo boljši. 
 
o Enostavno ne pomeni točno. 
 
o Upodobitveno ne pomeni učljivo. Dejstvo je, da upodobitev 
funkcije še ne pomeni tudi priučitev te funkcije. Zato je smiselno 
preizkusiti več različnih algoritmov in jih po potrebi združiti. 
 
o V zadnjem času se veliko posveča iskanju metod, ki so sposobne 
učenja globoke upodobitve. To pomeni upodobitev v več nivojih. 
Namreč nekatere upodobitve funkcij so bistveno bolj kompaktne 
kot druge, kar je pri potrebnih podatkih za priučitev teh funkcij 
ravno obratno, potrebujemo jih bistveno manj. 
 
3.5  Podobnosti v delovanju, funkcionalnosti 
Algoritme pogosto združujemo na podlagi podobnosti njihovih funkcij oziroma 
načina delovanja. Kategorizacija v nadaljevanju je uporabna, vendar ni popolna, 
posamezni algoritmi so namreč lahko v več skupinah. Po drugi strani obstajajo 
kategorije, ki imajo enako ime za opis problemov in razreda algoritmov, kot na primer 
regresija ali rojenje. Prav tako niso navedene vse skupine in tudi ne vsi algoritmi. 
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3.5.1  Regresijski algoritmi 
Tovrstni algoritmi se uporabljajo za modeliranje povezav med spremenljivkami 
modela. Sam model se na podlagi merjenja napake v napovedovanju skozi ponovitve 
učenja posodablja oziroma čisti. 
Algoritmi predstavljajo glavno orodje v statistiki, zato jih v glavnem najdemo v 
statističnem strojnem učenju. Nekoliko je moteče, ker se beseda kot taka sklicuje na 
razred problemov in razred algoritmov. Regresija je v resnici proces. 
3.5.2  Algoritmi zasnovani na primerkih 
Algoritmi zasnovani na primerkih (angl. Instance-based Algorithms) modelirajo 
problem odločanja z instancami učnih podatkov, ki v modelu veljajo za pomembne ali 
zahtevane. 
Pri uporabi teh metod se praviloma zgradi podatkovna zbirka podatkov 
primerkov. Napovedovanje temelji na največjem ujemanju izmerjenih podobnosti med 
novimi podatki in podatki primerov v zbirki. Drugi imeni za metode učenja sta 
zmagovalec vzame vse (angl. Winner-take-it-all) in zasnovane na spominu (angl. 
Memory-based). 
3.5.3  Regularizacijski algoritmi 
Regulacijski algoritmi (angl. Regularization Algorithms) predstavljajo razširitev 
drugim metodam tipično regresijskim in so na nek način alternativa kompleksnim 
modelom, ker promovirajo enostavnejše modele, ki so tudi bolj učinkoviti pri 
generalizaciji. 
So zelo popularni in zmogljivi. V osnovi so enostavne spremembe ostalih 
modelov. 
3.5.4  Algoritmi odločitvenih dreves 
Odločitveno drevo (Angl. Decision Tree Algorithms) konstruira model 
odločanja, zasnovan na konkretnih vrednostih atributov podatkov. Odločitve se 
sprejemajo po drevesni strukturi navzdol, dokler za konkreten podatek ni sprejeta 
predikcija. 
Odločitvena drevesa se uporabljajo v klasifikacijskih in regresijskih problemih. 
Praviloma so zelo hitra in točna in kot taka favorit v strojnem učenju. 
  
  
3.5.5  Bayesianski algoritmi 
Bayesianski algoritmi (angl. Bayesian Algorithms) so metode, ki eksplicitno 
aplicirajo Bayesianski teorem. Uporabljajo se za probleme, kot so klasifikacija in 
regresija. 
3.5.6  Algoritmi rojenja 
Podobno kot pri regresiji algoritmi rojenja (angl. Clustering Algorithms) 
opisujejo po eni strani razred problemov po drugi pa razred metod učenja. 
Metode so praviloma organizirane po pristopu modeliranja, na primer centralno 
zasnovano in hierarhično modeliranje. Vse metode delujejo na način, da uporabljajo 
strukture v podatkih in jih na ta način čim bolje organizirajo v skupine z največjimi 
možnimi skupnimi značilnostmi. 
3.5.7  Učenje pravil za združevanje 
Učenje pravil (angl. Association Rule Learning) so metode, ki najbolje 
obrazložijo opazovane zveze med spremenljivkami in podatki. Pravila lahko odkrijejo 
pomembne in komercialno zanimive povezave v velikih več dimenzijskih podatkovnih 
nizih. 
3.5.8  Algoritmi umetnih nevronskih mrež 
Umetne nevronske mreže (angl. Artificial Neureal Network Algorithms) črpajo 
ideje o svoji strukturi in/ali funkciji v bioloških nevronskih mrežah. Gre za razred 
metod na področju razpoznavanja vzorcev, ki se pogosto uporabljajo v regresiji in 
klasifikaciji. 
3.5.9  Sestavljeni algoritmi 
Kot pove ime, sestavljeni algoritmi (angl. Ensemble Algorithms), gre za skupek 
modelov, sestavljenih iz več manj zmogljivih modelov, med seboj neodvisno 
naučenih. Napovedovanje je združeno na način, da je napoved celokupna. 
Ključna je izbira tipov manj zmogljivih modelov in način njihovega 
združevanja. 
Predstavljajo razred zmogljivih tehnik in so kot taki zelo popularni. 
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3.5.10  Algoritmi za globoko učenje 
Algoritmi za globoko učenje (angl. Deep Learning Algorithms) predstavljajo 
sodobno nadgradnjo metod umetnih nevronskih mrež in izrabljajo vse bolj ceneno 
računsko moč. 
Njihova vloga je izgradnja večjih in kompleksnejših nevronskih mrež. 
3.5.11  Algoritmi za redukcijo dimenzionalnosti 
Podobno kot v metodah za rojenja se v algoritmih za redukcijo dimenzij (angl. 
Dimensionality Reduction Algorithms) išče in izkorišča notranjo strukturo podatkov, 
vendar v tem primeru na nenadzorovan način s ciljem povzeti ali opisati podatke z 
manj informacijami. 
Princip je uporaben za vizualizacijo podatkov o dimenzijah ali poenostavitev 
podatkov. 
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Kot smo videli na sliki 3.3, se paradigma spodbujevano učenje (angl. 
Reinforcement Learning (RL)) kot taka nahaja v središču večjega števila znanstvenih 
področij. To pa zato, ker se ukvarja z razumevanjem fundamentalnega problema, to je 
optimalni način sprejemanja odločitev. 
Na primer v računalniški znanosti se obravnava paleto algoritmov strojnega 
učenja, med njimi tudi spodbujevano učenje. Velik del inženiringa predstavlja 
področje optimalnega vodenja, ki je v osnovi obravnava enakih problemov v glavnem 
z veliko enakimi metodami pod drugim imenom in pomeni z drugimi besedami, kako 
se optimalno odločiti za sekvenco akcij, da na koncu dobimo najboljše rezultate. 
V nevroznanosti na primer je v zadnjih dekadah eno najpomembnejših odkritij 
oziroma prepričanj način sprejemanja odločitev v človeških možganih. Velik del 
možganov prestavlja dopaminski sistem (angl. Dopamine System), ki je v osnovi živčni 
prenašalec (angl. Neurotransmitter), druga ključna vloga v možganih je sistem 
nagrajevanja (angl. Reward System). V delovanju obeh se odražajo glavne metode 
algoritmov spodbujevanega učenja. Področje ima pomembno vlogo v nevroznanosti, 
zato se aktivno raziskuje in poskuša razumeti med drugim tudi algoritme 
spodbujevanega učenja, za katere se je izoblikovalo prepričanje, da so osnova 
človeškega sprejemanja odločitev. 
Podobno je v ostalih znanstvenih disciplinah. 
Uvod v poglavje in vsebina v nadaljevanju izhajajo in so povzetek [22]. Enako 
velja za poglavje 5 Spodbujevano učenje v praksi. 
4.1  Značilnosti|Razlike glede na tradicionalne paradigme 
V paradigmi spodbujevano učenje se uči, kaj narediti – kako povezati dano 
situacijo z akcijo – na način, da bo nagrada največja. Tukaj ni učitelja, ampak je samo 
signal, ki nosi informacijo o nagradi, na primer to je vredno +3 točke ali to je vredno 
-10 točk. Nihče v resnici ne reče »to je bila najboljša stvar, ki si jo naredil, delaj še 
naprej točno to v tej situaciji«. 
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Za razliko od drugih paradigem se mora učenec priučiti, katera akcija doprinese 
največ k nagradi na način, da jo preizkusi. Zato se uporablja paradigma poskušanje 
(angl. trial-and-error). 
Druga pomembna razlika je v tem, da povratna informacija o nagradi pride 
vedno z zakasnitvijo nekaj ali več korakov. Na primer odločitev je sprejeta v tem 
trenutku, informacija o tem ali je dobra ali ne, bo na voljo šele po nekaj ali pa več 
korakih. To pomeni, da kvaliteto sprejete odločitve lahko obravnavamo samo 
retrospektivno. 
Tretja razlika, čas je ključen. Govorimo namreč o sekvenčnem sprejemanju 
odločitev. Agent sprejema odločitve korak za korakom, izvaja akcije, ocenjuje 
vrednost nagrad in optimizira politiko z namenom doseganja čim boljšega rezultata. 
Se pravi ne govorimo o podatkih tipa neodvisno in identično porazdeljeni (angl. 
Independent and identically distributed (i.i.d)) [23]. Tukaj govorimo o dinamičnem 
sistemu, kjer se agent premika med stanji v okolju, v katerem obratuje. Primer je robot 
v nekem okolju. 
Zadnja pomembna razlika je ta, da agent vpliva na podatke, ki jih bo prejel. Na 
primer premik robota v eno smer ali v nasprotno smer lahko pomeni povsem drugačne 
informacije in posledično nagrado. 
4.2  Definicija problema 
4.2.1  Nagrada 
Ideja nagrade (angl. Reward) kot take je eden najpomembnejših kvantitativnih 
elementov. V osnovi je samo številka 𝑅𝑡, signal s povratno informacijo v skalarni 
obliki. Dejansko nam pove, kako dobro dela agent v trenutku t. Naloga agenta je 
seštevati vrednosti 𝑅𝑡 in maksimirati kumulativno vrednost celokupne nagrade. V 
resnici je to njegov cilj. 
Spodbujevano učenje je zasnovano na hipotezi nagrajevanja (angl. Reward 
Hypothesis) [24]. 
4.2.2  Sekvenčno sprejemanje odločitev 
Cilj sekvenčnega sprejemanja odločitev je ne glede na problem, ki ga poskušamo 
rešiti, enak, to je izbira akcij, ki bodo maksimirale vrednost celokupne nagrade v 
prihodnosti ali ob koncu naloge. Ker so posledice izbranih akcij lahko dolgoročne, je 
potrebno načrtovati, razmišljati v naprej. Po drugi strani nagrada pride z zamudo, 
kasneje, v enem od naslednjih korakov. 
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4.2.3  Agent in okolica 
Termina agent in okolica tvorita formalizem, ki ga bomo uporabljali v 
nadaljevanju in je prikazan na sliki 4.1. V resnici je naš cilj zgraditi možgane oziroma 
nekaj, čemur bomo rekli agent. Bolj natančno naš cilj je zgraditi algoritem, ki bo bival 
v agentu in bo sposoben sprejemati odločitve ter s tem izbrati akcijo 𝐴𝑡. Katerakoli 
akcija je izbrana oziroma sprejeta odločitev, izhaja samo s prejetih informacij. To so 
informacija o nagradi 𝑅𝑡 in informacije opazovanja okolice 𝑂𝑡. 
 
 
Slika 4.1: Agent in okolica [22]. 
 
S stališča agenta se v zanki ves čas dogaja izvajanje akcije in sprejemanje 
nagrade ter opazovanj. Podobno s stališča okolice okolica ves čas prejema akcije in 
oddaja opazovanja ter nagrado. Opisano je v resnici interakcija agenta z okolico. Ker 
se to dogaja v zanki, je v osnovi poskušanje, ki se izvaja, časovna serija (angl. Time 
Series) opazovanja, nagrade in akcije. Časovna serija kot taka določa izkušnjo agenta, 
ki je podatek oziroma tok podatkov, informacij, ki se uporablja v spodbujevanem 
učenju. 
 
4.2.4  Stanja 
V enačbi (4.1) je zgodovina 𝐻𝑡 sekvenca opazovanj, akcij in nagrade do časa t. 
 
 𝐻𝑡 = 𝐴1, 𝑂1, 𝑅1, … , 𝐴𝑡 , 𝑂𝑡, 𝑅𝑡 (4.1) 
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Dejansko zgodovina določa naravo nadaljevanja stvari. Torej kaj se bo zgodilo 
naslednje, je odvisno od zgodovine. Vendar to ni najboljše, ker je zgodovina lahko 
ogromna, namreč agenti obratujejo dolgo časa, interakcija poteka na nivoju 
mikrosekund in samo zamislimo si količino vseh teh opazovanj. Po drugi strani se tudi 
nočemo znova in znova vračati v preteklost. 
Namesto zgodovine imamo stanje (angl. State), povzetek informacij, ki 
določajo, kaj se bo zgodilo naslednje. Se pravi zgodovino zamenjamo z nekakšnim 
konsistentnim povzetkom, ki zajema vse informacije, ki jih potrebujemo za določitev 
nadaljevanja. Formalno to pomeni, da je stanje funkcija zgodovine 𝑆𝑡 = 𝑓(𝐻𝑡). 
Funkcija je lahko poljubna. 
Poznamo tri vrste stanja: 
 
 stanje okolice (angl. Environmental State) je zasebna predstavitev 
okolice same sebi. Stanje lahko razumemo kot formalizem, ki nam 
pomaga razumeti, v kakšen stanju je okolica. V osnovi so to informacije, 
ki se uporabljajo znotraj okolice in povejo, kaj sledi. Praviloma stanje 
okolice ni neposredno vidno agentu. V primeru, da je, obstaja verjetnost, 
da vsebuje irelevantne podatke za boljšo odločitev. Algoritem agenta ne 
more biti odvisen od stanja okolice. Namreč algoritem vidi samo prejeta 
opazovanja in nagrade, podatkov stanja okolice ne vidi; 
 
 stanje agenta (angl. Agent State) je zasebna notranja upodobitev 
delovanja agenta. Na nek način povzetek preteklih dogodkov in videnih 
upodobitev ter se uporablja za izbiro naslednje akcije. Stanje agenta je 
vsaka informacija, na podlagi katere se izbira naslednja akcija. 
V resnici, ko govorimo o izgradnji algoritma, govorimo o stanju agenta, 
o informacijah s katerimi bomo obravnavali opazovanja, kaj bomo 
shranili, kaj zavrgli in pri tem imamo veliko možnosti. Torej cilj je 
razumeti izbiro naslednje akcije na podlagi stanja, ki povzema vse, kar 
se je zgodilo do tega trenutka. 
Funkcija, ki pri tem nastane, je lahko poljubna, ker jo zgradimo mi in je 
del agenta. Njena vloga je pretvorba vse zgodovine akcij, opazovanj in 
nagrad do danega trenutka v uporabno informacijo, na primer vektor 
informacij, ki je v osnovi karakteristika vedenja v prihodnosti; 
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 stanje informacije (angl. Information State) oziroma stanje Markova je v 
osnovi informacijski teoretični koncept. Stanje, ki ima to lastnost, 
vsebuje vse uporabne informacije iz preteklosti. Stanje Markova je 
stanje, za katerega velja 
 
 ℙ[𝑆𝑡+1|𝑆𝑡] =  ℙ[𝑆𝑡+1|𝑆1, … , 𝑆𝑡] (4.2) 
 
Lastnost Markova v osnovi pravi, da je verjetnost naslednjega stanja v 
danem stanju enaka kot verjetnost naslednjega stanja v primeru, da 
sistemu pokažemo vso zgodovino stanj. Z drugimi besedami, vse, kar je 
v zvezi z zgodovino, lahko zavržemo. Enako karakteristiko prihodnosti 
dobimo samo z vzdrževanjem trenutnega stanja 𝑆𝑡. 
Torej prihodnost je neodvisna od preteklosti pri dani sedanjosti. Se pravi 
vzdrževati moramo samo 𝑆𝑡 in v primeru, da je Markovo, lahko zavržemo 
vso zgodovino, ker ne nosi nobene dodatne informacije. Trenutno stanje 
karakterizira vso prihodnost, vse akcije, opazovanja in nagrade. 
Distribucija dogodkov, pogojenih s stanjem, je enaka kot distribucija 
dogodkov, pogojenih z zgodovino. Lahko rečemo, da je trenutno stanje 
zadovoljiva karakteristika prihodnosti. 
 
Generalno gledano poznamo dve vrsti okolice: 
 
 v celoti opazovana (angl. Fully Observable) okolica je okolica, v kateri 
agent vidi, kaj se v njej dogaja, vidi njeno stanje v celoti. Stanje agenta 
je enko stanju okolice in je enako stanju informacije. Na nek način vsa 
stanja konvergirajo v eno kvantiteto. 
Kadar delamo z opisanim tipom upodobitve stanj, govorimo o glavnem 
formalizmu za spodbujevano učenje to je markovski proces odločanja 
(angl. Markov Decision Process (MDP)); 
 
 delno opazovana (angl. Partial Observable) okolica je okolica, katero 
agent opazuje posredno, to pomeni, da ne vidi vsega, kar se v okolici 
dogaja. Stanje agenta, ki ga moramo zgraditi, ni enako stanju okolice. 
Namreč agent si mora skonstruirati svojo upodobitev stanja. Zato 
potrebujemo drug formalizem in to je delno opazovan markovski proces 
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odločanja (angl. Partially Observable Markov Decision Process 
(POMDP)); 
4.3  Komponente agenta 
Agent lahko vsebuje eno ali več naslednjih komponent: 
 
 politiko (angl. Policy), ki je v osnovi funkcija za opisovanje vedenja 
agenta, na primer, kako v določenem stanju sprejme odločitev, katero 
akcijo bo izbral; 
 
 funkcija vrednosti (angl. Value Function) opisuje, kako dobro za agenta 
je določeno stanje in/ali akcija v tem stanju, kakšno nagrado lahko 
pričakujemo ob izbiri določene akcije v določenem stanju. Bistvena ideja 
v spodbujevanem učenju je ocena, kako dobro delamo v določeni 
situaciji; 
 
 model je način, na katerega si agent predstavlja delovanje okolice; 
 
4.3.1  Politika 
Kot smo rekli uvodoma, politika 𝜋 opisuje vedenje agenta. Določa povezavo 
vseh stanj in vseh akcij z verjetnostjo izbire akcije v stanju. V resnici nam pove 
sprejeto odločitev agenta. Lahko je deterministična 𝑎 = 𝜋(𝑠) ali stohastična 𝜋(𝑎|𝑠) =
ℙ[𝐴𝑡 = 𝑎|𝑆𝑡 = 𝑠]. Politika je stvar, ki nas zanima. Na podlagi preteklih izkušenj se 
želimo priučiti nove politike, ki bo zagotovila največjo možno nagrado. Agent mora 
imeti sposobnosti priti do te politike, to je naš cilj. 
Politika je lahko tudi stohastična, kar je pogosto zelo uporabno. Izražena je z 
verjetnostjo izbire določene akcije, pogojeno z nekim stanjem, v katerem smo. 
 
4.3.2  Funkcije vrednosti 
Poznamo funkcije vrednosti stanj in funkcije vrednosti parov stanje-akcija. 
Funkcije stanj so ocene, »kako dobro« je za agenta, da je v danem stanju oziroma, da 
izvede dano akcijo v danem stanju. »Kako dobro« pomeni pričakovano nagrado. Torej 
je napoved pričakovane nagrade v prihodnosti. Potrebujemo jo zato, da imamo 
možnost izbire med dvema stanjema oziroma dvema akcijama. Ko se odločamo, katero 
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izbrati, želimo odločitev na podlagi pravilne osnove in to je, kolikšno vrednost 
celokupne nagrade lahko pričakujemo v prihodnje. To je ena ključnih idej. 
Funkcija vrednosti je odvisna od vedenja agenta. To pomeni, da je višina 
nagrade odvisna od politike. 
Vrednost stanja 𝑠 pod politiko 𝜋 je pričakovan donos ob predpostavki, da smo 
začeli v stanju 𝑠 in v nadaljevanju sledili politiki 𝜋. Funkcij pravimo funkcija vrednosti 
stanja. 
Podobno je vrednost izvedene akcije 𝑎 v stanju 𝑠 pod politiko 𝜋 pričakovan 
donos ob predpostavki, da smo začeli v stanju 𝑠 izvedli akcijo 𝑎 in v nadaljevanju 
sledili politiki 𝜋. Funkcij pravimo funkcija vrednosti akcije. 
Funkcije vrednosti nam omogočajo kvantitativno optimizacijo vedenja. 
4.3.3  Model 
Model sam po sebi ni okolica, vendar je včasih dobrodošlo, da si zamislimo, kaj 
lahko naredi okolica, da se poskušamo priučiti, kako se vede okolica. To nam lahko 
koristi pri izdelavi načrta naslednjih akcij. 
Model sestavljata dva dela, prvi del govori o tranzicijah in drugi o nagradi. Model 
tranzicij 𝒫 napoveduje naslednje stanje, torej opisuje dinamiko okolice. Model 
nagrade ℛ napoveduje naslednjo »takojšnjo« nagrado. 
Izgradnja modela okolice ni eksplicitna zahteva, ampak je opcija. 
4.3.4  Primer: labirint 
Slika 4.2: začetek je v polju »Start«, konec v polju »Goal«. Cilj je priti najhitreje 
iz začetnega polja v cilj. Za vsak premik oziroma korak je nagrada −1. Premik je 
vedno samo za eno polje. Premikamo se lahko v smereh sever (N), vzhod (E), jug (S) 
in zahod (W), v resnici so to akcije. Stanja so lokacija agenta v posameznem koraku. 
Slika 4.3 prikazuje politiko 𝜋(𝑠). Puščice prikazujejo akcijo za vsako stanje. 
Slika 4.4 prikazuje funkcijo vrednosti 𝑣𝜋(𝑠) za vsako stanje 𝑠. 
Slika 4.5 prikazuje agentov interni model okolice. Prikazana je dinamika, kako 
akcije spremenijo stanje. Prikazana je vrednost nagrade v vsakem koraku. Model ni 
nujno popoln. Postavitev (angl. Layout) predstavlja model tranzicij, številke pa 
takojšnjo nagrado za posamezno stanje. 
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Slika 4.2: Primer labirint [22]. 
 
 
Slika 4.3: Politika [22]. 
 
 
Slika 4.4: Funkcija vrednosti [22]. 
 
 
Slika 4.5: Model [22]. 
 
4.3.5  Kategorizacija agentov - taksonomija 
Na podlagi treh opisanih kvantitativnih elementov se zgradi taksonomija 
agentov, ki poteka na podlagi komponent, ki jih agent vsebuje (slika 4.6). 
 
Slika 4.6: Taksonomija agenta [22]. 
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Agent, zasnovan na vrednosti (angl. Value Based), vsebuje funkcijo vrednosti. 
Politika je podana implicitno. Izbor naslednje akcije se naredi na požrešen (angl. 
Greedy) način glede na funkcijo vrednosti. V osnovi je to način vedenja agenta. 
Agent, zasnovan na politiki (angl. Policy Based), vsebuje politiko eksplicitno. 
Tako zasnovan agent ne pozna funkcije vrednosti, vzdržuje si nekakšno podatkovno 
strukturo, ekvivalentno puščicam na sliki 4.3, torej politiko. 
Agenti tipa akter – kritik (angl. Actor Critic) združujejo lastnosti obeh 
predhodno opisanih agentov. Hranijo oboje politiko in funkcijo vrednosti. 
Naslednja ključna fundamentalna delitev je glede na prisotnost modela. Brez-
modela (angl. Model Free) pomeni, da ne želimo eksplicitno razumeti okolice. Ne 
želimo graditi dinamike oziroma modela tranzicij, ampak neposredno politiko ali 
funkcijo vrednosti. Na primer na podlagi izkušenj ugotovimo politiko vedenja, za 
prejem največje nagrade. Korake, kjer bi poskušali ugotoviti vedenje okolice, 
izpustimo. 
Alternativa predhodni kategoriji so agenti z-modelom (angl. Model Based), kjer 
najprej zgradimo model vedenja okolice nato na njegovi podlagi ugotovimo optimalni 
način vedenja agenta. 
4.4  Problematike 
4.4.1  Učenje in planiranje 
Ključno konceptualno razlikovanje, ki ga je potrebno poznati in razumeti je 
učenje in planiranje. V osnovi imamo v sekvenčnem sprejemanju odločitev dva 
problema. 
Prvi je tako imenovan problem samega spodbujevanega učenja. Glavno dejstvo 
problematike je inicialno nepoznana okolica. Agent ne pozna vedenja okolice, vanjo 
je postavljen in ima nalogo dobiti največjo nagrado. Agent skozi interakcijo z okolico 
s poskušanjem ugotovi optimalno vedenje oziroma najboljšo politiko. To je politiko, 
ki bo maksimirala nagrado v prihodnosti. 
Drugi problem je planiranje. V tem primeru agent pozna eksakten model okolice, 
njeno vedenje, dinamiko in nagrade. Agent interno izvaja izračunavanje s pomočjo 
modela in je brez interakcije z zunanjo okolico. Rezultat interakcije z modelom je 
izboljšana politika oziroma vedenje. 
V osnovi gre za dva povsem različna scenarija. Vendar se je potrebno zavedati, 
da je na voljo možnost za izvajaje spodbujevanega učenja, in sicer na način, da se  
najprej priučimo vedenja okolice, nato delamo planiranje. S tem se zadevi na nek 
način povežeta, vendar gre za različni zadevi. 
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4.4.2  Raziskovanje in izkoriščanje 
Raziskovanje in izkoriščanje je naslednji ključni problem spodbujevanega 
učenja. Namreč pojavlja se vprašanje, kako vzpostaviti ravnotežje med obojim. 
Zamislimo si učenje s poskušanjem, ne poznamo okolice, skozi učenje in 
raziskovanje moramo ugotoviti, kateri del prostora je dober in kateri del ni. Agent bi 
moral odkriti boljšo politiko na podlagi izkoriščanja izkušenj, pridobljenih v 
interakciji z okolico in brez večje izgube nagrade na poti raziskovati okolico. Torej 
ključno je zagotavljati ravnovesje. 
Raziskovanje najde več informacij o okolici, izkoriščanje pa izkoristi znano 
informacijo o oklici z namenom maksimiranja nagrade. Običajno je pomembno tako 
raziskovati kot tudi izkoriščati. 
Zadeva je univerzalna in hkrati posebna za spodbujevano učenje. V strojem 
učenju se ta problematika na pojavlja. 
Poglejmo primer izbire pijače. V načinu izkoriščanja izberemo pijačo kot 
običajno. V načinu raziskovanja izberemo pijačo, ki je še nismo poskusili. Kako to 
uravnovesiti? V primeru, da ne raziskujemo in kar naprej naročamo običajno pijačo, 
se lahko zgodi, da obstanemo na nekem optimumu. V nasprotnem primeru, ker ves čas 
raziskujemo, vedno pijemo pijačo, ki nam ni všeč. Zato je v tem primeru dobro 
občasno naročiti običajno pijačo. Se pravi moramo poskusiti zadeve uravnovesiti na 
način, da ves čas odkrivamo novo pijačo po našem okusu. 
4.4.3  Napovedovanje in vodenje 
Tretje razlikovanje v spodbujevanem učenju je med napovedovanjem (angl. 
Prediction) in vodenjem (angl. Control). Napovedovanje pomeni, kako dobro bom 
nekaj delal, koliko nagrade bom dobil, če sledim trenutni politiki, dani s strani nekoga. 
Drugačen problem nastopi, če se postavi vprašanje, kakšna pa je optimalna 
politika, to je politika za največjo nagrado. 
Tipična situacija v tej paradigmi je reševanje problema napovedovanja in nato v 
drugem koraku reševanje problema vodenja. Namreč za identifikacijo optimuma 
moramo biti sposobni vrednotiti vse politike. 
4.5  Markovski proces odločanja (MDP) 
Markovski proces odločanja (angl. Markov Decision Proces (MDP)) je dejansko 
formulacija problema spodbujevanega učenja in kot taka opiše okolje oziroma prostor 
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za samo učenje. Glavna ideja v MDP temelji na konceptu lastnosti Markova (angl. 
Markov Property), podpoglavje 4.2.4. 
Za vsako stanje Markova 𝑠 in njegovo naslednje stanje 𝑠′ je definirana verjetnost 
tranzicije stanja (angl. state transition probability) 
 
 𝒫𝑠𝑠′ 
 =  ℙ[𝑆𝑡+1 = 𝑠
′|𝑆𝑡 = 𝑠] (4.3) 
 
Vsa stanja in vsa naslednja stanja ponazorimo z matriko tranzicij stanj, ki z 
drugimi besedami predstavlja strukturo problema MDP. Na primer v praksi to pomeni 
za poljubno stanje verjetnost končanja v poljubnem drugem stanju. 
Na podlagi navedenega zdaj lahko formuliramo markovski proces (angl. Markov 
process (MP)). Definicija pravi, da je to naključen proces (vrste iterativnega 
vzorčenja), na primer sekvenca ali epizoda naključnih stanj z lastnostjo Markova. Je 
relacija 〈𝑆, 𝒫〉. Za definicijo potrebujemo prostor stanj, to je niz vseh možnih stanj 𝑆, 
v katerih smo lahko, in matriko verjetnosti tranzicije stanj 𝒫, ki karakterizira 
prehajanje z enega stanja v drugo. Na ta način je opisana vsa dinamika sistema. Ko je 
to na voljo, lahko iterativno vzorčimo z namenom pridobitve vzorcev različnih 
sekvenc. 
Naslednji zelo pomembnem korak je markovski proces nagrade (angl. Markov 
Reward Process (MRP)). To si lahko zamislimo kot MP, s tem da dodamo še 
vrednotenje vrednosti. Vrednotenje temelji na akumulirani, celokupni vrednosti 
nagrade posamezne sekvence, ki smo jo vzorčili v MP. Ponovno je relacija, vendar z 
dvema dodatnim elementoma 〈𝑆, 𝒫, ℛ, 𝛾〉. Funkcija nagrade ℛ in faktor popusta 𝛾. 
Funkcija nagrade ℛ nam pove, kolikšna je nagrada v primeru, da začnemo v nekem 
stanju 𝑆𝑡 samo od tega stanja 
 
 ℛ𝑠 =  𝔼[ℛ𝑡+1|𝑆𝑡 = 𝑠]  (4.4) 
 
Nagrado s tega stanja dobimo nemudoma. Cilj paradigme pa je maksimirati 
celokupno vsoto nagrade. 
Kot rečeno, nas ne zanima samo nagrada v enem stanju, ampak akumulirana 
vsota za celotno sekvenco v MRP. Z drugimi besedami, zanima nas maksimalna 
celokupna nagrada ali donos (angl. Return) 𝐺 kot cilj (angl. Goal). 
 
 𝐺𝑡 = 𝑅𝑡+1 + 𝛾𝑅𝑡+2 + ⋯ =  ∑ 𝛾
∞
𝑘=0
𝑘
𝑅𝑡+𝑘+1  (4.5) 
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Donos je seštevek nagrad s popustom (angl. Discount) posameznih korakov od 
časa t do konca sekvence, epizode. S faktorjem popusta 𝛾 kontroliramo donos na način, 
da ga naredimo končnega. Za faktor popusta velja 𝛾 ∈ [0,1]. 
Pojavi se vprašanje, zakaj to početi. Glavni razlogi so matematično priročno, 
izogibanje neskončnim donosom v cikličnih MP in negotova prihodnost. Drugi razlogi 
so na primer prednost zgodnjim nagradam pred poznimi oziroma tistimi, ki pridejo z 
zamudo, kar se kaže tudi v vedenju ljudi in živali. 
Funkcija nagrade 𝑣(𝑠) poda dolgoročno vrednost stanja 𝑠. Na primer, kolikšna 
bo celokupna vrednost nagrade od začetnega stanja 𝑠 do zaključka sekvence. Formalno 
gledano je funkcija nagrade pričakovan donos z začetkom v stanju 𝑠. 
 
 𝑣(𝑠) = 𝔼[𝐺𝑡|𝑆𝑡 = 𝑠] (4.6) 
 
Gre za pričakovan donos, ker je okolje in s tem markovski proces stohastičen. 
Namreč vsako epizodo so poti med stanji lahko drugačne. Kar nas zanima, je 
celokupna vrednost skozi vse epizode, ki kot taka pove, kako dobro je biti v danem 
stanju. 
Kot smo povedali v uvodu, gre za ključni kvantitativni element v paradigmi, 
namreč prednost imajo stanja, ki dajo večjo celokupno nagrado. Problem formuliramo 
na način (4.6) in najprej samo izmerimo, kolikšna je vrednost. Kasneje v MDP bomo 
maksimirali to vrednost. 
Primer izračuna: imamo nabor epizod, sekvenc z istega začetnega stanja 𝑠. Za 
posamezno sekvenco izračunamo donos, nato izračunamo povprečje in dobimo 
pričakovano vrednost stanja 𝑠 oziroma funkcijo vrednosti 𝑣(𝑠). 
Rešitev funkcije vrednosti temelji ne eni izmed fundamentalnih zvez 
spodbujevanega učenja. To je Bellmanova enačba [25]. 
Osnovna ideja temelji na tem, da je funkcija vrednosti na nek način zasnovana 
na rekurzivni dekompoziciji. To pomeni, da lahko sekvenco nagrad od časa 𝑡 do izteka 
epizode razstavimo na dva dela. Prvi del predstavlja zgodnjo nagrado in drugi del 
vrednost, ki jo dobimo v nadaljevanju. 
Z drugimi besedami gre za pričakovano zgodnjo nagrado, ki jo dobimo za 
inicialno tranzicijo v novo stanje, in funkcijo vrednosti s popustom stanja, v katerem 
smo končali. 
 
 𝑣(𝑠) = 𝔼[𝑅𝑡+1 + 𝛾𝑣(𝑆𝑡+1)|𝑆𝑡 = 𝑠] (4.7) 
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Rešitev enačbe naredimo s pomočjo diagrama sestavljanja (angl. Backup 
Diagram), ki si ga zamislimo kot iskanje s pogledom enega koraka naprej (angl. One 
step lookahed search) (slika 4.7). Diagram prikazuje zveze, ki formirajo osnovo 
posodobitve oziroma operacije vzvratnega sestavljanja, nove vrednosti v izhodišču. 
 
 
Slika 4.7: Diagram sestavljanja. 
 
Začnemo v stanju 𝑠, ki ima funkcijo vrednosti 𝑣(𝑠), levi diagram. Nato 
pogledamo vsa možna stanja en korak naprej 𝑠′, kjer ima vsako stanje svojo funkcijo 
vrednosti 𝑣(𝑠′). Na tej poti dobimo zgodnjo nagrado 𝑟. Diagram si lahko zamislimo 
tudi kot drevo z enim korakom, kjer začnemo v korenskem stanju, pogledamo en korak 
naprej, integriramo verjetnosti posameznih možnosti tranzicije, sestavimo novo 
vrednost funkcije ter posodobimo izhodiščno stanje. Enako je primeru funkcije 
vrednosti 𝑞𝜋(𝑠, 𝑎). 
Opisan proces predstavlja srce funkcioniranja metod spodbujevanega učenja. 
Bellmanovo enačbo lahko zapišemo v bolj jedrnati obliki z uporabo matrik in 
vektorjev 
 
 𝑣 = ℛ + 𝛾𝒫𝑣 (4.8) 
 
Funkcija vrednosti 𝑣 je zdaj predstavljena z stolpnim vektorjem kjer je vsak 
element vektorja funkcija vrednosti za eno stanje. Enako je z funkcijo nagrade ℛ. 
Ker je Bellmanova enačba linearna, lahko za majhne procese MRP do rešitve 
pridemo direktno z uporabo inverzne matrike. To pomeni, da jo lahko uporabljamo za 
vrednotenje nagrade. 
 
 𝑣 = (𝐼 − 𝛾𝒫)−1ℛ (4.9) 
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Računska kompleksnost inverzije matrike je 𝒪(𝑛3), pri čemer je 𝑛 število stanj. 
Za velike procese MRP direktna rešitev ni učinkovita in praktična. V osnovi do zdaj 
opisano tudi ni tipičen praktičen primer, ampak gre za elementarne gradnike, ki nam 
zagotavljajo, da učinkovito ugotovimo vrednost danega stanja. 
Markovski proces odločanja (MDP) je MRP z dodatno komponento za 
odločanje, to so akcije. Je relacija 〈𝒮, 𝒜, 𝒫, ℛ, 𝛾〉. 𝒜 je v tem primeru končni niz akcij, 
lahko pa je tudi kontinuiran. Ker je zdaj konec poti odvisen od izbire akcije, je tudi 
matrika verjetnosti tranzicije stanja odvisna od akcije. Enako velja za nagrado. 
Potrebno se je zavedati, da se ob prehodu z MRP na MDP spremeni definicija 
problema. Prej smo govorili o stanjih, zdaj govorimo o sprejetih odločitvah. Torej 
problem so akcije. 
Kot že omenjeno, je naš cilj na podlagi procesa sprejemanja odločitev poiskati 
maksimirano vsoto nagrade. Sprejemanje odločitev je formulirano s politiko (angl. 
Policy). Politika je stohastična, pomeni, da je distribucija verjetnosti vseh akcij v 
danem stanju. 
 
 𝜋(𝑎|𝑠) = ℙ[𝐴𝑡 = 𝑎|𝑆𝑡 = 𝑠] (4.10) 
 
Akcije v celoti definirajo vedenje agenta. V MDP je politika odvisna samo od 
trenutnega stanja in ne zgodovine stanj (ker je stanje Markova). Rezultat tega je 
stacionarna, časovno neodvisna politika. 
Zaradi vpeljave politik in dejstva, da politike določajo različno vedenje, se 
formulacija funkcije vrednosti nekoliko razširi, in sicer na dva tipa funkcij, funkcijo 
vrednosti stanja 
 
 𝑣𝜋(𝑠) = 𝔼𝜋[𝐺𝑡|𝑆𝑡 = 𝑠] (4.11) 
in funkcijo vrednosti akcije 
 
 𝑞𝜋(𝑠, 𝑎) = 𝔼[𝐺𝑡|𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎] (4.12) 
 
Funkcija vrednosti stanja 𝑣𝜋(𝑠) predstavlja pričakovan donos z začetkom v 
stanju 𝑠 in v nadaljevanju sledenje politiki 𝜋. Pove nam, kako dobro je biti v danem 
stanju v primeru, da sledimo dani politiki. 
Funkcija vrednosti akcije 𝑞𝜋(𝑠, 𝑎) predstavlja pričakovan donos z začetkom v 
stanju 𝑠, izbiro akcije 𝑎 in nato v nadaljevanju slednje politiki 𝜋. Pove nam, kako dobro 
je izbrati določeno akcijo v določenem stanju. To je v resnici tudi ključno vprašanje 
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pred sprejetjem odločitve o akciji. Evaluacijo naredimo na način, da vidimo, katera 
akcija ima večjo funkcijo vrednosti. 
Obe funkciji sta ključna gradnika in se ju uporabi za pomoč pri optimizaciji MDP 
in izbiri najboljše akcije. 
Enako, kot smo storili v primeru MRP, zdaj za MDP z uporabo Bellmanove 
enačbe pričakovanja (angl. Bellman expectation equation) obe funkciji razstavimo na 
zgodnjo nagrado in nagrado funkcije vrednosti naslednjega stanja ter nato vzvratno 
sestavimo. 
 
 𝑣𝜋(𝑠) = ∑ 𝜋(𝑎|𝑠)(ℛ𝑠
𝑎 + 𝛾 ∑ 𝒫𝑠(𝑠′)
𝑎 𝑣𝜋(𝑠
′) 𝑆′∈𝑆 )𝑎∈𝒜  (4.13) 
 
 𝑞𝜋(𝑠, 𝑎) = ℛ𝑠
𝑎 + 𝛾 ∑ 𝒫𝑠(𝑠′)
𝑎 ∑ 𝜋(𝑎′|𝑠′)𝑞𝜋(𝑠
′, 𝑎′)𝑎′∈𝒜𝑠′∈𝑆  (4.14) 
 
Tudi na tem mestu lahko zapišemo matrično obliko in uporabimo direktno 
rešitev. Bellmanova enačba pričakovanja nam da opis sistema, ki ga lahko rešimo. 
Rešitev linearne enačbe nam pove točno funkcijo vrednosti. 
Vendar rešitev MDP pomeni, da ugotovimo optimalno funkcijo vrednosti. 
Optimalna funkcija vrednosti določa najboljšo zmogljivost MDP. Optimalna funkcija 
vrednosti stanj 𝑣∗(𝑠) je maksimalna funkcija vrednosti med vsemi politikami 
 
 𝑣∗(𝑠) = max
𝜋
𝑣𝜋(𝑠) (4.15) 
 
Podobno je optimalna funkcija vrednosti akcij 𝑞∗(𝑠, 𝑎) maksimalna funkcija 
vrednosti med vsemi politikami 
 
 𝑞∗(𝑠, 𝑎) = max
𝜋
𝑞𝜋(𝑠, 𝑎) (4.16) 
 
Poiskati moramo še glavni cilj, to je optimalna politika 𝜋∗. Med dvema 
politikama je ena boljša od druge, če je njena funkcija vrednosti večja od druge v vseh 
stanjih. To pomeni, da slabša ne more biti. Za optimalno politiko velja (velja tudi za 
vsak MDP), da je boljša ali enaka vsem ostalim politikam. Najdemo jo tako, da 
maksimiramo 𝑞∗(𝑠, 𝑎). 
Za vsak MDP vedno obstaja deterministična optimalna politika. Če poznamo 
𝑞∗(𝑠, 𝑎), takoj poznamo tudi optimalno politiko 𝜋∗. 
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V praksi vrednosti 𝑞∗(𝑠, 𝑎) ugotovimo z Bellmanovo enačbo optimalnosti (angl. 
Bellman Optimality Equation). Kadar v literaturi zasledimo Bellmanovo enačbo, je 
praviloma govor vedno o enačbi optimalnosti. 
Optimalna enačba je nelinearna, zato rešitve v zaključeni obliki (angl. closed 
form) generalno ni na voljo. Uporabiti moramo metode iterativnih rešitev, na primer 
metode dinamičnega programiranja, kot sta iteracija z vrednostjo ali s politiko, Q-
učenje ali Sarsa. 
Razširitev MDP vključuje scenarije, kot so končni in neskončni, delno 
opazovani in MDP brez popusta (angl. Undiscounted) oziroma s povprečnimi 
nagradami (angl. Average reward MDP). 
4.6  Planiranje z dinamičnim programiranjem 
Do sedaj smo predstavili formaliziranje spodbujevanega učenja z uporabo MDP. 
V nadaljevanju bomo predstavili metode za reševanje MDP, začeli bomo gledati s 
strani agenta, kako zgraditi stvari, metode, za rešitev problemov. Osnovni gradnik, ne 
samo v paradigmi spodbujevano učenje, tudi na splošno v optimalnem vodenju, je 
dinamično programiranje (angl. Dynamic Programming) in planiranje z dinamičnim 
programiranjem. 
Dinamično programiranje [26] je v osnovi matematično programiranje oziroma 
je metoda za reševanju kompleksnih problemov. Konkreten primer je na primer 
optimizacijska metoda za sekvenčne probleme. 
V osnovi metoda razstavi glavni problem na podprobleme, poišče rešitve 
posameznega podproblema in nato na način združevanja podproblemov formira 
rešitev glavnega problema. 
Problemi, ki jih želimo reševati z dinamičnim programiranjem, morajo imeti dve 
lastnosti. 
 
 Optimalno podstrukturo, kar pomeni, da mora veljati princip 
optimalnosti [27], in dejstvo, da optimalno rešitev lahko razstavimo na 
podprobleme ter jo kasneje sestavimo v celoto. 
 
 Druga lastnost je vsebnost prekrivajočih se podproblemov, kar 
zagotavlja, da se podproblemi pojavljajo večkrat, ter da so njihove rešitve 
shranjene v pomnilniku (angl. Cache) ter tako na voljo za ponovno 
uporabo. 
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MDP ima obe lastnosti. Prva je rekurzivno razstavljanje (dekompozicija), ki je 
podano z Bellmanovo enačbo, in druga je funkcija vrednosti, ki v resnici hrani rešitve 
in jih nudi v ponovno uporabo. 
Uporabljamo ga za reševanje problematike planiranja, podpoglavje 4.4.1, kar 
pomeni, da poznamo celotno strukturo MDP, na primer strukturo tranzicij, dinamiko 
in nagrade. 
Dodatno z dinamičnim programiranjem rešujemo dva scenarija druge splošne 
problematike v paradigmi, napovedovanje oziroma vrednotenje in vodenje oziroma 
določanje optimuma, podpoglavje 4.4.3. 
Rešitev prvega problema je funkcija vrednosti 𝑣𝜋 rešitev drugega pa optimalna 
funkcija vrednosti 𝑣∗ in optimalna politika 𝜋∗. Pristop k reševanju konkretnega 
problema je najprej rešitev napovedovanja, nato uporaba rešitve v zanki in določitev 
rešitve za vodenje. 
Vhod problema napovedovanja opišemo z relacijo 〈𝒮, 𝒜, 𝒫, ℛ, 𝛾〉 in politiko 𝜋 
kar predstavlja standarden MDP ali z relacijo 〈𝒮, 𝒫𝜋, ℛ𝜋, 𝛾〉, kar predstavlja MRP. 
Izhod procesa MDP je funkcija vrednosti 𝑣𝜋, ki pove, kolikšno nagrado lahko dobimo 
v poljubnem stanju v danem MDP. Z drugimi besedami gre za vrednotenje dane 
politike. 
Vhod problema vodenja opišemo z relacijo 〈𝒮, 𝒜, 𝒫, ℛ, 𝛾〉. Nasprotno kot pri 
napovedovanju v tem primeru politika ni dana. Tokrat je izhod optimalna funkcija 
vrednosti 𝑣∗ in optimalna politika  𝜋∗.Torej politika, ki zagotovi najvišjo nagrado v 
danem MDP. To je tudi osnoven cilj reševanja MDP. 
Reševanje MDP je lahko realizirano z eno od treh paradigem (tabela 4.1). 
Iterativno vrednotenje politike (angl. Iterative Policy Evaluation), iteracija politike 
(angl. Policy Iteration) in iteracija vrednosti (angl. Value Iteration). 
 
Tabela 4.1: Reševanje MDP z dinamičnim programiranjem [22]. 
Problem Bellmanova enačba Algoritem 
Napovedovanje Bellmanova enačba pričakovanja Iterativno vrednotenje 
politike 
Vodenje Bellmanova enačba pričakovanja + 
pohlepno izboljševanje politike 
Iteracija politike 
Vodenje Bellmanova enačba optimalnosti Iteracija vrednosti 
 
Algoritem iterativno vrednotenje politike (tabela 4.1), rešuje problem 
napovedovanja. Ob vsaki iteraciji se aplicira posodobitev funkcije vrednosti stanja 
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(4.13). Posodobitev v posameznem koraku se aplicira na vsa stanja v MDP. Aplicirana 
posodobitev je v resnici iteracija procesa diagram sestavljanja, opisanega ob sliki 4.7. 
Algoritem iteracija politike (tabela 4.1), rešuje problem vodenja. To pomeni, 
najdemo optimalno politiko. Tako kot predhodni algoritem tudi ta temelji na funkciji 
vrednosti stanja 𝑣𝜋(𝑠). Ob vsaki iteraciji se v resnici izvedeta dva procesa. Prvi korak 
je vrednotenje kot je opisano v predhodnem algoritmu. V drugem koraku se naredi 
izboljšava (angl. Improve) politike, na pohlepen (angl. Greedy) način glede na funkcijo 
vrednosti stanja (slika 4.8). V osnovi se aplicira 
 
 𝜋′(𝑠) = 𝑎𝑟𝑔max
𝑎∈𝒜
𝑞𝜋(𝑠, 𝑎) (4.17) 
 
 
Slika 4.8: Izboljšava na pohlepen način. 
Generalno potrebujemo več iteracij vrednotenja/izboljšave, dejstvo pa je, da 
proces konvergira v optimalno funkcijo vrednosti 𝑣∗  in optimalno politiko  𝜋∗. 
Algoritem, ponavljanje vrednosti (tabela 4.1), prav tako rešuje problem vodenja 
oziroma optimalne politike. Za razliko od predhodnega algoritma v okviru vhodnih 
podatkov ne potrebuje izhodiščne politike. Zasnovan je na iteraciji Bellmanove enačbe 
optimalnosti. Posodobitev v posameznem koraku je enaka kot pri prvem algoritmu z 
razliko, da je uporabljena druga enačba. Konvergira v optimalno funkcijo vrednosti 𝑣∗  
oziroma optimalno politiko. Razlika glede na predhodna dva algoritma je, da slednji 
začne s končno nagrado in dela vzvratno. 
Kompleksnost ene iteracije je 𝑂(𝑚𝑛2) za 𝑚 akcij in 𝑛 stanj. 
Lahko jih uporabimo tudi s funkcijo vrednosti akcije 𝑞∗(𝑠, 𝑎) ali 𝑞𝜋(𝑠, 𝑎) vendar 
je kompleksnost višja 𝑂(𝑚2 𝑛2). Tovrstne metode se uporabljajo v scenarijih brez-
modela. 
Opisane metode uporabljajo sinhrono vzvratno sestavljanje vrednosti. 
Asinhrono vzvratno sestavljanje omogoča obravnavo individualnih stanj v poljubnem 
vrstnem redu. Zato znatno zmanjšajo potrebo po izračunavanju in so bolj učinkovite. 
Tri enostavne ideje za asinhrono dinamično programiranje: 
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 dinamično programiranje na mestu (angl. In-place); 
 
 prioritetno pometanje (angl. Prioritised sweeping); 
 
 dinamično programiranje v realnem času (angl. Real-time); 
 
4.7  Brez-modelno napovedovanje in kontrola 
V predhodnih dveh podpoglavjih smo definirali problem spodbujevanega 
učenja, formalizirali okolje z MDP in razvili rešitev s pomočjo dinamičnega 
programiranja. Rešili pomeni ugotovili optimalno vedenje danega MDP. To je 
vedenje, ki bo maksimiralo vrednost nagrade, ki jo lahko agent pričakuje v tem MDP. 
Metode za scenarij brez-modela (angl. Model Free) delujejo zelo podobno, 
vendar brez predpostavke o tem, kako deluje okolica. V realnosti je v večini zanimivih 
primerov ta predpostavka pravzaprav nerealistična. Tovrstne metode ugotovijo 
funkcijo vrednosti in izboljšajo politiko neposredno na podlagi izkušenj pridobljenih 
iz interakcije agenta z okoljem. 
Enako kot v predhodnem podpoglavju tudi tokrat pridemo do rešitve v dveh 
delih. V prvem delu rešujemo problem planiranja, se pravi vrednotenje politike, nato 
v drugem delu z uporabo enakih metod rešujemo problem vodenja oziroma iščemo 
optimalno politiko. 
 
4.7.1  Učenje Monte Carlo 
Prva tovrstna metoda je učenje Monte-Carlo (angl. Monte-Carlo Learning 
(MC)). Mogoče ni najbolj učinkovita, je pa zelo efektivna in v resnici zelo široko 
uporabljena v praksi. 
Kot smo povedali uvodoma, se metoda uči neposredno iz izkušenj, zbranih v 
posameznih epizodah. Zato vnaprej ne potrebuje znanja o MDP, na primer tranzicije 
stanj in nagrade. Metoda se uči iz celih, zaključenih epizod. Za izračun funkcije 
vrednosti uporabi najbolj enostavno idejo, to je srednja vrednost vrednosti donosov 
posameznih vzorcev. Spomnimo, vzorec je cela sekvenca oziroma epizoda. Ker se 
metoda uči direktno na podlagi izkušenj, se za vrednotenje politike uporablja 
empirična srednja vrednost donosov in ne pričakovana kot v primeru znane dinamike 
okolja. 
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Metoda se lahko uporabi samo z epizodnimi procesi, pri čemer se mora 
posamezna epizoda vedno končati, zaključiti. 
V samem načinu delovanja metode se za vrednotenje funkcije vrednosti 
uporabljata dva enakovredna pristopa: prvi obisk (angl. First-Visit) in vsak obisk (angl. 
Every-Visit). Razlika je v vrednotenju posameznega stanja, ki je v resnici ocena srednje 
vrednosti donosov. Kateri pristop je boljši, je na nek način odvisno od nastavitev, 
favorizira se oba, vendar je odvisno od domene uporabe. Dejstvo je, da oba pristopa 
zagotavljata konvergenco. 
Srednja vrednost se lahko izračunava tudi sproti, koračno (angl. Incremental), 
po vsaki epizodi, to v resnici tudi potrebujemo v aktivnem (angl. Online) algoritmu. 
Posodobljena ali nova srednja vrednost 𝜇𝑘 je predhodna srednja vrednost 𝜇𝑘−1 
plus nekakšna velikost koraka oziroma inkrementa (1/k) v smeri, razlike med novim 
elementom 𝑥𝑘 (sekvence) in predhodno srednjo vrednostjo 𝜇𝑘−1 
 
 𝜇𝑘 = 𝜇𝑘−1 +
1
𝑘
(𝑥𝑘 − 𝜇𝑘−1)  (4.18) 
 
Veliko algoritmov uporablja omenjeni formalizem, ki mu pravimo napaka. 
Napako si lahko zamislimo kot razliko med oceno nove vrednosti, ki temelji na 
predhodni oziroma znani srednji vrednosti (predno vidimo nov element) in dejansko 
novo vrednostjo, ki pride z novim elementom (sekvenco). Napaka predstavlja razliko 
med pričakovano vrednostjo in aktualno vrednostjo srednje vrednosti donosov. 
V osnovi je nova srednja vrednost 𝜇𝑘 posodobljena stara vrednost 𝜇𝑘−1 v smeri 
napake (𝑥𝑘 − 𝜇𝑘−1). Faktor 𝑘 predstavlja sekvenco oziroma epizodo, 𝑥𝑘 pa element v 
tej epizodi. 
Za algoritem to pomeni, da imamo napoved, ki jo lahko korigiramo v smeri 
napake. 
Pristop sprotnega izračunavanja uporablja tudi metoda MC in ostali algoritmi, ki 
jih bomo predstavili v nadaljevanju. Ocena srednje vrednosti donosov v aktivnem 
načinu se posodablja sproti v smeri aktualnega donosa 𝐺𝑡 
 
 𝑉(𝑆𝑡) ⟵ 𝑉(𝑆𝑡) + 𝜶(𝑮𝒕 − 𝑉(𝑆𝑡)) (4.19) 
 
Faktor 𝜶 je konstanta in v tem primeru določa velikost koraka. V resnici realizira 
drseče povprečje pri izračunu srednje vrednosti donosa. To pomeni v izračunu niso 
upoštevani vsi donosi iz vseh epizod. Na ta način starejše epizode enostavno 
pozabimo. 
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Opisan pristop je zdelo dobrodošel v ne-stacionarnih problemih, kjer stvari 
drsijo in je zelo zaželeno, da stare epizode enostavno pozabimo, ker kot take 
predstavljajo nepotreben balast in nas zavirajo. Izkaže se, da smo v spodbujevanem 
učenju vedno v tej situaciji. Na primer, običajno začnemo učenje z neko izhodiščno 
politiko, ki s časom postaja vse boljša in boljša, zato zgodovina ni potrebna. 
Med drugim sprotno izračunavanje nadomesti vzdrževanje različnih statistik, na 
primer števcev, celokupnih donosov in vrednosti, na način, da sproti posodabljajo sami 
sebe. To je nujno za aktivne algoritme. 
4.7.2  Učenje s časovno razliko 
Učenje s časovno razliko (angl. Temporal-Difference Learning (TD)) je druga 
metoda učenja za reševanje scenarija brez-modela. Gre za zelo učinkovito metodo in 
kot tako zelo uporabljeno. Podobno kot MC se uči neposredno iz izkušenj posameznih 
epizod, zato vnaprej ne potrebuje znanja o MDP. 
Za razliko od metode MC učenje tukaj temelji na nedokončanih epizodah. Pri 
tem se uporabi mehanizem nadomeščanje z oceno (angl. bootstrapping). 
V praksi to pomeni, da ni potrebno videti celotne epizode, zato da vidimo, 
kakšna je nagrada ob koncu epizode. Naredimo del poti do nekega vmesnega stanja in 
uporabimo oceno, koliko nagrade bomo dobili od tega vmesnega stanja do konca 
epizode. Mehanizmu pravimo nadomeščanje z oceno. 
V osnovi posodabljamo ugibanje funkcije vrednosti v smeri ugibanja. 
Ideja nadomeščanje z oceno je fundamentalna ideja za učenje s časovno razliko. 
Kot taka vnaša znatno zmanjšanje variance in izboljšanje zmogljivosti [28]. 
Za razliko od posodobitve funkcije vrednosti v MC, ki je v smeri aktualnega 
donosa (4.19), je pri učenju s časovno razliko v smeri ocene donosa (4.20). 
Ocena je v osnovi sestavljena iz dveh delov, enako kot v Bellmanovi enačbi 
(4.7). Zgodnje nagrade 𝑅𝑡+1 in ocene vrednosti naslednjega stanja s popustom 
𝛾𝑉(𝑆𝑡+1) 
 
 𝑉(𝑆𝑡) ⟵ 𝑉(𝑆𝑡) + 𝜶(𝑹𝒕+𝟏 + 𝜸𝑽(𝑺𝒕+𝟏) − 𝑉(𝑆𝑡)) (4.20) 
 
Izrazu 𝑅𝑡+1 + 𝛾𝑉(𝑆𝑡+1) pravimo cilj TD (angl. TD target). Celotnemu izrazu 
(𝑅𝑡+1 + 𝛾𝑉(𝑆𝑡+1) − 𝑉(𝑆𝑡)) pa napaka TD oziroma 𝜹𝒕 (angl. TD error). 
Obe opisani metodi imata več tipov dobrih in slabih lastnosti: 
 
 TD se uči predno pozna končni rezultat: 
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o TD se uči v aktivnem načinu po vsakem koraku. 
o MC mora čakati do konca epizode, šele nato ugotovi donos. 
 
 TD se uči, brez končnega rezultata: 
o TD se uči tudi v primeru nezaključenih epizod. 
o MC se uči samo v primeru zaključenih epizod. 
o TD dela tudi v kontinuiranih okoljih. 
o MC dela samo v epizodnih okoljih. 
 
 MC ima visoko varianco in nič pristranskosti: 
o Zaradi slednjega ima dobre konvergenčne lastnosti. 
 Tudi z aproksimirano funkcijo. 
o Ker ne uporablja nadomeščanja z oceno, je metoda neobčutljiva 
na inicialne vrednosti. 
o Je zelo enostavna za razumevanje in uporabo. 
 
 TD ima nizko varianco in nekaj pristranskosti: 
o Na račun nizke variance je metoda TD običajno bolj učinkovita 
kot MC. 
o TD(0) konvergira v optimalno politiko. 
 Ne vedno pri uporabi aproksimirane funkcije. 
o Metoda je bolj občutljiva na inicialne vrednosti, ker v resnici 
hrani sama sebe. 
 
 TD izkorišča lastnost Markova, ker v resnici implicitno zgradi strukturo 
MDP in zanjo poišče rešitev. 
o Običajno zelo učinkovita v okoljih Markova. 
 
 MC ne izkorišča lastnosti Markova oziroma jo ignorira. 
o Običajno bolj učinkovit v okoljih, ki nimajo lastnosti Markova, 
na primer v delno opazovanih okoljih. 
 
Na podlagi opisanega dobimo nekakšen prostor enotnega pogleda na metode 
vrednotenja politike (slika 4.9). Slika velja tudi za probleme vodenja. 
Po vertikalni dimenziji lahko uporabimo vzvratno sestavljanje, bodisi po celotni 
širini MDP-ja (slika 4.9 zgoraj) kjer v skrajnem primeru delamo izčrpen pogled naprej, 
4.7  Brez-modelno napovedovanje in kontrola 73 
 
obravnavamo vse možnosti (slika 4.9 zgoraj levo), bodisi vzorčimo dinamiko (slika 
4.9 spodaj). 
V horizontalni dimenziji imamo v osnovi metode, ki uporabljajo nadomeščanje 
z oceno. Pri tem delajo plitek pogled vnaprej, na primer en korak (slika 4.9 levo), nato 
z vrednostjo v tem stanju posodobijo vrednost v izhodiščnem stanju. Ali v DP, kjer 
delamo pogled vnaprej (zopet en korak) po celotni širini MDP-ja in z vrednostmi v 
naslednjih stanjih posodobimo vrednost v izhodiščnem stanju (slika 4.9 levo zgoraj). 
V kontrastu lahko uporabimo globoko vzvratno sestavljanje z MC, kjer vidimo 
celo epizodo, nato izhodiščno vrednost posodobimo z aktualnim donosom po koncu 
epizode (slika 4.9 desno spodaj). Podobno lahko naredimo z izčrpnim iskanjem, brez 
uporabe nadomeščanja z oceno (slika 4.9 desno zgoraj). 
 
 
Slika 4.9: Enoten pogled v prostor algoritmov [22]. 
 
Kot je razvidno, obstaja cel spekter metod med plitkim in globokim vzvratnim 
sestavljanjem. To pomeni, da ni nujno uporabiti TD ali MC. V resnici obstaja 
univerzalen algoritem, za katerega sta omenjeni metodi specialna skrajna primera. 
Metoda se imenuje TD(λ). Vrednost parametra λ določa način vzvratnega sestavljanja, 
bodisi je plitko bodisi globoko. 
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4.7.3  TD(λ) 
V osnovi gre za generalizacijo učenja TD v 𝑛-koračno napovedovanje. Faktor 𝑛 
predstavlja število korakov predno posodobimo vrednost v izhodiščnem stanju. 
Skrajna primera sta 𝑛 = 1, ki je v resnici TD(0), opisan v prehodnem podpoglavju. In 
𝑛 = ∞, ki je v resnici MC, ker v tem primeru obravnavamo vse korake v epizodi. 
Generalizirana nova funkcija vrednosti za poljuben 𝑛 se glasi 
 
 𝑉(𝑆𝑡) ⟵ 𝑉(𝑆𝑡) + 𝜶(𝑮𝒕
𝒏 − 𝑉(𝑆𝑡)) (4.21) 
 
Pojavi se logično vprašanje, katera vrednost 𝑛 je najboljša. 
Algoritem se imenuje TD(λ), v katerem je osnovna ideja uporaba kvantitete λ-
donos (angl. λ-Return). λ je geometrično uteženo povprečje vseh korakov 𝑛. Vrednost 
je med 0 in 1. Uporabljena utež je normalizirana z (1 − 𝜆), njena vrednost je 𝜆𝑛−1. λ-
donos (4.22) nam pove vsoto uteženih donosov vseh 𝑛-korakov. 
 
 𝐺𝑡
𝜆 = (1 − 𝜆) ∑ 𝜆𝑛−1𝐺𝑡
𝑛∞
𝑛=1  (4.22) 
 
Formula (4.20) se nekoliko posodobi na način, da 𝐺𝑡
𝜆 predstavlja cilj TD (4.23). 
 
 𝑉(𝑆𝑡) ⟵ 𝑉(𝑆𝑡) + 𝜶(𝑮𝒕
𝝀 − 𝑉(𝑆𝑡)) (4.23) 
 
S tem smo dobili algoritem TD(λ) s pogledom-naprej (angl. Forward-view). To 
pomeni, da moramo ponovno čakati do konca epizode, enako kot pri MC. Namreč na 
koncu dobimo donose posameznih korakov, šele nato lahko izračunamo povprečje in 
λ-donos, ki ju potrebujemo v algoritmu. 
Rešitev je ekvivalenten mehanističen pogled, ki na koncu doseže enak rezultat 
kot slednji. Razlika je ta, da ni potrebno čakati konca epizode, na nek način gledati v 
prihodnost, da bi ugotovili λ-donos. To je algoritem TD(λ) s pogledom-nazaj (angl. 
Backward-view) in je zasnovan na sledeh primernosti (angl. Eligibility traces). 
Sledi primernosti združujejo frekvenčno in nedavno hevristiko in nam pomagajo 
rešiti problem kredita. Namreč posameznemu stanju želimo pripisati kredit z 
namenom, da bomo v posodobitvi funkcije vrednosti posameznega stanja lahko 
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upoštevali njegovo vlogo pri nastali oceni donosa, oziroma napaki TD, v smeri katere 
bo nastala posodobitev. 
Sled se gradi za vsako epizodo za vsako stanje posebej in se poveča za 1 vsakič, 
ko stanje obiščemo, sicer se v vsakem koraku zmanjšuje za 1. 
Posodobitev je sedaj proporcionalna v smeri napake TD in sledi primernosti 
(4.25). 
 
 𝜹𝒕 = 𝑹𝒕+𝟏 + 𝜸𝑽(𝑺𝒕+𝟏) − 𝑉(𝑆𝑡) (4.24) 
 
 𝑉(𝑠) ⟵ 𝑉(𝑠) + 𝜶𝜹𝒕𝐸𝑡(𝑠)) (4.25) 
 
Na ta način dobimo pogled-nazaj. Napaka TD se oddaja nazaj do vseh stanj v 
preteklosti. 
TD(λ) omogoča spekter med MC in TD(0). S parametrom λ izbiramo optimalno 
točko med MC in TD(0). 
 
Do sedaj smo opisali orodje za vrednotenje politike v scenarijih tipa brez-modela 
oziroma konkretneje, orodje za oceno funkcije vrednosti nepoznanega MDP. V 
nadaljevanju bomo z uporabo opisanega orodja poiskali rešitve problemov vodenja, 
kjer poleg ocene funkcije vrednosti želimo tudi njen optimum 𝑣∗ in glavni cilj 
optimalno funkcijo vrednosti akcij 𝑞∗ in s tem optimalno politiko 𝜋
∗. Še vedno pa smo 
v scenariju nepoznanega MDP. 
Slika 4.10 prikazuje nekaj praktičnih primerov, ki imajo sicer vsak svoj MDP 
oziroma z drugimi besedami, mogoče jih je opisati z MDP. Na primer, vsak primer 
ima kompleksno okolico, v kateri je problem mogoče opisati. Prav tako ima vsak 
primer prilegajoča stanja in dinamiko. 
Vendar je praviloma tako, da modela MDP bodisi ne poznamo bodisi je tako 
velik, da ga ne moremo uporabiti. Rešitev za obe situaciji je vzorčenje, kar je v osnovi 
problem vodenja v scenariju brez-modela, v katerem lahko samo na podlagi poizkusov 
pridemo do modela. 
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Slika 4.10: Realni problemi [22]. 
 
V vodenju se uporabljata dve paradigmi. Aktivno učenje politike (angl. On-
Policy Learning), v katerem se na podlagi v naprej znane politike in njenim sledenjem 
o politiki tudi učimo. Z drugimi besedami, v osnovi, ko vzorčimo izkušnje oziroma 
akcije, ki jih narekuje potika 𝜋, jo hkrati tudi vrednotimo. 
Neaktivno učenje politike (angl. Off-Policy Learning) pomeni učenje na podlagi 
opazovanja izvajanja politike oziroma vedenja nekoga drugega, na primer robota ali 
človeka. 
Glavna ideja je uporaba procesa iteracija politike, podpoglavje 4.6. Sam proces 
je realiziran s ponavljanjem v zanki. Dokazano je, da proces konvergira v optimalno 
politiko 𝜋∗ in optimalno funkcijo vrednosti 𝑉∗. 
Spomnimo, prvi korak v procesu iteracija politike je vrednotenje. Tukaj dodamo 
v ta proces metodo MC, ki zagotovi ravno to, vendar se pojavita dva problema. 
Prvi problem je ta, da želimo biti v osnovi brez-modela in uporabiti vrednotenje 
funkcije vrednosti V(s). Vrednotenje funkcije vrednosti stanja zahteva poznavanje 
MDP, ker potrebujemo iskanje s pogledom enega koraka naprej. 
Drug problem je problem raziskovanja. Namreč, če več čas izboljšujemo politiko 
na način pohlepno, ne moremo zagotoviti, da na primer trajektorija, ki ji sledimo, 
razišče vsa stanja v prostoru stanj. Obstaja možnost, da del sicer potencialno 
zanimivega prostora ostane neraziskan. Omenjena težava je posledica drugega dela 
procesa, izboljševanja na pohlepni način. 
Za rešitev prvega problema je na voljo alternativa, to je uporaba funkcije 
vrednosti akcije 𝑄(𝑠, 𝑎), ki nam omogoči reševanje problema vodenja v scenarijih 
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brez-modela. Če imamo 𝑄 in želimo pohlepno izboljšavo politike, je vse, kar moramo 
storiti, maksimirati funkcijo vrednosti akcije. 
 
 𝜋′(𝑠) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎∈𝒜𝑄(𝑠, 𝑎) (4.26) 
 
𝑄 nam pove za vsako stanje, kako dobro je narediti posamezno akcijo, ki je v 
tem stanju na voljo. To pomeni, če želimo boljšo politiko, moramo narediti akcijo, ki 
maksimira našo vrednost 𝑄. To je najboljša akcija. 
Ker so akcije in vrednosti že na voljo v strukturi, ki smo jo naredili, ne rabimo 
modela in vseh prilegajočih elementov. Med drugim s tem dodatno zmanjšamo 
obremenitev. 
Vendar nismo rešili drugega problema. Potrebno je poskrbeti, da se razišče vse 
in tako zgotovi razumevanje resnične vrednosti vseh možnosti. V nasprotnem primeru 
se lahko zgodi, da sprejemamo napačne akcije in ostanemo nekje v lokalnem 
optimumu. 
Enostavna metoda, ki zagotavlja nadaljevanje obiskovanja vseh stanj in akcij 
oziroma raziskovanja, je tako imenovana ϵ-pohlepna (angl. ϵ-Greedy) metoda. 
Metodo si lahko predstavljamo kot met kovanca. Na podlagi verjetnosti 𝜖 (grb) 
izberemo naključno akcijo. Tako zagotovimo raziskovanje. Na podlagi verjetnosti 1 −
𝜖 (številka), delujemo pohlepno in naredimo najboljšo akcijo, ki jo poznamo do tega 
trenutka. Na prvi pogled izgleda naivno, vendar ima metoda nekaj dobrih lastnosti. 
Raziskovanje je zagotovljeno in drugo, politika se izboljšuje. 
Na omenjeni način smo posodobili metodo MC za probleme vodenja. 
Dodatno lahko dvignemo učinkovitost metode na način, da ne vrednotimo 
politike v celoti, podpoglavje 4.6. V kontekstu MC to v ekstremnem primeru pomeni, 
da politiko izboljšamo po vsaki epizodi. Generalno je namreč ideja, da smo vedno 
pohlepni z najbolj svežimi, zadnjimi, podatkih o oceni funkcije vrednosti. 
4.7.4  GLIE Monte Carlo 
Pojavi se vprašanje, kako zagotoviti, da resnično dosežemo optimalno politiko 
oziroma vedenje. To je zagotovljeno z ravnovesjem raziskovanja in asimptotičnega 
približevanja v optimalno politiko, v kateri ni več raziskovanja. Namreč, optimalna 
politika ne more vključevati naključnega vedenja. Enostavna, ne pa najboljša rešitev 
za vzpostavitev ravnovesja med faktorjema, je izhajanje z ϵ-pohlepne politike in 
postopno zmanjševaje 𝜖 proti 0. Na primer po hiperbolični funkciji 𝜖𝑘 =
1
𝑘
 , kjer je 𝑘 
število epizod. 
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Tem algoritmom pravimo GLIE MC (angl. Limit with Infinite Exploration 
(GLIE)) in konvergirajo v optimalno funkcijo vrednosti akcije 𝑄(𝑠, 𝑎) ⟶ 𝑞∗(𝑠, 𝑎). 
Kot taki predstavljajo prvo celovito rešitev, najdejo optimalno politiko, za poljuben v 
naprej nepoznan MDP. 
Dodatno so metode GLIE MC precej bolj učinkoviti v izvedbi, v kateri posodabljamo 
funkcijo vrednosti akcije po vsaki epizodi. 
4.7.5  SARSA 
Zaradi prednosti na mesto MC zdaj vključimo učenje TD. Enako kot prej 
moramo uporabiti funkcijo vrednosti akcije 𝑄(𝑠, 𝑎). Uporabi ϵ-pohlepno metodo 
izboljševanje politike in za razliko glede na MC, bomo funkcijo vrednosti posodabljali 
po vsakem koraku (in ne po vsaki epizodi kot pri MC). To nam mogoča učenje TD. Na 
ta način in ob predpostavki principa uporabe vedno najbolj svežih, zadnjih funkcij 
vrednosti za izbiro akcij, dvignemo frekvenco izboljševanja politike v vsak korak. 
Na ta način dobimo najbolj poznan algoritem v paradigmi spodbujevano učenje, 
algoritem SARSA. 
 
 
Slika 4.11: Algoritem SARSA [22]. 
 
Ime SARSA ponazarja slika 4.11. Z začetkom v danem stanju in akciji (𝑆, 𝐴), 
najprej vzorčimo okolico, dobimo nagrado 𝑅, zaključimo v novem stanju 𝑆′, nato 
vzorčimo našo lastno politiko novega stanja 𝐴′. SARASA kot taka določa vzorec, po 
katerem se delajo posodobitve (4.27). V osnovi začnemo s funkcijo vrednosti akcije 
𝑄(𝑆, 𝐴), nato vrednost 𝑄(𝑆, 𝐴) za 𝜶 premaknemo v smeri cilja-TD. 
 
 𝑄(𝑆, 𝐴) ⟵ 𝑄(𝑆, 𝐴) + 𝜶(𝑹 + 𝜸𝑸(𝑺′, 𝑨′) − 𝑄(𝑆, 𝐴)) (4.27) 
Tako kot GLIE MC, tudi omenjena različica metode SARSA konvergira, dokler 
sta izpolnjeni dve zahtevi, uporaba opisanega mehanizma GLIE, se pravi zmanjševanje 
ϵ-pohlepne politike in ustrezna velikost koraka 𝜶. 
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4.7.6  SARSA(λ) 
Kot že omenjeno, tudi v problemih vodenja, obstaja cel spekter algoritmov med 
metodama MC in TD. Cilj je uporabiti dobre strani obeh lastnosti. 
Algoritem generaliziramo v n-koračno napovedovanje donosov, kjer 𝑛 
predstavlja število korakov, predno posodobimo vrednost v izhodiščem stanju. Ker 
ponovno želimo čim višjo robustnost v zvezi z izbiro števila korakov n, vpeljemo 
(4.22) s tem, da zdaj govorimo o funkciji vrednosti akcij q. 
Utež 𝜆 nam zagotavlja mehanizem za regulacijo pogleda naprej (bolj ali manj 
naprej) z namenom identifikacije donosov, ki imajo za nas prednost, tisti z večjim n 
ali tisti z majhnim n. 
S tem smo dobili algoritem SARSA(λ) s pogledom-naprej. 
 
 𝑄(𝑆𝑡, 𝐴𝑡) ⟵ 𝑄(𝑆𝑡, 𝐴𝑡) + 𝜶(𝒒𝒕
𝝀 − 𝑄(𝑆𝑡, 𝐴𝑡)) (4.28) 
 
Težava tega pristopa je v tem, da ne moremo pogledati v prihodnost v aktivnem 
načinu. Ne moremo narediti enega koraka, takoj posodobiti vrednost 𝑞, in izboljšati 
politiko. Počakati moramo do konca epizode, nato izračunamo 𝑞𝑡
𝜆. Seveda želimo 
aktiven način in posodobitve takoj, ko so na voljo, ter s tem maksimalno izboljšanje 
politike po vsakem koraku. Ne želimo čakati do konca epizode, obstaja verjetnost, da 
konca sploh ni. 
Rešitev je izgradnja sledi primernosti 𝐸𝑡(𝑠, 𝑎) za vsak par stanje-akcija. Torej 
dobimo novo tabelo sledi za vsak par. Sledi si lahko predstavljamo kot kredit ali kazen, 
ki jo lahko pripišemo vsaki akciji, ki smo jo naredili v vsakem stanju. Gre za enak 
princip kot v (4.25). 
Posodobitev vrednosti 𝑄(𝑆, 𝐴) za vsako stanje in vsako akcijo je sedaj 
proporcionalna v smeri napake TD in sledi. 
 
 𝜹𝒕 = 𝑹𝒕+𝟏 + 𝜸𝑸(𝑺𝒕+𝟏, 𝑨𝒕+𝟏) − 𝑄(𝑆𝑡, 𝐴𝑡) (4.29) 
 
 𝑄(𝑠, 𝑎) ⟵ 𝑄(𝑠, 𝑎) + 𝜶𝜹𝒕𝐸𝑡(𝑠, 𝑎) (4.30) 
 
Na ta način dobimo algoritem SARSA(λ) s pogledom-nazaj. 
Razlika med standardnim algoritmom SARSA in slednjim je v številu korakov 
propagiranja vrednosti vzvratno (ob koncu epizode). Standardni SARSA(0) propagira 
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za en korak. Pri SARSA(λ) parameter (λ) določa, kako daleč nazaj se vrednost 
propagira. 
Za primer si zamislimo trajektorijo, zanjo bomo zgradili sledi po celotni dolžini, 
se pravi vsako stanje in akcija, ki smo ga obiskali oziroma izvedli, bo imelo povečane 
sledi. Tistim parom na začetku trajektorije se bodo sledi sicer znižale, tistim na koncu 
pa zanemarljivo. V primeru, da na poti dobimo nagrado poljubne vrednosti, 
posodobimo funkcije vrednosti vsem parom stanje-akcija v sorazmerju s sledmi. Na 
nek način se vsi pari nadgradijo v smeri dogodka, ki se je zgodil. 
To pomeni, da se informacija propagira vzvratno, po samo eni epizodi. V večini 
je to do začetka epizode. Se pravi, s prilagajanjem parametra 𝜆, dobimo bistveno 
hitrejši tok informacij, vzvratno skozi čas. 
4.7.7  Q-učenje 
Vse tri opisane metode predstavljajo aktivno učenje politike (angl. On-Policy), 
kjer je politika, ki se ji sledi, hkrati politika, o kateri se uči. Po drugi strani je veliko 
primerov, ko želimo vrednotiti drugo politiko. Zamislimo si, da sledimo poljubni 
politiki vedenja 𝜇(𝑎|𝑠), ki določa izbiro stanj v okolici. Kar želimo, je vrednotiti neko 
drugo oziroma ciljno politiko 𝜋(𝑎|𝑠) na način, da izračunamo 𝑣𝜋(𝑠) ali 𝑞𝜋(𝑠, 𝑎) in 
ugotovimo, na primer, optimalno vedenje v tem okolju. Vendar vedenje, ki ga vidimo, 
ni rezultat ciljne politike 𝜋(𝑎|𝑠) ampak politike 𝜇, ki ji sledimo. 
Motivi za način neaktivno učenje politike (angl. Off-Policy) so naslednji: 
 
 učenje na podlagi opazovanja ljudi ali drugih agentov z namenom 
priučitve bolj optimalne politike in ne samo posnemanja; 
 
 vnovična uporaba preteklih izkušenj, nastalih na podlagi starih politik; 
 
 najbolj poznan primer je reševanje generalne problematike. To je 
zagotavljanje učinkovitega raziskovanja prostora stanj in hkrati iskanje 
optimalnega vedenja, ki samo po sebi ne raziskuje. Z uporabo metod, 
opisanih v nadaljevanju, lahko ustvarimo poljubno politiko, katere cilj je 
samo raziskovanje, hkrati pa se učimo optimalne politike; 
 
 ob sledenju ene politike se priučimo več politik. 
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Na voljo sta dva mehanizma. Prvi je vzorčenje pomembnosti (angl. Importance 
Sampling) [29], v katerem je ideja, da ocenimo pričakovano drugačno porazdelitev 
(angl. Distribution). 
Mehanizem lahko uporabljamo z metodo MC, vendar ima ekstremno visoko 
variacijo, zato je v praksi praktično neuporaben. Na nek način smo prisiljeni uporabiti 
metodo TD. Ta ima bistveno nižjo varianco. 
Najboljši mehanizem za neaktivno učenje politike je Q-učenje (angl. Q-
Learning). Mehanizem temelji na uporabi vrednosti akcije 𝑄, ki ne potrebuje 
vzorčenja pomembnosti, zato je rezultat zelo učinkovit algoritem. 
Algoritem deluje na naslednji način: naslednjo akcijo izberemo na podlagi 
politike vedenja 𝐴𝑡+1~𝜇(∙ |𝑆𝑡), to je politika, ki ji sledimo (v realnem svetu, zato 𝑡 +
1). Hkrati si zamislimo še eno alternativno naslednjo akcijo, ki bi jo izbrali v primeru 
sledenja ciljni politiki 𝐴′~𝜋(∙ |𝑆𝑡). Nato naredimo v ciljni politiki posodobitev 
vrednosti 𝑄 za stanje, v katerem smo začeli, in akcijo, ki smo jo izbrali, z drugimi 
besedami, posodobitev para 𝑄(𝑆𝑡, 𝐴𝑡), v smeri alternativne akcije. To pomeni 
nadomeščanje z oceno naredimo za alternativno akcijo. Namreč, ta nam pove, koliko 
vrednosti bomo dejansko dobili pod ciljno politiko. 
 
 𝑄(𝑆𝑡, 𝐴𝑡) ⟵ 𝑄(𝑆𝑡, 𝐴𝑡) + 𝜶(𝑹𝒕+𝟏 + 𝜸𝑸(𝑺𝒕+𝟏, 𝑨
′) − 𝑄(𝑆𝑡, 𝐴𝑡)) (4.31) 
 
Ponovno dobimo veljavno posodobitev oziroma Bellmanovo enačbo. 
Poseben primer opisanega je zelo široko poznan algoritem Q-učenje (4.32). Gre 
za poseben primer, kjer se priučimo pohlepnega vedenja ob sledenju raziskovalnega 
vedenja. Posebnost Q-učenja je v tem, da se obe, politika vedenja in ciljna politika 
lahko izboljšata. V osnovi v vsakem koraku ciljno politiko 𝜋 naredimo pohlepno v 
zvezi s funkcijo vrednosti 𝑄(𝑠, 𝑎), politiko vedenja pa ϵ-pohlepno, kar pomeni, da bo 
v grobem obiskovala dobre dele prostora stanj, vendar bo tudi malo raziskovala, z 
namenom, da odkrije tudi nove stvari. 
V osnovi Q-učenje naredi posodobitev v smeri najboljše možne naslednje 
vrednosti akcije Q. Kar je v osnovi enako kot Bellmanova enačba optimalnosti. 
Algoritem zagotavlja konvergenco v optimalno funkcijo vrednosti akcije in kot tak 
predstavlja standardno idejo v paradigmi spodbujevano učenje. 
 
 𝑄(𝑆, 𝐴) ⟵ 𝑄(𝑆, 𝐴) + 𝜶(𝑹 + 𝜸𝒎𝒂𝒙𝑸(𝑺′, 𝒂′) − 𝑄(𝑆, 𝐴)) (4.32) 
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Tabela 4.2, stolpec v sredini prikazuje algoritme dinamičnega programiranja, 
DP zasnovane na sestavljanju celote. Skrajno desni stolpec prikazuje algoritme učenja 
TD, zasnovane na vzorčenju. Skrajno levi stolpec prikazuje uporabljeno Bellmanovo 
enačbo. 
V primeru uporabe enačbe pričakovanja za funkcijo vrednosti stanja 𝑣𝜋(𝑠) lahko 
uporabimo dinamično programiranje in vrednotimo trenutno politiko. Sicer vzorčimo, 
s čimer dobimo učenje TD. Torej desna celica je vzorec srednje celice. Kjer koli imamo 
pričakovanje (celica v sredini), vzorčimo in dobimo učenje TD (desna celica). Na ta 
način dobimo cilj. Za algoritme učenje TD je cilj TD, vzorec desne strani Bellmanove 
enačbe (tabela 4.3). 
Ob uporabi enačbe pričakovanja za funkcijo vrednosti akcije 𝑞𝜋(𝑠, 𝑎) 
vrednotimo funkcijo vrednosti, za tem izboljšamo politiko na način, da vključimo še 
iteracijo politike. Pri tem uporabimo delovni okvir iteracija politike v dinamičnem 
programiranju (celica v sredini) oziroma vzorec z algoritmom SARSA. 
V primeru uporabe Bellmanove enačbe optimalnosti, za optimalno funkcijo 
vrednosti akcije 𝑞∗(𝑠, 𝑎), se uporabi delovni okvir iteracija vrednosti v dinamičnem 
programiranju, alternativa je vzorec pričakovanj, kar je Q-učenje. 
TD si lahko zamislimo kot vzorec Bellmanove enačbe. 
Tabela 4.3 navaja cilje TD za posamezno metodo učenja TD (desni stolpec) in 
oceno donosa za posamezno metodo DP (levi stolpec). 
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Tabela 4.2: Zveza med DP in TD [22]. 
 Sestavljanje celote (DP) Sestavljanje vzorcev (TD) 
Bellmanova enačba 
pričakovanja za 𝑣𝜋(𝑠) 
Iterativno vrednotenje politike 
 
Učenje TD 
 
Bellmanova enačba 
pričakovanja za 𝑞𝜋(𝑠, 𝑎) 
Iteracija politike 
 
SARSA 
 
Bellmanova enačba 
optimalnosti za 𝑞∗(𝑠, 𝑎) 
Ponavljanje vrednosti 
 
Q-Učenje 
 
 
Tabela 4.3: Zveza med DP in TD (2. del) [22]. 
Sestavljanje celote (DP) Sestavljanje vzorcev (TD) 
Iterativno vrednotenje politike 
𝑉(𝑠) ⟵ 𝔼[𝑅 + 𝛾𝑉(𝑆′)|𝑠] 
Učenje TD 
𝑉(𝑠) ⟵𝜶 𝑹 + 𝜸𝑽(𝑺′) 
Iteracija politike 
𝑄(𝑠, 𝑎) ⟵ 𝔼[𝑅 + 𝛾𝑄(𝑆′, 𝐴′)|𝑠, 𝑎] 
SARSA 
𝑄(𝑆, 𝐴) ⟵𝜶 𝑹 + 𝜸𝑸(𝑺′, 𝑨′) 
Iteracija vrednosti 
𝑄(𝑠, 𝑎) ⟵ 𝔼[𝑅 + 𝛾 max
(𝑎′)∈𝒜
𝑄(𝑆′, 𝑎′)|𝑠, 𝑎 ] 
Q-učenje 
𝑄(𝑆, 𝐴) ⟵𝜶 𝑹 + 𝜸 𝐦𝐚𝐱
(𝒂′)∈𝓐
𝑸(𝑺′, 𝒂′) 
𝑥 ⟵𝛼 𝑦 ≡ 𝑥 ⟵ 𝑥 + 𝛼(𝑦 − 𝑥) 
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5  Spodbujevano učenje v praksi 
Predhodno poglavje opisuje osnovne gradnike, formulacijo problema, 
problematike v paradigmi, osnovne temelje markovskega procesa odločanja (MDP), 
Bellmanovo enačbo ter metode reševanja v scenarijih, bodisi znanega bodisi 
neznanega MDP. V posameznem scenariju pa lahko rešujemo problem napovedovanja 
oziroma vrednotenja ali problem vodenja oziroma iskanja optimuma. Pri tem so MDP 
praviloma majhni oziroma enostavni in gre bolj za dokazovanje in raziskovanje osnov 
delovanja. 
S pojmom v praksi mislimo na primere, kot so prikazani na sliki 4.10. V tovrstnih 
in podobnih primerih je potrebno do sedaj predstavljano osnovo nadgraditi, na nek 
način prilagoditi oziroma zagotoviti učinkovitost. 
podpoglavja v nadaljevanju so v resnici izhodišča za nadaljevanje študija, 
raziskave ali poglabljanja. Po drugi strani so izhodišča, ki vsekakor zahtevajo 
pozornost, v primerih reševanja konkretnih problemov. 
5.1  Aproksimacija funkcije vrednosti 
V pristopih in metodah, opisanih do sedaj, smo možna stanja v prostoru stanj in 
prilegajoče vrednosti stanj 𝑉(𝑠), hranili v namenskih tabelah. Algoritem je dostopal 
do tabel in vrednosti, z njimi manipuliral, in rešil MDP. 
Podobno smo v primeru problemov vodenja vzdrževali nekakšno 
dvodimenzionalno tabelo vseh stanj v prostoru stanj in vseh akcij v prostoru akcij s 
prilegajočimi vrednostmi akcij 𝑄(𝑠, 𝑎). 
Implementacija s tabelami je velika omejitev pri reševanju velikih in zanimivih 
problemov. Na primer, govorimo o prostoru stanj 10 na nekaj 10 stanj ali več ali 
neskončnem, kontinuiranem prostoru stanj. 
Prva težava je praviloma preveliko število stanj in/ali akcij za hranjenje v 
fizičnem pomnilniku. Druga težava je prepočasno individualno učenje vrednosti vseh 
stanj. 
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Rešitev je uporaba aproksimacije funkcije. To pomeni izgradnjo parametričnega 
aproksimatorja s prilegajočim vektorjem parametrov 𝑤 (vektor uteži ali uteži 
značilnosti) na način, da se približek funkcije vrednosti čim bolj prilega pravi funkciji 
v celotnem prostoru stanj. Kasneje bomo podobno naredili za politiko. 
Na nek način izdelamo bolj kompaktno upodobitev funkcije vrednosti, ki ima 
manjše število parametrov, kot je stanj v celotnem prostoru stanj. Na podlagi 
parametrov dobimo oceno funkcije vrednosti za poljubno tudi nepoznano stanje. 
Obstajajo trije tipi arhitektur aproksimatorjev (slika 5.1). 
 
 
Slika 5.1: Arhitekture aproksimatorjev funkcije [22]. 
 
Skrajna leva arhitektura je za primer, ko aproksimiramo samo vrednost stanja 
𝑉(𝑠). Drugi dve sta za primer vrednosti akcij 𝑄(𝑠, 𝑎). 
Aproksimator si predstavljamo kot črno škatlo, ki vsebuje lastno funkcijo, katero 
poskušamo s prilagodljivim vektorjem parametrov nastaviti tako, da se približek 
funkcije vrednosti oziroma krivulje ali površine čim bolj prilega pravi funkciji 
vrednosti. Na ta način bomo za vsako poizvedujoče stanje 𝑠 ali par (𝑠, 𝑎) dobili pravi 
odgovor. 
V nadzorovanem učenju je na voljo je več aproksimatorjev funkcije in načeloma 
lahko uporabimo kateregakoli. 
 
 Primer linearnega aproksimatorja je linearna kombinacija značilnosti 
(angl. Linear combinations of features). 
 
 Primer nelinearnega aproksimatorja je nevronska mreža (angl. Neureal 
network). 
 
 Odločitveno drevo (angl. Decision tree). 
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 Najbližji sosed (angl. Nearest neighbour). 
 
Mi se bomo fokusirali na diferencialne, to sta prvi in drugi. Diferencialnim 
aproksimatorjem je relativno enostavno prilagoditi vektor parametrov, ker poznamo 
gradient samega aproskimatorja. Gradient nam pove, kako sprememba vektorja 
parametrov vpliva na izhod. S tem je določena upodobitev, podpoglavje 3.4, ki je v 
tem primeru diferencialna. 
Za učenje potrebujemo metode, primerne za ne-stacionarne in ne-neodvisne in 
identično porazdeljene podatke. Funkcija vrednosti se s časom spreminja, mi pa 
želimo, da se aproksimator ves čas čim bolj prilega pravi funkciji, se pravi se mora na 
nek način adaptirati. Po drugi strani so podatki med dvema stanjema zelo korelirani. 
Torej metode nadzorovanega učenja ne pridejo v poštev. Rešitev je v uporabi opisanih 
metod spodbujevanega učenja. 
5.1.1  Koračne metode 
Koračne (angl. Incremental) metode se smatrajo za enostavnejše. Temeljijo na 
uporabi metode stohastični sestop v smeri najstrmejše spremembe (angl. Stohastic 
Gradient Descent) iz družine iterativnih optimizacijskih algoritmov, ki temelji na 
uporabi metode najstrmejši sestop (angl. Gradient Descent), ki s sledenjem v smeri 
negativne spremembe najde minimum funkcije. Funkcija je v tem primeru 
diferencialna funkcija vektorja parametrov 𝑤. 
Stohastična metoda vzorči metodo najstrmejši sestop, skozi iteracije posodablja 
ciljno funkcijo (angl. Objective Function) ter na koncu konvergira v njen minimum. 
Minimum v ciljni funkciji predstavlja najmanjšo vrednost kvadrata srednje vrednosti 
napake, razlike med parametrično aproksimirano in dejansko funkcijo vrednosti. 
Povedano z drugimi besedami, najde takšne vrednosti vektorja parametrov 𝑤, da se 
približna in dejanska funkcija vrednosti čim bolj prilegata po celotni krivulji ali 
površini. 
Večina algoritmov strojnega učenja tudi linearni aproksimatorji zahtevajo 
numerično upodobitev objektov, kar poenostavi samo obdelavo in analizo. Zato stanja 
upodobimo z vektorjem značilnosti, to je vektorjem, ki vsebuje informacije, ki 
opisujejo pomembne karakteristike objekta, v našem primeru stanja. 
 
Postavlja se vprašanje ali uporabiti sledi primernosti. Izkaže se, da uporaba λ=1, 
kar je MC, vodi v slabe performanse, ker potrebujemo veliko vzorcev, predno dobimo 
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pravi rezultat. Poleg tega je vzelo visoka varianca. Po drugi strani λ=0 precej izboljša 
performanse na račun nadomeščanja z oceno, zato je učinkovitost precej višja. 
Vendar je optimalna točka nekje vmes. To pomeni nadomeščanje z oceno 
pomaga, λ pa lahko najde nekaj, kar je boljše kot TD(0). 
Še bolj pomembno je dejstvo, da metoda TD v nasprotju z MC, ni nujno vedno 
stabilna v smislu konvergence in se dogaja, da v določenih okoliščinah divergira. Zato 
je pomembno poznati, kdaj jo lahko uporabimo, in kdaj so lahko težave v zvezi z 
uporabo aproksimatorjev. 
Tabeli 5.1 in 5.2 prikazujeta možnosti za divergenco, rdeča oznaka, in 
zagotovljeno konvergenco, zelena oznaka. Pri tem so možnosti prikazane posebej za 
scenarija aktivno|neaktivno učenje politike, posebej za probleme vrednotenja (tabela 
5.1)|vodenja (tabela 5.2). V okviru posameznega scenarija učenja politike so možnosti 
prikazane posebej za posamezen algoritem in tip aproksimatorja. 
Spremenljiv TD (angl. Gradient TD) je novejši algoritem [30]. 
 
Tabela 5.1: Koračno - konvergenca algoritmov napovedovanja – vrednotenja [22]. 
 Algoritem Vpogled v tabelo 
(angl. Table 
lookup) 
Linearni Nelinearni 
aktivno učenje politike 
(angl. On-Policy) 
MC ● ● ● 
TD(0) ● ● x 
TD(λ) ● ● x 
Gradient 
TD 
● ● ● 
neaktivno učenje politike 
(angl. Off-Policy) 
MC ● ● ● 
TD(0) ● x x 
TD(λ) ● x x 
Gradient 
TD 
● ● ● 
 
Oklepaji v tabeli 5.2 pomenijo skorajšnjo konvergenco, oscilacijo okoli 
optimalne vrednosti (angl. chattering) [31]. 
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Tabela 5.2: Koračno - konvergenca algoritmov vodenja [22]. 
Algoritem Vpogled v tabelo (angl. 
Table lookup) 
Linearni Nelinearni 
Monte-Carlo ● (●) x 
SARSA ● (●) x 
Q-učenje ● x x 
Gradient Q-učenje ● ● x 
 
5.1.2  Šaržne metode 
Koračne metode so relativno enostavne, vendar niso učinkovite s stališča 
podatkov. Namreč, posamezno izkušnjo uporabijo za posodobitev parametrične 
aproksimirane funkcije v smeri te izkušnje, nato izkušnjo zavržejo in se premaknejo v 
novo izkušnjo. Na ta način podatki niso uporabljeni najbolj učinkovito. 
Ideja šaržnih (angl. Batch) metod je, da poiščejo aproksimirano funkcijo, ki se 
čim bolje prilega vsem podatkom v šarži oziroma seriji. Šarža so v tem primeru 
izkušnje, učni podatki. Na ta način se iz podatkov iztisne več. 
Rešitev za vektor parametrov se poišče s pomočjo algoritma najmanjših 
kvadratov (angl. Least Squares), ki minimizira vsoto vseh kvadratov napak med 
parametrično aproksimirano in dejansko funkcijo vrednosti za celoten učni niz 
podatkov. 
Rešitev najmanjših kvadratov lahko uporabim z vsemi do sedaj opisanimi 
metodami. 
Prva tovrstna metoda uporablja tako imenovano vnovično predvajanje izkušenj 
(angl. Experiences Replay). Pri tej metodi so izkušnje dejansko shranjene v nekem 
objektu in kot take predstavljajo niz učnih podatkov. 
Enako kot v nadzorovanem učenju, imamo niz učnih podatkov, ki jih naključno 
vzorčimo in posodobimo v smeri posameznega vzorca. Opisano ponavljamo, dokler 
na koncu ne pridemo v globalni minimum, ki je rešitev najmanjših kvadratov. 
Druga relativno nova metoda je vnovično predvajanje izkušenj z Q-učenjem [32]. 
Metoda je stabilna in robustna. Uporaba obeh tehnik vnovično predvajanje izkušenj in 
fiksirani Q-cilji (angl. Fixed Q-targets) se zelo pozna na zmogljivosti rešitve. 
Opisani metodi sta primer ene enostavne ideje optimizacije z najstrmejšim 
sestopom z vnovičnim predvajanjem preteklih izkušenj, kot način, da s podatkov, ki 
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smo jih do danega trenutka videli, iztisnemo še več. V obeh metodah posredno 
pridemo do rešitve najmanjših kvadratov, vendar na račun večjega števila iteracij. 
Na voljo je tudi metoda za neposredno rešitev najmanjših kvadratov. Imenuje se 
linearni najmanjši kvadrati (angl. Linear Least Squared (LS)). Metoda je specifična 
za linearne aproksimatorje funkcij, kjer lahko v enem koraku pridemo direktno v 
rešitev najmanjših kvadratov. Rešitev temelji na predpostavki, da je v minimumu 
najmanjših kvadratov pričakovana posodobitev enaka nič 𝔼𝒟[Δ𝑤] = 0. Z uporabo 
linearne algebre in inverzije matrike pridemo neposredno do rešitve. 
Rešitev lahko vključimo v MC, TD in TD(λ) in dobimo izvedbe s predpono LS. 
Tabeli 5.3 in 5.4 prikazujeta možnosti za divergenco, rdeča oznaka, in 
zagotovljeno konvergenco, zelena oznaka. Pri tem so možnosti prikazane posebej za 
scenarija aktivno|neaktivno učenje politike, posebej za probleme vrednotenja (tabela 
5.3)|vodenja (tabela 5.4). V okviru posameznega scenarija učenja politike so možnosti 
prikazane posebej za posamezen algoritem in tip aproksimatorja. 
 
Tabela 5.3: Šaržne - konvergenca algoritmov napovedovanja – vrednotenja [22]. 
 Algoritem Vpogled v tabelo 
(angl. Table 
lookup) 
Linearni Nelinearni 
aktivno učenje politike 
(angl. On-Policy) 
MC ● ● ● 
LSMC ● ● - 
TD ● ● x 
LSTD ● ● - 
neaktivno učenje 
politike (angl. Off-
Policy) 
MC ● ● ● 
LSMC ● ● - 
TD ● x x 
LSTD ● ● - 
 
V zvezi s konvergenco imajo boljše lastnosti kot koračne metode. Še vedno jih 
ne moremo uporabljati z nelinearnimi aproksimatroji funkcij. Konvergirajo v obeh 
scenarijih učenja politike aktivno|neaktivno. 
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Tabela 5.4: Šaržne - konvergenca algoritmov vodenja [22]. 
Algoritem Vpogled v tabelo (angl. 
Table lookup) 
Linearni Nelinearni 
Monte-Carlo ● (●) x 
SARSA ● (●) x 
Q-učenje ● x x 
LSPI ● (●) - 
 
Enako kot v tabeli 5.2, pomenijo oklepaji v tabeli 5.4, skorajšnjo konvergenco, 
oscilacijo okoli optimalne vrednosti (angl. chattering) [31]. 
5.2  Metoda »Gradient politike« 
Aprokismacija funkcije bodisi vrednosti stanj 𝑉(𝑠) bodisi vrednosti akcij 
𝑄(𝑠, 𝑎) je ena možnost, vendar so v določenih situacijah funkcije vrednosti tako 
kompleksne, da je bistveno težje zgraditi ustrezen aproksimator. 
Drugo pomembno dejstvo je, da včasih želimo stohastično vedenje oziroma 
politiko, čeprav bi na podlagi intuicije sklepali, da je deterministična politika, 
ugotovljena z maksimiranjem nagrad ,oziroma donosov dovolj dobra. Maksimiranje 
je vedno determinističen proces. 
Dejstvo je namreč, da je vsaka deterministična politika enostavno izkoriščena in 
je edini optimum stohastično vedenje in zato nujno. 
Drug primer so nepopolni MDP. Tovrstna primera sta delno opazovan MDP ali 
pa imamo omejen pogled na okolico zaradi specifičnega opisa značilnosti na primer, 
uporabljamo označena stanja (angl. State Aliasing). Tudi v teh primerih je optimalna 
rešitev stohastična politika. 
V vseh tovrstnih primerih problemov so potrebne rešitev zasnovane na politiki 
𝜋(𝑠, 𝑎). 
Prednosti spodbujevanega učenja, zasnovanega na politikah, so boljše 
konvergenčne lastnosti, večja učinkovitost v visoko dimenzionalnih prostorih akcij in 
sposobnost učenja stohastičnih politik. 
Po drugi obstajata dve slabosti. Tipično konvergirajo v lokalni namesto globalni 
minimum. Vrednotenje politike je tipično neučinkovito in ima visoko varianco. 
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Sedaj imamo parametrično politiko 𝜃. Zato je cilj optimizacije poiskati 
parametre, pri katerih bo nagrada največja. Ker gre ponovno za problem optimizacije, 
je glavni mehanizem ponovno metoda najstrmejši sestop s to razliko, da nas sedaj 
zanima sledenje v smeri pozitivne spremembe, kar pomeni, da se v resnici vzpenjamo 
(angl. ascent). Na ta način najdemo maksimum funkcije, ki je v tem primeru funkcija 
vektorja parametrov politike, po kateri bo nagrada največja. 
Generalno se metode optimizacije ločijo na tiste, kjer je gradient na voljo in tiste, 
kjer gradienta ne poznamo. Metode, kjer je gradient znan, dosegajo boljšo 
učinkovitost, ker nas gradient usmerja v smer večje nagrade oziroma boljšega vedenja 
v danem MDP. Posledično ni treba uporabljati poskušanja in ugotavljati, kaj je boljše 
in kaj ne. Uporaba je tudi relativno enostavna. 
Najpogostejše in bolj učinkovite so metode najstrmejši sestop, konjugiran 
gradient (angl. Conjugate Gradient) in Quasi-newton. 
V primeru, ko gradienta ne poznamo, imamo v resnici problem iskanja politike 
(angl. Policy Search). Nekatere metode so vzpon (angl. Hill Climbing), Simplex in 
genetski algoritmi (angl. Genetic algorithms). 
Metode za primer, ko poznamo gradient, se delijo na dva pristopa. Prvi je pristop 
črne škatle (angl. black box), v katerem izračun gradienta temelji na končnih razlikah 
(angl. Finite Difference). Metoda je enostavna, ima veliko šuma in je neučinkovita, v 
redkih primerih učinkovita. 
Drug pristop je analitičen izračun gradienta, v okviru katerega sta na voljo dva 
mehanizma. Oba sta zasnovana na teoremu gradient politike [33]. 
Prvi mehanizem je MC gradient politike (angl. Monte-Carlo Policy Gradient). 
Zdaj že vemo, da ima MC kot tak relativno visoko varianco. V konkretnem primeru se 
ta problematika rešuje z vpeljavo kritika (angl. Critic), katerega vloga je ocena 
funkcije vrednosti akcije. Na ta način združimo prednosti obeh zasnov agentov (slika 
4.6) [34], [35], [36]. 
5.3  Integracija učenja in planiranja 
Vse od podpoglavja 4.7 dalje smo obravnavali situacijo brez-modela oziroma 
ne-poznan MDP in nismo poskušali zgraditi in razumeti dinamike sveta oziroma 
okolice.  
Vendar zavedati se je potrebno, da integracija učenja in načrtovanja v skupno 
arhitekturo zagotavlja zelo učinkovite algoritme za reševanje problemov načrtovanja 
v kontekstu spodbujevanega učenja. 
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5.3.1  Model 
Osnovna ideja je, da se na podlagi izkušenj priučimo modela oziroma okolice 
oziroma MDP. Model predstavlja nekaj, kar povzroči, da se agent prične zavedati 
okolice, dinamike okolja, poteka tranzicij med stanji in nagrade, ki jo dobi za poljubno 
akcijo v poljubnem stanju. Ko je model zgrajen, agent zamenja pravo okolico s 
modelom in prične interakcijo z internim modelom oziroma predstavo o okolici. Se 
pravi dobi možnost razmišljanja, ugotavljanja, pogleda vnaprej, načrtovanja. V osnovi 
začne razumeti boljše akcije, za katere se je potrebno odločiti, z namenom izboljšanja 
funkcij vrednosti. Vse to, brez kakršnekoli interakcije s svetom oziroma okolico. 
Spodbujevano učenje z-modelom si lahko predstavljamo kot cikel (slika 5.2). Če 
začnemo z izkušnjo, ta predstavlja agenta v interakciji z resnično okolico. Na podlagi 
izkušenj agent zgradi model. Nato se model uporabi za načrtovanje, na podlagi 
interakcije z modelom se pogleda vnaprej. Te interakcije ustvarijo funkcijo vrednosti 
ali politiko. Ustvarjene akcije oziroma politike uporabi agent za dejanja v realnem 
svetu. 
Bistvo ideje je korak z modelom, v katerem na podlagi interakcije z modelom 
(planiranje) ugotovimo, kaj narediti v nadaljevanju. Nekako iz modela iztisnemo 
največ. Učenje modela si lahko zamislimo kot učenje MDP, načrtovanje pa kot 
reševanje tega MDP. Ker se to odvija ciklično in imamo vsak trenutek več izkušenj, 
se model ves čas izboljšuje, posledica je konstantno izboljševanje vedenja v realnem 
svetu. To je fundamentalna ideja paradigme. 
 
 
Slika 5.2: Cikel učenja z-modelom [22]. 
Glavna prednost modela v primerjavi s funkcijo vrednosti je bolj kompaktna in 
s tem bolj uporabna prezentacija informacij o okolju. 
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5.3.2  Pridobivanje znanja o modelu 
Za učenje se uporablja nadzorovano učenje, izkušnje oziroma tok izkušenj 
predstavlja vzorce podatkov učnega niza. Niz učnih podatkov se uporabi v regresiji za 
učenje nagrade in oceno gostote oziroma distribucije naslednjih stanj. Torej agent se 
priuči nekaj stohastičnega. Vidimo, da se pridobivanje znanja o modelu transformira 
v dva problema nadzorovanega učenja, kjer se v prvem učimo dinamiko tranzicij med 
stanji in v drugem nagrade. 
5.3.3  Planiranje z modelom 
Planiranje z modelom v resnici pomeni reševanje danega MDP z uporabo 
priljubljenega algoritma za načrtovanje na primer dinamično programiranje, iteracija 
vrednosti ali politike, iskanje v drevesu (angl. Tree Search). 
Omeniti je potrebno enostaven in zelo zmogljiv pristop, tako imenovano 
planiranje z vzorci (angl. Sample-Based Planning). Ideja tega pristopa je, da se model 
uporablja samo za ustvarjanje vzorcev torej izkušenj. V nadaljevanju uporabimo 
vzorce z metodo brez-modela, na primer MC, Sarsa, Q-učenje. Običajno so metode, 
zasnovane na planiranju z vzorci bolj učinkovite. 
Potrebno se je zavedati, da v primeru načrtovanja z nepopolnim ali nepravilnim 
modelom ne smemo nikoli pričakovati pravih odgovorov. Spodbujevano učenje z-
modelom je tako dobro, kot je dobra ocena modela. Zmogljivost je omejena z 
optimalno politiko aproksimiranega MDP. V primeru nepopolnih ali nepravilnih 
modelov je rešitev uporaba metod brez-modela. 
5.3.4  Dyna 
Integrirana arhitektura Dyna (slika 5.3), združenje prednosti obeh paradigem 
učenja z-modelom in učenja brez-modela. Tako dobimo dva vira izkušenj, realne in 
simulirane. Prve so vzorčene na pravem MDP, druge na aproksimiranem MDP 
oziroma modelu. 
Do modela se pride s pomočjo realnih izkušenj. Učenje in načrtovanje funkcije 
vrednosti in/ali politike lahko poteka s pravimi in simuliranimi izkušnjami. Več 
informacij o integrirani arhitekturi je na voljo v [37], [38], [39], [40]. 
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Slika 5.3: Arhitektura Dyna [22]. 
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6  Eksperimentiranje 
Ideja tega poglavja je povzetek in predstavitev različic delovnih okolij, njihovih 
lastnosti in vsebine ter drugih dejavnikov v zvezi s konkretno izbiro platforme. 
Predstavljene ugotovitve so rezultat lastne raziskave trga in vsebine različnih 
modulov v okviru cilja diplomskega dela in časa, ki je bil na voljo. 
Absolutno to ni celovita raziskava in analiza trga ter produktov, bodisi 
komercialno dosegljivih bodisi brezplačnih. Gre za nekakšen kolateralni povzetek, ki 
bo prišel prav nekomu, ki se na novo podaja v paradigmo spodbujevanega učenja in se 
mora odločiti med številnimi variantami. 
6.1  Platforma ali knjižnica in vmesniki 
Pomembno je razlikovati med platformo in knjižnicami. 
Platforme praviloma omogočajo zmogljivosti in sposobnosti, potrebne za 
zaključek celotnega projekta. Ker so platforme, lahko na njih tudi razvijamo. Z istega 
razloga pa je njihova uporaba v določenih primerih lahko bolj kompleksna. 
Po drugi strani so na voljo knjižnice, ki praviloma omogočajo rešitev 
posameznega dela projekta in pokrivajo ožje področje. Zaradi tega je mogoče uporaba 
nekoliko enostavnejša, vsekakor pa to ni pravilo. Za njihovo uporabo potrebujemo 
osnovno programsko opremo, za katero so narejene. 
Danes, ko gledamo ponudbo, nikakor ne moremo mimo storitev v oblaku, 
strojno učenje tukaj ni izjema. Storitve v oblaku in tradicionalna programska oprema 
tako tvorita nabor različnih vmesnikov. 
Relativno ažuren in celovit, tudi zanimiv ter koristen pregled konkretne 
programske opreme, vmesnikov in prilegajočih vprašanj je na voljo na spletnem mestu 
[41]. 
Vsekakor je na tem mestu potrebno omeniti tudi skupino Mathworks, ki v okviru 
svojih produktov, storitev in rešitev med drugim pokriva tudi področje strojnega 
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učenja, konkretno s paketom Machine Learning with MATLAB. Paket je del širšega 
orodja Statistics and Machine Learning Toolbox. 
6.2  Knjižnice za spodbujevano učenje 
Izhajajoč s predhodnega podpoglavja, na podlagi javno dostopnih informacij 
ugotavljamo, da za paradigmo spodbujevanega učenja, še ni na voljo platformske 
rešitve. Po drugi strani je na voljo več knjižnic. 
V analizi nismo obravnavali knjižnic za platformi Java in C++. Na voljo so 
naslednje: 
 
 CLSquare: http://ml.informatik.uni-freiburg.de/research/clsquare 
 libpgrl: https://code.google.com/archive/p/libpgrl/ 
 RLLib: http://web.cs.miami.edu/home/saminda/rllib.html 
 JRLF: http://mykel.kochenderfer.com/jrlf/ 
 RLPark: http://rlpark.github.io/ 
 
Fokus naše raziskave so bile knjižnice za platformo Python, edicija 2.7, 32-bitna 
izvedba. Odločitev za edicijo 2.7 in 32-bitno izvedbo temelji na dejstvih, da so v 
glavnem vse obravnavane knjižnice za spodbujevano učenje starejše od treh let. Po 
drugi strani se je potrebno zavedati, da obravnavane knjižnice uporabljajo večje število 
drugih knjižnic, ki še niso pripravljene za edicijo 3.0. Iz podobnih razlogov smo se 
odločili tudi za 32 in ne 64-bitno izvedbo.  
Na sistemu Microsoft Windows 10 smo izvedli tipično namestitev platforme 
Python po navodilih v produktni dokumentaciji. Posebnosti ali odstopanj nismo 
zasledili. 
 Analizirali smo naslednje knjižnice: 
 
 Maja: http://mmlf.sourceforge.net/ 
 PyBrain: http://pybrain.org/  
 RLPY: https://rlpy.readthedocs.io/en/latest/  
 RLToolkit: 
http://incompleteideas.net/rlai.cs.ualberta.ca/RLAI/RLtoolkit/RLtoolkit.
html 
 Projekt3: http://ai.berkeley.edu/reinforcement.html 
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Za posamezno knjižnico smo po standardnem postopku, opisanem v produktni 
dokumentaciji Python namestili zahtevane dodatne knjižnice. Pri tem smo 
namestitvene pakete prevzeli na spletnem mestu [42]. 
Namestitev posameznih knjižnic smo izvedli po postopkih, opisanih v 
prilegajočih navodilih, dokumentaciji. 
Tabela 6.1 navaja odstopanja od pričakovanega delovanja in izvedene 
korektivne ukrepe. 
 
Tabela 6.1: Odstopanja od pričakovanega delovanja knjižnic. 
Knjižnica Odstopanja in korektivni ukrepi 
Maja  ob zagonu grafičnega vmesnika napaka »ImportError: cannot import name 
NavigationToolbar2QTAgg«. 
 vzrok za težavo je sprememba imena razreda v knjižnici »matplotlib«. 
 v datoteki »Python27\Lib\site-packages\mmlf-1.0-py2.7.egg\mmlf\ 
__init__.py« zamenjan sklic na omenjeni razred. Nova vrednost 
»NavigationToolbar2QT«. 
 
V izogib eventualnim težavam z iskanjem, pripravljanjem, nameščanjem 
zahtevanih dodatnih knjižnic in dolgotrajnem postopku, predlagamo uporabo orodja 
[43]. Izhodiščna različica je brezplačna in je primer nujno potrebnega dodatnega 
orodja za konkretnejše delo s platformo Python. 
Tabela 6.2 navaja povzetek ugotovitev ključnih lastnosti knjižnic. 
Omeniti velja tudi naslednje knjižnice: 
 
 ApproxRL: http://busoniu.net/files/repository/readme_approxrl.html 
Zelo bogata knjižnica s primeri, zasnovana na platformi Matlab. Za samo 
knjižnico posebna licenca ni zahtevana. 
 
 MDP Toolbox: http://www7.inra.fr/mia/T/MDPtoolbox/ 
Knjižnica za platformo Matlab. Knjižnica je na voljo v okviru licence 
BSD. Ponuja funkcije za reševanje različic MDP. 
 
 RL-Glue: http://glue.rl-community.org/wiki/Main_Page 
Zagotavlja vmesnik za povezavo agentov spodbujevanega učenja, okolic 
in eksperimentalnih programov, napisanih v drugih jezikih. Informacija 
o zahtevani licenci ni na voljo. 
 ROS: http://wiki.ros.org/reinforcement_learning 
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Paket agentov spodbujevanega učenja v okviru knjižnice in orodij Robot 
Operating System (ROS). Na voljo pod licenco BSD. 
 
Tabela 6.2: Pregled Python knjižnic. 
 Maja PyBrain RLPY RL Toolkit »Projekt 3« 
Različica 1.0 0.3.3 1.3.6 1.0 1.001 
Zadnjič posodobljeno 16.4.2013 n/a ≈ pred letom 8.11.2011 26.8.2014 
Vrsta licence GPL v2 BSD 
[4Clause] 
BSD 
[3Clause] 
n/a n/a 
Pripravljeno za različico 
Python 3.0 x ●
1 x x n/a 
Pripravljeno za različico 
Python 2.7 ● ● ● ● ●
2
 
Rešitev je knjižnica Python ● ● ● ● x3 
Prilegajoča dokumentacija 
je na voljo ● ●
8 ● x4 x 
Prilegajoča dokumentacija 
navaja zahtevane dodatne 
knjižnice 
● ●5 x6 ● n/a 
Grafični vmesnik ● x x ●9 x 
API ● ● ● x x 
Možnost dodajanja lastnih 
scenarijev ● ● ● x x 
Vključen nabor primerov ● ● ● ● ●7 
Vdelana dodatna orodja na 
primer, zagon serije 
poizkusov, analiza 
rezultatov, optimizacija 
hiperparametrov 
● x ● x x 
Podpora za druge tipe 
strojnega učenja x ● x x x 
Podpora za povezavo z 
vmesnikom RLGlue x ● x x x 
1 – eksplicitno ni navedeno, da ne podpira. Vendar zaradi zahtevnih dodatnih 
knjižnic svetujemo uporabo na Python 2.7. 
2 – v našem primeru zadeva deluje. 
3 – v osnovi gre za nabor skript, s katerimi so realizirani trije primeri. 
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4 – na voljo so kratka navodila za zagon primerov. 
5 – na voljo na prilegajoči spletni strani git hub. 
6 – ni eksplicitno navedenih, vendar se namestijo v okviru instalacije paketa 
knjižnic. 
7 – v osnovi gre za tri primere v okviru predavanja [44]. 
8 – prilegajoča dokumentacija za spodbujevano učenje je pomanjkljiva. 
9 – grafični vmesnik ni na voljo za vse primere. 
 
Tabela 6.3 navaja povzetek primerjave vsebine knjižnic. Primerjali smo število 
agentov, ki jih lahko zgradimo in število različnih okolic. Zanimalo nas je tudi, ali ima 
knjižnica vdelane primere, ki so uporabni brez predhodne prilagoditve. 
 
Tabela 6.3: Povzetek vsebine knjižnic. 
 Maja PyBrain RLPY RL Toolkit 
Agenti 
Zasnovani na vrednosti: 
 Monte-Carlo 
 TD (0, λ) 
 Model-based Direct 
Policy Search 
(MBDPS) 
 Random 
Gradient politike: 
 Actor-critic (TD( λ)) 
 Direct Policy Search 
(DPS) 
Učenje in načrtovanje: 
 Dyna 
Metode za raziskovanje: 
 Fitted R-Max 
*možnost uporabe 
aproksimatorjev funkcij 
Zasnovani na vrednosti: 
 Q-Learning (z|brez 
sledi primernosti) 
 SARSA 
 Neureal Fitted Q-
iteration 
Gradient politike: 
 Monte-Carlo 
(REINFORCE) 
 Natural Actor-Critic 
Metode za raziskovanje: 
 Epsilon-Greedy 
Exploration 
 Boltzmann Exploration 
 Gaussian Exploration 
 State-Dependent 
Exploration 
Zasnovani na vrednosti: 
 Q-Learning (z|brez 
sledi primernosti) 
 SARSA 
 LSPI 
 LSPI SARSA 
Gradient politike: 
 Natural Actor-Critic 
Metode za raziskovanje: 
 Epsilon-Greedy 
Zasnovani na vrednosti: 
 one step Q 
 Q-Learning (z|brez 
sledi primernosti) 
Učenje in načrtovanje: 
 Dyna 
Okolice  balansiranje dvojne 
palice 
 linearna veriga 
Markova 
 labirint 2D 
 labirint prepad 
 avtomobil v dolini 
 delno opazovano 
balansiranje dvojne 
palice 
 fliper 2D 
 igra s kartami 17 in 4 
 balansiranje enojne 
palice 
 voziček s palico 
 akrorobot 
 avtomobil v dolini 
 xor 
 fleksibilna kocka 
 labirinti 
 upravljanje plovila 
 enostavna dirka 
 igra za dva igralca 
 
 akrorobot 
 upravljanje kolesa 
 svet kock 
 voziček s palico (3 
različice) 
 veriga Markova 
 veriga petdesetih stanj 
 labirinti 
 helikopter 
 igra pacman 
 avtomobil v dolini 
 dirkalni avto 
 plavalec 
 sistemski administrator 
 tretma HIV 
 neskončno dirkališče 
n/a 
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 Maja PyBrain RLPY RL Toolkit 
 monitoring vzisljivcev 
 fliper in drugi… 
Primeri  ker je na voljo grafični 
vmesnik so vse 
navedene okolice hkrati 
tudi primeri. 
 labirint  v glavnem za vse 
navedene okolice 
 avtomobil v dolini 
 vzdrževanje 
 labirint 
 labirint z nagradami 
 aproksimator funkcije 
 
Generalno lahko za vse knjižnice ugotovimo, da omogočajo izvedbo tipičnih 
eksperimentov, opisanih v različni strokovni literaturi, na primer avtomobil v dolini 
ali labirint. Nekoliko pa se razlikujejo v načinu uporabe. 
Knjižnica RL Toolkit je v primerjavi z ostalimi tremi precej manj bogata, vseeno 
pa vredna ogleda. Na voljo je nekaj primerov, ki se zaženejo po navodilih na spletnem 
mestu. 
Z vzvratnim inženiringom skript lahko pridobimo dodatna znanja in prakse. To 
velja tudi za opisane knjižnice v nadaljevanju, katere smo pogledali podrobneje. 
6.2.1  Maja 
Številni agenti in okolice v knjižnici Maja omogočajo izvedbo širokega nabora 
eksperimentov. 
Glede na dejstvo, da je na voljo grafični vmesnik, je uporaba relativno enostavna. 
Relativno zato, ker gre za namenski vmesnik, ki omogoča številne kombinacije in 
izbire nastavitev in je potrebno dobiti nekaj izkušnje pri delu z njim. Sestavljajo ga 
trije glavni zavihki, raziskovalec (angl. Explorer), eksperimentator (angl. 
Experimenter) in dokumentacija. 
V raziskovalcu so v odvisnosti od izbranega agenta in okolice na voljo dodatni 
zavihki z elementi za vizualizacijo in prezentacijo podatkov, kar dodatno obogati 
eksperimente. Vendar jih je potrebno sproti dodajati. Postopek je opisan v 
dokumentaciji. 
Zavihek eksperimentator zagotavlja funkcionalnosti za primerjavo rezultatov 
eksperimentov z različnimi nastavitvami in skupen pogled za analizo. 
Prilegajoča dokumentacija po naši oceni predstavlja kvalitetno dokumentacijo, 
opisani so praktično vsi elementi knjižnice. 
Kot je navedeno v tabeli 6.2, je v knjižnici mogoče razviti nove agente in okolice 
po meri. 
V nadaljevanju bi bilo potrebno eventualno podrobno analizirati posamezen 
eksperiment, vsekakor pa poizkusiti razviti lasten eksperiment po meri. 
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6.2.2  PyBrain 
Na prvi pogled knjižnica izgleda obetavno in bogato. Vendar so naše ugotovitve 
v tem trenutku nasprotne. Namreč v okviru časa, ki smo ga imeli na voljo, nam ni 
uspelo zagnati primera zaradi napak, v katere se nismo poglabljali. 
Druga zadeva, ki smo jo pogrešali in predstavlja po naši oceni večji minus, so 
nekoliko manj jasna navodila za izvajanje eksperimentov. Namreč v tem primeru je 
potrebno napisati skript, v katerem povežemo vse elemente eksperimenta. Elementi so 
ogrodje za eksperiment, okolica, agent, opravilo in zanka. Torej potrebno je vsaj 
osnovno, če ne že nadaljevalno znanje pisanja skript Python. V predhodni knjižnici to 
ni potrebno (za zagon eksperimentov, ki so vdelani v knjižnico). 
Dokumentacija pokriva vse elemente knjižnice, vendar bi za področje 
spodbujevanega učenja pričakovali nekoliko več. 
Generalno je knjižnica po naši oceni zelo uporabna in omogoča izvedbo več 
različnih eksperimentov. Konec koncev je na voljo API in ima vgrajen tudi vmesnik 
za povezavo z vmesnikov RLGlue. Dejstvo pa je, vsaj tako je videti na prvi pogled, da 
se verjetno takoj soočimo s skriptami, kar je dolgoročno gledano na nek način tudi 
prednost. Namreč v večjih, kompleksnejših eksperimentih bomo hitro prisiljeni v 
pisanje lastnih, po meri (angl. custom) skript. Zato je smiselno to zanje osvojiti čim 
prej. 
Vsekakor je v nadaljevanju smiselno podrobneje raziskati vsebino, poizkusiti 
razviti lasten po meri eksperiment in implementirati povezavo z vmesnikom RLGlue. 
6.2.3  RLPY 
Knjižnica se fokusira na eksperimente sekvenčnega odločanja, zasnovane na 
pristopu uporabe funkcije vrednosti. 
Na voljo se številni agenti in okolice. Praktično je za vsak par okolica-agent na 
voljo tudi primer ali več njih, vendar jih je potrebno najprej pridobiti s spletnega mesta. 
Postopek in lokacija sta opisana v namestitvenih navodilih. 
Podobno kot pri predhodni knjižnici tudi tukaj v glavnem delamo s skriptami. 
Celoten delovni okvir je zasnovan na zelo podobnem konceptu kot pri knjižnicah 
PyBrain in Maja, se pravi da v eksperimentu povežemo različne elemente. 
Po funkcionalnostih je knjižnica primerljiva z Majo z razliko, da tukaj nimamo 
grafičnega vmesnika. Kot smo navedli pri predhodni knjižnici, to ni nujno slabost. 
Dokumentacija je obsežna in opisuje vse elemente knjižnice. Na primeru 
labirinta in vozička s palico je zelo podrobno opisan primer celovitega eksperimenta, 
ki obsega prvi zagon, analizo izhodnih informacij, ponovni zagon serije 
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eksperimentov, analizo rezultatov in eventualno fino prilagoditev hiperparametrov z 
namenom doseganja najbolj učinkovitega delovanja algoritmov. 
Knjižnica je vsekakor vredna pozornosti. 
Podobno kot pri predhodno opisanih so v nadaljevanju številne možnosti 
nadaljevanja raziskovanja in razvija lastnih eksperimentov. 
Ker gre za odprto platformo, so na voljo številne možnosti dopolnitve in 
nadgradnje knjižnice z drugimi algoritmi. To velja tudi za predhodno opisane 
knjižnice. 
6.3  OpenAI 
V nadaljevanju opisanega paketa nismo uvrstili v tabelo 6.2, ker gre za nekoliko 
drugačno formo. Glavna ideja avtorjev je odprava dveh težav, ki po njihovi oceni, 
zavirata raziskovanje paradigme spodbujevano učenje. Težavi sta potreba po boljšem 
merilu uspešnosti (angl. Banchmarks) in pomanjkanje zbirk različnih okolic ter 
pomanjkanje standardizacije v definicijah problemov. 
Paket orodij OpenAI se je pojavil pred kratkim in je trenutno še v delovni 
različici. V osnovi gre za javno dostopno spletno mesto, namenjeno razvoju in 
primerjavi algoritmov spodbujevanega učenja. Vključuje odprto kodno knjižnico gym, 
ki je v osnovi nabor tipičnih okolic, predvsem s področja robotike in iger, ter storitve 
OpenAI Gym, ki je spletna stran z vmesnikom API, namenjena reprodukciji in 
primerjavi rezultatov. 
Orodje deluje na podoben način kot predhodno opisane knjižnice. V osnovi je 
za vzpostavitev eksperimenta oziroma delovanja potrebno povezati okolico in agenta, 
ki ga v tem primeru razvijemo sami. Orodje se ne spušča v strukturo našega agenta. 
Kompatibilne so vse tipične numerične računske knjižnice, na primer Tensorflow ali 
Theano. Uporabimo lahko tudi platformo Python. 
Pred pričetkom uporabe je potrebno knjižnico gym namestiti v okolje Python; 
pri tem se uporabi standarden postopek. V primeru, da želimo rezultate primerjati in 
ocenjevati v spletni storitvi OpenAi Gym, potrebujemo dostop do spletnega mesta 
OpenAI. 
Okolice, primer eksperimenta in postopek za posredovanje algoritmov v spletno 
mesto so opisani v prilegajoči dokumentacij, ki je skupaj z drugimi informacijami 
(rezultati primerjav algoritmov drugih avtorjev) na voljo na spletnem naslovu 
https://openai.com/blog/openai-gym-beta/. 
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Čeprav so algoritmi spodbujevanega učenja počasnejši v primerjavi z 
nadzorovanim učenjem, imajo precej širše področje uporabe in potencial za izgradnjo 
boljših samo učečih se strojev. 
Če se omejimo na vodenje procesov v različnih proizvodnjah, so glavne 
prednosti paradigme sposobnost samo učenja brez predhodnega običajno dragega »a 
priori« znanja v odsotnosti strokovnjaka s področja. Kontinuirano učenje v 
spremenljivih okoljih in samo adaptacija sta drugi dve pomembni odliki paradigme. 
Področje uporabe je zelo široko in zaključki so podobni [45], [46], [47], [48], [49], 
[50]. Navedeni so samo nekateri primeri. 
Zato bi bilo smiselno v nadaljevanju še bolj podrobno raziskati opisana delovna 
okolja in jih uporabiti v njihovi polni funkcionalnosti, razviti lastne eksperimente in 
morda nove algoritme ter implementirati raziskati konkreten realni problem na 
področju vodenja in optimizacije procesov v proizvodnji. 
Paradigma spodbujevanega učenja absolutno ni omejeno samo na vodenje 
procesov v proizvodnji. Na področju robotike postaja glavna paradigma za učenje vseh 
vrst avtonomnih robotov. Z vpeljavo modeliranja sistemske dinamike spreminja 
tradicionalne pristope v teoriji adaptivnega optimalnega vodenja. Kot taka postaja 
model učenja v bioloških sistemih, zato jo najdemo v številnih inteligentnih sistemih 
na področjih nevroznanosti, psihologije, teorije vodenja, operativnega raziskovanja in 
umetne inteligence. Na področju računalniške nevroznanosti (angl. Computational 
neuroscience) se je uveljavila kot glavni model učenja in se uporablja za obrazložitev 
različnih fenomenov v možganih. Prav tako se uporablja za izgradnjo agentov umetne 
inteligence za domene, ki so do ne davnega veljale za zelo težke, na primer igranje 
igre Go. 
Skratka, področje spodbujevanega učenja je zelo široko in zelo globoko. Po 
drugi strani skokovito raste in se izjemno razvija. V zadnjem času je nastalo pravo 
bogastvo izjemnih tako empiričnih kot tudi teoretičnih rezultatov, ki se predstavljajo 
na različnih vsakoletnih dogodkih: 
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 evropska delavnica spodbujevanega učenja (EWRL): 
https://ewrl.wordpress.com/ 
 
 internacionalna konferenca o strojnem učenju (ICML): 
http://icml.cc/2015/ 
 
 konferenca nevronski sistemi za obdelavo informacij NIPS: 
https://nips.cc/Conferences/2015 
 
 internacionalna konferenca o učenju upodobitev (ICLR) : 
http://www.iclr.cc/doku.php?id=start 
 
 združena konferenca o umetni inteligenci (ICJAI) : http://ijcai.org/ 
 
Vsekakor to niso edini dogodki, so še številni drugi, na primer: 
 
 napredek v spodbujevanem učenju 2015: 
http://www.cse.iitm.ac.in/RARL/ 
 
 srečanje vrha »Re-Work« : https://re-work.co/ 
 
 konferenca o tehnologiji »GPU«: http://www.gputechconf.com/ 
 
Nikakor ne smemo mimo številnih oblik gradiv, kot so knjige, strokovne revije, 
članki, zapiski (angl. Blog), prezentacije, posnetki bodisi v fizični bodisi elektronski 
obliki. Slednje je še posebej obsežno. 
Za sam zaključek lahko brez kančka dvoma napovemo še veliko novih 
impresivnih rezultatov v prihodnosti in zato je področje absolutno zanimivo in koristno 
za nadaljnji študij in obravnavo. 
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A  Skupine algoritmov ML glede na namen rabe 
Slika prikazuje najpogostejše skupine oziroma področja rabe in prilegajoče 
algoritme strojnega učenja, združene na podlagi podobnosti. 
 
 
Slika A.1: Algoritmi glede na namen rabe. 
