Introduction
The analysis of large high-dimensional data sets is a necessity in a wide variety of fields, including statistics, engineering and signal processing, physics, biology and medicine. While in the field of statistics data has always been at the center of attention, in the past several years the nature of many data sets has changed in a way that requires novel approaches, both from a theoretical and a practical perspective. Modern data sets may be very large but are very often high-dimensional, meaning each data point has a long list of attributes or coordinates, and this is often the case: This happens frequently in biological data (e.g., a genetic profile has easily more than 10 4 entries). While a large number n of data points is beneficial for statistical analysis, the high-dimension D of the data is a "curse" in the sense that, without further assumptions or model on the data, for many classical statistical inference and function approximation techniques to work n is required to scale exponentially in D, a truly gargantuan requirement (think about what 2 10 4 looks like) [11] . Various types of assumptions on the data are usually made to avoid this curse, including parametric and nonparametric statistical models, as well as geometric models. These are not disjoint approaches but rather different languages to express modeling assumptions and provide a priori information about the structure of data. These hypotheses may often be interpreted geometrically in terms of imposing that the data is intrinsically low dimensional, and this property is 
Graphs, Geometry, and Spectral Methods
We discuss here some aspects of one of these geometric frameworks that arose within the machine-learning community under the name of manifold learning. The basic idea is to capture the intrinsic geometry of data by constructing a graph connecting nearby data points and then study the geometry of such a graph. Given data X n :
one constructs a weighted graph G with vertex set X n and edges on each pair (x i , x j ) of weight
(self-edges included) or other similarity measure (more on this below). Let D be the degree matrix, i.e., the diagonal matrix with D xi xi = xj W xi xj . We consider the random walk associated to the Markov matrix P = D −1 W and the normalized Laplacian
2 . These objects are widely studied, in particular in the field of spectral graph theory [3] , where the properties of eigenvalues and eigenvectors of P and L (they are closely related) are used to glean information about the geometry of the graph.
In diffusion geometry [7] , [8] , [5] , [6] one focuses on the random walk P and studies relationships to both processes on graphs and to high-dimensional dynamical systems [4] , [18] , [22] , both of which appear often in biology. Let P ϕ i = λ i ϕ i be the spectral decomposition of P , with eigenvalues sorted in decreasing order:
November 2015
Notices of the AMS
. Various versions of this map have a long history in computer science, where they were used to embed graphs in the plane, and in differential geometry [2] . Its properties in general are still only partially understood, and for certain families of graphs this map may not have desirable properties (e.g., for expanders).
Consider the case when the points X n are sampled independently from the normalized volume
The graph G and the operators constructed on it, such as P and L, are then random with the samples. One may prove that the (random linear) operator L converges to the intrinsic Laplace-Beltrami operator on M as n tends to infinity. 1 
Spectral Clustering and Diffusion
In the case of graphs, the diffusion map Φ t,m may be shown to have good metric properties when a suitable metric is defined on the graph. We define the diffusion distance on G at time t by
where ||f ||
In other words, the diffusion distance d t (x, y) between two points x, y is large if random walks of length t starting from x and y rarely reach the same point with similar probabilities.
It is easy to see, by spectral expansion, that
In other words, Euclidean distances in the range of Φ t,m are comparable to diffusion distances on G. When is diffusion distance particularly useful? If the graph contains clusters C 1 , C 2 , one would expect that if the definition of cluster is "reasonable," few random walks of length t that started from an x ∈ C 1 would transition to a y ∈ C 2 (unless t is very large) and vice versa; thus the diffusion distance d t (x, y) ought to be large. This is in fact the case, for example, when conductance is used to define clusters: let c(S) = x∈S,y∉S W xy min{ x,y∈S W xy , x,y∉S W xy } be the conductance of S ⊆ G. A cluster may be defined as a set S with small conductance: if c(S) is small, then the sum of the weights of edges connecting S to its complement is small compared to both the sum of the weights of edges within S and the sum of those within S c . This implies 1 In a suitable sense, with high probability achieved, by choosing the σ in the construction of W in an appropriate fashion as a function of n and the intrinsic dimension d of M and up to an appropriate normalization [7] , [10] . that a random walk that started in S is trapped in S with high probability for a long time. More precisely, with probability at least 1/2 a walk that started in S at random 2 stays in S up to time O(1/c(S)). So if the two clusters C 1 and C 2 have low conductance, then the diffusion distance between any x ∈ C 1 and y ∈ C 2 is large up to time O (1/ max{c(C 1 ), c(C 2 )}) . This implies that Φ t,m will map C 1 and C 2 far from each other in Euclidean space, where they will have a chance of being separated by a simple boundary, e.g., a hyperplane. One of the most powerful and widely used clustering algorithms is spectral clustering, which dates to work in the 1970s [12] , [13] (see also the overviews [19] , [21] ) and may be motivated by these ideas.
Connections to Biology
High-dimensional, large data sets collected in the biological sciences require, as discussed above, novel mathematical and statistical tools. We mention two examples, among many, where geometric models are particularly relevant.
First of all, clustering is a very common task in the analysis of biological data (see [14] , [20] , [15] , [1] and references therein, among many, many others). A similarity function between the objects to be clustered (genes, proteins, genomes, philogenetic trees, etc.) is defined, and clustering or hierarchical clustering techniques with respect to these similarity measures are used to group the objects of interest (e.g., gene responses across patients) in order to discover structure among them. It is often difficult to have a priori information about the shape of the clusters, and tools such as spectral clustering that can accommodate the biologically defined similarity measures into a graph and do not require assumptions on the shapes of the clusters are an ideal tool.
Another, perhaps surprising, connection is with molecular dynamics (MD), often used to explore properties of biomolecules: the motion of a molecule in solution is often modeled by large systems of stochastic differential equations, with the stochasticity representing the effect of the solvent on the molecule. Leaving aside the (noneligible) shortcomings of such models, one obtains a firstorder Langevin equation representing diffusion in a potential well:
where Y t is a 3N-dimensional vector containing the three-dimensional coordinates of the N atoms in the molecule, U is a potential defined on the state space R
3N
, B t is a standard Wigner process, and Σ determines the diffusion tensor. N is typically very large.
Often one is mostly interested in particular features of these systems, typically events occurring at large time scales, such as relative energy levels or transition rates between metastable states, which are local minima of the energy corresponding to regions of state space where the molecule spends a significant amount of time before hopping to another such state. In this situation it is natural to conjecture that there may be a small number of effective degrees of freedom of the molecule that determine its behavior at such large time scales. Geometrically speaking, there may be an intrinsically low-dimensional set around which large time trajectories accumulate; metastable states would correspond to "clusters" which are well separated in terms of (expected) time to transition among them.
This way of thinking suggests connections with the ideas of diffusion distance, clusters, and lowconductance sets described above. Several recent papers have made significant contributions to this line of thinking from a geometric perspective: first it was established [7] , [8] , [4] that, given a set of independent samples from long molecular dynamics trajectories, one may slightly modify the construction of the graph above to obtain a graph Laplacian that approximates not a manifold Laplacian but the Laplacian associated to the Fokker-Planck equation corresponding to the Langevin diffusion above, describing the evolution of the probability distribution of the position of the molecule. It is then natural to use diffusion maps to reduce the dimensionality of the state space to R m , m 3N, and ask whether one may write or learn from data a Langevin equation in R m with trajectories consistent with the original ones (see Figure 1) . This type of model reduction is sought in order to glean information about these high-dimensional systems, but the crucial choice of low-dimensional embedding is usually done by hand by physical chemists using their expertise.
While promising, the standard diffusion map technique turned out to be rather sensitive to the choices of parameters (in particular, the parameter σ in the construction of the weights in the graph (1)). It was also not clear if the assumption that large-time trajectories did indeed concentrate around low-dimensional sets was a good model for real data. A novel technique called multiscale SVD [17] was developed to estimate in a robust way the intrinsic dimension of point clouds. The basic idea is to perform the SVD decomposition of data in a ball B z (r ) centered at a data point z and having radius r and use the behavior of the singular values for fixed z and varying r to determine the intrinsic dimension of data and a suitable scale (value of r ) at which the data around z is low dimensional. These constructions are inspired by classical work in geometric measure theory [16] . This construction was generalized to certain It is clearly a function of the first two diffusion coordinates constructed by the algorithm, and so is the second dihedral angle (not shown). The two most important metastable regions are revealed and well separated in the first diffusion coordinate; each of them has two subregions, which are separated by higher-order diffusion coordinates. As detailed in [18] , a one-dimensional Langevin process may be estimated in the first diffusion coordinate that accurately reproduces key features of the large-time dynamics of the original system. non-Euclidean spaces (such as the ones modeling the state space in molecular dynamics, which is naturally R 3N modulo the Galileo group) and deployed to unveil that indeed it is often the case, especially near crucial transition paths between metastable states, that the intrinsic dimension of long trajectories is indeed much smaller than the dimension of the state space [18] . Moreover, multiscale SVD yields an estimate of a "good local scale" r * (z) around each point z, which is roughly the largest r such that the data in B z (r ) is both intrinsically low dimensional and well approximated by a low-dimensional hyperplane (i.e., it is roughly flat). It turns out that, for molecular dynamics data, both the intrinsic dimension and this "good local scale" are often highly variable across regions of state space. It is natural to use this "good local scale" as the scale parameter σ (now a function of x i instead of a constant) in the graph construction (1), yielding a robust generalization of diffusion maps called locally scaled diffusion maps [18] , which has been used successfully to perform model reduction for several molecules of interest, yielding extremely low-dimensional and useful representations of large molecules, even in cases where it had been suggested that no such representations were possible [22] .
Formidable challenges, both practical and theoretical, still exist. For example, these techniques require samples from long trajectories, which may be prohibitively expensive. Novel algorithms are being developed [9] to accelerate the simulation of molecular dynamics paths based on the dimension estimation and reduction above, given only a large number of short paths, whose calculation, while still expensive, is trivially parallelizable.
Conclusion
Biological data sets are large, high-dimensional, extremely diverse, and complex: novel mathematical, algorithmic, and interactive tools are needed to extract information, help visualize, and interpret the data collected. These mathematical constructions and algorithms are to data what instruments collecting data are to the physical world: they help capture, quantify, and inspire the discovery of the rules that govern their inputs.
