In the common nonparametric regression model the problem of testing for the parametric form of the conditional variance is considered. A stochastic process based on the difference between the empirical processes obtained from the standardized nonparametric residuals under the null hypothesis (of a specific parametric form of the variance function) and the alternative is introduced and its weak convergence established. This result is used for the construction of a Cramér von Mises type statistic for testing the parametric form of the conditional variance. The finite sample properties of a bootstrap version of this test are investigated by means of a simulation study. In particular the new procedure is compared with some of the currently available methods for this problem and its performance is illustrated by means of a data example.
Introduction
Consider the common nonparametric heteroscedastic regression model Y = m(X) + σ(X)ε, (1.1)
where (X, Y ) denotes a random vector, Y is a possible transformation of the variable of interest, X is a covariate, and the centered error variable ε is independent of X with mean 0 and variance 1. The function m(X) = E(Y |X) is the unknown regression function and σ 2 (X) = Var(Y |X) is the unknown conditional variance function. The importance of being able to test data corresponding to model (1.1) for heteroscedasticity is widely recognized because under the additional assumption of homoscedasticity the statistical analysis can be simplified substantially in most cases. On the other hand, if the assumption of homoscedasticity is not met, efficient inference for the regression function requires that the heteroscedasticity is taken into account. This may result in transformations of the data, weighted least squares (or modified likelihood) procedures or the choice of a variable bandwidth in nonparametric kernel smoothing [see Müller and Stadtmüller (1987) ].
Early work on detecting heteroscedasticity is based on diagnostic plots based on residuals after fitting a specific regression model to the data. Harrison and McCabe (1979) , Breusch and Pagan (1979) , Koenker and Bassett (1981) , Cook and Weisberg (1983) , Carroll and Ruppert (1988), Sec. 3.4, and Diblasi and Bowman (1997) developed formal tests for the form of the variance function under the additional assumption that a parametric model for the regression function can be specified. A diagnostic test under a smoothness assumption on the regression function and the assumption of a normally distributed error distribution has been proposed by Eubank and Thomas (1993) . More recent work on testing homoscedasticity considers a completely nonparametric specification of the regression model (1.1). Dette and Munk (1998) used an estimate of the L 2 -distance between the variance function and its integral as test statistic, while Zhu, Fujikoshi and Naito (2001) proposed a test based on a marked empirical process of the squared residuals for testing homoscedasticity. Recently Dette (2002) , Liero (2003) and Francisco-Fernández and Vilar-Fernández (2005) used estimates for the L 2 -distance between the variance estimators in both models -the underlying heteroscedastic model and the hypothetical homoscedastic model -as test statistic.
It is the purpose of the present paper to present an alternative approach for the problem of testing for a parametric form of the variance function in the nonparametric regression model (1.1). Our investigations are mainly motivated by the observation that all papers on testing homoscedasticity in a completely nonparametric regression model consider test statistics based on squared residuals from a nonparametric fit. In contrast to this approach we are interested in procedures, which use the residuals directly. Our interest in such methods is motivated twofold. On one hand we expect tests based on nonparametric residuals to be more sensitive for detecting deviations from homoscedasticity in the data.
On the other hand the consideration of the residuals instead of their squares is more naturally related to the commonly used graphical procedures based on visual examination of the residuals [see Atkinson (1985) ].
Moreover, the literature published so far is restricted to tests for homoscedasticity but there are numerous applications where a test for given parametric form of the variance function is required. Thus a further difference to the work cited in the previous paragraph is that we consider the more general problem of testing for a specific parametric form of the variance function (see our formulation of the null hypothesis in Section 2). Finally, in the case of testing for homoscedaticity the test statistic we will develop has the nice property that it can detect local alternatives converging to the null hypothesis of constant variance with a rate faster than root-n, whereas all other existing tests only attain the rate root-n or even slower. We propose to compare the empirical processes of the standardized residuals from a nonparametric fit under the null hypothesis (of a specific parametric form, e.g. homoscedasticity) and under the alternative (e.g. heteroscedasticity) and reject the null hypothesis for large differences between these processes. In Section 2 we present some preliminary notation and a motivation of our approach. Section 3 contains the main results. We derive a stochastic expansion for the difference between the empirical processes of the standardized residuals under the null hypothesis and under the alternative and use this result to prove the weak convergence of the corresponding difference process.
As a consequence a Kolmogorov-Smirnov and a Cramér-von Mises test based on the difference process are proposed. In Section 4 we study the finite sample properties of a bootstrap version of the new test and demonstrate that this procedure yields tests with a reliable approximation of the nominal level and reasonable power. We also compare the test with the currently available methods proposed in Dette and Munk (1998) , Zhu, Fujikoshi and Naito (2001) , Dette (2002) and Francisco-Fernández and Vilar-Fernández (2005) , and demonstrate that in many cases the new procedure yields substantially larger power in the problem of testing for homoscedasticity. Finally, we analyze data on the concentration of sulfate in rain at two towns in North Carolina. Some technical details are deferred to the Appendix.
Notation and motivation of the test statistic
Consider the random vector (X, Y ) satisfying model (1.1) and define F ε (y) = P (ε ≤ y),
as the distribution function of the error, the conditional distribution function of Y given X = x and the distribution function of the predictor, respectively. The probability density functions of F ε (y) and F X (x) are assumed to exist and will be denoted by f ε (y) and f X (x), respectively. We are interested in a test for the hypothesis
where
is some parametric class of variance functions and Θ ⊂ IR p is a set of parameters satisfying some regularity conditions, which will be specified in the Appendix. Note that the hypothesis of homoscedasticity is obtained for p = 1, σ 2 θ (x) = θ, but (2.1) contains many other hypotheses of practical interest.
The easiest way to motivate our approach is to consider the problem of testing for the parametric form of the variance function in the nonparametric regression model (1.1) in terms of distribution functions. For this we introduce the random variables
whereθ 0 ∈ Θ denotes the parameter corresponding to the best approximation of the variance function σ 2 by elements of the class M, that is
Note that under H 0 ,θ 0 equals θ 0 , the true value of θ. Throughout this paper we assume thatθ 0 exists and is uniquely determined. If the null hypothesis
is satisfied, the random variables ε and ε 0 defined in (2.3) and (2.4) have the same distribution. In general these distributions are different and we obtain
The following result shows that the equality of the distributions of the random variables ε 0 and ε is equivalent to the hypothesis (2.1) of a specific parametric form for the conditional variance. The proof can be found in the Appendix.
Lemma 2.1 Assume that all moments of the distribution of the error ε exist. The distributions of the random variables ε and ε 0 defined in (2.3) and (2.4) coincide if and only if the hypothesis H 0 :
The construction of a test statistic for the hypothesis (2.1) follows exactly the same pattern, where we replace the unknown distributions of the random variables ε and ε 0 by appropriate estimates. For this let (X i , Y i ), i = 1, . . . , n, denote independent replications of (X, Y ). We first estimate the distribution of the error ε in a nonparametric way. Define
are the Nadaraya-Watson weights [see Nadaraya (1964) or Watson (1964) ], K is a known probability density function (kernel) and h is an appropriate bandwidth. This leads tô 10) as an estimate of the distribution function F ε , wherê
are the nonparametric residuals. This estimator (modulo a slightly different variance estimator) has been recently proposed and studied by Akritas and Van Keilegom (2001) .
Next, under the null hypothesis H 0 we estimate the variance function
whereθ is a minimizer (over θ ∈ Θ) of the expression
and we smooth the parametric estimate by the same bandwidth and kernel as for the nonparametric estimatorσ 2 (x), i.e.
This leads toF 12) as an estimator of the distribution function of the random variable ε 0 defined in (2.4),
are the standardized residuals estimated under the null hypothesis H 0 .
Under the null hypothesis (2.1) one expects not too large deviations between the empirical distribution functionsF ε0 andF ε . Consequently we propose the Kolmogorov-Smirnov type statistic
and the Cramér-von Mises type statistic
for testing the hypothesis (2.1) of a specific parametric form of the variance function in model (1.1).
Main results
In the following we will study some asymptotic properties of the these statistics under the null hypothesis (2.1) and under local (Pitman) alternatives of the form
for some function r (note that the null hypothesis H 0 is obtained for n → ∞). We introduce the following additional notation:
is the gradient of the variance function σ 2 θ with respect to θ = (θ 1 , . . . , θ p ) (here and throughout this paper we assume its existence). The assumptions mentioned in the results below can be found in the Appendix, as well as the proofs of Theorems 3.1 and 3.4.
Theorem 3.1 Assume that the conditions (A1)-(A3) in the Appendix are satisfied. Then, under the null hypothesis H 0 , the following stochastic expansion is valid:
where the random process {R n (y)} y∈I R satisfies
The first term on the right hand side of the above expansion is the result of estimating the variance function σ 2 (·) nonparametrically byσ 2 (·), whereas the second term comes from the parametric estimatorσ 2 0 (·). Note that the estimation of m(·) does not contribute to the main term of this expansion. This is because the same estimator of m(·) is used in the expressions ofε i andε i0 (i = 1, . . . , n), and hence the contribution of this estimator to the main term cancels out [see our proof in the Appendix]. The following Corollary is an immediate consequence of Theorem 3.1, since the main term in the above representation factorizes in a deterministic function only dependent on y and a sum of i.i.d. terms independent of y.
Corollary 3.2 Assume that the conditions (A1)-(A3) in the Appendix are satisfied. Then, under the null hypothesis H 0 , the process {n 1/2 (F ε (y) −F ε0 (y))} y∈I R converges weakly to the process {yf ε (y)W } y∈I R , where W is a zero-mean normal random variable with variance
We are now ready to establish the weak convergence of the test statistics T KS and T CM .
Corollary 3.3 Assume that the conditions (A1)-(A3) in the Appendix are satisfied. Then, under the null hypothesis H 0 ,
where the random variable W has been defined in Corollary 3.2.
The proof for the statistic T KS follows from the continuous mapping theorem, while for T CM the proof mimics almost exactly that of Corollary 3.3 in Van Keilegom, González-
Manteiga and Sánchez-Sellero (2005).
Note that the limiting process in Corollary 3.2 has an extremely simple structure, as it factorizes in a deterministic function and a random variable independent of y. However, the deterministic factor depends on the unknown density of the error distribution, which may be difficult to estimate in many cases, although estimators for this density have been proposed and studied in the literature (see e.g. Van Keilegom and Veraverbeke (2002)). Therefore we propose the application of a smoothed bootstrap procedure for the calculation of the critical values (see our discussion in Section 4). We conclude this section considering the limiting behavior of the two test statistics under the local alternative H 1 and two illustrative examples.
Theorem 3.4 Assume that the conditions (A1)-(A4) in the Appendix are satisfied. Then, under local alternatives of the form (3.1),
Example 3.1 In the important problem of testing for homoscedasticity (i.e. H 0 : σ 2 (·) ≡ θ for some θ > 0), it follows that ∂σ 2 θ /∂θ = 1 and a straightforward calculation shows that the main term of the asymptotic representation in Theorem 3.1 vanishes, i.e.
As a consequence the limit distribution in Corollary 3.2, 3.3 and 3.4 degenerates to a Dirac measure concentrated at the point 0. Hence, in the problem of testing for homoscedasticity, tests based on the process
can detect local alternatives converging to the null hypothesis with a rate faster than root-n.
Example 3.2 The following example shows that one cannot expect that the statement of Example 3.1 is correct for more general hypotheses on the conditional variance. Consider for example the case p = 1 and σ 2 θ (x) = θk(x) for a given nonnegative function k. In this case the distribution of the random variable W is a centered normal with variance
which vanishes if and only the function k is constant.
4 Finite sample properties and a data example
A simulation study
In this section we study the finite sample properties of the new test and compare it with four other procedures, which are currently available in the literature for testing for homoscedasticity. We limit attention to the Cramér-von Mises test and demonstrate that in many cases the new procedure yields a larger power. Note that the asymptotic distribution of this test depends on the unknown density of the error ε. Although this can be estimated in principle, we decided to implement a smooth bootstrap version of the test. To be precise, first define Example 4.1. Our first example considers the problem of testing for homoscedasticity in the nonparametric regression model (1.1). In particular we consider the nonparametric regression models
where the standard deviation is chosen as σ = 0.5 and the parameter c is given by 0, 0.5 and 1.0. In Table 4 .1 and 4.2 we show the simulated rejection probabilities for the sample sizes n = 50, 100, 200 and for the two bandwidths h = 0.3 and h = 0.5, respectively.
Note that the case c = 0 corresponds to the null hypothesis of homoscedasticity and that the test beds defined by (4.3) were also considered in a simulation study by Dette and Munk (1998) We observe a rather precise approximation of the nominal level by the new test in all cases (see the rows labeled with c = 0 in Table 4 .1 and 4.2). Moreover, for model (I) and (III) the impact of the choice of the bandwidth h seems to be less critical compared to the oscillating case (II). In this situation the power of the bootstrap test decreases substantially with an increasing bandwidth. A comparison with the results of Dette and Munk (1998) and Dette (2002) shows that in the test beds (I) and ( In Table 4 .3 and 4.4 we display the rejection probabilities of the new Cramér von Mises (bootstrap) test proposed in Section 3 for the sample sizes n = 50, n = 70 and n = 100.
The two tables correspond again to the bandwidths h = 0.3 and h = 0.5, respectively. We observe no substantial differences between the two choices of the bandwidth. The results in the tables for sample size n = 50 and n = 70 and the 5% level are directly comparable with Table 2 in Zhu, Fujikoshi and Naito (2001) . We observe that in model (IV) and (VI) the rejection probabilities of the test of Zhu, Fujikoshi and Naito (2001) Table 4 .5 and 4.6 corresponding to the bandwidths h = 0.3 and h = 0.5, respectively. We observe a good approximation of the nominal level (for both choices of the bandwidth) and reasonable rejection probabilities under the two alternatives (c = 0.5, 1). In this case the power of the test depends again sensitively on the choice of the bandwidth.
Data example
We consider data on (log of) concentration of sulfate in rain at two towns (Coweeta and Lewiston) in North Carolina. The data were previously analyzed by Hall and Hart (1990) , in the context of bootstrap tests for nonparametric analysis of covariance, where the covariate is 'amount of rainfall'. The sulfate concentration was available on a weekly basis over a five year period from 1979 to 1983. There were 220 weeks among all 261 weeks where data were available at Coweeta and 215 weeks where data were available at Lewiston. Hall and Hart (1990) restricted their analysis to the 189 weeks where data were available at both towns.
A crucial assumption in the applicability of their test for the comparison of two regression curves is a constant (not necessary equal) variance of the observations in both towns. In order to investigate whether this assumption is justified we applied the new bootstrap test to each data set, respectively. The bandwidth h was chosen by least squares cross validation, b = 500 bootstrap replications were used and we transformed the covariate (week) onto the interval [0, 1] by dividing by 261. For the Lewiston data a p-value of 0.397 and for the Coweeta data a p-value of 0.418 were observed. Hence, Hall and Hart's (1990) assumption of constant variability in both groups is strictly supported by our test.
Appendix : Proofs
In what follows · denotes the Euclidean norm. For our main asymptotic results we require the following regularity conditions. (A1) :
(i) As n → ∞: h → 0, nh 4 → 0 and nh 3+2δ (log h −1 ) −1 → ∞ for some δ > 0.
(ii) K has compact support, uK(u) du = 0 and K is twice continuously differentiable.
(A2) :
(i) F X is three times continuously differentiable and inf a≤x≤b f X (x) > 0.
(ii) F (y|x) exists, is continuous in (x, y) for all x and y and sup x,y |y 2 F (y|x)| < ∞, and the same holds for all other partial derivatives of F (y|x) with respect to x and y up to order two.
(iii) m(x) is twice continuously differentiable.
(iv) All partial derivatives up to order three of σ 2 θ (x) with respect to x and the components of θ exist and are continuous in (x, θ) for all x and θ. Moreover, inf a≤x≤b σ(x) > 0.
(i) Θ is a compact subspace of IR p .
(ii) θ 0 is an interior point of Θ.
(iv) The matrix Ω defined in (3.2) is non-singular.
(A4) : E[r 2 (X)] < ∞ and r(x) is twice continuously differentiable for all x.
A.2 Proof of Theorem 3.1 and 3.4.
The proof requires several auxiliary results.
Lemma A.1 If the assumptions of Theorem 3.1 are satisfied, then the following stochastic expansion is valid :
Proof. With the notation K h (·) = h −1 K(·/h) we obtain the decomposition
where the last equality defines the random variables T 1 , T 2 , T 3 . For the first term T 1 in (A.1) we have
Using a similar decomposition as for T 1 we obtain
where the last line defines the random variables T 2,i (i = 1, 2) and X = (X 1 , . . . , X n ) is the vector of covariates. The second term on the right hand side of (A.3) equals (using again a similar derivation as for the stochastic expansion of T 1 )
whereas the first term can be written as
where the random variables U nij are defined by
Now a standard argument shows that A.5) where the last line defines the random variables A nk (k = 1, . . . , 4). For A n1 , note that E[A n1 ] = 0 and hence, by Chebyshev's inequality, for any K > 0,
nij ] = 0, the terms for which both i and j are different from l and m are zero. The terms for which either i or j equals l or m and the other differs from l and m, are also zero, because, for example when i = l and j = m,
Thus, only the 2n 2 terms for which (i, j) equals (l, m) or (m, l) are non-zero. Hence, (A.6) is bounded by K −2 , which can be made arbitrarily small for K large enough. It now follows that A n1 = O P (n −1 h −1/2 ) = o P (n −1/2 ), since it is easily seen that
Next, note that A n2 = A n4 = 0, and that
Hence it follows from (A.3)
It remains to consider the term T 3 in the decomposition (A.1), for which a similar argument as used for the stochastic expansion of the term T 1 yields
The second term of (A.8) can be written as E[σ −2 (X)m 2 (X)] + o P (n −1/2 ), whereas the first term equals (using similar techniques as for the stochastic expansion of the term T 2,1 )
It now follows from (A.1), (A.2), (A.7) and (A.9) that
2 If the assumptions of Theorem 3.1 are satisfied, then under the null hypoth-
Proof. Recall the definition S n in (2.11) and define
It follows from Theorem 5.7 in van der Vaart (1998, p. 45 ) that it suffices to show that
The latter follows from assumption (A3)(iii), whereas for the former, note that (A.11) where the random variableS n is given bỹ
From the uniform consistency ofm(·) it follows that the first term on the right hand side of (A.11) is o P (1). For the second term, apply e.g. Theorem 2 in Jennrich (1969) . 2 Lemma A.3 If the assumptions of Theorem 3.1 are satisfied, then under the null hypothesis H 0 ,θ
Proof. First note thatθ − θ 0 = o P (1) by Lemma A.2. Hence, it follows from assumption (A3)(ii) thatθ is an interior point of Θ for n large enough. Now write
for some θ 1n betweenθ and θ 0 . Then, we obtain that .12) where ∂S n (θ)
In order to prove thatm(X i ) can be replaced by m(X i ) in the above expression, we can follow the same type of arguments as presented in the proof of Lemma A.1, the main difference being that the weights are now all equal to n −1 . It can be shown in this way that the left hand side of (A.13) equals
Finally, we obtain from the continuity of Note that AVK assume that the regression function m and the variance function σ 2 are L-functionals that depend on a certain score function, say J. It is easy to show that the representation (A.14) can be extended to the choice J ≡ 1, which leads to the conditional mean and variance that we consider in this paper (it suffices to replace Propositions 3-5 in AVK by their analogues for the estimators of the conditional mean and variance).
We will now construct a similar representation for the differencesF ε0 (y) − F ε (y). We will do this by showing that Theorem 1 in AVK can be adapted to the case whereσ(x) is replaced byσ 0 (x). It can be easily seen that Propositions 3-5 in AVK continue to hold true whenσ is replaced byσ 0 (use assumption (A2)(iv) and the fact thatθ − θ 0 = O P (n −1/2 )).
We can now follow exactly the same derivation as for the above representation, and find in this way that Hence, under the null hypothesis we obtain
