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Abstract
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tensor fields are found. A new, explicit form of the Cartan–Maurer equations
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1 Introduction
Quantum groups [1]–[4] have emerged as interesting non-trivial generalizations of
Lie groups. The latter are recovered in the limit q → 1, where q is a continuous
deformation parameter (or set of parameters). In the q 6= 1 case, the q-group
may have, and in general does have, more than one corresponding q-algebra, the
q-analogue of the Lie algebra. This can be rephrased by saying that the differential
calculus on q-groups is not unique [5]. On a classical Lie group one can define
a left and right action of the group on itself, and these commute. By imposing
this “bicovariance” to hold also in the q-deformation, one restricts the possible
differential calculi (still to a number > 1 in general).
Our motivations for studying the differential geometry of quantum groups are
twofold:
– the q-differential calculus offers a natural scenario for q-deformations of grav-
ity theories, based on the quantum Poincare´ group [6]. Space-time becomes non-
commutative, a fact that does not contradict (Gedanken) experiments under the
Planck length, and that could possibly provide a regularization mechanism [7, 8].
– the quantum Cartan-Maurer equations define q-curvatures, and these can be
used for constructing q-gauge theories [9]. Here space-time can be taken to be the
ordinary commutative Minkowski spacetime, while the q-structure resides on the
fibre, the gauge potentials being non-commuting. These theories could offer inter-
esting examples of a novel way of breaking symmetry by q-deforming the classical
one.
In this paper we intend to give an introductory review of the q-differential calcu-
lus. A discussion on Hopf structures will not be omitted: in Section 2 we recognize
these structures in ordinary Lie groups and Lie algebras. Quantum groups and
their non-commutative geometry are discussed in Sections 3 and 4, and Section
5 describes an explicit construction of a bicovariant calculus on quantum groups.
Some new results of Section 5 include a formula that gives the commutations of the
left-invariant one-forms, and (as a consequence) a new expression for the Cartan-
Maurer equations.
The example of GLq(2) [and its restrictions to Uq(2) and SUq(2) ] is systemati-
cally used to illustrate the general concepts. In Section 6 we study the quantum Lie
derivative, an essential tool for the definition of q-variations. Section 7 extends the
notion of “soft” group manifolds (see for example [10]) to q-groups, by introducing
q-curvatures.
After refs. [5], there have been a number of papers treating the differential
calculus on q-groups from various points of view [11]–[20].
In this paper we use the formalism of refs. [5] and [17].
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2 Hopf structures in ordinary Lie groups and Lie
algebras
Let us begin by considering Fun(G) , the set of differentiable functions from a
Lie group G into the complex numbers C. Fun(G) is an algebra with the usual
pointwise sum and product (f +h)(g) = f(g)+h(g), (f ·h) = f(g)h(g), (λf)(g) =
λf(g), for f, h ∈ Fun(G), g ∈ G, λ ∈ C. The unit of this algebra is I, defined by
I(g) = 1, ∀g ∈ G.
Using the group structure of g, we can introduce on Fun(G) three other linear
mappings, the coproduct ∆, the counit ε, and the coinverse (or antipode) κ:
∆(f)(g, g′) ≡ f(gg′), ∆ : Fun(G)→ Fun(G)⊗ Fun(G) (2.1)
ε(f) ≡ f(e), ε : Fun(G)→ C (2.2)
(κf)(g) ≡ f(g−1), κ : Fun(G)→ Fun(G) (2.3)
where e is the unit of G. It Xis not difficult to verify the following properties of the
co-structures:
(id⊗∆)∆ = (∆⊗ id)∆ (coassociativity of ∆) (2.4)
(id⊗ ε)∆(a) = (ε⊗ id)∆(a) = a (2.5)
m(κ⊗ id)∆(a) = m(id⊗ κ)∆(a) = ε(a)I (2.6)
and
∆(ab) = ∆(a)∆(b), ∆(I) = I ⊗ I (2.7)
ε(ab) = ε(a)ε(b), ε(I) = 1 (2.8)
κ(ab) = κ(b)κ(a), κ(I) = I (2.9)
where a, b ∈ A = Fun(G) and m is the multiplication map m(a ⊗ b) ≡ ab. The
product in ∆(a)∆(b) is the product in A⊗ A: (a⊗ b)(c⊗ d) = ab⊗ cd.
In general a coproduct can be expanded on A⊗ A as:
∆(a) =
∑
i
ai1 ⊗ a
i
2 ≡ a1 ⊗ a2, (2.10)
where ai1, a
i
2 ∈ A and a1⊗a2 is a short-hand notation we will often use in the sequel.
For example for A = Fun(G) we have:
∆(f)(g, g′) = (f1 ⊗ f2)(g, g
′) = f1(g)f2(g
′) = f(gg′). (2.11)
Using (2.11), the proof of (2.4)-(2.6) is immediate.
An algebra A endowed with the homomorphisms ∆ : A→ A⊗A and ε : A→ C,
and the antimorphism κ : A → A satisfying the properties (2.4)-(2.9) is a Hopf
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algebra. Thus Fun(G) is a Hopf algebra.1 Note that the properties (2.4)-(2.9)
imply the relations:
∆(κ(a)) = κ(a2)⊗ κ(a1) (2.12)
ε(κ(a)) = ε(a). (2.13)
Consider now the algebra A of polynomials in the matrix elements T a b of the
fundamental representation of G. The algebra A is said to be freely generated by
the T a b.
It is clear that A ⊂ Fun(G), since T a b(g) are functions on G. In fact every
function on G can be expressed as a polynomial in the T a b (the reason is that the
matrix elements of all irreducible representations of G form a complete basis of
Fun(G), and these matrix elements can be constructed out of appropriate products
of T a b(g)), so that A = Fun(G). The group manifold G can be completely charac-
terized by Fun(G), the co-structures on Fun(G) carrying the information about the
group structure of G. Thus a classical Lie group can be “defined” as the algebra A
freely generated by the (commuting) matrix elements T a b of the fundamental rep-
resentation of G, seen as functions on G. This definition admits non-commutative
generalizations, i.e. the quantum groups discussed in the next Section.
Using the elements T a b we can write an explicit formula for the expansion (2.10)
or (2.11): indeed (2.1) becomes
∆(T a b)(g, g
′) = T a b(gg
′) = T a c(g)T
c
b(g
′), (2.14)
since T is a matrix representation of G. Therefore:
∆(T a b) = T
a
c ⊗ T
c
b. (2.15)
Moreover, using (2.2) and (2.3), one finds:
ε(T a b) = δ
a
b (2.16)
κ(T a b) = (T
−1)a b. (2.17)
Thus the algebra A = Fun(G) of polynomials in the elements T a b is a Hopf algebra
with co-structures defined by (2.15)-(2.17) and (2.7)-(2.9).
Another example of Hopf algebra is given by any ordinary Lie algebra, or more
precisely by the universal enveloping algebra of a Lie algebra, i.e. the algebra (with
unit I) of polynomials in the generators Ti modulo the commutation relations
[Ti, Tj ] = C
k
ij Tk. (2.18)
1To be precise, Fun(G) is a Hopf algebra when Fun(G×G) can be identified with Fun(G)⊗
Fun(G), since only then can one define a coproduct as in (2.1). This is possible for compact G.
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Here we define the co-structures as:
∆(Ti) = Ti ⊗ I + I ⊗ Ti ∆(I) = I ⊗ I (2.19)
ε(Ti) = 0 ε(I) = 1 (2.20)
κ(Ti) = −Ti κ(I) = I (2.21)
The reader can check that (2.4)-(2.6) are satisfied.
In general the dual of a (finite-dimensional) Hopf algebra A is a Hopf algebra
A′, whose structures and co-structures are given, respectively, by the co-structures
and structures of A, i.e.:
χ1χ2(a) ≡ (χ1 ⊗ χ2)∆(a), χ1, χ2 ∈ A
′ (2.22)
I ′(a) ≡ ε(a) I ′ = unit of A′ (2.23)
and:
∆′(χ)(a⊗ b) ≡ χ(ab) (2.24)
ε′(χ) ≡ χ(I) (2.25)
κ′(χ)(a) ≡ χ(κ(a)) (2.26)
3 Quantum groups. The example of GLq(2)
Quantum groups are introduced as non-commutative deformations of the algebra
A = Fun(G) of the previous section [more precisely as non-commutative Hopf
algebras obtained by continuous deformations of the Hopf algebra A = Fun(G)].
In the following we consider quantum groups defined as the associative algebras A
freely generated by non-commuting matrix entries T a b satisfying the relation
Rab efT
e
cT
f
d = T
b
fT
a
eR
ef
cd (3.1)
and some other conditions depending on which classical group we are deforming
(see later). The matrix R controls the non-commutativity of the T a b, and its
elements depend continuously on a (in general complex) parameter q, or even a set
of parameters. For q → 1, the so-called “classical limit”, we have
Rab cd
q→1
−→ δac δ
b
d, (3.2)
i.e. the matrix entries T a b commute for q = 1, and one recovers the ordinary
Fun(G).
The associativity of A implies a consistency condition on the R matrix, the
quantum Yang–Baxter equation:
Ra1b1a2b2R
a2c1
a3c2
Rb2c2b3c3 = R
b1c1
b2c2
Ra1c2a2c3R
a2b2
a3b3
. (3.3)
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For simplicity we rewrite the “RTT” equation (3.1) and the quantum Yang–Baxter
equation as
R12T1T2 = T2T1R12 (3.4)
R12R13R23 = R23R13R12, (3.5)
where the subscripts 1, 2 and 3 refer to different couples of indices. Thus T1 in-
dicates the matrix T a b, T1T1 indicates T
a
cT
c
b, R12T2 indicates R
ab
cdT
d
e and so
on, repeated subscripts meaning matrix multiplication. The quantum Yang–Baxter
equation (3.5) is a condition sufficient for the consistency of the RTT equation
(3.4). Indeed the product of three distinct elements T a b, T
c
d and T
e
f , indicated
by T1T2T3, can be reordered as T3T2T1 via two differents paths:
T1T2T3
ր
ց
T1T3T2 → T3T1T2
T2T1T3 → T2T3T1
ց
ր
T3T2T1 (3.6)
by repeated use of the RTT equation. The relation (3.5) ensures that the two paths
lead to the same result.
The algebra A (“the quantum group”) is a non-commutative Hopf algebra
whose co-structures are the same of those defined for the commutative Hopf al-
gebra Fun(G) of the previous section, eqs. (2.15)-(2.17), (2.7)-(2.9).
Let us give the example of SLq(2), the algebra freely generated by the elements
α, β, γ and δ of the 2× 2 matrix
T a b =
(
α β
γ δ
)
(3.7)
satisfying the commutations
αβ = qβα, αγ = qγα, βδ = qδβ, γδ = qδγ
βγ = γβ, αδ − δα = (q − q−1)βγ, q ∈ C (3.8)
and
detqT ≡ αδ − qβγ = I. (3.9)
The commutations (3.8) can be obtained from (3.1) via the R matrix
Rab cd =


q 0 0 0
0 1 0 0
0 q − q−1 1 0
0 0 0 q

 (3.10)
where the rows and columns are numbered in the order 11, 12, 21, 22.
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It is easy to verify that the “quantum determinant” defined in (3.9) commutes
with α, β, γ and δ, so that the requirement detq T = I is consistent. The matrix
inverse of T a b is
(T−1)a b = (detqT )
−1
(
δ −q−1β
−qγ α
)
(3.11)
The coproduct, counit and coinverse of α, β, γ and δ are determined via formulas
(2.15)-(2.17) to be:
∆(α) = α⊗ α + β ⊗ γ, ∆(β) = α⊗ β + β ⊗ δ
∆(γ) = γ ⊗ α + δ ⊗ γ, ∆(δ) = γ ⊗ β + δ ⊗ δ (3.12)
ε(α) = ε(δ) = 1, ε(β) = ε(γ) = 0 (3.13)
κ(α) = δ, κ(β) = q−1β, κ(γ) = −qγ, κ(δ) = α. (3.14)
Note 1: In general κ2 6= 1, as can be seen from (3.14). The following useful
relation holds [3]:
κ2(T a b) = D
a
cT
c
d(D
−1)db = d
ad−1b T
a
b, (3.15)
where D is a diagonal matrix, Dab = d
aδab , given by d
a = q2a−1 for the q-groups
An−1.
Note 2: The commutations (3.8) are compatible with the coproduct ∆, in the
sense that ∆(αβ) = q∆(βα) and so on. In general we must have
∆(R12T1T2) = ∆(T2T1R12), (3.16)
which is easily verified using ∆(R12T1T2) = R12∆(T1)∆(T2) and ∆(T1) = T1 ⊗ T1.
This is equivalent to proving that the matrix elements of the matrix product T1T
′
1,
where T ′ is a matrix [satisfying (3.1)] whose elements commute with those of T a b,
still obey the commutations (3.4).
Note 3: ∆(detq T ) = detq T⊗detq T so that the coproduct property ∆(I) = I⊗I
is compatible with detq T = I.
Note 4: Other conditions compatible with the RTT relation can be imposed on
T a b:
i) Unitarity condition: T † = T−1 ⇒ α¯ = δ, β¯ = −qγ, γ¯ = −q−1β, δ¯ = α, where
q is a real number and the bar denotes an involution, the q-analogue of complex
conjugation, satisfying (αβ) = β¯α¯ etc. Restricts SLq(2) to SUq(2).
ii) Reality condition: T¯ = T ⇒ α¯ = α, β¯ = β, γ¯ = γ, δ¯ = δ, |q| = 1. Restricts
SLq(2) to SLq(2, R).
iii) The q-analogue of orthogonal and symplectic groups can also be defined, see
[3].
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Note 5: The condition (3.9) can be relaxed. Then we have to include the central
element ζ = (detq T )
−1 in A, so as to be able to define the inverse of the q-matrix
T a b as in (3.11), and the coinverse of the element T
a
b as in (2.17). The q-group
is then GLq(2), and the unitarity condition restricts it to Uq(2). The reader can
deduce the co-structures on ζ : ∆(ζ) = ζ ⊗ ζ, ε(ζ) = 1, κ(ζ) = detq T .
Note 6: More generally, the quantum determinant of n × n q-matrices is de-
fined by detq T =
∑
σ(−q)
l(σ)T 1 σ(1) · · ·T
n
σ(n), where l(σ) is the minimal number of
inversions in the permutation σ. Then detq T = 1 restricts GLq(n) to SLq(n).
Note 7: We recall the important relations [3] for the Rˆmatrix defined by Rˆab cd ≡
Rba cd, whose q = 1 limit is the permutation operator δ
a
dδ
b
c :
Rˆ2 = (q − q−1)Rˆ + I, for An−1 (Hecke condition) (3.17)
(Rˆ− qI)(Rˆ+ q−1I)(Rˆ− q1−NI) = 0, for Bn, Cn, Dn, (3.18)
with N = 2n + 1 for the series Bn and N = 2n for Cn and Dn. Moreover for all
A,B,C,D q-groups the R matrix is lower triangular and satisfies:
(R−1)ab cd(q) = R
ab
cd(q
−1) (3.19)
Rab cd = R
dc
ba. (3.20)
4 Differential calculus on quantum groups
In this section we give a short review of the bicovariant differential calculus on q-
groups as developed by Woronowicz [5]. The q → 1 limit will constantly appear in
our discussion, so as to make clear which classical structure is being q-generalized.
Consider the algebra A of the preceding section, i.e. the algebra freely generated
by the matrix entries T a b, modulo the relations (3.1) and possibly some reality or
orthogonality conditions.
A first-order differential calculus on A is then defined by
i) a linear map d: A→ Γ, satisfying the Leibniz rule
d(ab) = (da)b+ a(db), ∀a, b ∈ A; (4.1)
Γ is an appropriate bimodule (see for example [21]) on A, which essentially means
that its elements can be multiplied on the left and on the right by elements of A,
and q-generalizes the space of 1-forms on a Lie group;
ii) the possibility of expressing any ρ ∈ Γ as
ρ = akdbk (4.2)
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for some ak, bk belonging to A.
Left- and right-covariance
The first-order differential calculus (Γ, d) is said to be left- and right-covariant
if we can consistently define a left and right action of the q-group on Γ as follows
∆L(adb) = ∆(a)(id ⊗ d)∆(b), ∆L : Γ→ A⊗ Γ (leftcovariance) (4.3)
∆R(adb) = ∆(a)(d⊗ id)∆(b), ∆R : Γ→ Γ⊗ A (rightcovariance) (4.4)
How can we understand these left and right actions on Γ in the q → 1 limit ?
The first observation is that the coproduct ∆ on A is directly related, for q = 1, to
the pullback induced by left multiplication of the group on itself
Lxy ≡ xy, ∀x, y ∈ G. (4.5)
This induces the left action (pullback) L∗x on the functions on G:
L∗xf(y) ≡ f(xy)|y, L
∗
x : Fun(G)→ Fun(G) (4.6)
where f(xy)|y means f(xy) seen as a function of y. Let us introduce the mapping
L∗ defined by
(L∗f)(x, y) ≡ (L∗xf)(y) = f(xy)|y
L∗ : Fun(G)→ Fun(G×G) ≈ Fun(G)⊗ Fun(G). (4.7)
The coproduct ∆ on A, when q = 1, reduces to the mapping L∗. Indeed, considering
T a b(y) as a function on G, we have:
L∗(T a b)(x, y) = L
∗
xT
a
b(y) = T
a
b(xy) = T
a
c(x)T
c
b(y), (4.8)
since T a b is a representation of G. Therefore
L∗(T a b) = T
a
c ⊗ T
c
b (4.9)
and L∗ is seen to coincide with ∆, cf. (2.15).
The pullback L∗x can also be defined on 1-forms ρ as
(L∗xρ)(y) ≡ ρ(xy)|y (4.10)
and here too we can define L∗ as
(L∗ρ)(x, y) ≡ (L∗xρ)(y) = ρ(xy)|y. (4.11)
In the q = 1 case we are now discussing, the left action ∆L coincides with this
mapping L∗ for 1-forms. Indeed for q = 1
∆L(adb)(x, y) = [∆(a)(id⊗ d)∆(b)](x, y) = [(a1 ⊗ a2)(id⊗ d)(b1 ⊗ b2)](x, y)
= [a1b1 ⊗ a2db2](x, y) = a1(x)b1(x)a2(y)db2(y) = a1(x)a2(y)dy[b1(x)b2(y)]
= L∗(a)(x, y)dy[L
∗(b)(x, y)] = a(xy)db(xy)|y. (4.12)
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On the other hand:
L∗(adb)(x, y) = a(xy)db(xy)|y, (4.13)
so that ∆L → L
∗ when q → 1. In the last equation we have used the well-known
property L∗x(adb) = L
∗
x(a)L
∗
x(db) = L
∗
x(a)dL
∗
x(b) of the classical pullback. A similar
discussion holds for ∆R, and we have ∆R → R
∗ when q → 1 , where R∗ is defined
via the pullback R∗x on functions (0-forms) or on 1-forms induced by the right
multiplication:
Rxy = yx, ∀x, y ∈ G (4.14)
(R∗xρ)(y) = ρ(yx)|y (4.15)
(R∗ρ)(y, x) ≡ (R∗xρ)(y). (4.16)
These observations explain why ∆L and ∆R are called left and right actions of the
quantum group on Γ when q 6= 1.
From the definitions (4.3) and (4.4) one deduces the following properties [5]:
(ε⊗ id)∆L(ρ) = ρ, (id⊗ ε)∆R(ρ) = ρ (4.17)
(∆⊗ id)∆L = (id⊗∆L)∆L, (id⊗∆)∆R = (∆R ⊗ id)∆R (4.18)
Bicovariance
The left- and right-covariant calculus is said to be bicovariant when
(id⊗∆R)∆L = (∆L ⊗ id)∆R, (4.19)
which is the q-analogue of the fact that left and right actions commute for q = 1
(L∗xR
∗
y = R
∗
yL
∗
x).
Left- and right-invariant ω
An element ω of Γ is said to be left-invariant if
∆L(ω) = I ⊗ ω (4.20)
and right-invariant if
∆R(ω) = ω ⊗ I. (4.21)
This terminology is easily understood: in the classical limit,
L∗ω = I ⊗ ω (4.22)
R∗ω = ω ⊗ I (4.23)
indeed define respectively left- and right-invariant 1-forms.
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Proof: the classical definition of left-invariance is
(L∗xω)(y) = ω(y) (4.24)
or, in terms of L∗,
(L∗ω)(x, y) = L∗xω(y) = ω(y). (4.25)
But
(I ⊗ ω)(x, y) = I(x)ω(y) = ω(y), (4.26)
so that
L∗ω = I ⊗ ω (4.27)
for left-invariant ω. A similar argument holds for right-invariant ω.
Consequences
For any bicovariant first-order calculus one can prove the following [5]:
i) Any ρ ∈ Γ can be uniquely written in the form:
ρ = aiω
i (4.28)
ρ = ωibi (4.29)
with ai, bi ∈ A, and ω
i a basis of invΓ, the linear subspace of all left-invariant
elements of Γ. Thus, as in the classical case, the whole of Γ is generated by a basis
of left invariant ωi. An analogous theorem holds with a basis of right invariant
elements ηi ∈ Γinv. Note that in the quantum case we have aω
i 6= ωia in general,
the bimodule structure of Γ being non-trivial for q 6= 1.
ii) There exist linear functionals f i j on A such that
ωib = (f i j ∗ b)ω
j ≡ (id⊗ f i j)∆(b)ω
j (4.30)
aωi = ωj[(f i j ◦ κ
−1) ∗ a] (4.31)
for any a, b ∈ A. In particular,
ωiT a b = (id⊗ f
i
j)(T
a
c ⊗ T
c
b)ω
j = T a cf
i
j(T
c
b)ω
j. (4.32)
Once we have the functionals f i j , we know how to commute elements of A through
elements of Γ. The f i j are uniquely determined by (4.30) and for consistency must
satisfy the conditions:
f i j(ab) = f
i
k(a)f
k
j(b) (4.33)
f i j(I) = δ
i
j (4.34)
(fk j ◦ κ)f
j
i = δ
k
i ε; f
k
j(f
j
i ◦ κ) = δ
k
i ε, (4.35)
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so that their coproduct, counit and coinverse are given by:
∆′(f i j) = f
i
k ⊗ f
k
j (4.36)
ε′(f i j) = δ
i
j (4.37)
κ′(fk j)f
j
i = δ
k
i ε = f
k
jκ
′(f j i) (4.38)
cf. (2.24)-(2.26). Note that in the q = 1 limit f i j → δ
i
jε, i.e. f
i
j becomes
proportional to the identity functional ε(a) = a(e), and formulas (4.30), (4.31)
become trivial, e.g. ωib = bωi [use ε ∗ a = a from (2.5)].
iii) There exists an adjoint representation M ij of the quantum group, defined
by the right action on the (left-invariant) ωi:
∆R(ω
i) = ωj ⊗M ij , M
i
j ∈ A. (4.39)
It is easy to show that ∆R(ω
i) belongs to invΓ ⊗ A, which proves the existence of
M ij . In the classical case, M
i
j is indeed the adjoint representation of the group.
We recall that in this limit the left-invariant 1-form ωi can be constructed as
ωi(y)Ti = (y
−1dy)iTi, y ∈ G. (4.40)
Under right multiplication by a (constant) element x ∈ G : y → yx we have, 2
ωi(yx)Ti = [x
−1y−1d(yx)]iTi = [x
−1(y−1dy)x]iTi (4.41)
= [x−1Tjx]
i(y−1dy)jTi = M
i
j (x)ω
j(y)Ti, (4.42)
so that
ωi(yx) = ωj(y)M ij (x) (4.43)
or
R∗ωi(y, x) = ωj ⊗M ij (y, x), (4.44)
which reproduces (4.39) for q = 1.
The co-structures on the M ij can be deduced [5]:
∆(M ij ) =M
l
j ⊗M
i
l (4.45)
ε(M ij ) = δ
i
j (4.46)
κ(M li )M
j
l = δ
j
i =M
l
i κ(M
j
l ). (4.47)
For example, in order to find the coproduct (4.45) it is sufficient to apply (id⊗∆)
to both members of (4.39) and use the second of eqs.(4.18).
The elements M ij can be used to build a right-invariant basis of Γ. Indeed the
ηi defined by
ηi ≡ ωjκ(M ij ) (4.48)
2Recall the q = 1 definition of the adjoint representation x−1Tjx ≡M
i
j (x)Ti.
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are a basis of Γ (every element of Γ can be uniquely written as ρ = ηibi) and their
right-invariance can be checked directly:
∆R(η
i) = ∆R(ω
j)∆[κ(M ij )] =
[ωk ⊗M jk ][κ(M
i
s )⊗ κ(M
s
j )] = ω
kκ(M is )⊗ δ
s
kI = η
i ⊗ I (4.49)
It can be shown that the functionals f i j previously defined satisfy:
ηib = (b ∗ f i j ◦ κ
−2)ηj (4.50)
aηi = ηj[a ∗ (f i j ◦ κ
−1)], (4.51)
where a ∗ f ≡ (f ⊗ id)∆(a), f ∈ A′.
Moreover, from the last of these relations, using (4.48) and (4.31) one can prove
the relation
M
j
i (a ∗ f
i
k) = (f
j
i ∗ a)M
i
k , (4.52)
with a ∗ f i j ≡ (f
i
k ⊗ id)∆(a).
iv) An exterior product, compatible with the left and right actions of the q-
group, can be defined by a bimodule automorphism Λ in Γ⊗Γ that generalizes the
ordinary permutation operator:
Λ(ωi ⊗ ηj) = ηj ⊗ ωi, (4.53)
where ωi and ηj are respectively left and right invariant elements of Γ. Bimodule
automorphism means that
Λ(aτ) = aΛ(τ) (4.54)
Λ(τb) = Λ(τ)b (4.55)
for any τ ∈ Γ ⊗ Γ and a, b ∈ A. The tensor product between elements ρ, ρ′ ∈ Γ
is defined to have the properties ρa ⊗ ρ′ = ρ ⊗ aρ′, a(ρ ⊗ ρ′) = (aρ) ⊗ ρ′ and
(ρ⊗ ρ′)a = ρ⊗ (ρ′a). Left and right actions on Γ⊗ Γ are defined by:
∆L(ρ⊗ ρ
′) ≡ ρ1ρ
′
1 ⊗ ρ2 ⊗ ρ
′
2, ∆L : Γ⊗ Γ→ A⊗ Γ⊗ Γ (4.56)
∆R(ρ⊗ ρ
′) ≡ ρ1 ⊗ ρ
′
1 ⊗ ρ2ρ
′
2, ∆R : Γ⊗ Γ→ Γ⊗ Γ⊗ A (4.57)
where as usual ρ1, ρ2, etc., are defined by
∆L(ρ) = ρ1 ⊗ ρ2, ρ1 ∈ A, ρ2 ∈ Γ (4.58)
∆R(ρ) = ρ1 ⊗ ρ2, ρ1 ∈ Γ, ρ2 ∈ A. (4.59)
More generally, we can define the action of ∆L on Γ⊗ Γ⊗ · · · ⊗ Γ as
∆L(ρ⊗ ρ
′ ⊗ · · · ⊗ ρ′′) ≡ ρ1ρ
′
1 · · · ρ
′′
1 ⊗ ρ2 ⊗ ρ
′
2 ⊗ · · · ⊗ ρ
′′
2
∆L : Γ⊗ Γ⊗ · · · ⊗ Γ→ A⊗ Γ⊗ Γ⊗ · · · ⊗ Γ (4.60)
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∆R(ρ⊗ ρ
′ ⊗ · · · ⊗ ρ′′) ≡ ρ1 ⊗ ρ
′
1 · · · ⊗ ρ
′′
1 ⊗ ρ2ρ
′
2 · · · ρ
′′
2
∆R : Γ⊗ Γ⊗ · · · ⊗ Γ→ Γ⊗ Γ⊗ · · · ⊗ Γ⊗A. (4.61)
Left-invariance on Γ ⊗ Γ is naturally defined as ∆L(ρ ⊗ ρ
′) = I ⊗ ρ ⊗ ρ′ (similar
definition for right-invariance), so that, for example, ωi ⊗ ωj is left-invariant, and
is in fact a left-invariant basis for Γ⊗ Γ.
– In general Λ2 6= 1, since Λ(ηj ⊗ ωi) is not necessarily equal to ωi ⊗ ηj. By
linearity, Λ can be extended to the whole of Γ⊗ Γ.
– Λ is invertible and commutes with the left and right action of q-group G,
i.e. ∆LΛ(ρ ⊗ ρ
′) = (id ⊗ Λ)∆L(ρ ⊗ ρ
′) = ρ1ρ
′
1 ⊗ Λ(ρ2 ⊗ ρ
′
2), and similar for ∆R.
Then we see that Λ(ωi⊗ωj) is left-invariant, and therefore can be expanded on the
left-invariant basis ωk ⊗ ωl:
Λ(ωi ⊗ ωj) = Λij klω
k ⊗ ωl. (4.62)
– From the definition (4.53) one can prove that [5]:
Λij kl = f
i
l(M
j
k ); (4.63)
thus the functionals f i l and the elements M
j
k ∈ A characterizing the bimodule Γ
are dual in the sense of eq. (4.63) and determine the exterior product:
ρ ∧ ρ′ ≡ ρ⊗ ρ′ − Λ(ρ⊗ ρ′) (4.64)
ωi ∧ ωj ≡ ωi ⊗ ωj − Λij klω
k ⊗ ωl. (4.65)
Notice that, given the tensor Λij kl, we can compute the exterior product of any
ρ, ρ′ ∈ Γ, since any ρ ∈ Γ is expressible in terms of ωi [cf. (4.28), (4.29)]. The
classical limit of Λij kl is
Λij kl
q→1
−→ δilδ
j
k (4.66)
since f i j
q→1
−→ δilε and ε(M
k
j ) = δ
j
k. Thus in the q = 1 limit the product defined in
(4.65) coincides with the usual exterior product.
From the property (4.54) applied to the case τ = ωi ⊗ ωj, one can derive the
relation
Λnmijf
i
pf
j
q = f
n
if
m
jΛ
ij
pq. (4.67)
Applying both members of this equation to the element M sr yields the quantum
Yang–Baxter equation for Λ:
ΛnmijΛ
ik
rpΛ
js
kq = Λ
nk
riΛ
ms
kjΛ
ij
pq, (4.68)
which is sufficient for the consistency of (4.67).
Taking a = M qp in (4.52), and using (4.63), we find the relation
M
j
i M
q
r Λ
ir
pk = Λ
jq
riM
r
p M
i
k (4.69)
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and, defining
R
ji
kl ≡ Λ
ij
kl, (4.70)
we see that M ji satisfies a relation identical to the “RTT” equation (3.1) for T
a
b,
and that Rij kl satisfies the quantum Yang–Baxter equation (3.3), sufficient for the
consistency of (4.69). The range of the indices is different, since i, j, ... are adjoint
indices whereas a, b ... are in the fundamental representation of Gq.
v) Having the exterior product we can define the exterior differential
d : Γ→ Γ ∧ Γ (4.71)
d(akdbk) = dak ∧ dbk, (4.72)
which can easily be extended to Γ∧n (d : Γ∧n → Γ∧(n+1), Γ∧n being defined as in
the classical case but with the quantum permutation operator Λ [5]) and has the
following properties:
d(θ ∧ θ′) = dθ ∧ θ′ + (−1)kθ ∧ dθ′ (4.73)
d(dθ) = 0 (4.74)
∆L(dθ) = (id⊗ d)∆L(θ) (4.75)
∆R(dθ) = (d⊗ id)∆R(θ), (4.76)
where θ ∈ Γ∧k, θ′ ∈ Γ∧n. The last two properties express the fact that d commutes
with the left and right action of the quantum group, as in the classical case.
vi) The space dual to the left-invariant subspace invΓ can be introduced as a
linear subspace of A′, whose basis elements χi ∈ A
′ are defined by
da = (χi ∗ a)ω
i, ∀a ∈ A. (4.77)
In order to reproduce the classical limit
da =
∂
∂yµ
a(y)dyµ =
(
∂
∂yµ
a
)
e
µ
i(y)e
i
ν(y)dy
ν =
(
∂
∂yµ
a
)
e
µ
i(y)ω
i(y), (4.78)
where ei ν(y) is the vielbein of the group manifold (and e
µ
i is its inverse), we must
require
χi(a)
q→1
−→
∂
∂xi
a(x)|x=e. (4.79)
Indeed, for q = 1 we have
(χi ∗ a)(y) = (id⊗ χi)L
∗(a)(y) = (id⊗ χi)(a1 ⊗ a2)(y) = a1(y)χi(a2) =
a1(y)[
∂
∂xi
a2(x)]|x=e =
∂
∂xi
[a1(y)a2(x)]|x=e =
∂
∂xi
[(L∗a)(y, x)]|x=e =
∂
∂xi
[a(yx)]|x=e =
∂
∂(yx)µ
a(yx)|x=e
∂
∂xi
(yx)µ|x=e = (
∂
∂yµ
a(y))eµ i(y) (4.80)
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and we recover (4.78). In other words
χi ∗ a
q→1
−→
∂
∂yµ
a(y)eµ i ≡ ∂ia(y), (4.81)
so that χi∗ is the q-analogue of left-invariant vector fields, while χi is the q-analogue
of the tangent vector at the origin e of G.
vii) The χi functionals close on the “quantum Lie algebra”:
χiχj − Λ
kl
ijχkχl = C
k
ij χk, (4.82)
with Λkl ij as given in (4.63). The product χiχj is defined by
χiχj ≡ (χi ⊗ χj)∆ (4.83)
and sometimes indicated by χi∗χj. Note that this ∗ product (called also convolution
product) is associative:
χi ∗ (χj ∗ χk) = (χi ∗ χj) ∗ χk (4.84)
χi ∗ (χj ∗ a) = (χi ∗ χj) ∗ a, a ∈ A. (4.85)
We leave the easy proof to the reader. The q-structure constants C kij are given by
C kij = χj(M
k
i ). (4.86)
This last equation is easily seen to hold in the q = 1 limit, since the (χj)
k
i ≡ C
k
ij
are indeed in this case the infinitesimal generators of the adjoint representation:
M ki = δ
k
i +C
k
ij x
j + 0(x2). (4.87)
Using χj
q→1
−→ ∂
∂xj
|x=e indeed yields (4.86).
By applying both sides of (4.82) to M sr ∈ A, we find the q-Jacobi identities:
C nri C
s
nj − Λ
kl
ijC
n
rk C
s
nl = C
k
ij C
s
rk , (4.88)
which give an explicit matrix realization (the adjoint representation) of the gener-
ators χi:
(χi)
l
k = χi(M
l
k ) = C
l
ki . (4.89)
Note that the q-Jacobi identities (4.88) can also be given in terms of the q-Lie
algebra generators χi as :
[[χr, χi], χj ]− Λ
kl
ij [[χr, χk], χl] = [χr, [χi, χj]], (4.90)
where
[χi, χj] ≡ χiχj − Λ
kl
ijχkχl (4.91)
is the deformed commutator of eq. (4.82).
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viii) The left-invariant ωi satisfy the q-analogue of the Cartan-Maurer equations:
dωi + C ijk ω
j ∧ ωk = 0, (4.92)
where
C ijk ≡ χjχk(x
i) (4.93)
χi(x
k) ≡ δki . (4.94)
The xk ∈ A defined in (4.94) are called the “coordinates of Gq” and satisfy ε(x
i) = 0,
which is the q-analogue of the fact that classically they vanish at the origin of G
[recall that ε(xi)
q→1
−→ xi(e)]. Such xi can always be found [5]. Note that χi ∗ x
j is
the q-analogue of the inverse vielbein.
The structure constants C satisfy the Jacobi identities obtained by taking the
exterior derivative of (4.92):
(C ijk C
j
rs − C
i
rj C
j
sk )ω
r ∧ ωs ∧ ωk = 0. (4.95)
In the q = 1 limit, ωj ∧ ωk becomes antisymmetric in j and k, and we have
C ijk
q→1
−→=
1
2
(χjχk − χkχj)(x
i) =
1
2
C ljk χl(x
i) =
1
2
C ijk , (4.96)
where C ljk are now the classical structure constants. Thus when q = 1 we have
C ijk =
1
2
C ijk and (4.92) reproduces the classical Cartan-Maurer equations.
For q 6= 1, we find the following relation:
C ijk = C
i
jk − Λ
rs
jkC
i
rs (4.97)
after applying both members of eq. (4.82) to xi. Note that, using (4.97), the
Cartan-Maurer equations (4.92) can also be written as:
dωi +C ijk ω
j ⊗ ωk = 0. (4.98)
ix) Finally, we derive two operatorial identities that become trivial in the limit
q → 1. From the formula
d(h ∗ θ) = h ∗ dθ, h ∈ A′, θ ∈ Γ∧n (4.99)
[a direct consequence of (4.76)] with h = fn l, we find
χkf
n
l = Λ
ij
klf
n
iχj (4.100)
By requiring consistency between the external derivative and the bimodule struc-
ture of Γ, i.e. requiring that
d(ωia) = d[(f i j ∗ a)ω
j], (4.101)
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one finds the identity
C imn f
m
jf
n
k + f
i
jχk = Λ
pq
jkχpf
i
q +C
l
jk f
i
l. (4.102)
See Appendix A for the derivation of (4.100) and (4.102).
In summary, a bicovariant calculus on a Gq is characterized by functionals χi
and f i j on A (“the algebra of functions on the quantum group”) satisfying
χiχj − Λ
kl
ijχkχl = C
k
ij χk (4.103)
Λnmijf
i
pf
j
q = f
n
if
m
jΛ
ij
pq (4.104)
C imn f
m
jf
n
k + f
i
jχk = Λ
pq
jkχpf
i
q +C
l
jk f
i
l (4.105)
χkf
n
l = Λ
ij
klf
n
iχj, (4.106)
where the q-structure constants are given by C ijk = χk(M
i
j ) and the braiding
matrix by Λij kl = f
i
l(M
j
k ). In fact, these four relations seem to be also suffi-
cient to define a bicovariant differential calculus on A (see e.g. [12]). By applying
them to the element M sr we express these relations (henceforth called bicovariance
conditions) in the adjoint representation:
C nri C
s
nj − R
kl
ijC
n
rk C
s
nl = C
k
ij C
s
rk (q-Jacobi identities) (4.107)
ΛnmijΛ
ik
rpΛ
js
kq = Λ
nk
riΛ
ms
kjΛ
ij
pq (Yang–Baxter) (4.108)
C imn Λ
ml
rjΛ
ns
lk + Λ
il
rjC
s
lk = Λ
pq
jkΛ
il
rqC
s
lp +C
m
jk Λ
is
rm (4.109)
C mrk Λ
ns
ml = Λ
ij
klΛ
nm
riC
s
mj (4.110)
We conclude this section by giving the co-structures on the quantum Lie algebra
generators χi [those on the functionals f
i
j have been given in (4.36)-(4.38)]:
∆′(χi) = χj ⊗ f
j
i + I
′ ⊗ χi (4.111)
ε′(χi) = 0 (4.112)
κ′(χi) = −χjκ
′(f j i), (4.113)
which q-generalize the ones given in (2.19)-(2.21). These co-structures derive from
(2.24)-(2.26). For example, using (4.73) and (4.30), eq. (2.24) yields (4.111). They
are consistent with the bicovariance conditions (4.103)-(4.106).
In the next section, we describe a constructive procedure due to Jurcˇo [17] for a
bicovariant differential calculus on any q-group of the A,B,C,D series considered
in [3]. The procedure is illustrated on the example of GLq(2), for which all the
objects f i j, M
s
r , Λ
ij
kl, C
i
jk and C
i
jk are explicitly computed.
17
5 Constructive procedure and the example of GLq(2)
The generic q-group discussed in Section 3 is characterized by the matrix Rab cd. In
terms of this matrix, it is possible to construct a bicovariant differential calculus on
the q-group. The general procedure is described in this section, and the results for
the specific case of GLq(2) are collected in the table.
The L± functionals
We start by introducing the linear functionals (L±)a b, defined by their value on
the elements T a b:
(L±)a b(T
c
d) = (R
±)ac bd, (5.1)
where
(R+)ac bd ≡ c
+Rca db (5.2)
(R−)ac bd ≡ c
−(R−1)ac bd, (5.3)
where c+, c− are free parameters (see later). The inverse matrix R−1 is defined by
(R−1)ab cdR
cd
ef ≡ δ
a
eδ
b
f ≡ R
ab
cd(R
−1)cd ef . (5.4)
We see that the (L±)a b functionals are dual to the T
a
b elements (fundamental
representation) in the same way the f i j functionals are dual to the M
j
i elements
of the adjoint representation. To extend the definition (5.1) to the whole algebra
A, we set:
(L±)a b(ab) = (L
±)a g(a)(L
±)g b(b), ∀a, b ∈ A (5.5)
so that, for example,
(L±)a b(T
c
dT
e
f ) = (R
±)ac gd(R
±)ge bf . (5.6)
In general, using the compact notation introduced in Section 3,
L±1 (T2T3...Tn) = R
±
12R
±
13...R
±
1n. (5.7)
Finally, the value of L± on the unit I is defined by
(L±)a b(I) = δ
a
b . (5.8)
Thus the functionals (L±)a b have the same properties as their adjoint counterpart
f i j , and not surprisingly the latter will be constructed in terms of the former.
From (5.7) we can also find the action of (L±)a b on a ∈ A, i.e. (L
±)a b ∗ a.
Indeed
(L±)a b ∗ (T
c1
d1
T c2d2 · · ·T
cn
dn) = [id⊗ (L
±)a b]∆(T
c1
d1
T c2d2 · · ·T
cn
dn) =
[id⊗ (L±)a b]∆(T
c1
d1
) · · ·∆(T cndn) =
[id⊗ (L±)a b](T
c1
e1
· · ·T cnen ⊗ T
e1
d1
· · ·T endn)
T c1e1 · · ·T
cn
en(L
±)a b(T
e1
d1
· · ·T endn) =
T c1e1 · · ·T
cn
en(R
±)ae1g1d1(R
±)g1e2g2d2 · · · (R
±)
gn−1en
bdn (5.9)
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or, more compactly,
L±1 ∗ T2...Tn = T2...TnR
±
12R
±
13...R
±
1n, (5.10)
which can also be written as
L±1 ∗ T2 = T2R
±
12L
±
1 . (5.11)
It is not difficult to find the commutations between (L±)a b and (L
±)c d:
R12L
±
2 L
±
1 = L
±
1 L
±
2 R12 (5.12)
R12L
+
2 L
−
1 = L
−
1 L
+
2 R12, (5.13)
where as usual the product L±2 L
±
1 is the convolution product L
±
2 L
±
1 ≡ (L
±
2 ⊗L
±
1 )∆.
Consider
R12(L
+
2 L
+
1 )(T3) = R12(L
+
2 ⊗L
+
1 )∆(T3) = R12(L
+
2 ⊗L
+
1 )(T3⊗T3) = (c
+)2 R12R32R31
(5.14)
and
L+1 L
+
2 (T3)R12 = (c
+)2 R31R32R12 (5.15)
so that the equation (5.12) is proven for L+ by virtue of the quantum Yang–Baxter
equation (3.3), where the indices have been renamed 2→ 1, 3→ 2, 1→ 3. Similarly,
one proves the remaining “RLL” relations.
Note 1 : As mentioned in [3], L+ is upper triangular, L− is lower triangular
(this is due to the upper and lower triangularity of R+ and R−, respectively).
Note 2 : When detq T = 1, we have detq−1L
± = (L±)1 1(L
±)2 2 · · · (L
±)n n = ε,
and (L+)i i(L
−)j j = (L
−)j j(L
+)i i (no sum on repeated indices). Then (detq−1L
±)(detq T ) =
detq R
± implies detR± = 1, which requires c+ = q−1/n, c− = q1/n for the An−1 se-
ries (and c± = 1 for the remaining B,C,D series) in (5.2) and (5.3). In the more
general case of GLq(n), c
± are extra free parameters, cf. [20]. In fact, they appear
only in the combination s = (c+)−1c−. They do not enter in the Λ matrix, nor in
the structure constants or the Cartan-Maurer equations (see the table). Different
values of s lead to isomorphic differential calculi (in the sense of ref. [5]), so that s
is not really an essential parameter.
The co-structures are defined by the duality (5.1):
∆′((L±)a b)(T
c
d ⊗ T
e
f ) ≡ (L
±)a b(T
c
dT
e
f) = (L
±)a g(T
c
d)(L
±)g b(T
e
f ) (5.16)
ε′((L±)a b) ≡ (L
±)a b(I) (5.17)
κ′((L±)a b)(T
c
d) ≡ (L
±)a b(κ(T
c
d)) (5.18)
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cf. [(2.24)-(2.26)], so that
∆′((L±)a b) = (L
±)a g ⊗ (L
±)g b (5.19)
ε′((L±)a b) = δ
a
b (5.20)
κ′((L±)a b) = (L
±)a b ◦ κ (5.21)
and the (L±)a b generate the Hopf algebra dual to the quantum group. Note that
(L±)a b(κ(T
c
d)) = ((R
±)−1)ac bd, (5.22)
since
(L±)a b(κ(T
c
d)T
d
e) = δ
c
d(L
±)a b(I) = δ
c
eδ
a
b (5.23)
and
(L±)a b(κ(T
c
d)T
d
e) = (L
±)a f (κ(T
c
d))(L
±)f b(T
d
e)
= (L±)a f (κ(T
c
d))(R
±)fd be. (5.24)
The space of quantum 1-forms
The bimodule Γ (“space of quantum 1-forms”) can be constructed as follows.
First we define ω ba to be a basis of left-invariant quantum 1-forms. The index pairs
b
a or
a
b will replace in the sequel the indices
i or i of the previous section. The
dimension of invΓ is therefore N
2 at this stage. The existence of this basis can be
proven by considering Γ to be the tensor product of two fundamental bimodules,
see refs. [17, 16]. Here we just assume that it exists. Since the ω ba are left-invariant,
we have:
∆L(ω
b
a ) = I ⊗ ω
b
a , a, b = 1, ..., N. (5.25)
The left action ∆L on the whole of Γ is then defined by (5.25), since ω
b
a is a basis
for Γ. The bimodule Γ is further characterized by the commutations between ω ba
and a ∈ A [cf. eq. (4.30)]:
ω a2a1 b = (f
a2b1
a1 b2
∗ b)ω b2b1 , (5.26)
where
f a2b1a1 b2 ≡ κ
′((L+)b1a1)(L
−)a2b2 . (5.27)
Finally, the right action ∆R on Γ is defined by
∆R(ω
a2
a1 ) = ω
b2
b1
⊗M b1 a2b2a1 , (5.28)
where M b1 a2b2a1 , the adjoint representation, is given by
M b1 a2b2a1 ≡ T
b1
a1κ(T
a2
b2
). (5.29)
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It is easy to check that f a2b1a1 b2 fulfill the consistency conditions (4.33)-(4.35), where
the i,j,... indices stand for pairs of a,b,... indices. Also, the co-structures are as
given in (4.36)-(4.38).
The Λ tensor and the exterior product
The Λ tensor defined in (4.70) can now be computed:
Λ a2 d2a1 d1 |
c1 b1
c2 b2
≡ f a2b1a1 b2(M
c1 d2
c2d1
) = κ′((L+)b1a1)(L
−)a2b2(T
c1
d1
κ(T d2c2))
= [κ′((L+)b1a1)⊗ (L
−)a2b2 ]∆(T
c1
d1
κ(T d2c2))
= [κ′((L+)b1a1)⊗ (L
−)a2b2 ](T
c1
e1
⊗ T e1d1)(κ(T
f2
c2
)⊗ κ(T d2f2))
= [κ′((L+)b1a1)⊗ (L
−)a2b2 ][T
c1
e1κ(T
f2
c2)⊗ T
e1
d1
κ(T d2f2)]
= (L+)b1a1(κ
2(T f2c2)κ(T
c1
e1)) (L
−)a2b2(T
e1
d1
κ(T d2f2))
= df2d−1c2 (L
+)b1a1(T
f2
c2κ(T
c1
e1)) (L
−)a2b2(T
e1
d1
κ(T d2f2)
= df2d−1c2 (L
+)b1g1(T
f2
c2
) (L+)g1a1(κ(T
c1
e1
)) (L−)a2g2(T
e1
d1
) (L−)g2b2(κ(T
d2
f2
))
= df2d−1c2 R
f2b1
c2g1
(R−1)c1g1e1a1(R
−1)a2e1g2d1R
g2d2
b2f2
(5.30)
where we made use of relations (2.12), (2.26), (3.15), (5.1) and (5.22). The Λ tensor
allows the definition of the exterior product as in (4.65). For future use we give
here also the inverse Λ−1 of the Λ tensor, defined by:
(Λ−1) a2 d2a1 d1 |
b1 c1
b2 c2
Λ b2 c2b1 c1 |
e1 f1
e2 f2
= δa2e2 δ
e1
a1δ
f1
d1
δd2f2 . (5.31)
It is not difficult to see that
(Λ−1) a2 d2a1 d1 |
b1 c1
b2 c2
= f d2b1d1 b2(T
a2
c2κ
−1(T c1a1)) =
Rf1b1a1g1(R
−1)a2g1e2d1(R
−1)d2e2g2c2R
g2c1
b2f1
(d−1)c1df1 (5.32)
does the trick. Another useful relation gives a particular trace of the Λ matrix:
Λ c2 bc1 b |
a1 b1
a2 b2
= δa1a2δ
b1
c1δ
c2
b2
. (5.33)
This identity is simply proven. Indeed:
Λ c2 bc1 b |
a1 b1
a2 b2
≡ f c2b1c1 b2(M
a1 b
a2b
) =
κ′((L+)b1c1)(L
−)c2b2(T
a1
bκ(T
b
a2
)) = κ′((L+)b1c1)(L
−)c2b2(δ
a1
a2
I) =
δa1a2 [κ
′((L+)b1c1)⊗ (L
−)c2b2 ](I ⊗ I) = δ
a1
a2
δb1c1δ
c2
b2
. (5.34)
The relations (3.17), (3.18) for the R matrix reflect themselves in relations for
the Λ matrix (5.30). For example, the Hecke condition (3.17) implies:
(Λ + q2)(Λ + q−2)(Λ− I) = 0 (5.35)
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for the An−1 q-groups, and replaces the classical relation (Λ − 1)(Λ + 1) = 0, Λ
being for q = 1 the ordinary permutation operator, cf. (4.66).
With the help of (5.35) we can give explicitly the commutations of the left-
invariant forms ω. Indeed, reverting to the i,j... indices, relation (5.35) implies:
(Λij kl + q
2δikδ
j
l )(Λ
kl
mn + q
−2δkmδ
l
n)(Λ
mn
rs − δ
m
r δ
n
s )ω
r ⊗ ωs =
(Λij kl + q
2δikδ
j
l )(Λ
kl
mn + q
−2δkmδ
l
n)ω
m ∧ ωn = 0 (5.36)
and it is easy to see that the last equality can be rewritten as
ωi ∧ ωj = −Z ij klω
k ∧ ωl (5.37)
Z
ij
kl ≡
1
q2 + q−2
[Λij kl + (Λ
−1)ij kl]. (5.38)
The exterior differential
The exterior differential on Γ∧k is defined by means of the bi-invariant (i.e. left-
and right-invariant) element τ =
∑
a ω
a
a ∈ Γ as follows:
dθ ≡
1
λ
[τ ∧ θ − (−1)kθ ∧ τ ], (5.39)
where θ ∈ Γ∧k, and λ is a normalization factor depending on q, necessary in order
to obtain the correct classical limit. It will be later determined to be λ = q − q−1.
Here we can only see that it has to vanish for q = 1, since otherwise dθ would vanish
in the classical limit. For a ∈ A we have
da =
1
λ
[τa− aτ ]. (5.40)
This linear map satisfies the Leibniz rule (4.1), and properties (4.73)-(4.76), as the
reader can easily check (use the definition of exterior product and the bi-invariance
of τ). A proof that also the property (4.2) holds can be obtained by considering
the exterior differential of the adjoint representation:
dM ij = (χk ∗M
i
j )ω
k = M lj C
i
kl ω
k (5.41)
or
κ(M jl )dM
i
j = C
i
kl ω
k. (5.42)
Multiplying by C lni , we have:
C lni κ(M
j
l )dM
i
j = C
i
kl C
l
ni ω
k ≡ gnkω
k, (5.43)
where gnk is the q-Killing metric. The explicit example of this paper being GLq(2),
one may wonder what happens to the invertibility of the q-Killing metric, since
its classical limit is no more invertible [GL(2) being nonsemisimple]. The answer
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is that for q 6= 1 the q-Killing metric of GLq(2) is invertible, as can be checked
explicitly from the values of the structure constants given in the table. Therefore
GLq(2) could be said to be “q-semisimple”. With an analogous procedure (using
T a b instead of M
i
j ) we have derived in the table the explicit expression of the ω
i
in terms of the dT a b for GLq(2).
The q-Lie algebra
The “quantum generators” χa1a2 are introduced as in (4.77):
da =
1
λ
[τa− aτ ] = (χa1a2 ∗ a)ω
a2
a1
. (5.44)
Using (5.26) we can find an explicit expression for the χa1a2 in terms of the L
±
functionals. Indeed
τa = ω bb a = (f
bc1
b c2
∗ a)ω c2c1 = ([κ
′((L+)c1b)(L
−)b c2] ∗ a)ω
c2
c1 . (5.45)
Therefore
da =
1
λ
[(κ′((L+)c1b)(L
−)b c2 − δ
c1
c2
ε) ∗ a]ω c2c1 (5.46)
(recall ε ∗ a = a), so that the q-generators take the explicit form
χc1c2 =
1
λ
[κ′((L+)c1b)(L
−)b c2 − δ
c1
c2
ε]. (5.47)
The commutations between the χ’s can now be obtained by taking the exterior
derivative of eq. (5.46). We find
d2(a) = 0 = d[(χc1c2 ∗ a)ω
c2
c1 ] = (χ
d1
d2
∗ χc1c2 ∗ a)ω
d2
d1
∧ ω c2c1 + (χ
c1
c2 ∗ a)dω
c2
c1
= (χd1d2 ∗ χ
c1
c2 ∗ a)(ω
d2
d1
⊗ ω c2c1 − Λ
d2 c2
d1 c1
|e1 f1e2 f2ω
e2
e1 ⊗ ω
f2
f1
)
+
1
λ
(χc1c2 ∗ a)(ω
b
b ∧ ω
c2
c1 + ω
c2
c1 ∧ ω
b
b ). (5.48)
Now we use the fact that τ = ω bb is bi-invariant, and therefore also right-invariant,
so that we can write
ω bb ∧ ω
c2
c1
+ ω c2c1 ∧ ω
b
b ≡
ω bb ⊗ ω
c2
c1 − Λ(ω
b
b ⊗ ω
c2
c1 ) + ω
c2
c1 ⊗ ω
b
b − Λ(ω
c2
c1 ⊗ ω
b
b ) =
ω c2c1 ⊗ ω
b
b − Λ(ω
b
b ⊗ ω
c2
c1 ) =
ω c2c1 ⊗ ω
b
b − Λ
b c2
b c1
|e1 f1e2 f2ω
e2
e1
⊗ ω f2f1 , (5.49)
where we have used Λ(ω c2c1 ⊗ τ) = τ ⊗ ω
c2
c1
, cf. (4.53). After substituting (5.49) in
(5.48), and factorizing ω d2d1 ⊗ ω
c2
c1
, we arrive at the q-Lie algebra relations:
χd1d2χ
c1
c2 − Λ
e2 f2
e1 f1
|d1 c1d2 c2 χ
e1
e2χ
f1
f2
=
1
λ
[−δc1c2χ
d1
d2
+ Λ b e2b e1 |
d1 c1
d2 c2
χe1e2 ]. (5.50)
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The structure constants are then explicitly given by:
Ca1 b1a2 b2 |
c2
c1
=
1
λ
[−δb1b2 δ
a1
c1
δc2a2 + Λ
b c2
b c1
|a1 b1a2 b2 ]. (5.51)
Here we determine λ. Indeed we first observe that
Λ a2 d2a1 d1 |
c1 b1
c2 b2
= δb1a1δ
a2
b2
δc1d1δ
d2
c2
+ (q − q−1)U a2 d2a1 d1 |
c1 b1
c2 b2
, (5.52)
where the matrix U is finite and different from zero in the limit q = 1. This can be
proven by considering the explicit form of the R and R−1 matrices. In the case of
the An−1 q-groups, for example, these matrices have the form [3]:
Rab cd = δ
a
c δ
b
d + (q − q
−1)
[
q − 1
q − q−1
δac δ
b
dδ
ab + δbcδ
a
dθ(a− b)
]
(5.53)
(R−1)ab cd = δ
a
c δ
b
d − (q − q
−1)
[
1− q−1
q − q−1
δac δ
b
dδ
ab + δbcδ
a
dθ(a− b)
]
, (5.54)
where θ(x) = 1 for x > 0 and vanishes for x ≤ 0. Substituting these expressions
in the formula for Λ (5.30) we find (5.52). Using (5.52) in the expression (5.51) for
the q-structure constants C, we find that the terms proportional to 1
λ
do cancel,
and we are left with:
Ca1 b1a2 b2 |
c2
c1 = −
1
λ
(q − q−1)U b c2b c1 |
a1 b1
a2 b2
. (5.55)
A simple choice for λ is therefore λ = q− q−1, ensuring that C remains finite in the
limit q → 1 .
The Cartan-Maurer equations
The Cartan-Maurer equations are found as follows:
dω c2c1 =
1
λ
(ω bb ∧ ω
c2
c1
+ ω c2c1 ∧ ω
b
b ) ≡ −C
a1 b1
a2 b2
| c2c1 ω
a2
a1
∧ ω b2b1 . (5.56)
In order to obtain an explicit expression for the C structure constants in (5.56), we
must use the relation (5.37) for the commutations of ω a2a1 with ω
b2
b1
. Then the term
ω c2c1 ∧ ω
b
b in (5.56) can be written as −Zωω via formula (5.37), and we find the
C-structure constants to be:
Ca1 b1a2 b2|
c2
c1
= −
1
λ
(δa1a2δ
b1
c1
δc2b2 −
1
q2 + q−2
[Λ c2 bc1 b |
a1 b1
a2 b2
+ (Λ−1) c2 bc1 b |
a1 b1
a2 b2
])
= −
1
λ
(δa1a2δ
b1
c1δ
c2
b2
−
1
q2 + q−2
[δa1a2δ
b1
c1δ
c2
b2
+ (Λ−1) c2 bc1 b |
a1 b1
a2 b2
]), (5.57)
where we have also used eq. (5.33). By considering the analogue of (5.52) for Λ−1,
it is not difficult to see that the terms proportional to 1
λ
cancel, and the q → 1 limit
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of (5.57) is well defined. For a more detailed discussion, including also the Bn, Cn
and Dn q-groups, we refer to [22].
In the table we summarize the results of this section for the case of GLq(2). The
composite indices ba are translated into the corresponding indices
i, i = 1,+,−, 2,
according to the convention:
1
1 →
1, 21 →
+, 12 →
−, 22 →
2. (5.58)
A similar convention holds for ab → i.
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Table
The bicovariant GLq(2) algebra
R and D-matrices:
Rab cd =


q 0 0 0
0 1 0 0
0 q − q−1 1 0
0 0 0 q


(R−)ab cd ≡ c
−(R−1)ab cd = c
−


q−1 0 0 0
0 1 0 0
0 −(q − q−1) 1 0
0 0 0 q−1


(R+)ab cd ≡ c
+Rba dc = c
+


q 0 0 0
0 1 q − q−1 0
0 0 1 0
0 0 0 q

 , Dab =
(
q 0
0 q3
)
Non-vanishing components of the Λ matrix:
Λ11 11 = 1 Λ
1+
+1 = q
−2 Λ1−−1 = q
2 Λ12 21 = 1
Λ+11+ = 1 Λ
+1
+1 = 1− q
−2 Λ++++ = 1 Λ
+−
11 = 1− q
2
Λ+−−+ = 1 Λ
+−
21 = 1− q
−2 Λ+2+1 = −1 + q
−2 Λ+22+ = 1
Λ−11− = 1 Λ
−1
−1 = 1− q
2 Λ−+11 = −1 + q
2 Λ−++− = 1
Λ−+21 = −1 + q
−2 Λ−−−− = 1 Λ
−2
−1 = −1 + q
2 Λ−22− = 1
Λ21 11 = (q
2 − 1)2 Λ21 12 = 1 Λ
21
+− = q
2 − 1 Λ21 −+ = 1− q
2
Λ21 21 = 2− q
2 − q−2 Λ2+1+ = −q
2 + q4 Λ2++2 = q
2 Λ2+2+ = 1− q
2
Λ2−1− = 1− q
2 Λ2−−1 = q
−2 − 1− q2 + q4 Λ2−−2 = q
−2 Λ2−2− = 1− q
−2
Λ22 11 = −(q
2 − 1)2 Λ22 +− = 1− q
2 Λ22 −+ = q
2 − 1 Λ22 21 = (q
−1 − q)2
Λ22 22 = 1
Non-vanishing components of the C structure constants:
C 111 = q(q
2 − 1) C 211 = −q(q
2 − 1) C +1+ = q
3 C −1− = −q
C 121 = q
−1 − q C 221 = q − q
−1 C +2+ = −q C
−
2− = q
−1
C ++1 = −q
−1 C ++2 = q C
1
+− = q C
2
+− = −q
C −−1 = q(q
2 + 1)− q−1 C −−2 = −q
−1 C 1−+ = −q C
2
−+ = q
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Non-vanishing components of the C structure constants:
C 111 =
q(q2−1)2
1+q4
C 211 =
q3(1−q2)
1+q4
C +1+ =
q5
1+q4
C −1− =
−q3
1+q4
C 112 =
q(1−q2)
1+q4
C ++1 =
−q3
1+q4
C 1+− =
q3
1+q4
C 2+− =
−q3
1+q4
C ++2 =
q
1+q4
C −−1 =
q5
1+q4
C 1−+ =
−q3
1+q4
C 2−+ =
q3
1+q4
C −−2 =
−q3
1+q4
C 121 =
q(1−q2)
1+q4
C +2+ =
−q3
1+q4
C −2− =
q
1+q4
C 222 =
q(1−q2)
1+q4
Cartan-Maurer equations:
dω1 + qω+ ∧ ω− = 0
dω+ + qω+(−q2ω1 + ω2) = 0
dω− + q(−q2ω1 + ω2)ω− = 0
dω2 − qω+ ∧ ω− = 0
The q-Lie algebra:
χ1χ+ − χ+χ1 − (q
4 − q2)χ2χ+ = q
3χ+
χ1χ− − χ−χ1 + (q
2 − 1)χ2χ− = −qχ−
χ1χ2 − χ2χ1 = 0
χ+χ− − χ−χ+ + (1− q
2)χ2χ1 − (1− q
2)χ2χ2 = q(χ1 − χ2)
χ+χ2 − q
2χ2χ+ = qχ+
χ−χ2 − q
−2χ2χ− = −q
−1χ−
Commutation relations between left-invariant ωi and ωj:
ω1 ∧ ω+ + ω+ ∧ ω1 = 0
ω1 ∧ ω− + ω− ∧ ω1 = 0
ω1 ∧ ω2 + ω2 ∧ ω1 = (1− q2)ω+ ∧ ω−
ω+ ∧ ω− + ω− ∧ ω+ = 0
ω2 ∧ ω+ + q2ω+ ∧ ω2 = q2(q2 − 1)ω+ ∧ ω1
ω2 ∧ ω− + q−2ω− ∧ ω2 = (1− q2)ω− ∧ ω1
ω2 ∧ ω2 = (q2 − 1)ω+ ∧ ω−
ω1 ∧ ω1 = ω+ ∧ ω+ = ω− ∧ ω− = 0
Commutation relations between ωi and the basic elements of A (s = (c+)−1c−):
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ω1α = sq−2αω1 ω+α = sq−1αω+
ω1β = sβω1 ω+β = sq−1βω+ + s(q−2 − 1)αω1
ω1γ = sq−2γω1 ω+γ = sq−1γω+
ω1δ = sδω1 ω+δ = sq−1δω+ + s(q−2 − 1)γω1
ω−α = sq−1αω− + s(q−2 − 1)βω1 ω2α = sαω2 + s(q−1 − q)βω+
ω−β = sq−1βω− ω2β = sq−2βω2 + s(q−1 − q)αω− + s(q−1 − q)2βω1
ω−γ = sq−1γω− + s(q−2 − 1)δω1 ω2γ = sγω2 + s(q−1 − q)δω+
ω−δ = sq−1δω− ω2δ = sq−2δω2 + s(q−1 − q)γω− + s(q−1 − q)2δω1
Values and action of the generators on the q-group elements:
χ1(α) =
s−q2
q3−q
χ+(α) = 0 χ−(α) = 0 χ2(α) =
s−1
q−q−1
χ1(β) = 0 χ+(β) = 0 χ−(β) = −s χ2(β) = 0
χ1(γ) = 0 χ+(γ) = −s χ−(γ) = 0 χ2(γ) = 0
χ1(δ) =
−q2+s(1−q2+q4)
q3−q
χ+(δ) = 0 χ−(δ) = 0 χ2(δ) =
s−q2
q3−q
χ1 ∗ α =
s−q2
q3−q
α χ+ ∗ α = −sβ χ− ∗ α = 0 χ2 ∗ α =
s−1
q−q−1
α
χ1 ∗ β =
−q2+s(1−q2+q4)
q3−q
β χ+ ∗ β = 0 χ− ∗ β = −sα χ2 ∗ β =
(s−q2)
q3−q
β
χ1 ∗ γ =
s−q2
q3−q
γ χ+ ∗ γ = −sδ χ− ∗ γ = 0 χ2 ∗ γ =
s−1
q−q−1
γ
χ1 ∗ δ =
−q2+s(1−q2+q4)
q3−q
δ χ+ ∗ δ = 0 χ− ∗ δ = −sγ χ2 ∗ δ =
s−q2
q3−q
δ
Exterior derivatives of the basic elements of A:
dα = s−q
2
q3−q
αω1 − sβω+ + s−1
q−q−1
αω2
dβ = −q
2+s(1−q2+q4)
q3−q
βω1 − sαω− + s−q
2
q3−q
βω2
dγ = s−q
2
q3−q
γω1 − sδω+ + s−1
q−q−1
γω2
dδ = −q
2+s(1−q2+q4)
q3−q
δω1 − sγω− + s−q
2
q3−q
δω2
The ωi in terms of the exterior derivatives on α, β, γ, δ:
ω1 = q
s(−q2−q4+s+sq4)
[(q2 − s)(κ(α)da+ κ(β)dγ) + q2(s− 1)(κ(γ)dβ + κ(δ)dδ)]
ω+ = −1
s
[κ(γ)dα+ κ(δ)dγ]
ω− = −1
s
[κ(α)dβ + κ(β)dδ]
ω2 = q
s(−q2−q4+s+sq4)
[(s− q2 − sq2 + sq4)(κ(α)dα+ κ(β)dγ) + (q2 − s)(κ(γ)dβ + κ(δ)dδ)]
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Lie derivative on ωi:
χ1 ∗ ω
1 = q(q2 − 1)ω1 + (q−1 − q)ω2 χ+ ∗ ω
1 = −qω−
χ1 ∗ ω
+ = −q−1ω+ χ+ ∗ ω
+ = −qω2 + q3ω1
χ1 ∗ ω
− = [q(q2 + 1)− q−1]ω− χ+ ∗ ω
− = 0
χ1 ∗ ω
2 = −q(q2 − 1)ω1 − (q−1 − q)ω2 χ+ ∗ ω
2 = qω−
χ− ∗ ω
1 = qω+ χ2 ∗ ω
1 = 0
χ− ∗ ω
+ = 0 χ2 ∗ ω
+ = qω+
χ− ∗ ω
− = q−1ω2 − qω1 χ2 ∗ ω
− = −q−1ω−
χ− ∗ ω
2 = −qω+ χ2 ∗ ω
2 = 0
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6 More q-geometry: the contraction operator and
the Lie derivative
In section 4 we have seen that the χi defined by da = (χi ∗ a) ω
i are the quantum
analogues of the tangent vectors at the origin of the group :
χi
q→1
−→
∂
∂xi
|x=0 (6.1)
and that the left-invariant vector fields ti constructed from the χi are :
ti = χi∗ = (id⊗ χi)∆ (6.2)
ti
q→1
−→ e µi
∂
∂xµ
. (6.3)
There is a one-to-one correspondence χi ↔ ti = χi∗. In order to obtain χi from χi∗
we simply apply ε :
(ε ◦ ti)(a) = ε(id⊗ χi)∆(a) = ε(a1χi(a2)) = ε(a1)χi(a2) = χi(ε⊗ id)∆(a) = χi(a)
(6.4)
[recall (2.5)].
Note 1: The vector space T can also be defined intrinsically as the space of all
linear functionals from A to C such that χ(I) = 0 and χ(a) = 0 if da = 0; indeed
from 0 = da = (χi ∗ a) ω
i we have χi ∗ a = 0 and applying ε we get χi(a) = 0.
Note 2: The vector space T is a quantum Lie algebra with Lie bracket [χ, χ′] as
given in (4.82); the vector space invΞ spanned by the left-invariant vector fields ti is
also a Lie algebra with the induced Lie bracket [t, t′] ≡ [χ, χ′] ∗ .
The ∗ product of a functional with any τ ∈ Γ⊗n may be defined as
χ ∗ τ ≡ (id ⊗ χ)∆R(τ), (6.5)
where the ∆R acts on a generic element τ = ρ
1 ⊗ ρ2 ⊗ · · · ρn ∈ Γ⊗n as in (4.61).
Definition
We call quantum Lie derivative along the left-invariant vector field t = (id ⊗ χ)∆
the operator:
ℓt ≡ χ ∗ , (6.6)
that is
ℓt(τ) ≡ (id⊗ χ)∆R(τ) = χ ∗ τ ℓt : Γ
⊗n −→ Γ⊗n .
For example:
ℓt(a) = t(a), a ∈ A, (6.7)
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ℓti(ω
j) = (id⊗ χi)∆R(ω
j) = ωkχi(Mk
j) = C jki ω
k, (6.8)
the classical limit being evident.
The quantum Lie derivative has properties analogous to that of the ordinary Lie
derivative:
i) it is linear in τ :
ℓt(λτ + τ
′) = λℓt(τ) + ℓt(τ
′); (6.9)
ii) it is linear in t:
ℓλt+t′ = λℓt + ℓt′ , λ ∈ C. (6.10)
By virtue of this last property we can just study ℓti , where {ti} is a basis of invΞ.
Theorem
The following relation holds:
ℓti(τ ⊗ τ
′) = ℓtj (τ)⊗ f
j
i ∗ τ
′ + τ ⊗ ℓti(τ
′) (6.11)
Proof
ℓti(τ ⊗ τ
′) =
= (id⊗ χi)∆R(τ ⊗ τ
′)
= (id⊗ χi)(τ1 ⊗ τ
′
1 ⊗ τ2τ
′
2)
= (τ1 ⊗ τ
′
1)χi(τ2τ
′
2) = (τ1 ⊗ τ
′
1)[χj(τ2)f
j
i (τ
′
2) + ε(τ2)χi(τ
′
2)]
= τ1χj(τ2)⊗ τ
′
1f
j
i (τ
′
2) + τ1ε(τ2)⊗ τ
′
1χi(τ
′
2)
= ℓtj (τ)⊗ (id⊗ f
j
i ) ∗ τ
′ + τ ⊗ ℓti(τ
′)
[remember that χj(a) and f
j
i(a) are C numbers]. The same argument leads to:
ℓti(aω
j) = ℓtk(a)(f
k
i ∗ ω
j) + aℓti(ω
j) (6.12)
ℓti(ω
ja) = ℓtk(ω
j)(fki ∗ a) + ω
jℓti(a). (6.13)
The classical limit of (6.11) is easy to recover if we remember that ε ∗ τ = τ .
Formulas (6.11), (6.7) and (6.8) uniquely define the quantum ℓt, which reduces, for
q → 1 , to the classical Lie derivative.
Theorem:
The Lie derivative commutes with the exterior derivative:
ℓti(dϑ) = d(ℓtiϑ), ϑ : generic form. (6.14)
Proof:
ℓti(dϑ) = (id⊗ χi)∆R(dϑ) = (id⊗ χi)(d⊗ id))∆R(ϑ) =
(d⊗ χi)∆R(ϑ) = dϑ1 χi(ϑ2)︸ ︷︷ ︸
∈C
= d[ϑ1χi(ϑ2)] = d(ℓtiϑ),
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where in the second equality we have used property (4.76).
Theorem:
The Lie derivative commutes with the left and right actions ∆L and ∆R:
(id⊗ ℓt)∆L(θ) = ∆L(ℓtθ) (6.15)
(id⊗ ℓt)∆R(θ) = ∆R(ℓtθ), θ ∈ Γ
⊗n. (6.16)
The proof is easy and relies on the fact that left and right actions commute, cf. eq.
(4.19). In the classical limit, eq. (6.15) becomes :
ℓt(L
∗
xθ) = L
∗
x(ℓtθ). (6.17)
Note 3: It is not difficult to prove the associativity of the generalized ∗ product,
for example that (χ ∗ χ′) ∗ τ = χ ∗ (χ′ ∗ τ). From this property it follows that the
q-Lie derivative is a representation of the q-Lie algebra:
[ℓt, ℓt′](τ) = ℓ[t,t′](τ),
where [ℓt, ℓt′ ](τ) ≡ [χ, χ
′] ∗ τ .
We now come to the construction of the contraction operator it along the left-
invariant vector field t.
Definition
The operator it is characterized by:
α) iti(a) = 0 a ∈ A
β) iti(ω
j) = δji I
γ) iti(ω
i1 ∧ . . . ωin) = itj (ω
i1)f j i ∗ (ω
i2 ∧ . . . ωin)− ωi1 ∧ iti(ω
i2 ∧ . . . ωin)
δ) iti(aϑ+ ϑ
′) = aiti(ϑ) + iti(ϑ
′) ϑ, ϑ′ generic forms
ε) iλiti = λ
iiti λ
i ∈ C
These relations uniquely define it, and its existence is ensured by the unicity
of the expansion of a generic n-form on a basis of left-invariant 1-forms : ϑ =
ai1i2...inω
i1 ∧ . . . ωin.
Relation δ) expresses the A-linearity of iti (not just the C-linearity).
Relation γ) in the commutative limit reduces to the analog property of the classical
contraction. This relation can be generalized by substituting ⊗ to ∧.
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Theorem:
With the above-defined contraction operator it, the Lie derivative can be ex-
pressed as:
ℓti = itid+ diti . (6.18)
A proof of this theorem is given in Appendix B, together with the proof of the
property
iti(ω
i1 ∧ . . . ωin) = itj (ω
i1 ∧ . . . ωis) ∧ f j i ∗ (ω
is+1 ∧ . . . ωin)
+(−1)sωi1 ∧ . . . ωis ∧ iti(ω
is+1 ∧ . . . ωin), (6.19)
where s and n are integers such that 1 ≤ s < n.
By induction on n one can also prove that
(id⊗ it)∆L = ∆Lit (6.20)
holds on any n-form. This formula q-generalizes the classical commutativity of it
with the left action ∆L, when t is a left- invariant vector field.
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7 Softening the quantum group
As in the classical case, we may consider the softening of the q-group structure.
The idea is to allow the right-hand side of the Cartan-Maurer equations (4.92) to
be nonvanishing, i.e. to consider “deformations” µi of ωi that are no longer left-
invariant. The amount of “deformation” is measured, as in the classical case, by a
q-curvature two-form Ri:
Ri = dµi + C ijk µ
j ∧ µk (7.1)
For this definition to be consistent with d2 = 0, the following q-Bianchi identities
must hold:
dRi − C ijk R
j ∧ µk + C ijk µ
j ∧Rk = 0; (7.2)
these are easily obtained by taking the exterior derivative of (7.1) and using the
q-Jacobi identities for the C structure constants given in (4.95).
The bimodule structure of the deformed Γ is assumed to be unchanged, i.e.
the commutations between elements of A and elements of the deformed Γ are un-
changed. Also, the definition (4.65) for the wedge product is still kept unaltered,
so that the commutations between the µi are identical to those for the ωi given in
(5.37):
µi ∧ µj = −Z ij klµ
k ∧ µl, (7.3)
with Z given by (5.38). Note that by taking the exterior derivative of (7.3) we can
infer the commutations of Ri with µj:
Ri ∧ µj − µi ∧ Rj = −Z ij kl(R
k ∧ µl − µk ∧ Rl). (7.4)
Indeed the terms trilinear in µ that arise after using dµ = R−Cµµ do cancel, since
they cancel in the case Ri = 0, and the wedge products are unaltered.
In the constructive procedure of Section 5, we have defined the exterior derivative
to act as:
da =
1
λ
[τa− aτ ] (7.5)
dθ =
1
λ
[τ ∧ θ − (−1)kθ ∧ τ ] (7.6)
with θ ∈ Γk. It is now clear that eq. (7.6) must be modified. Indeed this equation,
with τ = µ bb , leads to the Cartan-Maurer equations (5.56), since the commutations
between the µi just mimic those between the left-invariant ωi. Then we define the
exterior differential as:
da =
1
λ
[sa− as] (7.7)
dθ =
1
λ
[s ∧ θ − (−1)kθ ∧ s], (7.8)
with
s = τ + φ. (7.9)
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It is not difficult to see that this d still satisfies the usual properties of the exterior
derivative, provided
s ∧ s = 0, (7.10)
and that it can be extended over the whole “soft” exterior algebra in the same way
as in the undeformed case.
From s ∧ s = 0 we find:
τ ∧ φ+ φ ∧ τ + φ ∧ φ = 0 (7.11)
since τ ∧ τ = 0 still holds. It is easy to compute the curvatures, as defined in (7.1),
in terms of φ:
Ri =
1
λ
[s ∧ µi + µi ∧ s] + C ijk µ
j ∧ µk =
1
λ
[φ ∧ µi + µi ∧ φ]. (7.12)
where the last equality is due to the fact that if s = τ the Cartan-Maurer equations
hold (⇒ Ri = 0). Similarly we find the curvature of τ :
R(τ) =
1
λ
[φ ∧ τ + τ ∧ φ] = −
1
λ
[φ ∧ φ], (7.13)
the last equality being due to (7.11).
A more detailed discussion on the differential calculus corresponding to this
“soft” exterior derivative will be given in a later publication. Here we mention that
the soft calculus allows the definition of quantum “diffeomorphisms”:
δtµ
k ≡ ℓtµ
k = (itd+ dit)µ
k = (∇t)k + itR
k, (7.14)
where ∇ is the quantum covariant derivative whose definition can be read off the
Bianchi identities (7.2) ∇Rk = 0. The construction of an action, invariant under
these diffeomorphisms, proceeds as in the classical case. We refer to [6, 9] for some
preliminary applications of this formalism to the construction of q-gravity and q-
gauge theories.
35
A The derivation of two equations
In this Appendix we derive the two equations (4.100) and (4.102). Consider the
exterior derivative of eq. (4.30):
d(ωia) = d[(f i j ∗ a)ω
j]. (A.1)
The left-hand side is equal to:
d(ωia) =
= dωi ∧ a− ωi ∧ da = −C ijk ω
j ⊗ ωka− ωi ∧ (χj ∗ a)ω
j =
= −C ijk ω
j ⊗ ωka− (f i s ∗ χj ∗ a)ω
s ∧ ωj =
= −C ijk (f
j
p ∗ f
k
q ∗ a)ω
p ⊗ ωq − (f i s ∗ χj ∗ a)(ω
s ⊗ ωj − Λsj pqω
p ⊗ ωq) =
= [(−C ijk f
j
pf
k
q − f
i
pχq + Λ
sj
pqf
i
sχj) ∗ a](ω
p ⊗ ωq) (A.2)
The right-hand side reads:
d[(f i j ∗ a)ω
j] =
= d(f i j ∗ a)ω
j + (f i j ∗ a)dω
j =
= (χk ∗ f
i
j ∗ a)ω
k ∧ ωj − (f i j ∗ a)C
j
pq ω
p ⊗ ωq =
= (χk ∗ f
i
j ∗ a)(ω
k ⊗ ωj − Λkj pqω
p ⊗ ωq)− (f i j ∗ a)C
j
pq ω
p ⊗ ωq =
= [(χpf
i
q − Λ
kj
pqχkf
i
j −C
j
pq f
i
j) ∗ a](ω
p ⊗ ωq), (A.3)
so that we deduce the equation
−C ijk f
j
pf
k
q − f
i
pχq + Λ
sj
pqf
i
sχj =
= χpf
i
q − Λ
kj
pqχkf
i
j −C
j
pq f
i
j . (A.4)
We now need two lemmas.
Lemma 1
fn l ∗ aθ = (f
n
r ∗ a)(f
r
l ∗ θ), a ∈ A, θ ∈ Γ
⊗n. (A.5)
Proof:
fn l ∗ aθ =
(id⊗ fn l)∆(a)∆R(θ) = a1θ1f
n
l(a2θ2) =
a1θ1f
n
r(a2)f
r
l(θ2) = a1f
n
r(a2)θ1f
r
l(θ2) =
(fn r ∗ a)θ1f
r
l(θ2) = (f
n
r ∗ a)(f
r
l ∗ θ). (A.6)
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Lemma 2
f r l ∗ ω
j = Λrj klω
k. (A.7)
Proof:
f r l ∗ ω
j =
(id⊗ f r l)∆R(ω
j) = (id⊗ f r l)[ω
k ⊗M jk ] =
= ωkf r l(M
j
k ) = Λ
rj
kl. (A.8)
Consider now eq. (4.99) with h = fn l:
d(fn l ∗ a) = f
n
l ∗ da. (A.9)
The first member is equal to (χk ∗ f
n
l ∗ a)ω
k, while the second member is:
fn l ∗ da = f
n
l ∗ [(χj ∗ a)ω
j] = (fn r ∗ χj ∗ a)(f
r
l ∗ ω
j)
= (fn r ∗ χj ∗ a)(Λ
rj
klω
k) (A.10)
We have used here the two lemmas (A.5) and (A.7). Therefore the following equa-
tion holds:
χk ∗ f
n
l = Λ
rj
kl f
n
r ∗ χj , (A.11)
which is just eq. (4.100). Equation (4.102) is obtained simply by subtracting (A.11)
from eq. (A.4).
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B Two theorems on it and ℓt
Theorem
The contraction operator it satisfies:
∀ n, ∀ s : 1 ≤ s < n,
iti(ω
i1 ∧ ωi2 ∧ . . . ωin) = itj (ω
i1 ∧ ωi2 ∧ . . . ωis) ∧ f j i ∗ (ω
is+1 ∧ . . . ωin)
+(−1)sωi1 ∧ . . . ωis ∧ iti(ω
is+1 ∧ . . . ωin).
(B.1)
Proof
For all n, when s = 1 (B.1) is just property γ) of the definition of iti (see Section
6). We prove the theorem by induction on s. Suppose that (B.1) be true for s− 1;
then it is true for s. Indeed :
iti(ω
i1 ∧ . . . ωin) =
= itj (ω
i1 ∧ . . . ωis−1) ∧ f j i ∗ (ω
is ∧ . . . ωin)+
+(−1)s−1ωi1 ∧ . . . ωisp−1 ∧ iti(ω
is ∧ . . . ωin) =
= itj (ω
i1 ∧ . . . ωis−1) ∧ f j k ∗ ω
is ∧ fk i ∗ (ω
is+1 ∧ . . . ωin)+
+(−1)s−1ωi1 ∧ . . . ωis−1 ∧ itj (ω
is)f j i ∗ (ω
is+1 ∧ . . . ωin)+
−(−1)s−1ωi1 ∧ . . . ωis−1 ∧ ωis ∧ iti(ω
is+1 ∧ . . . ωin) =
= [itj (ω
i1 ∧ . . . ωis−1) ∧ f j k ∗ ω
is+
+(−1)s−1ωi1 ∧ . . . ωis−1 ∧ itk(ω
is)] ∧ fk i ∗ (ω
is+1 ∧ . . . ωin)+
+(−1)sωi1 ∧ . . . ωis ∧ iti(ω
is+1 ∧ . . . ωin) =
= itk(ω
i1 ∧ . . . ωis−1 ∧ ωis) ∧ fk i ∗ (ω
is+1 ∧ . . . ωin)+
+(−1)sωi1 ∧ . . . ωis ∧ iti(ω
is+1 ∧ . . . ωin);
in the last equality we have used the inductive hypothesis.
We can conclude that (B.1) is true for all s : 1 ≤ s < n. Q.E.D.
Remembering the A-linearity of iti the subsequent generalization is straightfor-
ward :
ita(ai1...inω
i1 ∧ . . . ωin) = itj (ai1...inω
i1 ∧ . . . ωis) ∧ f j i ∗ (ω
is+1 ∧ . . . ωin)+
+(−1)sai1...inω
i1 ∧ . . . ωis ∧ iti(ω
is+1 ∧ . . . ωin)
with ai1...in ∈ A.
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Theorem
ℓti = itid+ diti
that is
∀ ai1...inω
i1 ∧ . . . ωin ∈ Γ∧n,
ℓti(ai1...inω
i1 ∧ . . . ωin) = (itid+ diti)(ai1...inω
i1 ∧ . . . ωin). (B.2)
We will show this theorem by induction on the integer n. To do this, we need
the following:
Lemma
If n = 1, the theorem is true, i.e.
ℓti(bkω
k) = (itid+ diti)(bkω
k). (B.3)
First we show that:
ℓti(ω
k) = (itid+ diti)ω
k. (B.4)
We already know that ℓti(ω
k) = ωjC kji . The right-hand side of (B.4) yields:
(itid+ diti)(ω
k) = itidω
k + d(itiω
k) =
= −Cnj
kiti(ω
n ∧ ωj) =
= −Cnj
k
(
fni ∗ ω
j − ωnδji
)
=
= −Cnj
k
[
(id⊗ fni)∆R(ω
j)− δjiω
n
]
=
= −Cnj
k
[
(id⊗ fni)
(
ωℓ ⊗M ℓ
j
)
− δjiω
n
]
=
= −Cnj
k
[
ωℓΛnj ℓi − δ
j
iω
n
]
=
= +Cnj
k
[
δnℓ δ
j
i − Λ
nj
ℓi
]
ωℓ =
= C kℓi ω
ℓ
and (B.4) is thus proved.
The right-hand side of (B.3) gives:
(itid+ diti)(bkω
k) = iti
(
dbk ∧ ω
k + bkdω
k
)
+ d
(
bkiti(ω
k)
)
=
= itj (dbk)f
j
i ∗ ω
k − (dbk)iti(ω
k)+
+bkiti(dω
k) + (dbk)iti(ω
k) =
= itj ((χn ∗ bk)ω
n)f j i ∗ ω
k + bkiti(dω
k) =
= (χn ∗ bk)δ
n
j f
j
i ∗ ω
k + bk(itid+ diti)ω
k =
= (χn ∗ bk)f
n
i ∗ ω
k + bkℓti(ω
k) =
= ℓtn(bk)f
n
i ∗ ω
k + bkℓti(ω
k) =
= ℓti(bkω
k),
and the lemma is proved. We now finally prove the theorem.
Let us suppose it to be true for a (n− 1)-form:
ℓta(ai2...inω
i2 ∧ . . . ωin) = (itid+ diti)(ai2...inω
i2 ∧ . . . ωin). (B.5)
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Then it holds also for an n-form. Indeed, the left-hand side of (B.2) yields
ℓti(ai1...inω
i1 ∧ . . . ωin) =
= ℓtj (ai1...inω
i1) ∧ f ji ∗ (ω
i2 ∧ . . . ωin) + ai1...inω
i1 ∧ ℓti(ω
i2 ∧ . . . ωin)
while the right-hand side of (B.2) is given by :
(itid+ diti)(ai1...inω
i1 ∧ . . . ωin) =
= iti [d(ai1...inω
i1) ∧ ωi2 ∧ . . . ωin − (ai1...inω
i1) ∧ d(ωi2 ∧ . . . ωin)] +
d[itj (ai1...inω
i1)f ji ∗ (ω
i2 ∧ . . . ωin)− (ai1...inω
i1) ∧ iti(ω
i2 ∧ . . . ωin)] =
= itj (dai1...inω
i1) ∧ f ji ∗ (ω
i2 ∧ . . . ωin) + d(ai1...inω
i1) ∧ iti(ω
i2 ∧ . . . ωin) +
−itj (ai1...inω
i1)f ji ∗ d(ω
i2 ∧ . . . ωin) + ai1...inω
i1 ∧ itid(ω
i2 ∧ . . . ωin) +
+ditj (ai1...inω
i1)f ji ∗ (ω
i2 ∧ . . . ωin) + itj (ai1...inω
i1) ∧ f ji ∗ d(ω
i2 ∧ . . . ωin) +
−d(ai1...inω
i1) ∧ iti(ω
i2 ∧ . . . ωin) + ai1...inω
i1 ∧ diti(ω
i2 ∧ . . . ωin) =
= [(itjd+ ditj )(ai1...inω
i1)] ∧ f ji ∗ (ω
i2 ∧ . . . ωin) +
+ai1...inω
i1(itid+ diti)(ω
i2 ∧ . . . ωin) =
= ℓtj (ai1...inω
i1) ∧ f ji ∗ (ω
i2 ∧ . . . ωin) + ai1...inω
i1 ∧ ℓti(ω
i2 ∧ . . . ωin)
and the theorem is proved.
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C A collection of formulas
We list here some useful formulas. Most have been derived in the paper, or are
particular cases of those.
dωi = −C ijk ω
j ∧ ωk = −C ijk ω
j ⊗ ωk
C ijk = (χj ∗ χk)(x
i), C ijk = [χj , χk](x
i) = χk(M
i
j )
f i j(M
k
l ) = Λ
ik
lj
χi(ab) = χj(a)f
j
i(b) + ε(a)χi(b)
xj ∈ A : χi(x
j) = δji ε(x
j) = 0
χi(x
jb) = f j i(b)
(χi ∗ ab) = (χj ∗ a)(f
j
i ∗ b) + a(χi ∗ b)
χi ∗ ω
j = C jki ω
k, f i j ∗ ω
k = Λik ljω
l
χi ∗M
j
k = C
j
li M
l
k , f
i
j ∗M
l
k = Λ
il
mjM
m
k
χi ∗ (aθ) = (χj ∗ a)(f
j
i ∗ θ) + a(χi ∗ θ)
χi ∗ (θa) = (χj ∗ θ)(f
j
i ∗ a) + θ(χi ∗ a)
f i j ∗ (aθ) = (f
i
k ∗ a)(f
k
j ∗ θ)
f i j ∗ (θa) = (f
i
k ∗ θ)(f
k
j ∗ a)
ℓti(τ ⊗ τ
′) = ℓtj (τ)⊗ f
j
i ∗ τ
′ + τ ⊗ ℓti(τ
′)
M
j
i (a ∗ f
i
k) = (f
j
i ∗ a)M
i
k
[χi, χj] = C
k
ij χk
[[χr, χi], χj]− Λ
kl
ij[[χr, χk], χl] = [χr, [χi, χj ]]
∆′(χi) = χj ⊗ f
j
i + ε⊗ χi, ε
′(χi) = 0
C imn f
m
jf
n
k + f
i
jχk = Λ
pq
jkχpf
i
q +C
l
jk f
i
l
χkf
n
l = Λ
ij
klf
n
iχj
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Λnmijf
i
pf
j
q = f
n
if
m
jΛ
ij
pq
∆′(f i j) = f
i
k ⊗ f
k
j , ε
′(f i j) = δ
i
j
κ′(f i l)f
l
j = f
i
lκ
′(f l j) = δ
i
jε, κ
′−1(f l i)f
j
l = f
l
iκ
′−1(f j l) = δ
i
jε
M
j
i M
q
r Λ
ir
pk = Λ
jq
riM
r
p M
i
k
∆(M ji ) =M
k
i ⊗M
j
k , ε(M
j
i ) = δ
i
j
κ(M ji )(M
l
j ) = M
j
i κ(M
l
j ) = δ
l
iI, κ
−1(M lj )(M
j
i ) =M
l
j κ
−1(M ji ) = δ
l
iI
ℓt(dτ) = d(ℓtτ)
(id⊗ ℓt)∆L(τ) = ∆L(ℓtτ)
(id ⊗ ℓt)∆R(τ) = ∆R(ℓtτ)
iti(τ ⊗ τ
′) = itj (τ)⊗ f
j
i(τ
′) + τ ⊗ iti(τ
′)
iti(τ ∧ τ
′) = itj (τ) ∧ f
j
i(τ
′) + τ ∧ iti(τ
′)
(id⊗ it)∆L = ∆Lit
ℓt(θ) = [itd+ dit](θ)
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