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Abstract—This paper proposes a model-based fault diagnosis
approach for wind turbines and its application to a realistic wind
turbine fault diagnosis benchmark. The proposed fault diagnosis
approach combines the use of analytical redundancy relations
(ARRs) and interval observers. Interval observers consider an
unknown but bounded description of the model parametric
uncertainty and noise using the the so-called set-membership
approach. This approach leads to formulate the fault detection
test by means of checking if the measurements fall inside the
estimated output interval, obtained from the mathematical model
of the wind turbine and noise/parameter uncertainty bounds.
Fault isolation is based on considering a set of ARRs obtained
from structural analysis of the wind turbine model and a
fault signature matrix that considers the relation of ARRs and
faults. The proposed fault diagnosis approach has been validated
on a 5MW wind turbine using the NREL FAST simulator.
The obtained results are presented and compared with other
approaches proposed in the literature.
Index Terms—Analytical redundant relations, interval-based
observers, model-based fault diagnosis, wind turbines.
I. INTRODUCTION
Wind turbines have become an important source of renew-
able power generation in the last years. A major issue with
wind turbines systems specially those located offshore, is the
relatively high cost of operation and maintenance (OM). Also,
poor reliability directly reduces availability of wind power due
to the turbine downtime [1].
Fault diagnosis (FD) and fault tolerant control (FTC) of
wind turbines is an important issue in order to decrease
the operation and maintenance costs and increase penetration
into electrical grids because the enhanced reliability those
techniques can provide. However, the complexity of large
modern wind turbines makes difficult to transfer advanced FD
and FTC methods from the theory to application.
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As discussed in [2], in the wind turbine industry, Con-
dition Monitoring Systems (CMS) are commonly used for
early detection of faults in order to minimize downtime and
maximize productivity. CMS comprises a set of sensors and
signal processing equipment/algorithms that provide continu-
ous indications of component (and, consequently wind turbine)
condition. There have been a few literature reviews on wind
turbine condition monitoring such as [2].
As the wind energy have gained increasing attention from
industries and academia since 2006, many new research works
have been reported towards integrating advanced fault diagno-
sis algorithms in the CMS. Currently, most of the CMS in wind
turbines are data-based and utilize e.g. vibration and acoustic
emission measurements [3], frequency domain analysis [4],
time domain analysis [5] and support vector machines [6].
Only recently, some work has been done on model-based
fault diagnosis in wind turbines. For example, an observer
based scheme to detect sensor faults in the pitch system was
presented in [7] and a parity equations based scheme for fault
detection in wind turbines was proposed in [8].
Some of the wind turbine components are more likely to
fail or have a higher cost than others, and because of this
reason many works found in the literature are focused in some
of the components rather than others. Some works for the
following components were found in the literature: gearbox
[5] [9], bearings [10], pitch system [11] and electrical system
[8, 12, 13, 14, 15, 16].
The main contribution of this paper is to propose a model-
based fault diagnosis approach for wind turbines and its
application to a realistic wind turbine FD and FTC benchmark
proposed in [17]. The proposed fault diagnosis approach com-
bines the use of analytical redundancy relations (ARRs) and
interval observers. Interval observers consider an unknown but
bounded description of the model parametric uncertainty and
noise using the so-called set-membership approach [18]. This
approach leads to formulate the fault detection test by means
of checking if the measurements fall inside the estimated
output interval, obtained from the mathematical model of the
wind turbine and noise/parameter uncertainty bounds. Fault
isolation is based on considering a set of ARRs obtained
from structural analysis of the wind turbine model and a
fault signature matrix that considers the relation of ARRs and
faults. Finally, the proposed fault diagnosis approach has been
validated on a 5MW wind turbine using the NREL FAST
simulator. The obtained results are presented and compared
with other approaches proposed in the literature.
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The structure of the paper is the following: In Section II,
an overview of the wind turbine benchmark is presented.
Section III presents the ARRs obtained from the available
measurements and the considered FD wind turbine models
using the structural analysis. Section IV presents the fault
detection scheme based on interval models and how parametric
uncertainty is estimated. The fault diagnosis scheme is pre-
sented in Section V. The results obtained with the proposed
approach applied to the advance wind turbine benchmark are
summarized in Section VI and in Section VII are compared
with other approaches reported in the literature. Conclusions
are presented in Section VIII.
II. OVERVIEW OF THE WIND TURBINE BENCHMARK
As discussed in the introduction, the growing interest in
wind turbines, coming from both the academia and the indus-
try, motivated the proposal of a wind turbine benchmark for
FD and FTC, containing the most common faults reported in
practice (see [19]). This benchmark was based on a realistic
generic three blade horizontal variable speed wind turbine with
a full converter coupling. In the Spring of 2010, kk-electronic
together with other partners (MathWorks and Aalborg Univer-
sity) released an international competition on Fault Detection
and Isolation (FDI) in Wind Turbines based on this benchmark
model of the wind turbine. The competition consisted on
finding the best schemes to diagnose and handle the different
faults proposed and the results were presented in [19].
After the announcement of results of the first benchmark, a
second challenge was presented in [17] that differs from the
previous challenge in the wind turbine model that is modeled
using the aeroelastic FAST simulator. This simulator is able
to consider the wind turbine flexible modes that are present
in practice making FD more difficult when simple models
neglecting these modes are used, as was the case in [19].
FAST simulator is designed and developed by U.S. National
Renewable Energy Laboratory (NREL) [20], and is widely
used in academia and industry making the FD results obtained
more relevant regarding the real application. The simulator
also has been certified after performing a comparative analysis
with two different wind turbines and showing good results1.
This second benchmark will be the one considered in this
paper.
The benchmark wind turbine FAST model is based on a
5 MW three bladed variable speed wind turbine developed
by NREL for scientific research2. This model has been used
to establish the reference specifications for a number of
research projects supported by the U.S. DOEs Wind and
Hydropower Technologies Program, the integrated European
Union UpWind research program and the International Energy
Agency (IEA). The NREL 5 MW model has been used as a
reference by many research teams throughout the world, to
standardize baseline offshore wind turbine specifications and
to quantify the benefits of advanced land and sea-based wind
energy technologies. The turbine’s hub height is 89.6 m and
the rotor radius is 63 m. The rated rotor speed is 12.1 rpm
1https://nwtc.nrel.gov/SimulatorCertification
2http://www.nrel.gov/docs/fy09osti/38060.pdf
Fig. 1. Subsystems models interaction of the wind turbine system model.
while the generator speed is 1200 rpm. The simulator also
includes baseline controllers that allow to control the three
pitch angles, generator and converter torques and yaw position.
Different measurements are available from sensors as well
as the control references. Table I shows the different sensors
provided in the benchmark model with the measurement noise
modeled as a Gaussian white noise and considering a sampling
period of Ts = 0.0125 s.
TABLE I
BENCHMARK AVAILABLE SENSORS
Sensor Type Symbol Unit Noise
Anemometer υw,m m/s 0.0071
Rotor Speed ωr,m rad/s 10−4
Generator Speed ωg,m rad/s 2 · 10−4
Generator Torque Tg,m Nm 0.9
Generated Electrical Power Pg,m W 10
Pitch angle of ith Blade βi,m deg 1.5 · 10−3
Blade root moment ith blade MB,i,m Nm 103
Azimuth angle low speed side φm rad 10−3
Yaw error Ξe,m deg 5 · 10−2
Tower top acceleration (x, y directions)
[
x¨x,m
y¨y,m
]
m/s2 5 · 10−4
A brief description of the wind turbine subsystems, illus-
trated in Figure 1, is presented below:
• Drive Train connects the low-speed shaft to the high-
speed shaft increasing the rotational speed to a level
required by the generator to produce electric energy.
• Generator/converter converts rotational energy into
electric energy and adequate the electricity produced to
the network.
• Pitch system is in charge of the blade pitching and it
is used to maximize the efficiency in low winds. In high
winds, it is used to control the aerodynamic torque and
thereby control the rotor speed and tower blade loads.
• Tower supports the nacelle and the rotor. Since the wind
speed increases with the height, a taller tower generally
enables a wind turbine to generate more electric energy.
• Aerodynamics describes the transfer from the wind en-
ergy to rotational energy produced by the rotor.
Figure 2 presents a block diagram of the wind turbine
simulation model, provided with the benchmark, including the
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feedback loops corresponding to the pitch, yaw and torque
variables. In this figure, it also appears the components which
are affected by the set of faults and the fault diagnosis block
that will be designed in this paper.
Fig. 2. Block diagram of wind turbine simulation model
The wind turbine benchmark defines a set of ten fault
scenarios mainly introduced in sensors and actuators (see Fault
Generator in Figure 2). The types of faults are offsets, scaling,
stuck, changes in the system dynamics and bit errors, as shown
in Table II. These faults are motivated by research in both
public domain and proprietary sources [17].
TABLE II
FAULT SCENARIOS
No. Faults Type
f1 Blade root bending moment sensor Scaling
f2 Accelerometer Offset
f3 Generator speed sensor Scaling
f4 Pitch angle sensor Stuck
f5 Generator power sensor Scaling
f6 Low speed shaft position encoder Bit error
f7 Pitch actuator Abrupt
f8 Pitch actuator Slow
f9 Torque offset Offset
f10 Yaw drive Stuck drive
III. ARR GENERATION
The design of the fault diagnosis system is based on deriving
a set of ARRs by combining the model equations (associated
to the subsystems presented in previous section) with the
available sensors. This is the standard procedure to design
a fault diagnosis system using model based approaches (for
more details see [21]). Some of the model equations come
directly from the benchmark model while the remaining are
obtained using data-based techniques.
ARRs are defined as relations between known variables and
can be derived combining the measurement model (known
variables) with the system model (unknown variables). Com-
bining the model equations with the available sensors (see
Table I) described in the wind turbine benchmark [17], by
means of the structural analysis approach and perfect matching
algorithm [21], the resulting set of ARRs is presented in the
following.
A. Power System ARRs
The generator and converter dynamics is modeled as in the
benchmark [19] by a first-order model
Tg(s)
Tg,ref (s)
=
1
τg s+ 1
(1)
where Tg,ref is the reference for the generator torque Tg and
τg is the time constant of the first order model.
The power produced by the generator is given by
Pg(t) = ηgωg(t)Tg(t) (2)
where Pg(t) is the power produced by the generator and ηg
is the efficiency of the generator.
ARR 1 is obtained directly from the power equation pre-
sented in (2)
Pg,m(t) = ηgωg,m(t)Tg,m(t) (3)
since the power generated Pg,m(t), the generator speed
ωg,m(t) and the generator torque Tg,m(t) are all measured
variables.
ARR 2 is obtained from the generator/converter model
described in (1) as follows
τg
dTg,m(t)
dt
+ Tg,m(t) = Tg,ref (t) (4)
B. Blade Root Moment ARRs
The modeling of the aerodynamics forces affecting the
blades of the rotor is not an easy task. In the first attempts
to model the blade root moment (BRM) dynamics, the model
proposed in [22] was considered.
MB,j(t) = k1
(
υr(t)− dy(t)dt + 9Rb8H dy(t)dt sin(ψj(t))
)
+k2βj(t)
(5)
where MB,j(t) and βj are the blade root moment and pitch
angle of blade j, ψj(t) is the azimuth angle of blade j, vr(t)
is the wind speed, dy(t)dt is the translation speed of the nacelle
from its equilibrium position, Rb is the distance from the hub
to the point where the thrust acts on the blade and H is the
hub height.
However, during the simulation tests performed with the
benchmark based on the FAST simulator, some problems were
found with this model and the behavior did not correspond to
the one observed in the simulations. After analyzing the blade
root moment behavior and considering the influence of the
wind speed and blades pitch angle on this variable, an exper-
imental model was proposed to be used. This experimental
model is based on the mean values of the blade root moment
and pitch angle signals in steady state to filter the flexible
modes. Several tests with different constant wind speeds
ranging from 12 m/s to 30 m/s were performed obtaining
different pitch angle values. Then, a relation between the
different pitch angles and the mean value of the blade root
moment in steady state was found. As it can be seen in Figure
3, first, second and third order polynomials were considered
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Fig. 3. Estimated Blade Root Moments models
to represent the mean blade root moment as function of the
pitch angle.
Finally, the proposed model for the blade root moment
dynamics was the third order blade root moment mean model
M¯B,j,m(t) = a3βj,m(t)
3 + a2βj,m(t)
2 + a1βj,m(t) + a0 (6)
where: M¯B,j(t) is the mean blade root moment and βj is the
pitch angle on blade j. The values of the coefficients ai for
blade root moment mean models for each blade, corresponding
to experiments of winds higher than 12 m/s, are shown in Table
III.
TABLE III
BLADE ROOT MOMENT MEAN MODEL COEFFICIENTS
Mean BRM model a3 a2 a1 a0
M¯B,1(t) -0.0778 9.3204 -469.4313 96482
M¯B,2(t) -0.0777 9.3159 -469.3210 99720
M¯B,3(t) -0.0776 9.3228 -469.6690 96495
Thus, ARRs 3, 4 and 5 are obtained from the blade root
moment model (6).
C. Pitch System ARRs
The hydraulic pitch system is modeled as a closed loop
second order transfer function between the pitch angle β and
its reference βr
β(s)
βr(s)
=
ω2n
s2 + 2ζωns+ ω2n
(7)
This model is the same used in [19].
ARRs 6, 7 and 8 are obtained from the pitch subsystems
derived directly from the model (7)
d2βj,m(t)
dt2
+ 2ζωn
dβj,m(t)
dt
+ ω2nβj,m(t) = ω
2
nβref (t) (8)
D. Drive Train ARRs
The drive train is modeled by a two mass and two shafts
model that can be presented in input/output form as follows:

ω˙r(t) +
1
Jr
(Bdt +Br)ωr(t) +
Kdt
Jr
θ∆(t) =
Bdt
JrNg
ωg(t)
+ 1Jr Ta(t)
ω˙g(t) +
1
Jg
(
Bdt
N2g
+
Bg
Jg
)
ωg(t)− KdtNgJg θ∆(t) =
Bdt
JgNg
ωr(t)− 1Jg Tg(t)
(9)
where: Br and Jr are respectively the viscous friction and the
moment of inertia of the low-speed shaft, Bg and Jg are the
viscous friction and the moment of inertia of the high-speed
shaft, Bdt is the torsion damping coefficient of the drive train,
Kdt is the torsion stiffness of the drive train, Ng is the gearbox
ratio, Tg(t) is the generator torque, Ta(t) is the aerodynamic
torque applied to the rotor, ωg(t) and ωr(t) are the generator
and rotor speed, respectively and θ∆(t) is the torsion angle of
the drive train.
From the drive train model (9), the following relations can
be established in steady state that filter the flexible modes.
First, a relation between ωg(t) and Tg(t) can be established
as follows
Bgωg(t) = −Tg(t) +K (10)
where the constant K is the torsion angle in steady state. In a
similar way, a relation between ωg(t) and ωr(t) through Ng
can also be derived
ωg(t) = Ngωr(t) (11)
The aerodynamic torque is modeled as in [23]
Ta(t) =
1
2ωr(t)
ρAv3r(t)Cp (λ(t), β(t)) (12)
where: Cp (λ(t), β(t)) is the power coefficient, β(t) is the
pitch angle, λ(t) is the tip-speed ratio, A is the rotor swept
area, vr(t) is the wind speed and ρ is the air density, which
is assumed to be constant.
ARR 9 and ARR 10 were derived from equations (11) and
(10), as follows
Bgωg,m(t) = −Tg,m(t) +K (13)
ωr,m(t)− 1
Ng
ωg,m(t) = 0 (14)
Using the input/output equations of the drive train model
presented in equation (9), with the dynamics of the torsion
angle neglected because there is no sensor available for this
variable in the benchmark, ARR 11 (eq. 15) and ARR 12 (eq.
16) are obtained
f1 (ω˙r,m(t), ωr,m(t), Ta∗(t), Tg,m(t)) = 0 (15)
f2 (ω˙g,m(t), ωg,m(t), Ta∗(t), Tg,m(t)) = 0 (16)
where the aerodynamic torque Ta∗(t) can be computed by the
following expression
Ta∗(t) = f (ωr,m(t), vm(t), βm(t)) (17)
The rotor speed ωr,m(t) and the azimuth angle φm(t) of
the low speed shaft are both known variables. Therefore, the
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ARR 13 derived from (18) can be proposed as a relation
between rotor speed and the derivative of the low speed shaft
angle dφm(t)dt
ωr,m(t) =
dφm(t)
dt
(18)
E. Yaw System ARRs
ARR 14 is derived from the yaw controller model proposed
in [17]. The controller has the measured yaw error Ξe,m(t)
as an input and the yaw reference angular velocity ωy,r
as an output, which are both known variables. The yaw
rate is modeled as in [17] with a delay respect to the yaw
reference angular velocity. Therefore, the following ARR can
be obtained:
f(Ξe,m(t), ωy,r(t)) = 0 (19)
F. Tower System ARRs
Wind tower deflects because of the loads and wind tower
flexibility leading to the nacelle motion. This motion can be
characterized by means of a deflection in wind direction (fore-
aft) xt and perpendicular to wind direction (sidewards) yt.
Some models in the literature were proposed such as [22].
However, in order to perform fault diagnosis using this tower
model, a tower bottom strain gauge is needed. This sensor
is not an industrial standard in wind turbines, and therefore
is not included in the FD benchmark. To overcome the lack
of this sensor, an experimental model with the purpose of
fault diagnosis is proposed for the tower system. From the
simulation tests performed with the benchmark based on FAST
simulator, a relation between the tower top accelerations and
the blade root moments in steady state was observed. The
proposed model establishes an ARR containing the signals of
the blade root moment and tower top acceleration in the x
direction (fore-aft), which are among the benchmark available
sensors presented in Table II.
The proposed model is the following
MB,j,m(t) = at1 x¨x,m(t) + bt1 (20)
where MB,j,m(t) is the blade root moment on blade j, x¨x,m(t)
is the accelerometer in the x direction, bt1 is the mean value of
MB,j,m(t) and at1 is a parameter used to scale the acceleration
signal.
The ARRs 15, 16 and 17 are obtained from the model (20).
IV. INTERVAL MODELS
A. Motivation
The presence of flexible modes in the wind turbine (sim-
ulated with the aeroelastic FAST simulator) as discussed in
Section II and the modeling errors inherent to the approxi-
mation of some model relations as discussed in Section III
lead to the need of using a robust fault detection algorithm
able to handle uncertainty [24]. One of the most developed
families of approaches to deal with model uncertainty, called
active, is based on generating residuals, which are insensitive
to uncertainty (modeling errors and disturbances), while at
the same time sensitive to faults using some decoupling
method [24]. On the other hand, there is a second family of
approaches, called passive, which enhances the robustness of
the fault detection system at the decision-making stage using
an adaptive threshold [25].
In this paper, the uncertainty will be located in the param-
eters bounding their values by intervals using the so-called
interval models [25]. The robustness in fault detection is
achieved by means of the passive approach at the decision-
making stage using an adaptive threshold generated by con-
sidering the set of model responses obtained by varying the
uncertain parameters within their intervals.
B. Static and dynamic interval models
ARRs introduced in Section III will be used to create
residuals to detect and isolate faults. These residuals will
be generated in order to check the consistency between the
observed and the predicted process behavior. Looking at the
obtained ARRs, they can be divided in two groups: static
and dynamic. The static ARRs are: ARR1, ARR3, ARR4,
ARR5, ARR9, ARR10, ARR13 and ARR14, while the
remaining are dynamic.
The generation of residuals is straightforward in case of
static ARRs since they follow directly from the mathematical
expressions. On the other hand, in case of dynamic ARRs
several options for generating residuals are possible ranging
from parity equations to observers. In this paper, interval
observers are used because they handle in a natural way the
effect of the uncertainty by generating adaptive thresholds used
for fault detection.
The model of each dynamic ARR is rewritten in observer
canonical form as follows:
x(k + 1) = A(θ˜)x(k) +B(θ˜)u(k) (21)
y(k) = C(θ˜)x(k) + v˜(k) (22)
where u(k) ∈ Rnu is the system input, y(k) ∈ Rny is the
system output, with x(k) ∈ Rnx is the state-space vector,
v˜(k) ∈ Rny is the output noise that is assumed to be bounded
|v˜i(k)| < σi, with i = 1, . . . , ny , A(θ˜), B(θ˜), C(θ˜), are
matrices of appropriate dimensions where θ˜ ∈ Rnθ is the
parameter vector. Uncertainty in the parameters is considered
as follows
θ ∈ Θ = {θ ∈ Rnθ | θi ≤ θi ≤ θ¯i, i = 1, . . . , nθ} (23)
Then, from the dynamic ARR expressed in state space form
(21)-(22), a interval linear observer with Luenberger structure
can be derived as follows [26]:
xˆ(k + 1, θ) = (A(θ)− LC(θ)) xˆ(k, θ) +B(θ)u(k) + Ly(k)
= A0(θ)xˆ(k, θ) +B(θ)u(k) + Ly(k) (24)
yˆ(k, θ) = C(θ)xˆ(k, θ)
where xˆ(k, θ) is the estimated system state vector, yˆ(k, θ) is
the estimated system output vector and A0(θ) = A(θ)−LC(θ)
IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS 6
is the observer matrix. The observer gain matrix L ∈ Rnx×ny
is designed to stabilize the matrix A0(θ) and to guarantee a
desired performance regarding fault detection for all θ ∈ Θ
using the LMI pole placement approach [27].
The input/output form of the observer (24) is expressed as
follows:
yˆ(k, θ) = G(q−1, θ)u(k) +H(q−1, θ)y(k) (25)
with:
G(q−1, θ) = C(θ)(qI −A0(θ))−1B(θ) (26)
H(q−1, θ) = C(θ)(qI −A0(θ))−1L (27)
The effect of the uncertain parameters θ on the observer
temporal response yˆ(k, θ) will be bounded using an interval
satisfying:
yˆ(k, θ) ∈ [yˆ(k), yˆ(k)] (28)
Such interval can be computed independently for each
output i = 1, . . . , ny , neglecting couplings among outputs,
as follows:
yˆi(k) = min
θ∈Θ
yˆi(k, θ) and yˆi(k) = max
θ∈Θ
yˆi(k, θ) (29)
subject to the observer equations given by (25). The optimiza-
tion problems (29) could be solved using numerical methods as
in [28] or, more efficiently by means of the zonotope approach
presented in [29].
Finally, taking into account that the additive noise in the
system (22) is bounded, the following condition should be
satisfied
yi(k) ∈
[
yˆi(k)− σi, yˆi(k) + σi
]
i = 1, . . . , ny (30)
in a non-faulty scenario.
C. Parameter uncertainty estimation
One of the key points in passive robust model based fault
detection is how models and their uncertainty bounds are ob-
tained. Classical system identification methods are formulated
under a statistical framework. Assuming that the measured
variables are corrupted by additive noises with known statis-
tical distributions and that the model structure is known, a
parameter estimation algorithm will provide nominal values
for the parameters together with descriptions of the associated
uncertainty in terms of the covariance matrix or confidence
regions for a given probability level [30]. However, this type
of approaches cannot be applied when measurement errors are
described as unknown but bounded values and/or modeling
errors exist.
The problem of bounding the model uncertainty has been
mainly stated in many references coming from the robust
control field. For example, in [31], some methodologies that
provide a model with its uncertainty have been developed,
but always regarding its application to control. One of the
methodologies for including uncertainty in the model assumes
the bounded but unknown description of the noise and para-
metric uncertainty. This methodology is known as bounded-
error or set-membership estimation [32], which produces a
set of parameters consistent with the selected model structure
and the pre-specified noise bounds. This approach is used for
estimating parametric uncertainty of the interval observers in
(24).
The goal of the parameter estimation algorithm is to char-
acterize the parameter set Θ (here a box) consistent with the
data collected in a fault-free scenario. Given N measurements
of system inputs y(k) and outputs u(k) from a scenario free
of faults and rich enough from the identifiability point of view,
the parameter tolerance α, and a nominal model described by
a vector θn obtained using a standard least-square parameter
estimation algorithm [33], the uncertain parameter estimation
algorithm proceeds by solving the following optimization
problem:
min α
subject to :
yi(k) ∈
[
yˆ
i
(k)− σi, yˆi(k) + σi
]
i = 1, ..., ny k = 1, ..., N
yˆ
i
(k) = min
θ∈Θ
yˆi(k, θ) i = 1, ..., ny k = 1, ..., N
yˆi(k) = max
θ∈Θ
yˆi(k, θ) i = 1, ..., ny k = 1, ..., N
yˆ(k, θ) = G(q−1, θ)u(k) +H(q−1, θ)y(k) k = 1, ..., N
Θ = [θn(1− α), θn(1 + α)]
(31)
Regarding the uncertain variables that appear in (30), it is
assumed that a priori theoretical or practical considerations
allow to obtain useful intervals associated to measurement
noises, leading to an estimation of the noise bound σ. A similar
algorithm can be used for the static ARRs.
V. FAULT DIAGNOSIS APPROACH
A. Fault Detection
Fault detection is based on generating a nominal residual
comparing the measurements of physical system variables
y(k) with their estimation yˆ(k) provided by the observer (24):
r(k) = y(k)− yˆ(k, θn) (32)
where r(k) ∈ Rny is the residual set and θn the nominal pa-
rameters. According to [34], the form of the nominal residual
generator, obtained using (25), is:
r(k) =
(
I −H(q−1, θn)
)
y(k)−G(q−1, θn)u(k) (33)
that has been derived taking into account the input/output form
of the observer.
When considering model uncertainty located in parameters,
the residual generated by (32) will not be zero, even in a non-
faulty scenario. To cope with the parameter uncertainty effect,
a passive robust approach based on adaptive thresholding can
be used [35], as previously discussed. Thus, using this ap-
proach, the effect of parameter uncertainty in the components
ri(k) of residual r(k) (associated to each system output yi(k))
is bounded by the interval [28]:
ri(k) ∈ [ri(k)− σi, ri(k) + σi] i = 1, ..., ny (34)
where:
ri(k) = yˆi(k)− yˆi(k, θn) and ri(k) = yˆi(k)− yˆi(k, θn) (35)
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The bounds yˆ
i
(k) and yˆi(k) of the system output estimation
are computed component-wise using the interval observer (25).
Then, the fault detection test is based on checking if the
residuals satisfy or not the condition given by (34). In case that
this condition does not hold, a fault can be indicated. Notice
that checking condition (34) is equivalent to check condition
(28).
As discussed in [26], fault detection based on interval
observers presents non-detected faults (missed alarms) because
of the uncertainty. This is due to the fact that there exists a
minimum fault size that guarantees the activation of the fault
detection test (34) despite the uncertainties. On the other hand,
interval observers guarantee that there are no false alarms
since uncertainty bounds are determined to explain all the data
collected in non-faulty scenarios used for interval parameter
estimation by means of (31).
B. Fault Isolation
Fault isolation consists in identifying the faults affecting
the system. It is carried out on the basis of fault signatures,
generated after the detection process, and their relation with all
the considered faults. Robust residual evaluation presented in
Section V-A allows obtaining a set of observed fault signatures
φ(k) = [φ1(k), φ2(k), . . . , φnr(k)], where each fault indicator
is given by:
φi(k) =
{
0 if ri(k) ∈ [ri(k)− σi, ri(k) + σi]
1 if ri(k) /∈ [ri(k)− σi, ri(k) + σi] (36)
Standard fault isolation reasoning exploits the knowledge
about the binary relation between the set of fault hypothesis
and the set of residuals that is stored in the so called Fault
Signature Matrix (FSM), denoted as M . An element mnr,nf
(nr indicates rows, nf indicates columns) of M is equal to
1 if the fault fnf affects the computation of the residual rnr ;
otherwise, the element mnr,nf is zero-valued. A column of M
is known as a theoretical fault signature and indicates which
residuals are affected by a given fault. A set of faults is isolable
if all the columns in M are different (two columns that are
equal indicate two faults that can not be distinguished).
Based on the use of FSMs, different reasoning procedures
have been proposed in the literature, see for instance [36].
The procedure accepted as standard by the FDI community
involves finding a matching between the observed fault sig-
nature and one of the theoretical fault signatures. However,
this reasoning is not appropriate in an unknown but bounded
context. Due to the uncertainty, when a fault is present in
the system, an undefined number of the residuals affected
by the fault can be found inconsistent, mainly depending
on the sensitivity of each residual with respect to the fault
and on the fault magnitude. In this case, if the column-
matching procedure is used, then the particular fault will not be
identified. An appropriate reasoning which comes from the DX
community only considers the residuals that are inconsistent
when searching for the fault (that is, inconsistency is relevant,
consistency is not). Based on the proposed framework by
[36], the fault signature matrix is interpreted in DX CBD
(Consistency-based Diagnosis) approach to fault isolation con-
sidering separately each line corresponding to a violated ARR,
(i.e., a set of components that are to be considered abnormal in
order to be consistent with the observed fault signature) before
searching for a common explanation, i.e., follows a row view
of the fault signature matrix.
Analyzing the effects of the faults presented in [17], listed
in Table II, in the set of static and dynamic residuals obtained
from the ARRs presented in Section III, the fault signature
matrix shown in Table IV is obtained. This table shows
the sensitivity of the obtained residuals in presence of the
considered fault scenarios, where the sub-index j takes the
following values j = 1, 2, 3.
TABLE IV
THEORETICAL SIGNATURE MATRIX
f1−MB,j,m f2 f3 f4 f5 f6 f(7−8) f9 f10
r1 x x x
r2 x
rj+2 x x x x
rj+5 x x
r9 x x
r10 x
r11 x
r12 x x
r13 x
r14 x
rj+14 x x
Based on the information of FSM presented in Table IV, the
logical test that allows isolating the faults has been generated.
Tables V and VI list the logical reasoning test in the case of
applying column and row reasoning approaches respectively,
where ∆Nri indicates an abnormal behavior of ith residual.
TABLE V
COLUMN REASONING APPROACH
Logical Test Diagnostic
∆Nr2+j f1−M,B,j,m
∆Nr1 ∧∆Nr9 ∧∆Nr10 ∧∆Nr12 f3
∆Nr2+j ∧∆Nr5+j f4−βj ∨ f(7−8)−PAj
∆Nr1 f5
∆Nr1 ∧∆Nr2 ∧∆Nr9 ∧∆Nr11 ∧∆Nr12 f3
∆Nr13 f6
∆Nr14 f10
∆Nr15 ∧∆Nr16 ∧∆Nr17 f2
TABLE VI
ROW REASONING APPROACH
Logical Test Diagnostic
∆Nr1 f3 ∨ f5 ∨ f9
∆Nr2 f9
∆Nr2+j f1−M,B,j,m ∨ f4−βj ∨ f7−PAj ∨ f8−PAj
∆Nr5+j f4−βj ∨ f7−PAj ∨ f8−PAj
∆Nr9 f3 ∨ f9
∆Nr10 f3
∆Nr11 f9
∆Nr12 f3 ∨ f9
∆Nr13 f6
∆Nr14 f10
∆Nr14+j f1−M,B,j,m ∨ f2
VI. RESULTS
In the following, some representative results considering the
fault scenarios defined in the wind turbine benchmark (see
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Section II) will be presented. The wind speed sequences used
in the tests were some of the uniform mean wind speeds of
11 m/s, 14 m/s and 17 m/s, which are provided with the
benchmark [17]. Additionally, a mean wind speed of 14 m/s
with direction changes to test the detection of fault f10 in the
yaw actuator was used.
In Figure 4, fault scenarios f5 and f2 are shown. Fault f5
occurs in the generator power sensor scaled by a factor of 1.1
and it is present in the time interval from 240s to 265s. Fault
scenario f2 occurs in tower top accelerometer sensor in the
x direction corresponding to an offset of -0.5m/s2 present in
the time period from 75s to 100s. All the faults defined in the
benchmark [17] are only present during a determined period
of time.
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Fig. 4. Fault scenarios f5 and f2: (up) measurement and detection thresholds
and (down) fault indicator
In both fault scenarios shown in Fig 4, it can be observed
that the measurement goes out of the detection thresholds and
that the fault indicator activates during the interval of time in
which the fault is present, either permanently or intermittently.
In Table VII, it is shown which residuals were activated
for each one of the considered fault scenarios during the
simulation tests. From this table, it can be observed that during
the tests not all of the residuals are activated according to the
FSM shown in Table IV.
TABLE VII
ACTIVATED RESIDUALS FOR EACH FAULT
Fault No. Activated Residuals
f1 r3, r4, r5
f2 r15, r16 and r17
f3 r1, r9 and r10
f4 r3, r4, r5, r6, r7 and r8
f5 r1
f6 r13
f7, f8 r3, r4 and r5
f9 r2 and r9
f10 r14
The fault detection results are resumed in Table VIII. The
values for the required detection time (tD) are those specified
in the benchmark. The real time detection (tD real) is the
one obtained for the first residual activated in presence of the
fault, where Ts is the sampling period. The performance of
the FDI scheme (summarized in Table VIII) is assessed with
wind realizations which are inside the zone 3 (constant power
production) of the wind turbine benchmark control scheme, i.e.
wind speed in the range 12 m/s - 25 m/s, (see [19] for more
details). The results obtained show that the FDI performance
presented in this paper are not highly affected when wind
velocity change within this range of wind velocities. For the
control zone 2 (power optimization or partial load), i.e. wind
speed in the range 3 m/s - 12 m/s, the pitch actuators are not
active meaning that the faults regarding to this subsystem are
not detectable. Moreover, a complete different set of models
would be needed in order to perform FDI for the rest of the
faults neglecting the pitch subsystem model. In Table VIII,
the results of performing tests with smaller fault sizes with
scaling and offset types of faults are shown. It is observed that
the approach presented here is capable of detecting smaller
faults than the nominal ones proposed in the benchmark [17],
showing a good resolution of the proposed approach.
TABLE VIII
FAULT DETECTION RESULTS
Fault No. tD required tD real Nominal Value Minimum Fault
f1 <10 Ts 3 Ts 0.95 0.997
f2 <10 Ts 18 Ts -0.5 -0.145
f3 <10 Ts 3 Ts 0.95 0.9999
f4 <10 Ts 3 Ts - -
f5 <10 Ts 3 Ts 1.1 1.00035
f6 <10 Ts 6 Ts - -
f7 <8 Ts 375 Ts - -
f8 <100 Ts 33 Ts - -
f9 <3 Ts 3 Ts 1000 25
f10 <50 Ts 3 Ts - -
A. Isolation based on Column Reasoning
Comparing the activated residuals in Table VII with the
logic conditions described in Table V, it is noticed that faults
f5, f6 and f10 can be isolated.
Faults f4, f7 and f8 correspond to faults that occur in the
sensors and actuators of the pitch subsystems, presenting the
same fault signature. Consequently, they cannot be isolated
between each other. The same occurs with faults f1 and f2.
Faults f3 and f9 signatures do not match exactly with its
theoretical ones because not all its residuals were activated,
see Table VII. Therefore in a strict reasoning, these faults
scenarios are not isolable because do not match with any of
the signatures in the theoretical signature matrix. However, in
the case these fault scenarios occur, it is possible to calculate
which of the fault signatures is the one that adjust the best to
the current observation.
B. Isolation based on Row Reasoning
Comparing the activated residuals in Table VII with the
logic conditions described in Table VI, the following diagnosis
results could be obtained. In the case of activation of r1, the
possible faults would be f3, f5 or f9. In the case of r3 or
r6 activation, the fault would be f4−β1 ∨ f7−PA1 ∨ f8−PA1 ,
detecting a fault in pitch subsystem 1 but not being able to
isolate whether the faulty is the sensor or the actuator. The
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same diagnosis is obtained in case that r4 or r7 and r5 or r8
activates, the fault would be in pitch subsystem 2 or 3 either
in the sensor or in the actuator. If r2 activates, f9 would be
isolated. In the case of r9 activation, the possible faults would
be f3 or f9. If r15, r16 or r17 activates, a fault f1−MB,j,m
with j = 1, 2, 3 or the fault f2 could be indicated. The case of
r11 activation would result in f9 isolation. If r10 activates, the
isolated fault would be f3. In the case of r13 or r14 activation,
the isolated faults would be f6 and f10, respectively.
VII. COMPARISON WITH OTHER APPROACHES
Reviewing the literature, the advanced wind turbine bench-
mark case study used in this paper has been considered
for model-based FDI in [37], [6] and [38]. The different
approaches and results are briefly presented and discussed
next:
• Support Vector Machines and Observers (SVMO): In [37],
two methods were employed to isolate faults of different
types at different locations: Support vector machines
(SVM) and a Kalman-like observer. SVM could isolate
most faults with the used data and characteristic vectors,
except for high varying dynamics. In that case, the
use of an observer, which is model-based, was found
necessary. The results obtained in [37] are compared with
those obtained with the approach proposed in this paper.
From this comparison, it can be seen that the approach
introduced here outperforms results obtained in [37].
• Support Vector Machines and Residuals Based Method
(SVMR): In [6], support vector machines (SVM) and
residual-based methods (RBM) are used to detect and
isolate faults proposed in the benchmark. From the total
set of ten faults, nine are treated in [6]. For the detection
and isolation of four of the faults, SVM is employed. On
the other hand, for the remaining five faults, RBM is used.
The thresholds in the RBM methods proposed in [6] are
generated by means of a time-variant variable function
of the residuals and their mean values while the ones
introduced here are adaptive thresholds determined by the
effect of the uncertainty in the residuals parameters.
• Fault Detection and Isolation Filter (FDIF): the fault
detection and isolation filter presented in [38] based on
an optimization-based approach is proposed to deal with
measurement noises in the residual generator. There are
two approaches considered in [38] for the FDI filter
design. The first approach does not take into account
measurement noise while the second approach considers
the effect of the noise in the residual, determining the
transfer function and then formulating an optimization
problem with the objective of minimization of the H2
norm of the calculated transfer function. The way of deal-
ing with measurement noise in the work presented here
can be related to the second approach proposed in [38]
because an optimization algorithm is used to consider
the variance of the noise and the approach introduced
in this work uses an optimization algorithm considering
the standard deviation of noise measurements. In [38],
only four faults (f3, f4, f7 and f8) of the total set of ten
faults were considered. The fault detection times for the
considered faults were not provided in [38], therefore the
comparison with FDIF approach is not included in Table
IX.
TABLE IX
COMPARISON OF FAULT DETECTION RESULTS
Fault No. tD required tD real
IBAO SVMO SVMR
f1 <10 Ts 3 Ts NC NC
f2 <10 Ts 18 Ts 3 Ts 6 Ts
f3 <10 Ts 3 Ts 22 Ts 1 Ts
f4 <10 Ts 3 Ts 44 Ts 6 Ts
f5 <10 Ts 3 Ts 11 Ts 2 Ts
f6 <10 Ts 6 Ts 34 Ts 6 Ts
f7 <8 Ts 375 Ts - 2 Ts
f8 <100 Ts 33 Ts 12 Ts 2 Ts
f9 <3 Ts 3 Ts 35 Ts 3 Ts
f10 <50 Ts 3 Ts NC 36 Ts
In the Table IX, a comparison in terms of fault detection
times and the benchmark specifications is carried out for the
different approaches analyzed above, where NC means not
considered. The approach proposed in the present work is
denoted in this table as IBAO from Interval Based ARRs and
Observers. It can be seen that the IBAO approach improves the
detection times for the faults f4 and f10. Moreover, it is the
only approach from the analyzed works which considers and
detects fault f1 within the time detection requirements. Fault
f1 corresponds to a fault in the blade root moment sensor.
From this result, it can be concluded that the model proposed
for the blade root moment dynamics used for fault detection
provided a good performance. The IBAO approach proposed
in this work can detect all the fault scenarios presented in
the benchmark challenge [17]. It obtains a good detection
performance in the majority of them except for the fault f7
that corresponds to an abrupt change in the pitch actuator
dynamics. This is due to the fact that the observer adapts
very fast to the dynamics that is tracking and consequently
a considerable period of time is needed to detect fault f7.
VIII. CONCLUSIONS
In this work, a model based diagnosis approach using
interval based ARRs (static and dynamic) and observers has
been applied to an advanced wind turbine benchmark, in which
a set of fault scenarios was defined. In most of the cases,
the obtained ARRs proved to be able to detect the different
fault scenarios of different types (scaling, offset and stuck)
taken into account the uncertainty in the models parameters
and the noise in the sensors proposed in the benchmark.
The quality of the models used for fault detection is of
primary importance. In case that theoretical models do not
present a good approximation of the observed dynamics, an
experimental model can be used if it is correctly estimated
using data.
The fault isolation techniques based on column and row
reasoning applied to the signature matrix obtained from the
simulation tests, have shown that only some of the faults were
completely isolable. The limitation of column reasoning is that
in case that not all the residuals activate, no exact match with
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theoretical FSM is obtained and therefore the isolation is not
very robust. Instead, the DX row based reasoning is more
robust since it allows to isolate faults even though not all
the theoretical residuals are activated. As final conclusion, to
improve the obtained results, it is necessary to add additional
ARRs that could lead to a more complete fault signature matrix
in order to improve isolation and robustness.
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