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0. Introduction
The following figure shows a plane cubic curve with six parallel tangents. At the points of contact of the tangents with
the curve, the osculating circles are drawn as are the vectors pointing to the centers of the circles.
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A classical theorem of Chasles, stated by him under appropriate assumptions for arbitrary plane algebraic curves, asserts
that the sum of the vectors vanishes, or equivalently, that the sum of the reciprocals of the curvatures at the points of contact
vanishes ([1], XI, théorème). In [2] this theorem was generalized to algebraic curves in higher dimensional spaces, and to
algebraic hypersurfaces where the first mean curvature with respect to a unit vector field at the points of contact of the
tangent hyperplanes was used. One may ask what happens if we use instead the highest mean curvatures (the Gaussian
curvature in the case of surfaces in 3-space).
In the present note we discuss this question, and we also give an alternate proof, using algebraic residue theory, of the
theorem of Chasles about osculating circles of plane algebraic curves (see 6.3). The paper is strongly connected to [3] where
other classical theorems of geometry are proved and generalized by the same method as in this note.
1. The polar intersection scheme of a hypersurface
Let k be an algebraically closed field andV ⊂ Pdk (d ≥ 2) a hypersurface of degreem ≥ 2, V = V+(F)with a homogeneous
polynomial F ∈ k[X0, . . . , Xd] of degreem. For a closed point P = 〈a0, . . . , ad〉 of Pdk the scheme PolPV := V+(
∑d
i=0 aiFXi) is
the polar of V with respect to P . More generally, for a linear subspace L ⊂ Pdk the polar of V with respect to L is defined as
PolLV :=
⋂
P∈L(k)
PolPV
where L(k) denotes the set of k-rational (closed) points of L. In the following we consider the case dimL = d − 2. Then
choosing k-rational points Pi = 〈ai0, . . . , aid〉 (i = 1, . . . , d− 1)which span Lwe have
PolLV = V+
({
d∑
k=0
aikFXk
}
i=1,...,d−1
)
.
The scheme
TanLV := PolLV ∩ V = V+
(
F ,
{
d∑
k=0
aikFXk
}
i=1,...,d−1
)
is called the polar intersection scheme of V with respect to L. It is easy to see that PolLV and TanLV do not depend on the
coordinates of Pdk , nor on the choice of the polynomial F which defines V , nor on the choice of the points Pi spanning L. We
are mainly interested in the properties of TanLV . Although being well-known, we present proofs for the convenience of the
reader. Most of them are no longer true if the base field has a positive characteristic. Clearly
Lemma 1.1. The k-rational points of TanLV are the singular k-rational points of V , and the regular k-rational points P ∈ V
whose tangent hyperplane TP(V ) contains L.
From the definitions we see that dim PolLV ≥ 1 and dim TanLV ≥ 0. If V is smooth, then PolLV is a 1-dimensional
ideal-theoretic complete intersection.
In fact, we can choose coordinates so that L = V+(X0, Xd). Then PolLV = V+(FX1 , . . . , FXd−1). When V is smooth, then{FX0 , . . . , FXd} is a regular sequence in k[X0, . . . , Xd], and in particular so is {FX1 , . . . , FXd−1}which implies the assertion.
In the remainder of this article we always assume that Char.k = 0 and V is smooth.
Remark 1.2. For a hyperplane H ⊂ Pdk the singular set Sing(V ∩ H) of V ∩ H consists of finitely many k-rational points. The
scheme V ∩ H is smooth if and only if H is nowhere tangential to V . By Bertini this holds true for generic H .
Proof. Wemay assume that H = V+(X0). Then
G(X1, . . . , Xd) := F(0, X1, . . . , Xd) 6= 0
because V is smooth and m ≥ 2. In Pd−1k = H we have V ∩ H = V+(G) and Sing(V ∩ H) = V+(GX1 , . . . ,GXd). In Pdk this is
V+(X0, FX1 , . . . , FXd), and since the sequence {FX1 , . . . , FXd} is regular Sing(V ∩ H) is finite.
We have Sing(V ∩H) = ∅ if and only if the sequence {X0, FX1 , . . . , FXd} is regular. By Euler’s formula this is equivalent to{F , FX1 , . . . , FXd} being a regular sequence, i.e. that there is no P ∈ V with FX1(P) = · · · = FXd(P) = 0. This however means
that H : X0 = 0 is not a tangent hyperplane of any P ∈ V . 
Lemma 1.3. Let H ⊂ Pdk be a hyperplane such that V ∩ H is smooth. Let H∗ be the dual space of H. Then for any L ∈ H∗(k) the
scheme TanLV is a zerodimensional idealtheoretic complete intersection of degree m · (m− 1)d−1.
Proof. Choose coordinates such that H = V+(X0) and L = V+(X0, Xd). As was shown in the proof of 1.2 the sequence
{F , FX1 , . . . , FXd} is regular, the more is {F , FX1 , . . . , FXd−1}. Since TanLV = V+(F , FX1 , . . . , FXd−1) the claim follows. 
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Assume now that H = V+(X0) and V ∩ H is smooth. We identify the dual space H∗ with Pd−1k = Proj k[T1, . . . , Td] by
mapping each (d− 2)-dimensional linear subspace L(t) := V+(X0,∑di=1 tiXi) of H to t := 〈t1, . . . , td〉 ∈ Pd−1k . Consider the
homogeneous k-homomorphism
ϕ : k[T1, . . . , Td] → k[X0, . . . , Xd]/(F) (Ti 7→ FXi + (F))
of the polynomial ring k[T1, . . . , Td] into the projective coordinate ring of V . Since V+(F , FX1 , . . . , FXd) = ∅ it induces a
morphism
Φ : V → Pd−1k
which sends each closed point P ∈ V to 〈FX1(P), . . . , FXd(P)〉, or equivalently to TP(V )∩H = V+(X0,
∑d
i=1 FXi(P)Xi) ∈ H∗, if
we identify Pd−1k with H∗ as above. In other words:Φ is nothing but the composition of the Gaußmap gV : V → (Pdk)∗ \ {H}
with the projection pi : (Pdk)∗ \ {H} → H∗ with center H .
Lemma 1.4. (a) The map ϕ is injective and the algebra B := k[X0, . . . , Xd]/(F) is finite and free over A := k[T1, . . . , Td].
Moreover Φ is a finite morphism.
(b) For each L ∈ H∗(k) we have TanLV = Φ−1(L) (as schemes).
Proof. (a) Since {F , FX1 , . . . , FXd} is a regular sequence we have
dimk k[X0, . . . , Xd]/(F , FX1 , . . . , FXd) <∞,
hence B/A is finite. Both algebras have the same Krull dimension, therefore ϕ is injective. Since B is a complete intersection
and A a polynomial algebra B is a free A-module. As ϕ is finite, so isΦ = Proj ϕ.
(b) Given L = L(t) with t = 〈t1, . . . , td〉 ∈ Pd−1k we may assume without restriction of generality that td 6= 0.
Then I+(t) = ({tdTi − tiTd}i=1,...,d−1) and TanL(t)V = V+(F , {tdFXi − tiFXd}i=1,...,d−1) since L(t) is spanned by the points〈0, td, 0, . . . , 0,−t1〉, . . . , 〈0, . . . , 0, td,−td−1〉. On the other hand
Φ−1(L) = Proj(k[X0, . . . , Xd]/((F)+ ϕ(I+(t)))) = V+(F , {tdFXi − tiFXd}i=1,...,d−1)
which proves (b). 
Proposition 1.5. Let H ⊂ Pdk be a hyperplane such that V ∩ H is smooth.
(a) For almost all linear subspaces L ⊂ H of dimension d − 2 the scheme TanLV is 0-dimensional, smooth, and consists of
m(m− 1)d−1 points.
(b) For a linear subspace L ⊂ H of dimension d− 2 the following are equivalent:
(α) TanLV ∩ H = ∅.
(β) Either d ≥ 3 and V ∩ L is smooth, or d = 2 and L 6⊂ V .
Proof. (a) Since V ∩H is smooth and Char.k = 0, by Bertini V ∩ L is smooth for almost all hyperplanes L in H . Moreover the
mapΦ from 1.4 is smooth at the generic point. The non-smooth locus ofΦ is a closed subset Z 6= V , hence U := H∗ \Φ(Z)
is a non-empty open subset of H∗, andΦ : Φ−1(U)→ U is smooth. Therefore by Lemma 1.4 TanLV = Φ−1(L) is smooth for
all L ∈ U(k).
(b) Let H = V+(X0) and L = V+(X0, Xd). Then
TanLV ∩ H = V+(X0, FX1 , . . . , FXd−1 , F)
= V+(X0, FX1 , . . . , FXd−1 , XdFXd) = V+(X0, FX1 , . . . , FXd−1 , Xd)
since V+(X0, FX1 , . . . , FXd) = ∅ thanks to the smoothness of V ∩ H .
If d ≥ 3, then the smooth variety V ∩ H of dimension d − 2 ≥ 1 is irreducible of degree m ≥ 2. In particular L 6⊂ V ,
i.e. F(0, X1, . . . , Xd−1, 0) 6= 0. Therefore dimV ∩ L = d− 3 and TanLV ∩H = V+(X0, FX1 , . . . , FXd−1 , Xd) = Sing(V ∩ L). Thus
TanLV ∩ H = ∅ if and only if V ∩ L is smooth.
If d = 2, then V+(X0, FX1 , X2) = ∅ if and only if F(0, X1, 0) 6= 0, i.e. if and only if L 6⊂ V . 
2. The affine point of view
With the assumptions and notations of Section 1 let a hyperplane H ⊂ Pdk be given such that V ∩H is smooth. We choose
coordinates such that H = V+(X0) and set Adk := Pdk \ H,Adk = Spec k[X1, . . . , Xd] and V0 := V ∩ Adk . For a k-rational point
t = 〈t1, . . . , td〉 in Pd−1k = Proj k[T1, . . . , Td] let L(t) = V+(X0,
∑d
i=1 tiXi) be the corresponding (d − 2)-dimensional linear
subspace of H and let U ⊂ Pd−1k be the set of all closed t ∈ Pd−1k such that
(α) the scheme V ∩ L(t) is smooth of dimension d− 3,
(β) TanL(t)V is 0-dimensional and smooth of degreem(m− 1)d−1,
(γ ) TanL(t)V ∩ H = ∅ (so that TanL(t)V ⊂ V0).
By 1.5 we know that U is dense in Pd−1k .
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Definition 2.1. The elements t ∈ U will be called admissible.
For an admissible t the scheme TanL(t)V consists of all closed points P ∈ V0whose tangent hyperplane TP(V0) is parallel to
the affine hyperplane
∑d
i=1 tiXi = 0. Since both (t1, . . . , td) and (fX1(P), . . . , fXd(P)) for P ∈ TanL(t)V are orthogonal to TP(V0)
with respect to the standard scalar product of kd there exists λt,P ∈ k \ {0} such that λt,P(t1, . . . , td) = (fX1(P), . . . , fXd(P)).
We have U =⋃j=1,...,d Uj where Uj := U ∩ D+(Xj) is the dense set of all admissible t with tj 6= 0.
Remark 2.2. For an admissible t the following assertions are equivalent
(a) t ∈ Uj.
(b) fXj(P) 6= 0 for some P ∈ TanL(t)V .
(c) fXj(P) 6= 0 for all P ∈ TanL(t)V .
Moreover tifXj(P) = tjfXi(P) for i, j = 1, . . . , d and P ∈ TanL(t)V .
In the following we shall study the case j = d, the consideration in the other cases being analogous. We set aj := tjtd and
a := (a1, . . . , ad−1). Since the points
〈0, 1, . . . ,−a1〉, . . . , 〈0, 0, . . . , 1,−ad−1〉
span L(t)we have
TanL(t)V = V+(F , FX1 − a1FXd , . . . , FXd−1 − ad−1FXd).
Moreover the defining polynomial f := F(1, X1, . . . , Xd) of V0 has the degree form Gf := F(0, X1, . . . , Xd) and
(Gf )Xi − ai(Gf )Xd = FXi(0, X1, . . . , Xd)− aiFXd(0, X1, . . . , Xd) (i = 1, . . . , d− 1).
Since TanL(t)V ⊂ Ad−1k these polynomials form a regular sequence in k[X1, . . . , Xd], they are of degreem− 1 and
(Gf )Xi − ai(Gf )Xd = G(fXi)− aiG(fXd) (i = 1, . . . , d− 1).
The polar intersection scheme has the following affine description
TanL(t)V = V (I(a)) with I(a) := (f , fX1 − a1fXd , . . . , fXd−1 − ad−1fXd).
The goal of the following considerations is to derive a certain trace formula. We have a ∈ Ad−1k = Spec k[u1, . . . , ud−1]
with the coordinate functions uj := Tj/Td (j = 1, . . . , d − 1). Therefore Ra := OH∗,a = k[u1, . . . , ud−1]m(a) with
m(a) := (u1− a1, . . . , ud−1− ad−1). Let Sa :=⋂P∈TanL(t)V OV0,P . The morphismΦ induces a k-homomorphism ϕa : Ra → Sa,
and Sa/Ra is finite and free. Let TanL(t)V = {P1, . . . , Ps}, s := m(m− 1)d−1. The m(a)-completion Ŝa of Sa is semilocal, and
Ŝa = S1 × · · · × Ss
with Sj := ÔV0,Pj (j = 1, . . . , s). The canonical trace Tr: k(V0)→ k(u1, . . . , ud−1) of the field extension k(V0)/k(u1, . . . , ud−1)
induces the canonical trace Tra : Sa → Ra. Let pij : Ŝa → Sj be the canonical projection. Then for any h = (h1, . . . , hs) ∈
Sa ⊂ Ŝa, with hj := pij(h), we have
Tra(h) =
s∑
j=1
Trj(hj)
with the canonical trace Trj : Sj → R̂a. Since R̂a and Sj are regular local rings of equal dimension and Sj/m(a)Sj = ÔTanL(a)V ,Pj
is reduced, the canonical local homomorphism R̂a → Sj is an isomorphism with inverse Trj. Therefore Trj(h)(a) = hj(Pj),
the residue of hj in k, which is also the value h(Pj) of the function h at Pj. We obtain
Trace Formula 2.3. Let TanL(t)V = {P1, . . . , Ps}. Then for h ∈ Sa we have
Tr(h)(a) =
s∑
j=1
h(Pj).
3. About the curvature
In connection with the curvature of affine algebraic hypersurfaces V0 : f = 0 the determinant
γf (X1, . . . , Xd) :=
∣∣∣∣∣∣∣
0 fX1 · · · fXd
fX1 fX1X1 · · · fX1Xd
. . . . . . . . . . . . . . . . . . . . . . .
fXd fXdX1 · · · fXdXd
∣∣∣∣∣∣∣
plays an important role.
Lemma 3.1. If t is admissible,. then γf (P) 6= 0 for any P ∈ TanL(t)V .
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Proof. We may assume that td 6= 0 or equivalently fXd(P) 6= 0. Then TanL(t)V = V (f , fX1 − a1fXd , . . . , fXd−1 − ad−1fXd) with
ai := titd =
fXi (P)
fXd (P)
. By the Jacobian criterion the determinant Jf := ∂(f ,fX1−a1fXd ,...,fXd−1−ad−1fXd )∂(X1,...,Xd) does not vanish at the regular
point P ∈ TanL(t)V . We can write the Jacobian as
Jf = (−1)d
∣∣∣∣∣∣∣∣∣
0 fX1 · · · fXd
0 fX1X1 − a1fX1Xd · · · fX1Xd − a1fXdXd
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 fXd−1X1 − ad−1fX1Xd · · · fXd−1Xd − ad−1fXdXd
1 fXdX1 · · · fXdXd
∣∣∣∣∣∣∣∣∣
= (−1)d
∣∣∣∣∣∣∣∣∣
0 fX1 · · · fXd
a1 fX1X1 · · · fXd
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
ad−1 fXd−1X1 · · · fXd−1Xd
1 fXdX1 · · · fXdXd
∣∣∣∣∣∣∣∣∣ .
This shows that
Jf (P) = (−1)d · 1fXd(P)
· γf (P) (1)
which proves the assertion. 
Assume now that k = C and f ∈ R[X1, . . . , Xd]. If V0(R) 6= ∅, then V0(R) is a smooth hypersurface in Rd. We call this the
real situation. The (d− 1)th mean curvature κ(P) of V0(R) at the point P with respect to the vector field ‖Gradf ‖−1Gradf is
given by
κ(P) = −1||Gradf (P)||d+1 · γf (P).
We have seen this formula for the first time in [4], p. 13 where the notion is called the total curvature of V0 at P. Segre’s
book is a source for geometric applications of residues.
If k is an arbitrary algebraically closed field of characteristic 0 this notion is not defined. Thereforewe set for an admissible
t ∈ Ui and P ∈ TanL(t)V
KiP := −1fXi(P)d+1
· γf (P).
By 3.1 KiP does not vanish.
By 2.2 we have
td+1i KiP = td+1j KjP for t ∈ Ui ∩ Uj (2)
and P ∈ TanL(t)V (i, j = 1, . . . , d). If in the real situation t ∈ Ud (say) and P ∈ TanL(t)V is a real point, then
κ(P) =
( fXd(P)
‖Gradf (P)‖
)d+1
· KdP =
(
p ·
√√√√d−1∑
i=1
a2i + 1
)−(d+1)
· KdP (3)
with P := signfXd(P) and ai := titd . Note that the ai are real numbers (see 2.2).
It will be seen that to KiP the above trace formula 2.3 and later algebraic residue theory are applicable so that we also get
information about κ(P) in the real situation.
Let t ∈ Ud. Since γf (P) 6= 0 for all P ∈ TanL(t)V by 3.1 the rational function −f
d+1
Xd
γf
defines a function h ∈ Sa =⋂
P∈TanL(t)V OV0,P with h(P) = 1KdP for P ∈ TanL(t)V . By the trace formula 2.3 we obtain∑
P∈TanL(t)V
1
KdP
= Tr(h)
( t1
td
, . . . ,
td−1
td
)
where Tr(h) ∈ k(u1, . . . , ud−1) with ui := TiTd (i = 1, . . . , d − 1). We can write Tr(h) =
rd(T1,...,Td)
sd(T1,...,Td)
with homogeneous
polynomials rd, sd of the same degree and sd 6= 0.
Then∑
P∈TanL(t)V
1
KdP
= rd(t1, . . . , td)
sd(t1, . . . , td)
.
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Similarly for t ∈ Ui∑
P∈TanL(t)V
1
KiP
= ri(t1, . . . , td)
si(t1, . . . , td)
with homogeneous ri, si ∈ k[T1, . . . , Td] of the same degree and si 6= 0.
Since
1
td+1i KiP
= 1
td+1d KdP
for t ∈ Ui ∩ Ud
and Ui ∩ Ud is dense in Pd−1k we have
T−d−1i
ri(T1, . . . , Td)
si(T1, . . . , Td)
= T−d−1d
rd(T1, . . . , Td)
sd(T1, . . . , Td)
(i = 1, . . . , d).
We denote this rational function by rs . We have shown
Theorem 3.2. Let t = 〈t1, . . . , td〉 be admissible. There are homogeneous polynomials r, s ∈ k[T1, . . . , Td] with s 6= 0 and
deg r − deg s = −d− 1 such that∑
P∈TanL(t)V
1
KiP
= td+1i
r(t1, . . . , td)
s(t1, . . . , td)
(i = 1, . . . , d) (4)
whenever t ∈ Ui. If in the real situation t ∈ Ud and all P ∈ TanL(t)V are real, then
∑
P∈TanL(t)V
d+1P
κ(P)
=
(
+
√√√√d−1∑
i=1
a2i + 1
)−d−1
· r(a1, . . . , ad−1, 1)
s(a1, . . . , ad−1, 1)
with P := signfXd(P) and ai := titd (i = 1, . . . , d− 1).
For plane curves, it will turn out that r = 0, see Section 6. In the higher dimensional case this need not be so as an
example in Section 5 will show.
We mention another description of KdP . If t ∈ Ud and P = (ξ1, . . . , ξd) ∈ TanL(t)V , then since fXd(P) 6= 0 the images
of Xi − ξi (i = 1, . . . , d − 1) in OV ,P form a regular system of parameters, hence ÔV ,P = k[[X1 − ξ1, . . . , Xd−1 − ξd−1]].
Let ϕP ∈ ÔV ,P be the image of Xd by the canonical k-homomorphism k[X1, . . . , Xd] → ÔV ,P . Since it has kernel (f ) we
have f (X1, . . . , Xd−1, ϕP(X1 − ξ1, . . . , Xd−1 − ξd−1)) = 0. Set Yi := Xi − ξi (i = 1, . . . , d − 1). Then ϕP(0) = 0, and from
fXi + fXd · ∂ϕP∂Yi = 0 it follows that
∂ϕP
∂Yi
(0) = − fXi(P)
fXd(P)
= −ai (i = 1, . . . , d− 1).
Using the equation
fXiXj + fXiXd
∂ϕP
∂Yj
+ fXjXd
∂ϕP
∂Yi
+ fXdXd
∂ϕP
∂Yi
∂ϕP
∂Yj
+ fXd
∂2ϕP
∂Yi∂Yj
= 0
(i, j = 1, . . . , d− 1) and elementary row and column transformations we obtain
KdP = − γf (P)fXd(P)d+1
= −
∣∣∣∣∣∣∣∣∣∣∣∣
0 a1 · · · ad−1 1
a1
fX1X1
fXd
· · · fX1Xd−1fXd
fX1Xd
fXd
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ad−1
fXd−1X1
fXd
· · · fXd−1Xd−1fXd
fXd−1Xd
fXd
1
fXdX1
fXd
· · · fXdXd−1fXd
fXdXd
fXd
∣∣∣∣∣∣∣∣∣∣∣∣
P
= (−1)d−1(Hess ϕP)(0)
with the Hesse determinant Hess ϕP := | ∂2ϕP∂Yi∂Yj |i,j=1,...,d−1.
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4. An algorithm
We shall now describe an algorithm for the computation of the rational function r(T1,...,Td)s(T1,...,Td) or equivalently of ρ(u) :=
r(u1,...,ud−1,1)
s(u1,...,ud−1,1) with ui :=
Ti
Td
, u := (u1, . . . , ud−1). The algorithm makes use of the residue theorem and gives additional
information about ρ(u). Let t ∈ Ud and set ai := titd , a := (a1, . . . , ad−1). At first we write K−1dP as a residue.
Lemma 4.1. K−1dP = (−1)d+1ResP
[
f dXddX1 · · · dXd
f , fX1 − a1fXd , . . . , fXd−1 − ad−1fXd
]
.
Proof. By [3], 5.11 and formula (1) above
ResP
[
f dXddX1 · · · dXd
f , fX1 − a1fXd , . . . , fXd−1 − ad−1fXd
]
= fXd(P)
d
Jf (P)
= (−1)d fXd(P)
d+1
γf (P)
= (−1)d+1 1
KdP
. 
The residue theorem as stated in [3], 7.10 and 7.11 asserts the following. Let k be an algebraically closed field and
{f1, . . . , fd} a sequence of polynomials in k[X1, . . . , Xd] such that their degree forms form a regular sequence {Gf1, . . . ,Gfd}.
Then V (f1, . . . , fd) =: Y is a finite set of closed points in Adk , and
ResP
[
gdX1 · · · dXd
f1, . . . , fd
]
is defined for any P ∈ Y and any g ∈ k[X1, . . . , Xd].
Let δ :=∑di=1 deg fi − d be the degree of the socle of the graded k-algebra A := k[X1, . . . , Xd]/(Gf1, . . . ,Gfd). There is a
polynomial h ∈ k[X1, . . . , Xd] of degree≤ δ such that h ≡ g mod (f1, . . . , fd). If hδ denotes its homogeneous component of
degree δ, then we have for the total sum of residues∑
P∈Y
ResP
[
gdX1 · · · dXd
f1, . . . , fd
]
= ResO
[
hδdX1 · · · dXd
Gf1, . . . ,Gfd
]
where O := V (Gf1, . . . ,Gfd) is the origin of Adk . The residue sum vanishes if deg h < δ.
The referee has directed our attention to the 1949 paper [5] by Caccioppoli where the computation of the total sum of
residues is also reduced to the computation of a residue at zero and where, similarly as in [3], p. 97, Bézout’s theorem is
derived from the analogous formula.
If∆ is a transition determinant from {Gf1, . . . ,Gfd} to {X1, . . . , Xd} its residue class in A generates the socle as a k-vector
space. Therefore, if deg h = δ, then there is a σ ∈ k such that hδ ≡ σ∆mod (Gf1, . . . ,Gfd). Then∑
P∈Y
ResP
[
gdX1 · · · dXd
f1, . . . , fd
]
= σ .
Under the assumptions of Lemma 4.1 the above can be applied to the sequence {f , fX1 − a1fXd , . . . , fXd−1 − ad−1fXd}, since{Gf ,G(fX1 − a1fXd), . . . ,G(fXd−1 − ad−1fXd)} is a regular sequence in k[X1, . . . , Xd]. Moreover this sequence generates the
associated graded ideal GI(a) of I(a) = (f , fX1 −a1fXd , . . . , fXd−1 −ad−1fXd). The algebra k[X1, . . . , Xd]/GI(a) has socle degree
δ := d(m−2)+1. There is a polynomial ha ∈ k[X1, . . . , Xd] of degree≤ δ such that f dXd ≡ ha mod I(a), and with a transition
determinant ∆a from {Gf ,G(fX1 − a1fXd), . . . ,G(fXd−1 − ad−1fXd)} to {X1, . . . , Xd} we have for the degree-δ component ha,δ
of ha
ha,δ ≡ σ(a)∆a mod GI(a)
with σ(a) ∈ k. With this σ(a) Lemma 4.1 and the above residue theorem imply
Theorem 4.2. Under the assumptions of 4.1∑
P∈TanL(t)V
1
KdP
= σ(a).
Therefore σ(a) = ρ(a).
In order to compute the rational function ρ(u) we consider the ideal I := (f , fX1 − u1fXd , . . . , fXd−1 − ud−1fXd) ⊂
k(u)[X1, . . . , Xd] and show
Lemma 4.3. {Gf ,GfX1 − u1GfXd , . . . ,GfXd−1 − ud−1GfXd} is a regular sequence in k(u)[X1, . . . , Xd].
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Proof. Let ma be the maximal ideal of a = (a1, . . . , ad−1) in k[u] and Ba := k[u]ma [X1, . . . , Xd]/(Gf ,GfX1 −
u1GfXd , . . . ,GfXd−1 − ud−1GfXd). Then the k-algebra Ba/maBa = k[X1, . . . , Xd]/(Gf ,GfX1 − a1GfXd , . . . ,GfXd−1 − ad−1GfXd)
is finite dimensional and graded, that is, its homogeneous components of a high degree vanish. By Nakayama this is also the
case for Ba, so that Ba is finite over k[u]ma . It follows that k(u)[X1, . . . , Xd]/(Gf ,GfX1 −u1GfXd , . . . ,GfXd−1 − ad−1GfXd) is finite
over k(u). 
The residue of a transition determinant∆ from
{Gf ,GfX1 − u1GfXd , . . . ,GfXd−1 − ud−1GfXd} to {X1, . . . , Xd}
generates the socle of k(u)[X1, . . . , Xd]/GI , and deg∆ = δ = d(m − 2) + 1. We construct h ∈ k(u)[X1, . . . , Xd] of degree
≤ δ such that f dXd ≡ hmod I .
Write f =∑mi=0 fi with homogeneous fi of degree i. Then
f dXd =
∑
{i1,...,id}⊂{0,...,m}
(fm−i1)Xd · · · (fm−id)Xd
where (fm−i1)Xd · · · (fm−id)Xd is homogeneous of degree d(m − 1) −
∑d
k=1 ik. If this degree is ≥ δ = d(m − 2) + 1, then
necessarily
∑d
k=1 ik ≤ d − 1, in particular ik ≤ d − 1 and m − ik ≥ m − d + 1. Therefore, if we decompose S := f dXd into
its homogeneous components Sp of degree p, the Sp with p ≥ δ depend only on the fi with i > m− d. In the following let c
denote the set of all coefficients of these fi.
Since Sd(m−1) = Gf dXd = (fm)dXd has a degree> δ we have Sd(m−1) ∈ GI , i.e. there exists an equation
Sd(m−1) = A · Gf +
d−1∑
i=1
Ai · (GfXi − uiGfXd) (5)
with homogeneous A, Ai ∈ k(u)[X1, . . . , Xd]where
deg A = d(m− 1)−m, deg Ai = d(m− 1)− (m− 1) = (d− 1)(m− 1).
Choosing A and Ai with unknown coefficients leads to a linear system of equations for these unknowns which has a
solution in Q(c, u), hence we get A, Ai ∈ Q(c, u)[X1, . . . , Xd] satisfying (5).
Now set
S ′ := S − A · f −
d−1∑
i=1
Ai · (fXi − uifXd).
Then S ′ ≡ f dXd mod I and S ′ =
∑d(m−1)
j=1 S
′
d(m−1)−j with homogeneous polynomials
S ′d(m−1)−j := Sd(m−1)−j − A · fm−j −
d−1∑
i=1
Ai · (fm−j)Xi − ui(fm−j)Xd
of degree d(m − 1) − j (j = 1, . . . , d(m − 1)). Again its components of degree ≥ δ depend only on the fi with i > m − d.
Consequently they have coefficients in Q(c, u).
One finds as above an equation
S ′d(m−1)−1 = B · Gf +
d−1∑
i=1
Bi · (GfXi − uiGfXd)
with homogeneous B, Bi having coefficients in Q(c, u). The polynomial
S ′′ := S ′ − B · f −
d−1∑
i=1
Bi · (fXi − uifXd)
has a smaller degree than S ′, it satisfies S ′′ ≡ f dXd mod I and its homogeneous components of degree≥ δ depend again only
on the fi with i > m− d.
Degree reduction leads after at most d(m− 1)− δ = d− 1 steps to an h ∈ k(u)[X1, . . . , Xd] of degree≤ δ such that
f dXd ≡ hmod I (6)
and for its degree δ component we have hδ ∈ Q(c, u)[X1, . . . , Xd]. As the polynomial∆ has also coefficients in Q(c, u) one
finds in a final step as in (5) an equation
hδ = τ(u) ·∆+ C · Gf +
d−1∑
i=1
Ci · (GfXi − uiGfXd) (7)
with homogeneous C, Ci ∈ k(u)[X1, . . . , Xd] and τ(u) ∈ Q(c, u).
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Theorem 4.4. We have τ(u) = ρ(u). In particular ρ(u) ∈ Q(c)(u), i. e. ρ(u) and r(T1,...,Td)s(T1,...,Td) depend only on the homogeneous
components fi with i > m− d.
Proof. We show τ(a) = ρ(a) for a dense set of elements a in kd−1. Then necessarily τ = ρ. For the awhich do not annihilate
denominators in an Eq. (6) we have f dXd ≡ h(a)mod I(a), and deg h(a) ≤ δ. As the determinant∆ specializes to a transition
determinant∆a we have h(a)δ ≡ τ(a)∆a modGI(a) for almost all a. For these a using Theorem 4.2 we obtain
τ(a) = ResO
[
h(a)δdX1 · · · dXd
Gf ,GfX1 − a1GfXd , . . . ,GfXd−1 − ad−1GfXd
]
=
∑
P∈TanL(t)V
1
KdP
= ρ(a). 
The above algorithm shows in particular
Theorem 4.5. Assume m ≥ d ≥ 2 and f = Gf + ϕ with ϕ ∈ k[X1, . . . , Xd], degϕ ≤ m− d. Then for all t ∈ Ui∑
P∈TanL(t)V
1
KiP
= 0.
Proof. Already in the first step the algorithm gives an S ′ ∈ k(u)[X1, . . . , Xd] of degree≤ deg A+ degϕ = d(m− 1)−m+
m− d = d(m− 2) < δ, and it follows that ρ = τ ≡ 0. 
However this theorem is too weak to give the theorem of Chasles for plane curves.
5. An example
We consider the affine surface V0 = V (f ) ⊂ A3k where
f = X3 + Y 3 + Z3 + b1X + b2Y + b3Z ∈ k[X, Y , Z] (b1, b2, b3 ∈ k).
By the Jacobian criterion the projective closureV ofV0 is smooth if and only if none of the elements±b1√b1±b2√b2±b3√b3
vanishes. Then also the intersection with the plane at infinity, a Fermat curve, is smooth. Set
a := (Gf ,GfX − a1GfZ ,GfY − a2GfZ ).
(a) {Gf ,GfX − a1GfZ ,GfY − a2GfZ } is a regular sequence in k[X, Y , Z] if and only if
ν(a) := (a31 + a32 − 1)2 − 4a31a32 6= 0.
Proof. Choose α1, α2 ∈ kwith a1 = α21, a2 = α22 . Then
ν(a) = (α31 + α32 + 1)(−α31 − α32 + 1)(α31 − α32 + 1)(−α31 + α32 + 1) =
∏
x2=a1,y2=a2
Gf (x, y, 1).
Therefore ν(a) = 0 if and only if there exists (x, y) ∈ k with x2 = a1, y2 = a2 and Gf (x, y, 1) = 0 which is equivalent to
V (a) 6= {O}. 
(b) Let u1, u2 be indeterminates and ν := (u31 + u32 − 1)2 − 4u31u32. The socle of the k(u)-algebra k(u)[X, Y , Z]/(Gf ,GfX −
u1GfZ ,GfY − u2GfZ ) is generated by the residue of ∆ := 9XYZ(u1X + u2Y + Z), thus the socle degree is δ = 4. We reduce
f 3Z = (3Z2+ b3)3 = 27ν νZ6+ 27ν νb3Z4+ terms of degree< 4 modulo (f , fX − u1fZ , fY − u2fZ ) to a polynomial of degree≤ 4.
Observe that
(Gf ,GfX − u1GfZ ,GfY − u2GfZ ) = (X3 + Y 3 + Z3, X2 − u1Z2, Y 2 − u2Z2)
= ((u1X + u2Y + Z)Z2, X2 − u1Z2, Y 2 − u2Z2).
We find
νZ4 =
[
(u31 + u32 − 1)Z2 − 2u1u2XY
]
·
[
(u1X + u2Y − Z)(u1X + u2Y + Z)− u21(X2 − u1Z2)− u22(Y 2 − u2Z2)
]
+ 2u21u22
[
(Y 2 + u2Z2)(X2 − u1Z2)+ (X2 + u1Z2)(Y 2 − u2Z2)
]
and
νZ6 = A · (u1X + u2Y + Z)Z2 + A1 · (X2 − u1Z2)+ A2 · (Y 2 − u2Z2)
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with
A :=
[
(u31 + u32 − 1)Z2 − 2u1u2XY
]
(u1X + u2Y − Z)
A1 := 2u21u22(Y 2 + u2Z2)Z2 − u21
[
(u31 + u32 − 1)Z4 − 2u1u2XYZ2
]
A2 := 2u21u22(X2 + u1Z2)Z2 − u22
[
(u31 + u32 − 1)Z4 − 2u1u2XYZ2
]
.
Let≡ denote the congruence modulo (f , fX − u1fZ , fY − u2fZ ). Using
(u1X + u2Y + Z)Z2 = Gf − 13X(GfX − u1GfZ )−
1
3
Y (GfY − u2GfZ )
≡ −
(
1
3
u1b3 + 23b1
)
X −
(
1
3
u2b3 + 23b2
)
Y − b3Z
further calculation shows that
f 3Z ≡ h :=
27
ν
[
−A
((1
3
u1b3 + 23b1
)
X +
(1
3
u2b3 + 23b2
)
Y + b3Z
)
+ 1
3
A1(u1b3 − b1)+ 13A2(u2b3 − b2)+ νb3Z
4
]
+ terms of degree < 4.
Finally the computation of the residue gives
ρ(u1, u2) = ResO
[
h4dXdYdZ
Gf ,GfX − u1GfZ ,GfY − u2GfZ
]
= 4
ν2
(B1 · b1 + B2 · b2 + B3 · b3)
with
B1 := u2
[
(u32 − 1)2 + u31(−2u31 + u32 + 1)
]
B2 := u1
[
(u31 − 1)2 + u32(u31 − 2u32 + 1)
]
B3 := u1u2
[
(u31 − u32)2 + u31 + u32 − 2
]
.
By homogenization we get
r(T1, T2, T3)
s(T1, T2, T3)
= 4B(T2, T3, T1)b1 + B(T3, T1, T2)b2 + B(T1, T2, T3)b3[
T 61 + T 62 + T 63 − 2(T 31 T 32 + T 32 T 33 + T 33 T 31 )
]2
with
B(T1, T2, T3) := T1T2
[
(T 31 − T 32 )2 + (T 31 + T 32 − 2T 33 )T 33
]
.
Note that in particular
ρ(u1, 0) = 4u1
(u31 − 1)2
· b2.
(c) The cubic surface V0 := V (f )with
f = X3 + Y 3 + Z3 − 3(X + Y + 4Z)
has a smooth projective closure. For t = 〈0, 0, 1〉, a = (0, 0)we have ρ(a) = 0. Consider TanL(t)V = V (f , X2 − 1, Y 2 − 1).
If X = Y = 1, then Z must satisfy the equation Z3 − 12Z − 4 = 0 which has 3 real solutions. In case X = 1, Y = −1 or
X = −1, Y = 1 we get the equation Z3 − 12Z = 0 which has likewise 3 real solutions. For X = −1, Y = −1 we have the
equation Z3 − 12Z + 4 = 0 with 3 real solutions. Thus for a = (0, 0) the polar intersection scheme consists of 12 distinct
real points.
For a = ( 14 , 0)we obtain ρ(a) = −3( 164−1)2 = −
212
33·72 . A similar consideration as above shows that also in this case TanL(t)V
is a set of 12 different real points.
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6. Plane curves
Let C : F(X0, X1, X2) = 0 be a smooth curve in P2k, m := deg C = deg F ≥ 2. We assume that the line H : X0 = 0
at infinity is nowhere tangential to C , and we choose L = 〈0, 1,−a〉 ∈ H(k) \ C such that TanLC is regular. Then by 1.5
TanLC ⊂ A2k := P2k \ H . With f := F(1, X, Y )we have TanLC = V (f , fX − afY ), and for P ∈ TanLV
K2P = −1fY (P)3
∣∣∣∣∣ 0 fX (P) fY (P)fX (P) fXX (P) fXY (P)fY (P) fXY (P) fYY (P)
∣∣∣∣∣ 6= 0.
The socle degree of k[X, Y ]/(Gf ,GfX − aGfY ) is 2m− 3.
Lemma 6.1. There exists h ∈ k[X, Y ] of degree≤ 2m− 4 such that
f 2Y ≡ hmod (f , fX − afY ).
Proof. Since 〈0, 1,−a〉 6∈ C the polynomial aX+Y does not divide Gf . If we set Y ′ := Y +aX and g(X, Y ′) := f (X, Y ′−aX),
then Y ′ does not divide Gg and gY ′(X, Y ′) = fY (X, Y ), gX (X, Y ′) = fX (X, Y )− afY (X, Y ). Therefore it suffices to show
Lemma 6.1’. Let f ∈ k[X, Y ] have degree m ≥ 2. Assume that Y does not divide Gf . Then there exists h ∈ k[X, Y ] of degree
≤ 2m− 4 such that
f 2Y ≡ hmod (f , fX ).
Proof. We may assume that Gf ≡ Xm + a1Xm−1Y mod (Y 2) with a1 ∈ k. Write f = Gf + H + ϕ where H ∈ k[X, Y ] is
homogeneous of degreem− 1 and ϕ of degree≤ m− 2. Then we have
GfX ≡ mXm−1 + a1(m− 1)Xm−2Y mod (Y 2), GfY ≡ a1Xm−1 mod (Y )
hence
GfY − a1mGfX = D · Y (8)
where D ∈ k[X, Y ] is homogeneous of degreem− 2. Writing H ≡ b0Xm−1 + b1Xm−2Y mod (Y 2) (b0, b1 ∈ k)we obtain
HX ≡ b0(m− 1)Xm−2 + b1(m− 2)Xm−3Y mod (Y 2), HY ≡ b1Xm−2 mod (Y )
hence
H − YHY ≡ b0Xm−1mod (Y 2) ≡ b0
(
1
m
GfX − a1m (m− 1)X
m−2Y
)
mod (Y 2)
and consequently
H − YHY ≡ −a1m b0(m− 1)X
m−2Y mod (GfX , Y 2) ≡ −a1mYHX mod (GfX , Y
2).
It follows that there is a homogeneous S ∈ k[X, Y ] of degreem− 3 such that
YHY − H − a1mYHX ≡ Y
2S mod (GfX ). (9)
Using Eulers formula for Gf and H and formula (8) we obtain the following congruences modulo (f , fX )
f 2Y ≡
(
fY − a1m fX
)2 = (GfY − a1mGfX) (GfY − a1mGfX + 2HY − 2a1mHX)+ ϕ˜
= D
(
YGfY − a1mYGfX + 2YHY − 2
a1
m
YHX
)
+ ϕ˜
= D
(
mGf − XGfX − a1mYGfX + 2YHY − 2
a1
m
YHX
)
+ ϕ˜
≡ D
(
−mH + XHX + a1mYHX + 2YHY − 2
a1
m
YHX
)
+ ϕ̂
≡ D
(
YHY − H − a1mYHX
)
+ ϕ̂
where ϕ˜, ϕ̂ ∈ k[X, Y ] have degree ≤ 2m − 4 and degD(YHY − H − a1m YHX ) = 2m − 3. Finally using (8) and (9) it follows
that
D
(
YHY − H − a1mYHX
)
≡ DY 2S ≡
(
YGfY − a1mYGfX
)
S ≡ 0 mod (Gf ,GfX )
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and
f 2Y ≡ D
(
YHY − H − a1mYHX
)
+ ϕ̂ ≡ hmod (f , fX )
where deg h ≤ 2m− 4. 
Theorem 4.2 now implies
Theorem 6.2.
∑
P∈TanLC
1
K2P
= 0.
Suppose now that we are in the real situation k = C, F ∈ R[X0, X1, X2], and that TanLC consists of m(m − 1) real
points. We want to prove the theorem of Chasles mentioned in the introduction in terms of the differential geometry of
plane curves. For the smooth real curve C(R)we choose in the neighborhood of P ∈ TanLC a parametrization by a C∞-curve
α(s) = (α1(s), α2(s)) : I → R2, α(s0) = P for s0 in the interval I . We assume that α has unit velocity and let α˙, α¨ denote
its first and second derivative with respect to s. Then α˙ ⊥ α¨ and n(s) := (−α˙2(s), α˙1(s)) is a unit normal vector of α for all
s ∈ I . The curvature of α at s0 is the number κ(s0)with α¨(s0) = κ(s0) · n(s0), in particular |κ(s0)| = ‖α¨(s0)‖. If P is not a flex
of α, i.e. κ(s0) 6= 0, then, independent of the parametrization, the osculating circle of C at P is defined, and
vP := κ(s0)−1 · n(s0) = ‖α¨(s0)‖−2 · α¨(s0)
is the vector from P to its center (see the figure in the introduction).
Theorem of Chasles for Osculating Circles 6.3. For all P ∈ TanLC the osculating circle of C at P is defined and∑
P∈TanLC
vP = 0.
Proof. Orthogonal linear transformations of R2 map osculating circles to osculating circles. Therefore we can assume that
C has horizontal tangents at the P ∈ TanLC . Moreover we can choose α so that α˙(s0) = (1, 0). Then we have
fX (P) = 0, n(s0) = (0, 1), α¨1(s0) = 0 and α¨2(s0) = κ(s0).
Differentiating f (α1(s), α2(s)) = 0 twice at s0 we obtain
fXX (P)+ κ(s0) · fY (P) = 0
hence
γf (P) = −fY (P)2 · fXX (P) = fY (P)3 · κ(s0)
i.e. κ(s0) = −K2P which does not vanish by 3.1. Therefore vP = −K−12P · (0, 1) is well-defined, and 6.3 follows from 6.2. 
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