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A general second order parabolic equation is considered with both Dirichlet 
or mixed (in particular, Neumann) input function acting on the boundary S of 
the bounded spatial domain .Q. The distinctive new feature is that the input 
function is demanded to be expressed in feedback form, i.e. as a linear operator 
(of finite dimensional range) of the solution, continuous from iY(Q) into L,(S), 
for some non-negative real s and for p > 1. Well posedness and regularity 
results of the resulting closed loop system are established in appropriate functions 
spaces. The results are illustrated by examples of physical interest. 
1. INTRODUCTION 
Let Q be a bounded open domain in Rn with boundary S. We assume through- 
out that S is a smooth (n - I)-dimensional variety, Q being locally on one side 
of 5’. Let /2(x, a) be a uniformly strongly elliptic operator of order 2 in Q of the 
form 
A(x, a) = c a,(x) a= U-0) 
l4@ 
with real coefficients a, , where the symbol a, rather than the traditional D, 
denotes differentiation. In the present paper, the symbol D will denote the 
Dirichlet map, as defined below. We consider a general second-order parabolic 
system given by 
a+ x) ___ = --A@, a) u(t, x), at in (0, T] x Q (1.1) 
and, in (0, T] x S, either 
x(4 5) = f(t, 0 Dirichlet boundary condition (1.3.D) 
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or else 
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qp + 40 4, I) =f(t, 0, mixed boundary condition (1.3.M) 
Here, f(t, 5) is the input function or control function, or forcing term, defined 
on (0, TJ x S that influences the solution u(t, x). Also, in (1.3.M), u is a real 
function defined on S and a/& is the (outward) normal derivative. The Neumann 
case is obtained when u = 0. 
The following known regularity results will help us appreciate the nature of 
the problem studied here as we11 as the contents of Theorems 2.1-2.2 below. 
Consider the canonical case when A(x, a) = --d = -Laplacian, and let the 
inputfin Eq. (1.3.D) [resp. in Eq. (1.3.M) with u = 0] belong to L,(O, T; L,(S)); 
then the corresponding solution u(t) with u0 E&(Q) satisfies 
u(t) E&(O, T, W2(Q)) n ZW4([0, T];L,(.Q)) 
(resp. EL,(O, T; P/“(Q)) n H3i4([0, T];L&2)). 
See [ll, Vol. IT, p. 811. As to the question of optimal results, a one-dimensional 
example is provided in [lo, p. 2021, with Q = (0, 1) and Dirichlet inputf(t, 1) E 
L,(O, T) which, however, produces a response u(T) $L,(Q). 
The feedback System. The distinctive new feature of the present paper is 
that we demand the input function f (t, 5) to be expressed in feedback form; i.e., 
as a linear operator (of finite dimensional range) of the state u(t, .) of the form 
f (t, 6) = gl ((F@, ->)(t), q(5)> g,(Od~ Cd4 -1 in (@ Tl x Se (1.4) 
Here (., .) denotes the duality map on L,(S) x L,(S), l/p + l/p’ = 1, 1 < p; 
y is a continuous ope~utor from the Sobolev space I+(Q) into L,(S) for some 
non-negative real number s. Finally, the vectors wI(.) are in L,(S), while the 
vectors gi(.) are in L,(S). The feedback operator C is, therefore, a continuous 
operator from Hs(Q) into (a J-dimensional subspace of) L,(S). 
Our motivation for studying the present problem is the same as in [29, 301 
and comes from boundary control theory. More precisely, it stems from the 
desire to give conditions on A(x, a), y and wj ensuring the existence of suitable 
vectors g, EL,(S) such that the corresponding solution u(t)-assumed unstable 
when all gi are zero-tends asymptotically to zero as t + + co, in the strongest 
possible norm. Algebraic conditions for such a boundary stabilizability problem 
will be given in a separate paper [24]. 
Literature on boundary feedback systems seems to be rather scarce, as only in 
recent years have they been the object of investigation. We cite, for example, 
[21,22] for asymptotic studies of hyperbolic boundary feedback systems, where 
BOUNDARY FEEDBACK PARABOLIC SYSTEMS 349 
the feedback operator is taken to be unbounded. As for the parabolic case, the 
only boundary feedback work of which we are aware is due to Zabczyk [29, 301. 
There is a basic difference with the present paper in his approach to showing 
well-posedness, which in [29, 301 is rooted in Zabczyk’s previous work [228] 
(also in [30]), where he proposes a model for boundary (non-feedback) input 
systems of both parabolic and hyperbolic types. Zabczyk’s model is somewhat 
close in spir& to the semigroup model of Balakrishnan-Wahburn [l-3,25-27] 
for parabolic systems which we adopt here as our starting point. However, 
Zabczyk’s model also differs in some important aspects. His boundary system 
requires two bounded operators, F and B in his notation, besides a partial 
differential operator with zero boundary conditions that generates the analytic 
semigroup on L,(Q). The operator F: lP2(S) + H2(Q), right inverse of the 
boundary operator, is replaced in the Balakrishnan-Washburn model by the 
Dirichlet map or, more generally, by the continuous map: L,(S) -+ L,(Q), 
which defines the solution of the associated elliptic problem. As a con- 
sequence, Zabszyk’s operator B: Hr12(S) -+ L,(Q), which is the differential 
operator acting on F, is zero in the Balakrishnan-Washburn model. There are 
also basic differences in the regularity of the inputsf(t, *) which are smoother 
both in time and in space variables in Zabczyk’s approach. A treatment, in the 
spirit of Balakrishnan-Washburn, for hyperbolic boundary input systems that 
employs cosine operator theory rather than semigroup theory is given in [9,23]. 
This cosine operator model is then successfully used to study regularity and 
feedback stabilization of boundary feedback hyperbolic equations [IS]. 
Norm tiotution. Two vertical bars 1 1 will denote the norm in L,(Q). We 
shall also write 1 wj I?, , for the L, , (S)-norm of wi and 1 y Is,zr for the norm of the 
continuous operator y from H”(Q) -+ L,(S). Any other norm will have a self- 
explanatory subscript. 
2. WELL-P• SBDNESS AND REGULARITY 
Our proof will be based on replacing systems (l.l)-(1.3.D) or (l.l)-(1.3.M) 
with their abstract versions. To this end, the following background material is 
needed. The Dirichlet map D: L,(S) -+ L,(Q) for the homogeneous elliptic 
problem corresponding to (1.2)-(1.3.D) is defined by: v = Dg, where 
A(x, a)v = 0 in Sz; v Is =g. (2.1) 
Similarly, the mixed map M: L,(S) -+ L,(O) for the homogeneous elliptic 
problem corresponding to (l.l)-(1.3.M) is defined by: v = Mg, where 
A(x, 8)~ = 0 in 9; ($+$=g. (2.2) 
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The Dirichlet map D is a continuous operator from&(S) into L,(Q) [I 1, p. 188; 
18, Theorem 1.2, p. 2501. Similarly for M. 
Let now A, and A, be the operators L,(Q) 3 &@(A.) + L,(Q) defined by 
(&h)(x) = --A@, 8) h(x), (AMP)(~ = --Ah ~PC% 
for h E 3(A,) andp E 9(AM), where 9(A,) [resp. a( consists of the closure 
in P(Q) of functions h [resp. functions p] in C”(Q) that satisfy the boundary 
condition h Is = 0 [resp. (+/a~ + UP)~ = 01. 
For a smooth boundary S, we have [6, p. 67,271 
SB(A,) = H;(Q) n H2(SZ), 
9(AM) = [ p E H2(Q) : ($ + op), = 01 
(2.3) 
The operator -A, is regularly accretive [12] and the same holds for -A,,, 
modulo the null space. 
From now on, we use the symbol A to cover indifferently either A, or A, . 
The operator A generates an analytic (holomorphic) semigroup denoted by 
eAt [6, Example p. 1011. Then, with u(t) = u(t, a) EL,(Q), the abstract versions 
on L,(Q) of problems (l.l)-(1.3.D) and (l.l)-(1.3.M) subject to the feedback 
condition (1.4) are 
and 
u(t) = eADtuO -
s 
t A,e AD(t--T)D i (yu(~), wj) gj dT, (2.4.D) 
0 j=l 
u(t) = eA440 - 
s 
t AMe.+((t-T) 
M f (W(T), 4 gj dT, (2.4.M) 
0 j=l 
respectively. For (2.4.D), we refer to [l-3,25-27]. A similar procedure, applied 
to (I. l)-( 1.3.M), (1.4) yields (2.4.M), simply by replacing D with M. Therefore, 
we do not insist further. For a derivation in the same spirit of a similar input- 
solution formula for hyperbolic systems, see [9,23]. 
Therefore, the well-posedness and regularity of (1.2)-(1.3.D), (1.4) in 
0 < t < T [respectively, (1.2)-( 1.3.M) (1.4)] is analyzed in terms of the well 
posedness and regularity of (2.4.D) [resp. (2.4.M)]. 
The following two theorems do not appear to be obtainable by simply invoking 
existing literature in integral equations (see, e.g., [ 16, 171). 
THEOREM 2.1. (Dirichlet case)., Let T be arbitrary > 0. Let y be a continuous 
operator from Ha(Q) into L,(S) for s < 4 andp > 1. Then, for each u. E H1/2-‘(Q) 
[req. u. ELM], the integral eprcation (2.4.D) defines a unique solution u(t) E 
C([O, T]; H1/2-E(Q)) [resp. u(t) E C([h, T] ; H1i2-f(Q))] for any E such that 0 < E < 
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s and for any h such that 0 < h < T. Moreover, u’(t) exists and E L1(O, T; 
!I&-(s?)), 1 < E < l/(1 + p - E/2) f or any (slightly smoother) u,, E B((cI - 
AD)1/4-~), 0 < p < ~12, where the constant c shifts the spectrum of (J - A,) to the 
open right-hand side of the complex plane. (The identijcation (2.5b) below’is useful 
for an equivalent re-statement of this theorem.) 
Proof. We write A for A, throughout. For simplicity of notation, we also 
give the proof only for J = 1, in which case we write w and g, instead of wr and 
g, . Let us first consider the case when the spectrum of A is strictly on the left- 
hand side. Hence, the fractional powers (- A)e, 0 < 8 < 1, are well defined [20]. 
We shall also need the following relations: 
IU Hzelo) G C I(-@ u I, o<e<1, u E %((-A)‘), (2.5a) 
9?((-AD)1/4-9 z fJ’/“-“o(Q), 0 -c P < l/4, (2Sb) 
1(--A)” eAt 1 < $-, t > 0, a > 0. (2.6) 
Relations (2Sa) and (2.5b) are contained in the literature of fractional powers 
and interpolation spaces [7; 12; 13, Theorem 5.1; 141 and (2.6) is a consequence 
of the analyticity of eAt (see [20, p. 721). Now, elliptic theory [ll, Sect. 7.3, 
pp. 187-81 shows that 
range of D C II’/*(Q) (2.7) 
and, from (2.5b), we obtain 
EP(Q) C IzP/~-~~(SZ) = S((-A)li4-o) for any p, 
Next, we introduce the operator F by setting 
0 < p < l/4. (2.8) 
Fu(t) = eAtq, - 
I 
t AeAct-‘) Dg(yu(4, 4 dT> 0 
= eAtuO - 0t (-A)3’4+” eA(t-‘)(-A)1’4-’ Dg(ru(T), w) d7. 
s 
(2.9) 
By (2.5)-(2.6) and for 0 < l/4, the EP(Q)- norm of the integrand is integrable 
(see also (2.13) below). Hence, from [8, p. 881, with u,, E H20(Q), F is well 
defined as an operator on C([O, T]; EP(0)). We shall show that F has a unique 
fixed point in C([O, T]; H2e(Q)). Let 
r=3/4+p+0<1; 28 = l/2 - 6, (2.10) 
for suitable 0 < p < c/2, which is henceforth fixed. Finally set, for later 
convenience, 
(2.11) 
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Let T > 0. For I as in (2.10), define 
K = C 1(-41’4-” Dg I I w 1st I Y 1s.p J4 and I u Ic = g$== I wfpqJ2) 
(2.12) 
Then, (2.9), (2.5), (2.6) and (2.10) imply1 
T P/(~-~)(-A)~‘~-” Dg I I y 1s,1) I w 19~ I ~(7) - +)iHaqn, d7 
(2.13) 
e Ktqml, P) I u - TJ Ic, (2.14) 
where B( p, q) is the beta function 
t”-l(l - t)-l dt. 
Next, compute 
(by (2.14)) < K2 s : (t L) 
d7 B(l, q) I u - u IC 
< KWB(1, q) B(l + q, 4) I u - u Ice 
In general, one gets 
I FW) - ~W~)l@9(~) 
< KntnaB(l, 4) B(1 + P, d ...B(~+(~-~)~,~)I~--I~. (2.15) 
Taking sup over [0, T] yields 
I F”u - F”v Ic < C,, 1 u - v Ic, (2.16) 
where 
C, = K”T”*B(l, q) **I B(l + (n - l)% Q) (2.17) 
1 For either suitable small time interval T, or else small system parameters ( w I.*, 1 g I, 
I Y I*.9 3 the operator F is a contraction. For arbitrarily pre-assigned time interval and 
system parameters, we must instead look at iterations of F. 
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By virtue of the known identities 
r(P) w B(P? 4) = qp + 4) 9 qx + 1) = x&X), 
Eq. (2.17) can be rewritten as 
(2.18) 
(2.19) 
The asymptotic properties of r(.) guarantee that C, 4 0 as 7t + co. By the 
Banach fixed-point theorem [19, p. 1271, the operator F has then a unique fixed 
point in C([O, T]; fP(L?)), th e solution of Eq. (2.4.D). The case us ELM follows 
after noting that, by the analyticity of eAt, t > 0, and by (2.5b), we can write 
I eAtUO IH2etn) = le *(t-+qe e*$, I, O<h<t<T. 
We now proceed to prove that the time derivative of the established solution 
exists for slightly smoother uc, and e&(0, T; H2e(SZ)). For any us E z~((---LZ)~/~-~), 
where p is fixed by (2.10), and any function u(t) satisfying 
u(t) E C(P, Tl; Hzo(Q>>, u’(t) E&(0, T; H2e(Q)), (2.20) 
define the operator G by setting 
Gu’(t) d&f AeAtu, - AeAt Dg(p,, , w) - jot AeAttmT) Dg(yu’(T), w) dT 
= (-A)3’4+e eAt(-A)1’4--p[uo - Dg(yu, , w)] 
_ et (-q3/4+0 eA(t--r) 
s 
(-A)1’4-” Dg(y+), w) dr. (2.21) 
As already observed, the integral term in Eq. (2.21) belongs to C([O, T]; H2e(Q)). 
However, this is not the case for AeAtDg, as the map: t -+ AeAtfis continuous as 
t 4 0 if and only if f E 9(A) (see [4, p. 11 l] for the nontrivial “only if” part). 
Therefore, a less smooth space is needed. We start withL,(O, T; H2e(L’)). 
By virtue of (2.5)-(2.6), G is well defined as an operator on L,(O, T, H2@(Q)) 
(see also (2.22) below). In order to show that G has a unique fixed point on 
L(O, T; ff2e(Q)), we compute using (2.5), (2.6), (2.10) and (2.12): 
I Gu’(t) - ~‘(t)l,*e~~) < K et tt 2 +. I ~‘(7) - ~‘(T)lHze~~) dT.s (2.22) 
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t t 
< K2 s (I 0 tz (t - tl;;il - t2) 1 
by (2.22) and a change in the order of integration. 
Taking the L,(O, T)-norm yields, 
I ’ 1 Gu’(t) - Gv’(t)l HagfSZl 0 dt < KT’W, q) joT I u’(t) - G)lHwlQj 4 
by virtue of (2.22) and a change in the order of integration. Similarly, from (2.23) 
one gets, after elementary but tedious computations: 
s 
= 1 G%‘(t) - G2u’(t)~H~o~Q~ dt 
0 
Generally, one gets 
(2.24) 
and hence 
s 
’ 1 G”W - Gn~‘(t)lHsotn) dt G C, j’ / u’(t) - v’(t)lHtotnj dt, (2.25) 
0 0 
where the constant C, is that same as that in Eq. (2.17). Therefore, as before, 
there exists a unique function u of the class specified in (2.20) satisfying 
u'(t) = AeAtuo - AeAt Dg(p, , w) - 6 AeAtt--) Dg(yu’(T), w) d7, 
(2.26) 
as well as (2.4.D). On the other hand, for such u, differentiation in t of (2.4.D) 
for J = 1, written more conveniently as 
u(t) = eAtUO -
s 
t AeAr Dg(yu(t - T), w) d7, 
0 
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yields precisely (2.26) for u,, E 9((-A!)~/*+). This completes the proof that 
u’(t) dl(O, T; H’/“-‘(Q)). 
Next, we show that actually the fixed-point solution Gu’(t) = u’(t) belongs 
to L,(O, T; H1/Z-E(S2)) with 1 < I < l/r. In fact, such u’(t), once plugged into the 
integral in Eq. (2.21), makes this integral in L,(O, T; H1/2-f(Sz)) by standard 
convolution theory (see, e.g., the proof in [B5, p. 51 as applied to the present 
case). But the other term in the right-hand side of Eq. (2.21) also belongs to 
L,(O, T; H1/2-e(Q)), as it follows from 
where 
u. = (-A)l+& - Dg(yu, ) w)]. 
Hence, the left-hand side G’u(t) = u(t) in Eq. (2.21) is in L,(O, T; IW2-‘(Q)) 
and the proof in case ( -LI)~ is well defined and is complete. 
In the general case, the generator can be written as A + d = A, for some 
constant c > 1, where A satisfies the conditions of the case previously considered. 
Then, if D, [resp. D] denotes the Dirichlet map corresponding to A, [resp. A], 
Eq. (2.4.D) is, for J = 1, 
u(t) = ecteAtuO - ot (A + cAA-l) eAct-‘) DCgeC(t-T)(yu(7), w) dq 
i 
that is, 
e%(t) = eAtuO - 
s 
t 
AeAct-“(I + CA-~) D,g(r(e-“u(T)), zu) dr, 
0 
to which the same considerations apply as in the previous case, since D, = 
(I + CA-l)-lD as one routinely obtains from the definitions. The proof is now 
complete. 1 
Remark 2.1. Direct computations show that the solution to (2.4.D) satisfies 
the property: u(t + T, uo) = ~(7, u(t, uo)), t > 0, T > 0. 
COROLLARY TO THEOREM 2.1. Under the assumptions of the theorem, if the 
following Compatibility Relation 
uo - D&u, , w) 6 W) (C.R.l) 
is assumed, then u’(t) E C([O, T; IzFI~-~(Q)) (that is, u E Cl[(O, T]; Hi/2-E(Q)). 
Proof. In fact, the only bad term in (2.21) can now be rewritten nicely as 
eAt4uo - Dg(yu, , 41. I 
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Comments on C.R. 
The above compatibility relation (C.R.1) (which implies u,, # B(A), since 
Dg # 9(A)) means explicitly 
uo - Dgbo ,4 E H2(-Q) 
~oIs-g(Y~o,w) =o 1 * 
(C.R.1’) 
This can be accomplished, for example, by taking any u. E H2(Q) but u. Is # 0 
(consistent with the initial condition requirement of the theorem) and by 
defining g as 
so that Dg E H2(Q). 
Higher order Compatibility Relations could be imposed to obtain regularity 
in C([O, T]; JW2-‘(sZ)) for higher order time derivatives of u(t). For instance, the 
next order Compatibility Relation is 
duo - Ddyuo 3 41 - WvJ(4 4 E W), (C.R.2) 
(under which u(t) E C2([0, T];H112-E(Q))), whereg is given by the starred equation 
above. This, however, imposes further constraints on u. . From examples (say, 
in one-space dimensions with A = d2/dg2), it can be shown that (C.R.2) is 
indeed satisfied for special initial points u. . 1 
As for the mixed case, analogous results are obtained. 
THEOREM 2.2 (Mixed case) Let T be arbitrarily > 0. Let y be a continuous 
operator from Hs(s2) into L,(S), for s < 312 and p 3 1. Then, for each u. E 
H3/2-‘(12) [resp. u. E L,(Q)], the integral equation (2.4.M) defines a unique solution 
u(t) E C([O, T]; H3/2-E(Q)) [resp. u(t) E C([h, T]; H3/2-‘(Q))] for any E such that 
0 < E < 312 - s and for any h such that 0 < h < T. Moreover, u’(t) exists and 
EL~(O, T; H3/2-E(Q)), 1 < I < l/(1 + p - c/2) for any (sZightZy smoother) 
u. E B((cI - AM)3/4-~), 0 < p < ~12, where the constant c shifts the spectrum of 
(~1 - AILI) to the open right-hand side of the complex plane (the ident$cation (2.27) 
below is useful for an equivalent restatement of the theorem). 
Proof. We write A for A, throughout. Since the proof follows the same 
conceptual outline of Theorem 2.1, only the relevant differences from that case 
will be noted. Elliptic theory now gives (see [II, Sect. 7.3, pp. 187-1881) 
range of M C H31z(Q), 
while now the following holds [14; 7; 11, p. 1071: 
H”/“(Q) C H3/2--2p(Q) = 9((-A)“/“-“), (2.27) 
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for any p, 0 < p < 3/4. These containments are the counterpart of (2.7) and 
(2.8), respectively. The operator F is now defined by 
Fu(t) = e%,, - I 
t 
A&‘“-“Mg(yz+), w) dT 
0 
= eAtuO - ot (-A)1’4+o ea(t-T)A3’4-(DMg(y~(~), w) dr, 
s 
and it is well defined on C([O, T]; H2e(Q)), 0 < 3/4, by (2.5)-(2.6). The proof that 
F has a fixed point then proceeds as before, this time with 
r = l/4 + p + e < 1, 20 = 312 - E, 
for suitable p, 0 < p < e/2. Similar considerations apply to the time derivatives 
statement. g 
Remark 2.2. The well-posedness problem studied in this paper could also 
be attacked by means of Laplace transform techniques. However, the results 
obtained by Laplace transform are weaker. For instance, in the Dirichlet case 
of Eq. (2.4.D) this method gives only 
u. E H’/“-‘(~-2) z- u(t) c&(0, T; H’/“-‘(Q)), 
rather than u(t) E C([O, T]; Hi/2-E(Q)) as established in Theorem 2.1. Moreover, 
since we have only u’(t) ~Lr(0, T; H1/z-c(Q)), embedding results, as in [ll, 
Theorem 3.1, p. 191, are not directly applicable to improve the regularity of u(t). 1 
Remark 2.3. The following question poses itself: Can the index s in the 
statement of Theorem 2.1 be “pushed” strictly above 4 ? (If so, y would also 
be allowed to be a trace operator [ll, p. 411). The answer is negative. In fact, 
consider the case when y is the first trace operator: 
The parabolic equation therefore has boundary feedback (let us take J = 1): 
* Is = (u Is T 4r,W& g E Lm* 
Obviously, existence of a feedback solution u(t) for this problem fails in general 
unless, necessarily, 
(i) either 
04qs 3 4,*(s) Es 09 a.e. in [0, T], 
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in which case, 
u(t)\, = 0 and u(t) = eAtuO , 
(ii) or else g is chosen to satisfy 
(g, W)L,W = 1. 
However, under condition (2.28), which is necessary for the existence of a 
feedback solution, the following considerations (due to Professor J. L. Lions 
in a conversation with the author at the 9th IFIP Conference in Warsaw in 
September 1979) show that it is the uniqueness issue that now fails. In fact, 
let K(t) be an arbitrary function in L,(O, T) and consider the parabolic open 
loop problem with Eq. (l.l), initial datum (1.2) and boundary term 
24 Is = ~(Wh g EL,(S)* (2.29) 
In particular, R(t) may be a continuous function with R(0) chosen to satisfy the 
Compatibility Relation us Is = K(O)g([). Then standard parabolic theory 
[ll, Sect. 151 guarantees the existence of a unique H1/2*1/4(Q)-solution of the 
open loop problem (l.l), (1.2), (1.3), (2.29), which we denote by u,(t) to em- 
phasize its dependence on K(t). Hence, if (2.28) is assumed, it follows that 
@,&)lS P W)L,(S) = (4% W)L,(S) = 40 a.e. in [0, T] 
==d by (2.2% Y an such solution uk satisfies the boundary condition 
u Is = (u Is 7 w)L*(slg (2.30) 
and hence is a closed loop solution. Due to the arbitrariness of K(t), we conclude 
that, under assumption (2.28), there are infinitely many solutions of the closed 
loop problem (1.1), (1.2), (2.30). 1 
Remark 2.4. Actually, the postulated assumption of smoothness of the 
boundary S of S can be considerably relaxed to include, in particular, conical 
domains [31]. For a detailed account of this question within the context of the 
semigroup input-solution formula (2.4) employed in the present paper, we 
refer to [14, Sect. 6.31. Here, it is observed in particular that the continuity 
of the maps 
D: L,(S) + B((--AD)lj4--o), O<P<B, 
M: L,(S) + 9((-A&p-), O<P<$, 
crucial to our analysis (see (2.7), (2.8), (2.27)) extends to nonsmooth domains. 1 
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3. APPLICATIONS AND EXAMPLES 
Dirichlet Case 
Physically significant classes of operators y, continuous from H”(Q), s < l/2, 
into L,(S) to which Theorem 2.1 is applicable in the Hilbert spaceboundary 
feedback case, are given next. 
EXAMPLE 3.1. Let s < l/2. For y(x) E HS(.Q), define y by 
Direct computations show that y is continuous from W(O) into L,(S) provided 
that the kernel satisfies 
&5 x) Eb.(S; H-“(Q)). a 
EXAMPLE 3.2. (constructed by means of trace operators). Let s < l/2 
be given and let y = y(x) E W(Q). Let T be a linear transformation continuous 
from W(Q) into HS+~(0) with s + 01 > l/2 ( see concrete examples of T below). 
Finally, let 7 be the simplest trace operator 
i-2: = x Is E If’-ys>. z E fP(SZ), 
continuous from H’(Q) into W-‘/“(S), r > l/2. Then, define the operator y 
by setting, for y E W(O), 
yy %f +Ty) = (Ty) IS~ ~IP+*-~‘~(S) CL,(S). 
Then y is obviously continuous from H”(Q) into L,(S). 
The above procedure, as applied to our parabolic system, is illustrated by the 
block diagram in Figure 1. 
I 
I 
I -1 
PARABOLIC u(t) G H'(n) I TRANSFORMATION Tu < HSta(ll) TRACE 1 
- SYSTEM I_ T ) OPERATOR 7 
1 T 
i ____ -------L ____ -----A 
tBOUNDARY INPUT 
FIGURE 1 
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From the diagram, the operator T can be interpreted as the output operator; i.e., 
Tu as output, acted upon by the trace operator 7 (boundary output feedback). 
Concrete Examples of Transformation T 
As T, acting on y E H”(Q), makes the final result Ty smoother, T may be 
qualitatively thought of as a sort of integrator. (In one-space dimension, T may 
be defined by integration.) Specific examples follow. 
(a) Consider the following canonical situation: 
Av =y in Q 
v 1s = b 
Then standard elliptic theory (see, e.g., Lions-Magenes [lo, vol. I; p. vi of 
Preface; also, p. 1881) gives that, for 0 # b E HS+3/2(S) and y E Ha(Q), the 
solution v is in Hs+2(Q) and, moreover, if we define T as Ty = v, then T is 
continuous from H”(Q) into HS+2(.Q). Therefore, we can define y as 
0 # w = Ty Is = b E Hs+3/2(S) CL,(S). 
(b) For y = y(x) E H”(Q), s < l/2, define T by 
(TY)(~) = 1 k(5, 4 y(x) dx, x, [EL? 
sa 
In the same spirit as in Example 3.1, T is a continuous operator from HS(Q) into 
H~+~(l2), provided that 
A(<, x) E H”+a(Q; H-“(~2)). 
Then fix 01 so that (Y + s > l/2, in order to define y by T(TY). To assure that 
such a trace be non-zero, resuire that 
k([, x) 4 H:+“(Q; H--‘(Q)). 
Neumann Case 
Only a quick sketch will be given, the considerations here being analogous to 
the Dirichlet case. As for the Hilbert theory, our Theorem 2.2 does not cover 
the boundary feedback case: 
(3.4) 
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to which considerations similar to those in Remark 2.3 apply, since the map 
is continuous from H,(O) into&(S) only for s > 312. It does, however, cover the 
boundary feedback 
au 
ay, = (u Is 9 f4Lz(S) g; g EL(S)* I 
Note added in proof. The very recent paper “Analyticity and structural assignment of 
boundary feedback parabolic equations” by I. Lasiecka and R. Triggiani treats a similar 
feedback system and gives regularity results of different nature, that neither fully imply, 
nor are fully implied by, those of the present paper. Among others, the following result 
is proved there: 
In either the Dirichlet or in the mixed case, the feedback closed loop solutions u(t, us) 
can be expressed as 
44 uo) = S&)UO WI ~-w-4, t > 0, 
where SF(~) defines a (feedback) semigroup on L,(a), which is analytic and compact 
for t > 0, and whose generator has a compact resolve&. The analyticity question of the 
feedback closed loop solutions, treated in Lasiecka and Triggiani’s paper over a general 
multidimensional domain -R, was prompted by the desire to extend, via “soft analysis” 
techniques, the result of analyticity obtained first in the one dimensional case in “Bound- 
ary control of the one-dimensional heat equation and the analyticity of semigroups with 
distributed conditions,” by T. Seidman, Seminaires IRIA 1979 through an ad hoc, 
“hard analysis” approach. 
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