Abstract-This paper introduces the virtual collaboration environment and discusses the problems encountered in wireless video transmissions of the participating users. Different schemes are proposed and evaluated to address various problems encountered in the wireless access links of the virtual collaboration system for enhancing the perceived visual quality. The schemes include radio network resource optimization, optimal joint source and channel rate allocation and error resilience enhancement using SVC-MDC. These schemes have been shown to offer a strong potential to be incorporated in a virtual collaboration system for quality enhancement.
I. INTRODUCTION
THE virtual collaboration environment is a system where remotely located users meet in a virtual environment created by the audiovisual technologies as if they were located in the same room. In this paper, we focus on QoS provisioning in the wireless segments of the virtual collaboration environment using the Virtual Collaboration System (VCS) described by VISNET II Network of Excellence (NoE) of the IST FP6 programme. The VCS is currently being used and improved by the NoE partners for achieving cross theme integration by bringing together the work performed in the three VISNET II themes, being video coding, audiovisual media processing and security. Collaborative Working Environments (CWEs) are identified either as "synchronous" where both parties communicate in real time to achieve a common goal or "asynchronous" where they share common artefacts in a workspace but users may access them individually at different times as defined by workflow considerations. Real time audio and video technologies are required for the basic video conferencing element of synchronous collaboration. Means [2, 6] that closely relate to the Virtual collaboration scenario.
C. Scalability Issues
If users with various different contexts (including location, terminal capability, and link parameters) wish to collaborate as well as possible using with their available access links, the overall collaboration system will be heterogeneous and so elements must be placed in the network to scale content appropriately for a range of device capabilities. For Considering a scenario where an emergency personnel user requiring to participate in a crisis management virtual collaboration session using a handheld terminal while being in a WCDMA UMTS coverage area. If at the time of the connection request the UMTS cell was overloaded, the user may be denied access to the network [12] and hence to the virtual collaboration session. A scheme proposed in [15] was modified to produce a scheme for optimizing the radio network resources based on users' QoS parameters (e.g. bit rate, blocking and dropping probabilities) and user's preferences (e.g. video resolution, error resilience) for improving the blocking probability for high priority incoming call requests that are classified into three levels being Enhanced, Medium and Normal according to how much the users are paying for the service. Users belonging to the Enhanced level such as an emergency personnel user will have an enhanced QoS, whereas users belonging to the Medium level will have moderate QoS and users belonging to the Normal level will have normal QoS in terms of blocking probability. The scheme is illustrated in the following flowchart in Fig. 2 . The scheme's performance was evaluated using an implemented and validated with [12] system level simulator for WCDMA UMTS. Fig. 3 shows the accepted traffic versus the offered traffic curves in erlangs/cell. The top two red curves are for voice traffic at 12.2 kbps for validation.
The bottom three curves are for video with the top curve for video at 64 kbps, the bottom curve for video at 128 kbps, whereas the middle curve is obtained when using the scheme which indicates improved accepted traffic (or equivalently lower blocking probability) for the Enhanced video users. data in different video packets, which is calculated by the estimated perceived importance of bits at the encoder. It then applies differential protection by sending prioritised data over multiple radio bearers. Realisation of the proposed scheme is presented in Fig. 4 below.
PhSource-channel rate F adaptation algorithm In this subsection, we introduce the design of an optimal joint source channel bit rate allocation for video transmissions over wireless networks. The proposed scheme utilizes bit level unequal error protection (UEP) and joint source channel coding to obtain optimal video quality over a wide range of channel conditions. The encoded video data is separated into a number of sub-streams based on the relative importance of The goal set here is to find the optimal sub-stream separation and mapping of sub-stream data onto multiple radio bearers in such a way to maximise the received video quality for video transmission over a bandwidth limited error prone wireless channel. The optimisation problem can formally be written as: The proposed algorithm operates at video frame level with the estimation of the source rate, R, for given channel bandwidth/protection. After encoding the video frame with the estimated source rate, the expected distortion is calculated at video packet level. Based on the calculated distortion values, data partition of each video packet is assigned an importance level. Data separation into N number of sub-streams is performed based on the calculated importance levels. Instantaneous channel quality for each selected sub-channel is predicted. The source rates for sub-channels are calculated and the channel bandwidth requirement set out in Equation 4 is checked. If the bandwidth requirement is not satisfied, the data on the highly protected sub-channels are reduced and the importance levels are re-calculated. Expected frame distortion is calculated again and the step is repeated until the minimum distortion value is obtained.
The distortion for current frame being encoded is estimated using the model presented in [5] . Standard object segmentation available in MPEG-4 is used for these experiments. The "Singer" and "Kettle" test sequences have been used in this experiment. The "Singer" sequence is used as the background and the "Kettle" sequence is segmented and used in the foreground of the output sequence each transmitted over different radio bearers with unequal error protection. The CIF (352 x 288 pixels) sequences are coded at 30 fps. C. Error Resilience Enhancement Using SVC-MDC SVC-MDC aims to combine the flexibility of scalable coding with the robustness of MDC. The objective of the SVC-MDC scheme is to enhance error resilience of the base layer of SVC using temporal MDC. The base layer is the most important part of the SVC bitstream, as all the other layers depend on it. Therefore, it is important to make it error robust. The temporal MDC of the base layer is produced using the multi-state video coding approach as in [10] which separates the even and odd frames of a sequence into two MDC streams as shown in Fig. 6 . Streams 1 and 2 contains even and odd frames respectively. With this approach, MDC loses its coding efficiency due to the prediction from previous two frames and longer motion vector need to be coded. Reduced frame rate
If both the even and the odd streams are received, the decoder can reconstruct the coded sequence at full temporal resolution. If only one of the streams is received, the decoder can still decode the received stream at half the original temporal resolution. Since the even frames are predicted from previous even frames (independent from odd frames), there will be no mismatch if one of the streams are lost at the decoder. Additionally, in the case of one stream being received, the decoder can decode at the full resolution by interpolating between the received frames as in [10] or by repeating the frame. If error occurs in one of the frames in the MDC stream (frame 4) as shown in Fig. 6 , the error will propagate to next even frame. The MDC decoder can then switch to the odd stream and display the frame at reduced frame rate. Alternatively, the MDC decoder can interpolate between the reduced frame rates or repeat the frame to achieve full temporal resolution. The Joint Scalable Video Model (JSVM) software has been modified to produce the even and odd frame MDC scheme. The preliminary subjective result for error prone is shown in Fig. 7 to simulate VCS access using wired Internet. 20% packet loss of Internet error pattern is used [11] . Interview sequence at CIF resolution and 30 fps is coded using the original JSVM software (SDC) and modified JSVM software (MDC) to achieve the same bit rate of about 300 kbps by varying the quantisation parameter. Table 1 shows the quantisation parameter and the I-frame rate used to achieve the bit rate. In order to achieve the same bit rate as MDC at the same quantisation parameter, SDC used more 1-frames than MDC. The 20% packet loss is only in the even stream for MDC to simulate ideal MDC channel (one stream is completely lost), while in SDC, any frames can be subjected to the 20% packet loss. It is assumed that one lost corresponding of one frame lost. Fig. 7 shows the subjective results for frame 80 and comparison between interpolate and repeat frame method of the reduced frame rate. In SDC, frame copy error concealment is used. In the MDC simulation, if an error occurs in even frame, the decoder switch to odd frame and ignores the rest of the even frame. It then interpolates or repeats the odd frames to achieve full resolution. When playing the sequence, a little bit of jerky motion is observed for MDC-repeat due to the frame repetition. It can be concluded that under ideal MDC channel, MDC is very effective in combating transmission errors compared to SDC. 
IV. CONCLUSION
We have introduced the virtual collaboration environment and the problems associated with the use of wireless access links by users participating in a virtual collaboration session.
For achieving the expected end to end QoS, a radio network resource optimisation scheme based on users' QoS and preferences for enhancing the quality of high priority users who require to participate in a virtual collaboration session was evaluated and it was shown to improve the accepted traffic especially for high priority users.
For source channel rate optimization, a joint source-channel rate allocation based adaptation scheme was proposed. The rate allocation is based on the modelling of expected distortion at the video packet level. The video data can then be prioritised according to the relative perceived importance. Prioritised streams are then transmitted over the air interface by using multiple radio bearers with different error protection capabilities.
For 
