This paper examines metrics for measuring clutter e ectiveness on model-based automatic target recognition systems with FLIR sensors. The measure for clutter e ectiveness proposed is the di erence of two Kullback-Leibler distances between the idealized approximate probabilistic models without clutter and the real model containing clutter. We establish that occluding objects and clutter, when manipulated, do not present a fundamental challenge to model-based ATR system if the model manipulated is an accurate representation of the obscuring clutter. However, if the obscurer is not manipulated, performance degrades in cases where the obscurer is an \e ective clutterer." To quantify the e ect of clutter in ATR, estimation and detection problems are considered for rigid ground-based targets. For estimating the orientation of a vehicle, the Hilbert-Schmidt distance is employed.
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Introduction
Designers of automatic target recognition (ATR) systems are faced by numerous challenges. Targets can present an in nite variety of appearances due to changes in pose and di erences in illumination (in visual systems) and thermodynamic state (in infrared systems). Nonideal sensor e ects, such as the noise and blurring present in optical systems, further complicate matters. These issues alone make ATR quite di cult; the situation becomes even more disheartening when we confront the reality of \clutter."
In a review of 10 years of research into ATR by Army Laboratories, investigators at the U.S. Army Night Vision and Electronic Sensors Directorate (NVESD) write, \Probably the key problem associated with understanding and predicting ATR performance is the scienti c understanding and quanti cation of clutter as it a ects detection. Understanding and quantifying clutter as it a ects performance is a problem that has de ed solution for many years." 1] Such quanti cation is the main thrust of this paper. The authors continue: \The key to clutter quanti cation has to do with how competitive the clutter objects are to targets... Hence, any metric that purports to quantify clutter must be related to the targets of interest... A clutter metric devoid of a target relationship will not work." Our work provides quantitative support of this intuitive assertion. If we begin with estimation-theoretic principles, we discover that the resulting clutter metrics do indeed need to take the signatures of the targets directly into account.
The Nature of Clutter
Among the array of puzzles faced in infrared and visual ATR, clutter may be the most formidable, as it is the most di cult to characterize. In many active radar scenarios, clutter has been well quanti ed 2], and ATR algorithms resistant to it have been proposed with some success 3]. However, in the infrared and visual regimes, clutter steadfastly resists attempts to de ne and quantify it precisely, let alone derive algorithms which are invariant to it. Man-made targets have known 3-D shapes, and sensor characteristics can be measured in the laboratory. Clutter is not so easily grasped. In a Broad Agency Announcement 4], the U.S. Army Research Laboratory once de ned clutter as \spurious or extraneous indications that can cause the sensor to respond as though a target were present when it is not, can cause the sensor to not respond when a target is present, or can cause the location of the target to be sensed with substantial error." In a broader sense, clutter can cause a detected target to be incorrectly identi ed, or perhaps make multiple targets appear to be a single target or vice-versa. Clutter may obscure a target, cause a target to appear to have a di erent shape, or appear to be an individual target by itself.
Even in simple scenarios, such as tanks in a desert, examples of clutter abound: 1)
Vehicles can stir up clouds of dust; these clouds may obscure target features, or even worse may happen to have a target-like shape and take on solid enough of an appearance to generate a false alarm. 2) In infrared images, vehicles can heat up the ground they travel over, causing that ground brie y to have an intensity close to that of the vehicle; the resulting target shapes have \tails" which can confuse classi cation and pose estimation.
3) Natural features such as vegetation and boulders may have target-like appearances. Now consider an urban scenario in which the tanks are parked along a street next to cars, busses, lamp posts, and o ce buildings. The latter items are termed \clutter" in this scenario since they are not the subject of the search. Yet, these clutterers are just as structured and complex as the targets; they are just as interesting in their own right. The real world contains many \spurious or extraneous" things, and more quizzically, what is considered \spurious or extraneous" in one scenario may be the prime target in another.
Overview of the Approach
The experiments described here explore the e ects of di erent kinds of clutter on the performance of model-based ATR systems for forward-looking infrared (FLIR) sensors.
We consider pattern-theoretic 5, 6, 7] systems which perform inference by simulating hypothesized scenes and comparing these scenes to the collected data via a sensor likelihood model. In these experiments, the scenes analyzed contain background, targets, and cluttering elements.
A challenge in designing model-based ATR systems is deciding how much detail to incorporate in the model. Overly simplistic models may not be su ciently rich to capture important nuances in real scenes; overly complex models may be di cult to characterize or computationally infeasible. Also, no matter what sort of model is chosen, a system in the eld may encounter real scenes containing elements not incorporated in the model. It is important to characterize how robust the system is with respect to such surprises.
We follow a basic belief that models of complex scenes are approximations; natural scenes are too complex to believe that all of their elements can be precisely speci ed.
Therefore, we attempt to quantify the e ectiveness of a model through the quantitative measure of performance degradation associated with being an approximation to the truth.
A powerful clutterer is then one for which there is large performance degradation for the approximate models. Also, the quality of the model is measured via the same performance degradation metrics. A good model of the clutter is one for which performance degradation is small.
We manipulate models which contain deformable templates; these are approximations to natural scenes. In detection theory, Kullback-Leibler distances provide asymptotic expressions for the the exponential probability of error via Stein's lemma ( 8, 9] ). The Kullback-Leibler distance between two probability densities p and q is de ned a
For discrete probability mass functions p and q, the Kullback-Leibler distance is de ned similarly, with sums replacing the integrals.
We liken this to the approach taken in language modeling. Probabilistic model quality 
Model p (1) is considered better than model p (2) if D(p true kp (1) ) D(p true kp (2) ), or equiv- Our investigation proceeds by exploring a sequence of three fundamental questions.
1) If an object is partially occluded, and the position and shape of the occluding clutterer is known so that the complete deformable template model can be manipulated, does the occluder present a fundamental challenge to estimation about the object of interest?
Our rst experiment, described in Sec. 3.1, indicates that as long as a su cient number of pixels on target remain unoccluded, the answer is no. Note we do not claim that occlusion does not present di culties for particular suboptimal algorithms; rather, we derive performance bounds which are independent of any particular algorithm.
2) Now suppose the pose of the occluding object is unknown. Does the occlusion make estimation di cult? The same experiment shows that the answer is again no, as long as one is willing to manipulate the pose of the occluding object along with the underlying target of interest. In fact, we nd that the performance in such a case is not signi cantly di erent than that if the pose of the object is known a priori. We explain this behavior by exploring the associated Fisher information matrix.
3) Both of the preceding explanations assume a complete model of the clutter is avail- Here, we will explore two simpler scenarios, so more straightforward techniques can be employed. In the rst, the goal will be to estimate the orientation of a single T62 tank assuming its position and radiant intensities are known. The second is a simple detection problem, assuming that the pose and signature of the tank are known.
Orientations can be equivalently parameterized via angles on the torus 0; 2 ), with 0 identi ed with 2 , or the special orthogonal group SO(2), the set of 2 2 SO (2): (5) It is assumed that the radiant characteristics of the tank are known in advance. Techniques for relaxing this assumption and placing thermodynamic variability into the knowledge representation are discussed in 22, 23, 24] . The target intensities employed in the estimation experiments were generated by the PRISM software 25] developed by Michigan Technological University's Keweenaw Research Center. The experiments conducted in this paper could be extended to more complex situations, such as the multiple target scenarios discussed above.
The Loglikelihood
Bayesian ATR systems encapsulate knowledge of the targets in a prior density p(x), x 2 X, and knowledge of the observation mechanism in a likelihood density p(yjx) In these experiments, a uniform prior distribution on target orientations is assumed.
A FLIR charged-coupled-device (CCD) detector is assumed. Enumerate the detector elements as p 2 P Z 2 . In most applications P is a rectangular subset.
When observed by a CCD detector, an ideal image : P ! 0; 1) produces Poissondistributed data y : P ! 0; 1; 2::: with mean given by .
In this study, we wish to focus on the e ects of clutter, so non-ideal phenomena such as camera point-spread, nonuniform detector response, and readout noise are not incorporated. They are described in 27].
Let render(x) denote the ideal image corresponding to the underlying parameter x 2 X. The render operation projects the radiant intensities of the 3-D objects in the scene onto the detector via perspective projection and obscuration. In our implementations, render is conveniently performed on Silicon Graphics hardware.
Notice that render and L CCD provide a conceptual separation of the deterministic and random aspects of the observation process. We compose them to yield a likelihood in terms of the data and the underlying scene parameters
2.3 MMSE Estimation is the conditional expectation of x given y 28]. In this study, X = SO (2) is not a vector space, therefore we de ne a distance measure appropriate for SO (2) 
Notice that d HS has a maximum of 8, which happens when and 0 are facing opposite directions.
We are now in a position to employ (8) . However, the usual trick of nding x mmse (y)
by computing E xjy] no longer applies. Since X is not a vector space, the \expectation of x" is not de ned. The main di culty is that if two elements of SO (2) , and then projecting the result back onto SO(2).
In this implementation, a library of N = 36 images of the target, spaced at 10 degree increments to cover the entire orientation space, is used. The MMSE estimate is generated according to x mmse (y) = P N n=1 x np (x n jy) q P N n=1 x np (x n jy) (11) wherep(x n jy) = p(x n jy) P N i=1 p(x i jy) : (12) and x 1 ; x N is a uniform discretization of SO(2). is generated, and their errors averaged with the property:
HSB(x true ) = lim
In 29, 32], the models used in data generation and data analysis were the same, and performance was plotted as model parameters such as signal-to-noise were varied. In those cases, the maximum value of the HSB was R ? 4 1 ? cos( )]d = 4, which corresponds to a no-data case in which the system uniformly guesses orientations.
In the experiments conducted here, data sets are generated under the true model p c (yjx) which includes the clutter, but the estimates x mmse ( ) are computed using an approximate model p a (yjx) (the \a" stands for approximate). The maximum value for the HSB is no longer 4, but could be as high as d HS (0; ) = 8 for a model mismatch.
Target Detection
In the absence of nuisance parameters, traditional target detection proceeds by comparing the likelihood or loglikelihood ratio to a threshold:
If prior probabilities and costs of wrong decisions are available, a threshold may be determined from them; if not, a Neyman-Pearson approach (see p. 33 of 28]) may be taken in which the choice of threshold represents a tradeo between probability of detection and probability of false alarm, and one of the probabilities is speci ed by the system designer.
If nuisance parameters are present, in Bayesian settings (16) may be employed after averaging the nuisance variables out via R X p(y; x)dx = p(y).
The performance of a target recognition system is determined by its receiver operating characteristics (ROC) curve, which plots the probability of detection vs. probability of false alarm curve that results from sweeping the threshold in (16) 
between the densities associated with the hypotheses is valuable in analyzing such systems. Stein's lemma is customarily stated in terms of the asymptotics of P FA given a xed upper bound on P M ; we state it the other way around to better suit the current purposes of exploring the e ects of clutter on the probability of false alarm.
We are interested in exploring situations in which the simple model used to analyze the data (i.e., the probabilities in the loglikelihood ratio) di ers from the more complex cluttered model which actually generates the data. Clutter is notorious for its propensity to generate false alarms; the NVESD researchers cited in the introduction note, \clutter has a very severe a ect on false-alarm rate." 1] Hence, here we consider the expected value of the loglikelihood ratio, computed using the simple model, taken over the more complicated target-absent density which includes clutter. This itself is not a Kullback- 
otherwise, declare a target absent. Then, a) For a xed threshold , the probability of false alarm P 
c) Similarly, if N is chosen to achieve a xed probability of false alarm P FA , where 0 < P FA < 1, the exponential rate of the probability of miss is given by lim p a 0 (y) > g: (25) We 
as N ! 1. Hence, in order to achieve P (29) Thus, in order to achieve both P 
and = 1 is a solution to (22) and (24) . Hence, (21) and (23) 
Proof: The inequalities follow from computing the arguments of the supremums on the right hand sides of (21) and (23) with = 1.
Estimation Experiments
We conduct three main clutter experiments. In the rst experiment, we explore a lowcount, high-noise scenario in which a single, large obscuring block is placed in front of the object. This simpler scenario permits the comparison of the performance of the naive estimator (which assumes no block) and the estimator created using the true clutter model.
In the next two experiments, a high-count, low-noise scenario is assumed. In the second experiment, cluttering elements are abstracted as blocks, randomly placed over the scene, of varying size and number. In the third, 2-D tree silhouettes of di erent shapes and number are employed. The blocks and silhouettes are intended to explore some of the aspects of structured clutter, not to be realistic clutter models in and of themselves.
Experiment with a Single Obscuring Block
In this experiment, the clutter takes the form of a large obscuring block placed at a known \y" position and a uniform random \x" position. With equal probability, the block takes on the intensity of the background or the foreground. Substantial Poisson noise corrupts the data. Sample cluttered imagery is shown in Fig. 1 .
The width of the block is varied to generate the mean-squared-error performance curves 
The inner sum is computed exactly, the outer approximated via Monte Carlo. Here, since the library is stored at 10 degree increments, X = f1; : : : ; 36g. This is plotted in the lower right panel of Fig. 2 .
In this experiment, the parameter space describing the clutter was simple enough that the clutter could be integrated out. In the next two experiments, the clutter space is much more complicated and such integration will no longer be feasible 
where the subscript n stands for nuisance and (51) arises from the usual formula for the inverse of a 2 2 matrix.
The expected curvatures of the loglikelihoods along the x and c x axes are negative, hence the rst term on the right hand side of (51) Consider an obscuring block with a width of 25 pixels, which corresponds to the rightmost point on the graphs in Figure 2 . Fixing a particular x true and using a block with the intensity of the background, we computed the following Fisher information matrix:
?E p c (y;cxjxtrue) : (52) The elements of the matrix were computed by integrating over c x analytically and over y via Monte Carlo. For eachc x 2 fPositionsg, we generate M samples y 1;cx ; : : : ; y M;cx from p(yjx true ;c x ). Then, for instance, the upper-left entry of (52) 
To compute the numbers in (52), we used M = 10. The derivatives were estimated numerically via nite di erences.
Notice the small o -diagonal terms in (52). Here, the second term on the right hand side of (51) is less than 0:01 percent of the rst term, hence the predicted performance loss is small.
Block and Tree Clutter Experiments
Block clutter: Here, small cluttering blocks were randomly placed over the scene. Two parameters were varied: the total number of cluttered pixels, and the size of the blocks.
The leftmost column of Fig. 3 shows examples of block clutter with 540 total cluttered pixels; the second column column, 1080 cluttered pixels. From top to bottom, blocks of increasing size are employed. Notice that as the size of the blocks increases, the number of blocks placed decreases to keep the total number of cluttered pixels in the scene constant.
This permits exploration of the e ects that the correlation of clutter has on performance.
The smallest pixel-size blocks are essentially i.i.d. noise; larger blocks represent increasing amounts of structure.
In placing a block, the cluttering routine chooses a location at random. If a block placed at that location would not overlap an existing block, the block is placed there; if it does overlap, additional locations are chosen and checked, until an empty place to put the block is found. This ensures that the total number of cluttered pixels stays constant as the block size is varied. Here we explore the detection of a tank at a particular given point in the image. In application, the nuisance variables of orientation and thermodynamic state would have to be integrated out; here, to simplify the experiment, suppose that the signatures for each image are exactly those given in Fig. 7 . Unlike the estimation experiments, we will assume that the background has a uniform, nonrandom, unknown intensity. Taking a generalized likelihood ratio test approach, we replace the unknown quantities with their maximum likelihood estimates, which in this case is just the average over the background pixels. Here we average and compute the loglikelihood ratio over a 100 by 100 neighborhood around the hypothesized tank. For the tank-absent hypothesis, the average is taken over all the pixels in the 100 by 100 neighborhood; for the tank-present hypothesis, it is taken over all those pixels except for the ones contained in the target silhouette. Thus, as in the usual GLRT case, the parameter estimates di er under each hypothesis. This technique was employed to deal with nuisance parameters in the HANDS study of Grenander, Keenan, and 
For each of the images presented in Fig. 6 and their corresponding signatures displayed in Fig. 7 are exploring the construction of structured clutter models using minimax entropy learning theory 38, 39].
As well, our experiments have assumed that the model based system can compute the likelihood for every target in the library to perform the detection and/or recognition task. 
