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Abstract
Finite real spectral triples are defined to characterise the non-
commutative geometry of a fuzzy torus. The geometries are the non-
commutative analogues of flat tori with moduli determined by integer
parameters. Each of these geometries has four different Dirac opera-
tors, corresponding to the four unique spin structures on a torus. The
spectrum of the Dirac operator is calculated. It is given by replacing
integers with their quantum integer analogues in the spectrum of the
corresponding commutative torus.
1 Introduction
A Riemannian spin geometry can be expressed in algebraic terms using the
algebra of smooth functions on the manifold and the Dirac operator on the
spinor bundle. This point of view allows for a significant generalisation of
geometry by removing the restriction that the algebra is commutative, ad-
justing the axioms in as natural a way as possible. The mathematical struc-
ture that results is called a real spectral triple [1] and encompasses both
commutative and non-commutative geometries.
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Among the non-commutative geometries, it is of significant interest to
examine examples that are analogues of Riemannian spin manifolds, or,
more specifically, approximations of Riemannian spin manifolds. This pa-
per contributes to this by defining and studying the properties of some non-
commutative analogues of the flat torus called fuzzy tori. These analogues
are all finite in the sense that the algebra is a (finite-dimensional) matrix
algebra, and the Dirac operator is also a matrix. This notion of finiteness
turns out to be richer than the corresponding notion in commutative geom-
etry, which would just be the study of finite sets of points.
The flat torus is obtained by identifying the opposite sides of a parallel-
ogram in Euclidean space. While this is simple as a geometry, it provides
interesting examples due to the free parameters in the shape of the torus and
the four possible spin structures. Both the geometry and the spin structure
can be read off from the spectrum of the Dirac operator.
A fuzzy torus is a finite non-commutative analogue of a flat torus and
its geometry is specified by a choice of two elements of its algebra. The
main result of this paper is the construction of a Dirac operator for this
fuzzy torus geometry, forming a real spectral triple. The general formula is
analogous to the commutative formula for a Dirac operator constructed with
a particular frame field. In simple examples, where the fuzzy torus algebra is
a simple matrix algebra, the spectrum of the Dirac operator is a deformation
of the spectrum of a commutative Dirac operator and one can determine the
corresponding spin structure of the commutative torus from the spectrum.
This coincides with the spin structure determined by the frame field.
In further examples with a non-simple algebra, it is possible to construct
Dirac operators that correspond to all four possible spin structures on the
commutative torus. This is done by constructing the non-commutative ana-
logue of a four-fold covering of the torus.
The torus The algebra of functions on the torus T 2 is the commutative
algebra generated by
U = eiθ, V = eiφ. (1)
Defining
X = ei(aθ+bφ), Y = ei(cθ+dφ), (2)
for integers a, b, c, d, the principal objects of study are differential operators
specified using X and Y . These correspond to a Riemannian metric on the
torus. In the simplest case X = U and Y = V , this is the square metric
dθ2 + dφ2. (3)
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In the general case, the metric is the pull-back of this by the covering map
(θ, φ) 7→ (aθ + bφ, cθ + dφ). (4)
The finite non-commutative torus is the study of unitary matrices U and
V , subject to the relation
UV = qV U (5)
for a complex number q, which has to be a root of unity. This is simultane-
ously a deformation of the torus and a truncation to finite dimensions.
The fuzzy torus is the study of differential operators on this algebra that
are constructed using monomials X and Y in the preferred ‘coordinates’ U
and V . These operators are the non-commutative analogues of the corre-
sponding torus metrics.
The simplest example of the relation is given by U = C and V = S, the
well-known clock and shift matrices, which generate the algebra MN(C) of all
N ×N matrices. More generally, one can take U and V to be monomials in
C and S. A particularly important example is given by U = C2 and V = S2.
The algebra generated by U and V is a subalgebra of MN(C), giving a non-
commutative version of the regular covering map (θ, φ) 7→ (2θ, 2φ). The
characters of the deck transformation group Z2×Z2 distinguish the different
spin structures on the base of the covering. In the non-commutative case,
the analogous construction allows one to define fuzzy tori with different spin
structures.
Spectral triples The idea of a spectral triple is that it provides a math-
ematical framework for a Dirac operator. A commutative spectral triple
consists of a commutative algebra A, a Hilbert space H on which A acts,
and a Dirac operator D : H → H. For a Riemannian spin manifold M, A is
the algebra of smooth functions on M, H is the square-integrable sections
of the spin bundle, and D is the usual Dirac operator. The spin structure
defines an antilinear map J : H → H, called the real structure.
In the non-commutative generalisation [2], A is obviously a non-commu-
tative algebra. Unlike the commutative case, this allows for a distinct right
action of A on H, promoting it to a bimodule rather than just a left module.
The real structure plays the role of interchanging the left and right actions.
The results The main result of this paper is the construction of finite real
spectral triples that are non-commutative analogues of various metrics for the
torus, for all four spin structures. This is done by extending the construction
of the fuzzy torus.
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The Dirac operator is constructed using algebra elements X and Y in Def-
inition 11. It is a very close non-commutative analogue of the commutative
one, with derivatives replaced by commutators and functions replaced by an-
ticommutators. The non-trivial part of the construction, in the commutative
case, is that it is necessary to use a rotating frame in the description of the
Dirac operator. In this case, the spin connection coefficients are non-zero.
This is necessary because there is no matrix analogue of the vector fields
∂/∂θ and ∂/∂φ that would have to be used for a non-rotating frame [6]. For
example, a matrix analogue of the vector field ∂/∂θ for the algebra generated
by clock and shift matrices C and S would be a matrix L satisfying
[L,C] = iC, [L, S] = 0. (6)
However, no such matrix exists.
The non-commutative version of the Dirac operator has a term that is a
direct analogue of the connection coefficients. The role of the rotating frame
is somewhat mysterious from the conceptual point of view, but it is worth
noting that it is one of the factors that determines the spin structure.
The eigenvalues of the Dirac operator are calculated and it is found, rather
beautifully, that these are the q-number analogues of the eigenvalues for the
commutative case, a result already known [7] for the rather simpler Laplace
operator [8]. In fact, the spectrum of the fuzzy Dirac operator is exactly the
set of square roots of the spectrum of the corresponding fuzzy Laplacian. It
is worth noting that the correct definition of the non-commutative analogues
of the connection coefficients is essential to obtain this result. Note that the
construction of a Dirac operator on a fuzzy torus in [7] was limited to the
derivative (commutator) part only and does not appear to give a spectrum
that corresponds to the commutative case.
The results are quite different to existing constructions of the Dirac op-
erator on the rational non-commutative torus. The algebra of the rational
non-commutative torus can be understood as the space of sections of a bundle
of matrix algebras over the torus, as explained in [9] and [20, Section 12.2].
Dirac operators on the rational non-commutative torus are constructed in
[10]; see also [11] for further details. They each have the same spectrum as
a Dirac operator in the commutative case and the linear growth of eigenval-
ues is rather different to the periodic q-number spectra of the finite spectral
triples presented here. The different spin structures on the rational non-
commutative torus are understood in terms of two-fold coverings in [12],
using a different covering for each spin structure rather than the universal
four-fold covering developed here. However, the overall idea of using a non-
trivial character on a covering space to change spin structure is the same.
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Summary The relevant geometry of a flat torus is summarised in Section
2. The non-commutative torus is described in Section 3, restricted to the
finite case, including the analogues of translations of the coordinates and the
modular transformations. There are also some heuristics for the commutative
limit that guide the ideas in later sections.
The fuzzy torus is introduced in Section 4. The notion of a fuzzy space
is slightly more sophisticated than that usually considered in the literature.
Instead of considering just an algebra with distinguished generators, the fuzzy
torus also has a bimodule over the algebra. Of course this includes the
standard case where the bimodule is the algebra itself, but it also allows for
a significant generalisation where the bimodule is different, corresponding
to non-trivial line bundles over the torus with Z2 twists. These non-trivial
bundles are the precursors of different spin structures in later sections. A
definition of the Laplace operator is given and its properties are studied. In
particular, it is shown that with suitable choices of matrices X and Y , the
Laplace operator is the analogue of the commutative Laplace operator on a
torus with a flat metric. The geometry of the torus can be seen from studying
the spectrum of the fuzzy Laplacian.
The Dirac operator on the flat torus is studied in Section 5 and specialised
to the torus in Section 5.5. These sections summarise the formalism of the
Dirac operator in a very explicit way. While the usual abstract notation
in differential geometry is very concise and efficient, it hides the fact that
there are many equivalent explicit formulas. Since the symmetries of the
commutative and non-commutative cases are different, it must be that not all
explicit formulas in the commutative case have non-commutative analogues.
Thus it is necessary to present the formulas in a very particular way to allow
the correct generalisation to the non-commutative case.
The main results are given in Section 6. The finite real spectral triple
is defined in Definition 11. This is first examined for the square torus, with
one particular spin structure, and then generalised for other geometries of
flat tori, illustrated by some plots of the spectra. Finally, it is then shown
how to generalise the results to all the four spin structures on a given fuzzy
torus using the non-commutative analogue of a four-fold covering map. It
is explained how this construction appears to be a non-commutative and
discrete analogue of Marsden-Weinstein symplectic reduction.
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2 The flat torus
The torus is defined as the quotient
T 2 = R2/(2piZ)2. (7)
Let A : R2 → R2 be a linear map with integer coefficients, i.e., A ∈M2(Z).
It maps lattice points to lattice points and hence determines a map A˜ : T 2 →
T 2.
If A is invertible and A−1 also has integer coefficients, then A˜ is invertible,
and the set of all such A is written GL(2,Z). Note that in this case, detA and
its inverse are integers, so detA = ±1. If in addition detA = 1, the trans-
formation is orientation-preserving and is called a modular transformation.
The set of all elements with determinant 1 defines the group SL(2,Z), which
will be called the modular group (note that this name is also commonly used
for the quotient PSL(2,Z) = SL(2,Z)/{±1}).
A flat metric on R2 is determined by the formula
g = gµν dx
µdxν (8)
using the Einstein summation convention with constant coefficients gµν and
coordinates (x1, x2). All such metrics that are positive-definite are obtained
by the pull-back of the standard Euclidean metric δ = (dx1)2 + (dx2)2 by a
linear map A ∈ GL(2,R),
g = A•δ (9)
and the coefficients are given by
gµν = A
ρ
µA
σ
νδρσ. (10)
Note that the pull-back is denoted A• rather than the usual A∗ so as not
to confuse with the adjoint of the matrix A. The corresponding metric on
the torus will be denoted g˜ and is called a flat torus. A flat torus has zero
Riemannian curvature but, moreover, the coordinates are chosen so that the
metric coefficients are constant.
The following lemma describes when g˜ is equivalent to a second flat met-
ric, g˜′.
Lemma 1. The flat tori (T 2, g˜) and (T 2, g˜′) are isometric iff there exists
B ∈ GL(2,Z) such that g′ = B•g.
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Proof. Suppose B ∈ GL(2,Z) is such that g′ = B•g. Since BZ2 ⊂ Z2, it
determines a mapping on the quotient, B˜ : T 2 → T 2, and g˜′ = B˜•g˜.
Conversely, suppose the two flat tori are isometric by B˜ : T 2 → T 2. Then
there is an isometry B : R2 → R2, taking g to g′, that projects to B˜. This
isometry is an affine map, and by composing by a translation one can assume
it is linear, i.e., B0 = 0. Then B maps lattice points to lattice points, and
so B ∈M2(Z). Similarly, B−1 ∈M2(Z), so B ∈ GL(2,Z).
The standard metric on the torus, δ˜, is obtained by identifying the edges
of a square with side length 2pi, and so is called a square torus. If A has
integer coefficients, A ∈ GL(2,R) ∩M2(Z), then the metric is obtained by
the pull-back of δ˜ by the map A˜. These metrics will play an important role
in the fuzzy torus and will be called integral.
If g = A•δ then B•g = (AB)•δ. Thus the isometry class of integral
metrics on the torus is determined by the equivalence class of matrices
{AB|B ∈ GL(2,Z)}. Each equivalence class has a unique representative
called the Hermite normal form of the integer matrix A. These are the ma-
trices
A =
(
a 0
c d
)
(11)
with a > 0 and 0 ≤ c < d. These matrices will be useful for constructing
examples.
2.1 Poisson structure
The orientation of the torus can be registered with a 2-form that is compatible
with the metric, making a Ka¨hler structure. For the standard Euclidean
metric, define
ω0 = dx
1 ∧ dx2. (12)
and the corresponding 2-form on the torus is denoted ω˜0. The standard
orientation O is the orientation of T 2 such that∫
T 2,O
ω˜0 = 4pi
2, (13)
i.e., the integral is positive.
For a general metric g, given by (9), the compatible 2-form on R2 is the
pull-back ω = A•ω0, and determines a 2-form ω˜ on the torus. Integrating
this gives ∫
T 2,O
ω˜ = (detA) 4pi2 = ±
∫
T 2
√
det g dx1dx2. (14)
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The sign in this equation can be taken to indicate an orientation of the torus,
positive being the standard orientationO and negative the opposite one, −O.
Note that for an integral metric the factor (detA) counts the winding number
of the map A˜.
Another approach to specifying the metric is to give coordinates in which
the metric components take a standard form. It is convenient to use the
explicit notation
x1 = θ, x2 = φ. (15)
Since these are not functions on the torus, one takes exponentials instead.
The standard metric and orientation is specified by the ordered pair of func-
tions
U = eiθ, V = eiφ. (16)
so that
δ˜ = dUdU + dV dV, ω˜0 = −UV dU ∧ dV. (17)
For a general integral metric, if A ∈ GL(2,R) ∩M2(Z) is the matrix
A =
(
a b
c d
)
(18)
the pull-back functions are
X = ei(aθ+bφ) = UaV b, Y = ei(cθ+dφ) = U cV d (19)
and the pull-backs of (17) now determine g˜ and ω˜,
g˜ = dXdX + dY dY = (a2 + c2)dθ2 + 2(ab+ cd)dθdφ+ (b2 + d2)dφ2 (20)
ω˜ = −XY dX ∧ dY = (ad− bc)dθ ∧ dφ. (21)
The Poisson bracket is the inverse of the 2-form ω. The 2-form is ex-
pressed as a tensor, using the (not universal) convention
ω =
1
2
ωµν dx
µ ∧ dxν = ωµν dxµ ⊗ dxν , (22)
assuming ωµν = −ωµν . Then defining the coefficients Ωµν to be the inverse
matrix, so that Ωµνωνρ = δ
µ
ρ , the Poisson bracket is
Ω(f, g) = Ωµν
∂f
∂xµ
∂g
∂xν
. (23)
For the Poisson bracket determined by ω0 this formula is
Ω0(f, g) =
(
∂f
∂φ
∂g
∂θ
− ∂f
∂θ
∂g
∂φ
)
. (24)
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Applying this to exponentials gives
Ω0(U
mV n, UkV l) = (ml − nk)Um+kV n+l (25)
In general, one has
Ω(UmV n, UkV l) =
ml − nk
ad− bc U
m+kV n+l (26)
and in particular,
Ω(X, Y ) = XY. (27)
3 The non-commutative torus
Definition 1. A non-commutative torus is a pair of unitary operators U and
V on a Hilbert space h and a complex number q satisfying
UV = qV U. (28)
A finite non-commutative torus is one for which h is finite-dimensional.
The unitary condition implies (by taking the adjoint of both sides) that
|q| = 1. Heuristically, one can view (28) as determining a deformation of the
commutative algebra of functions on a torus.
Two such geometries are regarded as equivalent if there is a unitary iso-
morphism P : h→ h′ transforming one to the other,
PUP−1 = U ′, PV P−1 = V ′. (29)
A geometry is irreducible if there is no invariant proper subspace of h.
This paper considers exclusively the case of finite non-commutative tori,
i.e., U and V are matrices. The basic properties were derived by Weyl [15,
IV D], and Mackey [16] in more generality.
If ψ is an eigenvector of U with eigenvalue λ, then V ψ has eigenvalue qλ.
Since there are only a finite number of eigenvalues, it must be that
qN = 1 (30)
for some positive integer N . The order of q is the smallest possible value of
N and then q is said to be a primitive N -th root of unity.
The Hilbert space decomposes into a direct sum of irreducibles. This
is because the orthogonal complement of an invariant subspace is also an
invariant subspace. Therefore to understand the general case it suffices to
look at the irreducibles.
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So now assume h is irreducible. The operators UN and V N commute
with each other, and with U and V , so in the λ eigenspace of U there are
simultaneous eigenvectors of both UN and V N . Let ψ be one of these. Then
the subspace with basis
{ψ, V ψ, V 2ψ, . . . , V N−1ψ} (31)
is an invariant subspace for U and V . So it follows that in an irreducible the
eigenspaces of U are all one-dimensional and
UN = α1, V N = β1, α, β ∈ C. (32)
Unitarity implies |α| = |β| = 1. The numbers q, α, β characterise the irre-
ducible geometry.
Example 1. The standard example is given by the clock and shift matrices
of size N determined by a complex number q of order N , so that qN = 1.
These are the N ×N matrices
C =

1 0 . . . 0
0 q . . . 0
0 0
. . . 0
0 0 0 qN−1
 , S =

0 0 . . . 1
1 0 . . . 0
0
. . . 0 0
0 0 1 0
 (33)
These satisfy the relations
CS = qSC, CN = 1, SN = 1 (34)
So putting U = C, V = S, q = q, one finds that α = β = 1.
The general irreducible case is obtained from the clock and shift matrices
by a rescaling.
Lemma 2 (Weyl). Let U , V be an irreducible finite non-commutative torus.
Define the clock and shift matrices C and S according to Example 1, with
q = q. Then there is a basis of h such that U = α1/NC, V = β1/NS.
Proof. Define C = α−1/NU , S = β−1/NV , for an arbitrary choice of the N -th
roots. Using the following basis
{ψ, Sψ, S2ψ, . . . , SN−1ψ}, (35)
the matrices are those given in Example 1.
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The linear maps of h to itself, End(h), form a ∗-algebra over C. The ∗
operation is the the adjoint of a linear map.
Definition 2. Let (U, V, h) be a finite non-commutative torus. The torus
algebra 〈U, V 〉 is the ∗-subalgebra of End(h) generated by U and V .
The torus algebra is semisimple and hence isomorphic to a direct sum of
matrix algebras. Let N be the order of q. In the irreducible case, Lemma 2
implies that 〈U, V 〉 ∼= MN(C). One can also see directly that the matrices
{CnSm|m,n = 0 . . . N − 1} are linearly independent and so form a basis of
MN(C). In the general case, 〈U, V 〉 is isomorphic to the direct sum of a finite
number of copies of MN(C).
In the following, the matrices C and S are always the clock and shift
matrices defined in Example 1, whereas U and V are operators defined in a
variety of different ways. There are interesting examples obtained by taking
monomials in C and S.
Example 2. Let C, S be the clock and shift matrices of size N with param-
eter q. Define U = C2, V = S. Then UV = qV U with q = q2. If N is odd,
then q is again order N and the geometry is irreducible.
However if N is even, then the order of q is N/2. The geometry deter-
mined by U and V reduces into the direct sum of two irreducible geome-
tries according to the eigenvalues β = ±1 of SN/2. The algebra 〈U, V 〉 is
MN/2(C)⊕MN/2(C).
It is worth comparing the finite case with an infinite non-commutative
torus with the same value of q. This is called a rational non-commutative
torus. It is shown in [20, Prop 12.2] that the universal torus algebra is
isomorphic to a bundle of matrix algebras over a commutative torus. This
commutative torus is generated by UN and V N and each fibre of the bundle
is isomorphic to MN(C). Any other torus algebra (finite or infinite) is a
quotient of this universal torus algebra. In the finite case, the commutative
torus is replaced by a finite subset of points determined by the eigenvalues
of UN and V N , so that the algebra is a direct sum of matrix algebras as
described above.
3.1 Normalised monomials
For any torus algebra 〈U, V 〉 and a choice of square root q1/2 one can define
a convenient normalisation of the monomials of the generators that resolves
the ambiguity between V nUm and UmV n = qmnV nUm.
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Definition 3. The normalised monomials E(m,n) are defined for integers
m,n by
E(m,n) = q−mn/2UmV n = qmn/2V nUm. (36)
The multiplication of the monomials is
E(m,n)E(k,l) = q(ml−nk)/2E(m+k,n+l), (37)
so in particular,
(E(m,n))k = E(km,kn) (38)
for any integer k.
The anticommutator of two matrices is {A,B} = AB + BA. For the
normalised monomials this is
{E(m,n), E(k,l)} = (q(ml−nk)/2 + q−(ml−nk)/2)E(m+k,n+l). (39)
which gives a commutative but non-associative product.
The commutators are given by the following expression.
1
q1/2 − q−1/2 [E
(m,n), E(k,l)] =
q(ml−nk)/2 − q−(ml−nk)/2
q1/2 − q−1/2 E
(m+k,n+l).
= [ml − nk]q E(m+k,n+l),
(40)
using the quantum integer
[n]q =
qn/2 − q−n/2
q1/2 − q−1/2 (41)
defined for any integer n. Suppose q = e2piiK/N with K coprime to N , then
q1/2 = ±epiiK/N and
[n]q = (±1)n−1 sin(pinK/N)
sin(piK/N)
, (42)
a form that is useful for computations.
The normalised monomials also generate a finite non-commutative torus.
Let a, b, c, d be integers, and define
X = E(a,b), Y = E(c,d). (43)
These obey the relation
XY = qad−bc Y X (44)
Moreover, the normalised monomials in X and Y are just examples of nor-
malised monomials E of U and V in the obvious way, i.e., putting Q = qad−bc
with square root Q1/2 = q(ad−bc)/2, then
Q−kl/2XkY l = E(ka+lc,kb+ld). (45)
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Clock and shift algebra The definition can be applied to the clock and
shift operators C and S with a choice of q1/2. If the order N of q is even,
either square root can be chosen and qN/2 = −1 for either choice. For N
odd, it is convenient to choose the root such that qN/2 = +1.
The normalised monomials of clock and shift are denoted e(m,n) to prevent
any confusion with more general cases. The specific feature of the clock and
shift generators is that CN = SN = 1. This is preserved by the normalised
monomials in the following sense.
Lemma 3. Let k be an integer so that kn = 0 (mod N) and km = 0 (mod
N). Then
(e(m,n))k = 1 (46)
Proof. Using the periodicity, (e(m,n))k = e(km,kn) = e(0,0) = 1. Note that the
middle equality relies on the choice qN/2 = 1 in the case of N odd.
The monomials are periodic in n and m; for N odd
e(m+N,n) = e(m,n), e(m,n+N) = e(m,n), (47)
while for N even
e(m+N,n) = (−1)ne(m,n), e(m,n+N) = (−1)me(m,n). (48)
3.2 Transformations
Two separate types of transformations of a torus algebra are defined here.
Their geometric interpretation is discussed in Section 3.3.
Translations Let U , V generate a torus algebra with q of order N .
Definition 4. For each pair of integers (j, n), the unitary operator P(j,n) =
V −jUn determines the inner automorphism
a 7→ P(j,n) aP−1(j,n) (49)
for all a ∈ 〈U, V 〉.
In particular, P(j,n)UP
−1
(j,n) = q
jU and P(j,n)V P
−1
(j,n) = q
nV . These trans-
formations, for all j and n, define an action of the abelian group ZN ×ZN on
〈U, V 〉. (Here ZN ≡ Z/NZ.) It is worth noting that the P(j,n) considered as
operators in h do not commute. They determine a representation of a central
extension of ZN × ZN that is a type of Heisenberg group.
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Modular transformations These are defined for the specific case of the
algebra MN(C) generated by C and S.
Definition 5. Let A =
(
a b
c d
)
∈ SL(2,Z). The matrix determines an
automorphism of MN(C) by
TA : C 7→ e(a,b), S 7→ e(c,d) (50)
This is called a modular transformation.
A calculation shows that composing these automorphisms gives
TA′ ◦ TA = TAA′ . (51)
These transformations can be implemented by a unitary operator acting in
h according to (29). This is because all representations of the clock and shift
algebra are equivalent, according to Lemma 2. The next two examples give
explicit formulas for two matrices that generate SL(2,Z).
Example 3. Let A =
(
1 1
0 1
)
. This is the transformation
PACP
−1
A = q
−1/2CS, PASP
−1
A = S. (52)
An explicit formula for PA is
PA =
1√
N
N−1∑
n=0
qn
2/2 Sn, (53)
and the matrix elements of PA = [(PA)jk], with indices j, k from 0 to N − 1,
are
(PA)jk =
1√
N
q(j−k)
2/2. (54)
Example 4. Let B =
(
0 −1
1 0
)
. This is the transformation
PBCP
−1
B = S
−1, PBSP
−1
B = C. (55)
In this case, the matrix elements of PB are
(PB)jk =
1√
N
qjk, (56)
which is a Vandermonde matrix.
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3.3 Correspondence
This section gives some comments on the correspondence between the com-
mutative torus and the finite non-commutative torus. The purpose is to guide
geometrical thinking about the non-commutative torus; the ideas about a
commutative limit are mostly heuristic at this stage.
The first point is that the monomials E(m,n) are non-commutative ana-
logues of the functions ei(mθ+nφ). In the commutative case (m,n) are arbitrary
integers and so the momentum space formed by the exponentials is the group
Z×Z. However, for the simplest case of the non-commutative torus in which
U and V are clock and shift matrices, the momentum space has period N
according to (47) and (48), and so is a discrete torus. Considering the e(m,n)
projectively, i.e., ignoring the phase factor, the multiplication law (37) forms
a group isomorphic to ZN × ZN .
Position space is dual to momentum space; the group dual to ZN ×ZN is
again ZN ×ZN . This suggests the finite non-commutative torus is analogous
to a toroidal lattice. The translations on this lattice are the operators (49),
and the eigenvectors for these operators (commutatively the plane waves) are
the monomials e(m,n).
The action of the modular group is very similar in the commutative and
non-commutative cases, the equation (50) being the analogue of (19). The
difference is that for the clock and shift algebra the modular transformations
act on a toroidal lattice.
The quantum integers have the following limit as q → 1. Suppose q1/2 →
σ = ±1. Then for a fixed n
[n]q → σn−1n. (57)
Thus the q1/2 → 1 limit of (40) is
(ml − nk) E(m+k,n+l) (58)
which is the analogue of the Poisson bracket Ω0, according to (25).
This suggests that one should think of an operator
vA : B 7→ 1
Q1/2 −Q−1/2 [A,B] (59)
as an analogue of the vector field Ω(A, ·) associated to the Hamiltonian A.
It satisfies a Leibnitz identity,
vA(BC) = BvAC + (vAB)C. (60)
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In the case considered in (40), Q = q and so the relevant Poisson structure
is Ω0. In general, Q = q
r and (40) generalises to
1
Q1/2 −Q−1/2 [E
(m,n), E(k,l)] =
[(ml − nk)]q
[r]q
E(m+k,n+l) (61)
It is useful in places to extend Definition (41) of a quantum integer to
allow a rational number a/b as argument in place of n. This can be done
as long as the definition of q1/2b is given. If q1/2b = ±epiiK/bN then the sine
formula (42) again holds.
In (61) one can write
[(ml − nk)]q
[r]q
=
[
ml − nk
r
]
Q
, (62)
where the required root of Q is defined by Q1/2r = q1/2.
4 The fuzzy torus
The fuzzy torus is a finite non-commutative torus with a Hilbert space in
which U and V act on both the left and the right. This is achieved by
adding a real structure to the non-commutative torus.
Definition 6. A real structure for a finite non-commutative torus (U, V, h)
is an antiunitary map J : h→ h that is an involution, J2 = 1, and obeys
[JUJ−1, U ] = 0, [JUJ−1, V ] = 0, [JV J−1, U ] = 0, [JV J−1, V ] = 0. (63)
The real structure in Definition 6 determines a right action of U and V ,
written for ψ ∈ h as
ψU = JU∗J−1ψ, ψV = JV ∗J−1ψ. (64)
This commutes with the left action, making h a bimodule over the algebra
〈U, V 〉. It also implies that commutators and anticommutators with elements
of h make sense, e.g.,
[U, ψ] = Uψ − ψU, {U, ψ} = Uψ + ψU. (65)
The right action is also unitary, i.e.,
ψU∗ = ψU−1, ψV ∗ = ψV −1. (66)
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Definition 7. A fuzzy torus is a finite non-commutative torus with a real
structure.
The Hilbert space of the fuzzy torus is the non-commutative analogue of
the space of sections of a bundle over the torus. In the simplest case of a
trivial line bundle the sections are just the complex functions and the real
structure is complex conjugation. The fuzzy analogue of this is the following
set of examples.
Example 5. Let (U, V, h′) be a finite non-commutative torus. The Hilbert
space of the fuzzy torus is h = End(h′), with inner product (ψ, φ) = Tr(ψ∗φ).
Then U, V ∈ End(h′) act by left and right multiplication, and the real struc-
ture is the Hermitian conjugate, J = ∗. These examples include the cases
where h′ = CN , h = MN(C), and the multiplications are all matrix multipli-
cation.
4.1 The scalar Laplace operator
The Laplace operator illustrates many of the features of the fuzzy torus in a
simpler setting than the Dirac operator. One can define an analogue of the
Laplace operator for the fuzzy torus and check that its eigenvalues converge
to the eigenvalues of the corresponding differential operator on the flat torus.
The modular transformations are also defined for the fuzzy torus and respect
the limit.
The Laplace operator described here is the analogue of the differential
Laplace operator defined on functions, or slightly more generally, sections of
a vector bundle associated to a principal bundle with a discrete group. This is
called the scalar Laplace operator. Recall that for the commutative Laplace
operator to be defined, a metric must be specified on the torus. The metric is
independent of the algebra of functions on the torus and thus is an additional
piece of data that must be supplied. This additional data can be given as
two new algebra elements X, Y ∈ C(T 2) with the metric determined by (20).
Analogously, the scalar Laplace operator on a fuzzy torus is determined by
two algebra elements X and Y satisfying XY = QYX with Q ∈ C. Let h
be the bimodule of a fuzzy torus determined by U and V .
Definition 8. The scalar Laplace operator on a fuzzy torus is the operator
h→ h given by
∆X,Y =
−1
(Q1/2 −Q−1/2)2 ( [X, [X
∗, · ]] + [Y, [Y ∗, · ]] ) , (67)
with X, Y ∈ 〈U, V 〉.
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This operator is self-adjoint and so has real eigenvalues. The construction
is respected by transformations that act on h. For example, let P ∈ 〈U, V 〉
such that PXP−1 = X ′, PY P−1 = Y ′. Then P acts in h by conjugation,
and (P · P−1)∆X,Y (P−1 · P ) = ∆X′,Y ′ .
Example 6. In the simple case where h = MN(C), J = ∗, X = U = C,
Y = V = S and Q = q, the eigenvalues can be computed using (40),
∆C,S e
(k,l) = ([k]2q + [l]
2
q) e
(k,l). (68)
In the limit q→ 1 with k and l fixed,
[k]2q + [l]
2
q → k2 + l2. (69)
These are the eigenvalues for the Laplacian
∆δ = −
(
∂2
∂φ2
+
∂2
∂θ2
)
(70)
acting on functions on the square flat torus with metric δ, the eigenvalue
equation being
∆δ e
i(kθ+lφ) = (k2 + l2) ei(kθ+lφ). (71)
Looking at the spectrum as a whole, the picture is a little more compli-
cated. Let q = e2piiK/N , with 0 < K < N/2 and coprime to N , so that q has
order N . The sine curves (42) would each have K zeroes if the argument
were continuous; for the integer values therefore the eigenvalues are close to
the value 0 for K2 times as k and l cycle through their N values. However,
the local minima are not all the same.
For example, if N is odd and K = 2 then q1/2 = e2ipi/N and
[0]2q = 0 but
[
N ± 1
2
]2
q
=
[
1
2
]2
q
. (72)
Shifting the indices k and l by defining integers k′ = k − N/2 − 1/2 and
l′ = l −N/2− 1/2 gives
[k]2q =
[
k′ +
1
2
]2
q
, [l]2q =
[
l′ +
1
2
]2
q
. (73)
Now taking a limit q1/2 → 1 with constant (k′, l), (k, l′) or (k′, l′) leads to
the three other limits(
k′ +
1
2
)2
+ l2, k2 +
(
l′ +
1
2
)2
, or
(
k′ +
1
2
)2
+
(
l′ +
1
2
)2
. (74)
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These spectra are characteristic of the Laplacian on line bundles over the
torus, as will be explained in Section 4.2. Note that this analysis does not
work if K is odd and fixed in the limit; in those cases q1/2 → −1 and [1/2]q
does not converge at all.
The limits in the previous example can be understood using the heuristics
for the commutative limit from Section 3.3. For the eigenvectors C  eiθ,
S  eiφ, and for the scaled commutator vX  Ω0(X, · ). Then, assuming
q1/2 → 1,
1
q1/2 − q−1/2 [C, · ] −ie
iθ ∂
∂φ
,
1
q1/2 − q−1/2 [C
∗, ·] ie−iθ ∂
∂φ
1
q1/2 − q−1/2 [S, · ] ie
iφ ∂
∂θ
,
1
q1/2 − q−1/2 [S
∗, ·] −ie−iφ ∂
∂θ
.
(75)
With these replacements, equation (68) becomes (71).
Example 7. More generally, with the same Hilbert space and algebra as
Example 6, but defining the geometry with X = e(a,b), Y = e(c,d), so that
Q = qad−bc, one can check that this geometry is a fuzzy version of (19).
The eigenvectors and eigenvalues of ∆X,Y are
∆X,Y e
(k,l) =
[al − bk]2q + [dk − cl]2q
[ad− bc]2q
e(k,l) (76)
for integers (k, l) ∈ Z × Z, the eigenspaces being periodic in k and l with
period N .
Using the same technique as for the square torus example, the limiting
eigenvalue equation is
∆g e
i(kθ+lφ) =
(al − bk)2 + (dk − cl)2
(ad− bc)2 e
i(kθ+lφ). (77)
with the Laplacian
∆g =
−1
(ad− bc)2
(
(b2 + d2)
∂2
∂θ2
− 2(ab+ cd) ∂
2
∂θ∂φ
+ (a2 + c2)
∂2
∂φ2
)
. (78)
Writing ∆g = −gab∂a∂b, the coefficients gab are exactly the inverse of the
integral metric (20).
In some further examples the algebra 〈U, V 〉 may be a proper subalgebra
of MN(C). In these cases it is possible to decompose h into subspaces that
are still bimodules over the algebra.
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Example 8. Suppose h = MN(C), J = ∗, U = X = C2, and V = Y = S.
The eigenvalue of eigenvector CkSl is
λk,l =
[k]2q + [2l]
2
q
[2]2q
=
[
k
2
]2
q
+ [l]2q (79)
with Q = q = q2.
• For N odd, {[2l]2q | l = 1, . . . , N} = {[l]2q | l = 1, . . . , N}. Thus
the spectrum is, counterintuitively, the same as the unit square torus,
except for the overall normalisation factor of [2]2q.
• For N even, q has order N/2 and so [l + N/2]2q = [l]2q, which means
that the l term in the eigenvalue formula ranges over the set {[l]2q | l =
1, . . . , N/2}, with multiplicity two.
The torus algebra is 〈U, V 〉 ∼= MN/2(C)⊕MN/2(C), a proper subalgebra
of MN(C). The Hilbert space splits as a bimodule as h = h0 ⊕ h1 with
h0 spanned by the monomials with even powers of C and h1 the odd
powers. Then the eigenvalues on h0 are
λ2m,l = [m]
2
q + [l]
2
q (80)
for m = 1, . . . , N/2. The eigenvalues on h1 are
λ2m−1,l =
[
m− 1
2
]2
q
+ [l]2q. (81)
Example 9. Consider the fuzzy torus defined by h = MN(C) with N even
and J = ∗, X = U = C2, Y = V = S2. Then Q = q = q4, which has order
N/2 (if N/2 is odd) or N/4 (if N/2 is even). The eigenvalue of eigenvector
CkSl is
λk,l =
[
k
2
]2
q
+
[
l
2
]2
q
. (82)
The Hilbert space splits into four subspaces with even or odd powers of
C and S,
h = h00 ⊕ h01 ⊕ h10 ⊕ h11, (83)
with hhj spanned by monomials C
kSl satisfying (k, l) = (h, j) mod 2. Note
that these subspaces can also be characterized as the eigenspaces of the ad-
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joint action of CN/2 and SN/2. The eigenvalues on these subspaces are
h00 : λ2m,2n = [m]
2
q + [n]
2
q
h01 : λ2m−1,2n =
[
m− 1
2
]2
q
+ [n]2q
h10 : λ2m,2n−1 = [m]
2
q +
[
n− 1
2
]2
q
h11 : λ2m−1,2n−1 =
[
m− 1
2
]2
q
+
[
n− 1
2
]2
q
.
(84)
for integer m,n, the eigenspaces recurring with period N/2. The formulas
for the eigenvalues each have period N/4, however.
The torus algebra 〈C2, S2〉 has dimension N2/4. It can be characterised
as the subalgebra of MN(C) that commutes with CN/2 and SN/2.
• In the case where N/2 is odd, CN/2 and SN/2 anti-commute and form a
Clifford algebra. Since q has order N/2, 〈C2, S2〉 ∼= MN/2(C). The left
(or right) actions of CN/2 and SN/2 on h permute the four subspaces in
(84) and also commute with the Laplacian. This shows that the four
spectra are in fact the same, the apparently different formulas being
an instance of the phenomenon noted already in Example 6. Each
bimodule hhj is isomorphic to an instance of Example 6, with data
N ′ = N/2, C ′ = C2, S ′ = S2 and q′ = q.
• In the case where N/2 is even, CN/2 and SN/2 are central elements of
A = 〈C2, S2〉. The eigenvalues ±1 of each provide the central idempo-
tents pihj =
1
4
(1 + (−1)hCN/2)(1 + (−1)jSN/2). Define the subalgebras
Ahj = pihjA. Then there is a splitting
A = A00 ⊕A01 ⊕A10 ⊕A11. (85)
There is a canonical isomorphism of A00 to the clock and shift algebra
MN/4(C) = 〈C ′, S ′〉 given by pi00C2kS2l 7→ C ′kS ′l. The other summands
are also isomorphic to MN/4(C) but not in a canonical way. For exam-
ple, the map a 7→ SnaS−n is an isomorphism A10 → A00 for any odd
integer n.
The bimodule h00 is isomorphic to the algebra acting on itself, but the
bimodules hhj are are not isomorphic to each other.
A scatter plot for the eigenvalues (82) shows the behaviour of the mul-
tiplicities for two different values of N . In the following plots it is assumed
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Figure 1: A plot of multiplicity against eigenvalue in (82) with N = 28.
0 2 4 6 8 10 12
0
5
10
15
20
25
30
λ
M
ul
tip
lic
ity
Figure 2: A plot of multiplicity against eigenvalue in (82) with N = 30.
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that q = e2pii/N . The two cases considered in Figures 1 and 2 are for N/2
even and N/2 odd. A feature that distinguishes the two cases is the large
multiplicity appearing in the N/2 even case. This appears due to the exis-
tence of k, l ∈ Z and j ∈ Z such that k ± l = ±′(N/4 + jN). For all such k
and l, the eigenvalues (82) are equal. Explicitly,
λk,l =
sin2(2pik/N) + sin2(2pil/N)
sin2(4pi/N)
=
sin2(2pik/N) + cos2(2pik/N)
sin2(4pi/N)
=
1
sin2(4pi/N)
.
(86)
For this example, the feature thatN/2 is even allows for the large multiplicity.
In the case when N/2 is odd, there are no k, l that satisfy (86), but instead
there are a large number that are nearby.
The feature of a large multiplicity in one eigenvalue shown in Example 9
occurs for many other examples. The lines where the eigenvalues are equal
can be seen in the contour plots shown in Section 6.
4.2 Line bundles
Examples 8 and 9 consider splitting the Hilbert space spanned by clock and
shift operators into subspaces with odd and even powers of these operators.
Here, the geometry of the corresponding algebras and bimodules in the com-
mutative case is explored and generalised.
The functions U = e2iθ and V = e2iφ can be understood as pull-backs of
C = eiθ and S = eiφ by the covering map (θ, φ) 7→ (2θ, 2φ). The Hilbert space
of complex-valued functions on T 2 with metric g is denoted h = L2(T 2, g).
This Hilbert space also splits into subspaces hhj, with h, j ∈ {0, 1}, spanned
by odd or even powers of eiθ and eiφ. A function ψ ∈ hhj is the pull-back of
a section Ψ of a complex line bundle over T 2, i.e., ψ = Ψ(2θ, 2φ) with
Ψ(θ + 2pi, φ) = (−1)hΨ(θ, φ), Ψ(θ, φ+ 2pi) = (−1)jΨ(θ, φ). (87)
The line bundle is specified by the periodic or anti-periodic boundary condi-
tions determined by h and j.
General case Considering a more general case puts the about considera-
tions in context and provides some results that are useful later.
A map of manifolds that is a local isomorphism (i.e., an immersion of
manifolds of the same dimension) and onto is called a covering map. LetM
be a connected manifold and
τ : M̂ →M (88)
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a regular covering map, with M̂ also connected. Here, ‘regular’ means that
τ•
(
pi1(M̂)
)
is a normal subgroup of pi1(M). Then, putting
G = pi1(M)/τ•
(
pi1(M̂)
)
, (89)
the covering is a principal G-bundle, with a right action of G on M̂. If
χ is a unitary character for G (a group homomorphism G → U(1)) then
the associated bundle construction determines a Hermitian line bundle Lχ
over M. In this construction, a point of the bundle is an equivalence class
[(z, ζ)] ⊂ M̂×C under the relations (z, ζ) ∼ (zg, χ(g−1)ζ) for all g ∈ G. The
sections of Lχ correspond to functions ψ on M̂ such that
ψ(zg) = χ(g−1)ψ(z) for all g ∈ G. (90)
Since G is a discrete group, the principal bundle M̂ has a unique connec-
tion on it and therefore the line bundle Lχ has a uniquely-defined covariant
derivative.
Now suppose that G is a finite group and that M has a volume form υ.
Then M̂ has the volume form υ̂ = 1|G|τ •υ. Define h = L2(M̂, υ̂), the Hilbert
space of complex functions on the covering space. The group G has a unitary
left action in this Hilbert space by ψ 7→ gψ with
(gψ)(z) = ψ(zg). (91)
Let hχ be the subspace in which G acts by the character χ, i.e.,
(gψ)(z) = χ(g)ψ(z). (92)
Comparing with (90) shows that hχ is isomorphic to L
2(M, Lχ, υ), the sec-
tions of the line bundle determined by the conjugate character χ(g) = χ(g−1).
If G is an abelian group then all the irreducible representations of G are
determined by unitary characters and so
h =
⊕
χ∈G∗
hχ, (93)
where G∗ is the dual of G.
5 The Dirac operator on a manifold
This section presents the general formalism for Dirac operators on manifolds
in a way that is amenable for the construction of non-commutative analogues.
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5.1 Spin structures
The definition of a spin structure is independent of the choice of metric,
so this is a good place to start the discussion of spin geometry. Let M
be an oriented manifold of dimension m. A frame at a point x is a linear
isomorphism ex : Rm → TMx preserving the orientation; the collection of all
frames for all x is a principal bundle pi : E →M called the (oriented) frame
bundle. It has structure group GL+(m); an element l of this group acting on
frames by
ex 7→ ex l. (94)
The idea behind the definition of spin structures is to describe the possible
liftings of E to principal bundles with a structure group that covers GL+(m).
This will be described more fully in Section 5.2.
The inclusion SO(m) ⊂ GL+(m) is a homotopy equivalence and so
pi1(GL
+(m)) = pi1(SO(m)). For m ≥ 3 this group is Z2 and so the universal
covering group of GL+(m) is a 2-1 covering. For m < 3 this is not true,
which complicates the definition of spin structure in these cases.
So first assume that m ≥ 3. A spin structure [19] is a cohomology class
s ∈ H1(E ;Z2) having the property that the restriction to a fibre is non-trivial,
i.e., if c is the non-trivial 1-cycle, then s(c) = 1. If spin structures exist, then
M is called a spin manifold. The group H1(M;Z2) acts freely on the set of
spin structures by
s 7→ s+ pi•t (95)
for t ∈ H1(M;Z2), and so the number of spin structures is the number of
elements in this group.
A standard result [18] is that for any connected space X,
H1(X;Z2) ∼= Hom(H1(X;Z),Z2) ∼= Hom(pi1(X),Z2). (96)
Therefore, a spin structure on E is equivalent to a homomorphism pi1(E) →
Z2.
This formalism can be extended by adding extra trivial dimensions to the
tangent space. The tangent space is replaced by TMx ⊕ Rk, for some fixed
k, and a frame is now an isomorphism
ex : Rm+k → TMx ⊕ Rk (97)
preserving an orientation on this augmented bundle. The principal bundle E
is now the set of all frames of this sort. Examples are whereM is immersed
in an oriented manifold N of dimension m+ k with a given trivialisation of
the normal bundle. Since the inclusion GL+(m) ⊂ GL+(m+k) is a homotopy
equivalence for m ≥ 3, this does not change the set of spin structures.
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The simplest example is to take N =M× Rk. This example allows the
uniform treatment of manifolds of dimensions 0, 1 and 2, by stabilising the
tangent bundle so it has dimension 3 or more, then applying the formalism
already outlined. This defines spin structures for these manifolds.
Let τ : M → M′ be a covering map. It extends to a map of the frame
bundles and so if s′ is a spin structure onM′, its pull-back s = τ •s′ is a spin
structure on M.
Example 10. The torus T 2 has the frame field ex(u, v) = u
∂
∂θ
+ v ∂
∂φ
. Since
this is constant in x = (θ, φ) it is called a parallel frame field. The frame field
is a section of the frame bundle and t = e•(s) ∈ H1(T 2;Z2) parameterises
the spin structures. If c1 and c2 are the 1-cycles along the two axes, then
σ = ((t(c1), t(c2)) ∈ Z2 × Z2 is an explicit parameterisation of the four spin
structures on the torus. The spin structure s0 labelled by σ = (0, 0) is called
the Lie spin structure and one can write
s− s0 = pi•t. (98)
Let A ∈ GL+(2,R)∩M2(Z). This determines a covering map A˜ : T 2 → T 2
and hence a pull-back spin structure A˜•s. The key fact about the torus is
that the Lie spin structure is invariant under this pull-back. This follows
from the fact that parallel frame fields with the same orientation are related
by a GL+(2,R) transformation and so can be deformed to each other. Thus
A˜•s− s0 = A˜•pi•t = pi•A˜•t (99)
and so spin structure s′ = A˜•s is parameterised by t′ = A˜•t.
Denote by [n]2 the integer n modulo 2. Explicitly,
σ′ = ((t′(c1), t′(c2)) = ((t(A•c1), t(A•c2)) = ((t(ac1 + cc2), t(bc1 + dc2))
= ([a]2 t(c1) + [c]2 t(c2), [b]2 t(c1) + [d]2 t(c2)) = [A
T ]2 σ (100)
with [AT ]2 the transpose of the matrix A with entries modulo 2.
The three spin structures (0, 1), (1, 0) and (1, 1) are permuted by isomor-
phisms and all of them bound a spin three-manifold.
5.2 The Dirac operator
On a Riemannian manifold the frames of the last section can be specialised to
orthonormal frames, and the groups reduced to orthogonal groups and their
spin covering groups. This has the advantage that it allows the construction
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of vector bundles of spinors but at the cost of introducing a dependence on
the choice of Riemannian metric.
The group SO(m) has a 2-1 covering by the homomorphism Φ: Spin(m)→
SO(m). For m ≥ 3, Spin(m) is the universal connected cover. The group
Spin(2) is defined to be U(1) (∼= SO(2)) with Φ the 2-1 cover, while Spin(1)
and Spin(0) are both Z2. These definitions are compatible with the stabil-
isation described in the last section. While SO(2) also has r-fold covers for
r > 2, the corresponding r-spin structures are not considered here.
Now suppose that M is a Riemannian manifold with an orientation.
There is a sub-bundle O of E consisting of the oriented orthonormal frames.
This bundle has structure group SO(m). A spin structure s on E restricts
to an element of H1(O;Z2) and determines a homomorphism pi1(O) → Z2
using (96). This can be used to construct a two-fold covering η : F → O and
hence a principal bundle pi◦η : F →M with structure group Spin(m), which
is a lifting of the principal SO(m) bundle O [17]. Note that the covering η
contains the information about the spin structure [19].
A bundle of spinors is a Hermitian vector bundle (a complex vector bundle
with a Hermitian inner product on each fibre) W associated to F . This is
constructed from the vector space Cp with the standard Hermitian inner
product, on which the m-dimensional Clifford algebra acts irreducibly. This
is specified by {γi, i = 1, . . . ,m}, a fixed set of anti-Hermitian p×p matrices,
called gamma matrices, which satisfy
γiγj + γjγi = −2δij. (101)
For even m, p = 2m/2, while for odd m, p = 2(m−1)/2.
The gamma matrices determine a unitary action of Spin(m) on Cp which
is used to construct the spin bundle according to the associated bundle con-
struction. The action of a spin transformation Z defines the corresponding
rotation R = Φ(Z) ∈ SO(m) according to∑
j
(R−1)ijγj = ZγiZ−1 (102)
with (R−1)ij the matrix components of R−1.
The Clifford module Cp has some further properties. It has a real struc-
ture, which is an antiunitary map j : Cp → Cp commuting with the action of
Spin(m), with j2 =  = ±1.
For even m, it also has a chirality operator γ : Cp → Cp which is linear,
unitary, satisfies γ2 = 1, and commutes with the action of Spin(m). It relates
to the real structure by jγj−1γ = ′′ = ±1. The signs are determined by the
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dimension of the spin group m, mod 8. For even dimensions they are given
by the following table; for odd dimensions see [4].
m 0 2 4 6
 1 −1 −1 1
′′ 1 −1 1 −1
(103)
The Clifford multiplication on Cp is the map
ρ0 : (Rm)∗ → End(Cp)
ρ0(ν) =
∑
i
νi γ
i (104)
with νi ∈ R the components of ν.
These structures on Cp carry over to similar properties of the spin bundle:
there is a real structure j and chirality operator γ on each fibreWx. A Clifford
multiplication is the action of cotangent vectors on Wx,
ρx : TM
∗
x → End(Wx), (105)
satisfying at each point x the relations
ρx(ν)ρx(ν
′) + ρx(ν ′)ρx(ν) = −2g(ν, ν ′) (106)
jρx(ν) = ρx(ν)j (107)
for all ν and ν ′.
A point f ∈ Fx determines a linear isomorphism f : Cp → Wx called a
spin frame. Explicitly, this is obtained by mapping ζ ∈ Cp to the equivalence
class [(f, ζ)] that defines a point ofWx. This linear map determines the point
f uniquely and so F is often called the bundle of spin frames.
Denote the corresponding orthonormal frame e = η(f). The Clifford
multiplication on the spinor bundle at point x is defined by
ρx(ν) = f ρ0(e
∗ν)f−1. (108)
Lemma 4. The Clifford multiplication is independent of the choice of frame.
Proof. The intertwining property (102) can be written
ρ0 (ν) = Zρ0 (R
∗ν)Z−1. (109)
If two spin frames differ by f ′ = fZ, and hence e′ = eR, then this implies
f ρ0(e
∗ν)f−1 = f ′ ρ0(e′∗ν)f ′−1. (110)
and so ρx is independent of the choice of spin frame.
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Denote the smooth sections of a bundle by Σ and define the multiplication
map µ : Σ(T ∗M⊗W)→ Σ(W) by
(µ(ν ⊗ w))x = ρx(νx)wx. (111)
A connection on the principal bundle O determines a unique connection
on F and hence a covariant derivative on sections of W . It will be assumed
thatO has a connection. For the torus this will be the Levi-Civita connection,
which is uniquely determined by the metric.
If ∇ : Σ(W) → Σ(T ∗M⊗W) is a covariant derivative on W , then the
Dirac operator on Σ(W) is defined by
Dψ = µ∇ψ. (112)
This formalism can be extended to the case where the tangent bundle is
augmented with extra trivial directions Rk and a spinor bundle W that ac-
commodates the Clifford multiplication for the extra directions. The Clifford
multiplication on this bundle is
ρˇx : (TMx ⊕ Rk)∗ → End(Wx), (113)
and it is assumed that the extra directions have the standard metric and
orientation, and are orthogonal to the tangent space. Then if Px : TMx ⊕
Rk → TMx is the orthogonal projection, putting
ρx = ρˇx P
∗
x (114)
defines a Dirac operator again, using (112). The connection is again unique
if one assumes that constant vectors in the extra directions are covariantly
constant. Essentially, the extra directions act on the (possibly larger) spinors
but play no role in the Dirac operator.
Formula (108) generalises to this case, giving
ρˇx(ω) = f ρ0(e
∗ω)f−1 (115)
for the Clifford multiplication of ω ∈ (TMx ⊕ Rk)∗, using a frame e for the
SO(m + k) bundle at point x, a frame f for the Spin(m + k) bundle, and
m+ k gamma matrices.
5.3 Frame fields
The Dirac operator can be written using a trivialisation of the orthonormal
frame bundle O, i.e., a choice of an orthonormal frame ex for each point x of
(a subset of) M. This is called a frame field.
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Adding trivial directions to the tangent bundle gives a greater flexibility
in the formulas that is important in this paper. This is because the frames
do not have to respect the direct sum decomposition of TMx ⊕ Rk.
Let ξi be the standard basis vectors of Rm+k. Then the orthogonal frame
e determines m + k vector fields on M, denoted vi, by projecting onto the
part tangent to M. The definition is
(vi)x = Pxex(ξi). (116)
The inverse metric tensor is given by the expression
m+k∑
i=1
vi ⊗ vi ∈ TM⊗ TM. (117)
The Dirac operator can be expressed in terms of the frame fields.
Lemma 5. Let U ⊂ M be an open subset on which there is a frame field
e : U → O covered by a spin frame field f : U → F . Then the Dirac operator
on sections of the spinor bundle restricted to U is
Dψ =
m+k∑
i=1
fγif−1∇viψ. (118)
Proof. The conclusion follows immediately from the formula
µ =
∑
i
vi ⊗ fγif−1. (119)
To prove this formula, suppose that ν ∈ Σ(T ∗M) and w ∈ Σ(W). Then(∑
i
vi ⊗ fγif−1
)
(ν ⊗ w) =
∑
i
ν(vi)fγ
if−1w. (120)
At the point x this spinor is∑
i
νx(Pxexξi) fxγ
if−1x wx =
∑
i
(e∗xP
∗
xνx)(ξi) fxγ
if−1x wx =
fxρ0(e
∗
xP
∗
xνx)f
−1
x wx = ρˇ(P
∗
xνx)wx = ρ(νx)wx = µ(ν ⊗ w)x, (121)
using (116), (104), (115), (114), and (111).
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Global frame fields From here on it will be assumed that the frame field
e is global, i.e., exists smoothly over the whole of the manifold M. This is
appropriate for the torus, and looks to be a useful geometric starting point
for the construction of fuzzy spaces more generally.
Suppose M is a Riemannian manifold, with its tangent space possibly
augmented by trivial directions, as above. An orthonormal frame field e for
TM⊕Rk determines a particular spin structure sc called the canonical spin
structure. This is the spin structure such that e•(sc) = 0. The principal
bundle of spin frames is the product bundle F =M× Spin(m+ k) and the
two spin frames projecting to e are defined to be f = ±1, with 1 standing
for the identity element of Spin(m + k). The associated spinor bundle is as
follows.
Definition 9. Let e be an orthonormal frame field for TM⊕Rk. Then the
trivial spinor bundle for the frame field e is defined to be the product vector
bundle W0 =M×Cp. The Clifford multiplication on this bundle is defined
according to (115) with f = 1.
Using the same frame field, one can describe all of the other spin struc-
tures on M. Let s be another spin structure, with the difference between s
and sc parameterised by t ∈ H1(M;Z2) as in (95). According to (96), the
element t determines a character
t˜ : pi1(M)→ {−1, 1} ⊂ U(1), (122)
using the multiplicative action of Z2 on C. This can be used to construct the
line bundle Lt˜ and hence a new spinor bundle
W t = Lt˜ ⊗W0 (123)
corresponding to spin structure s. This gives a bundle of spinors W t that is
periodic or anti-periodic along a loop according to the value of t˜. Note that
there may not be a spin frame field defined over the whole of M.
In all these cases the spin frame on the universal covering space can be
taken to be f = 1 and so the formula for the Dirac operator reduces to
Dψ =
m+k∑
i=1
γi∇viψ. (124)
Example 11. The circle R/2piZ has a framing v1 = ∂∂θ . The one-dimensional
Clifford algebra has two irreducible representations in C given by γ1 = i
or −i. The bundle of spinors can be formed from R × C by one of the
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two quotients ψ(θ + 2pi) = ±ψ(θ), called periodic or anti-periodic boundary
conditions. The identification maps ±1 ∈ Spin(1) parameterise the two spin
structures; +1 is called the Lie group spin structure and −1 is called the
bounding spin structure. The Dirac operator is D = γ1 ∂
∂θ
.
Example 12. Augmenting the circle with one extra dimension leads to the
following Dirac operator depending on a fixed integer n. The orthonormal
frame R2 → TS1θ ⊕ R ∼= R2 is
eθ =
(
cosnθ sinnθ
− sinnθ cosnθ
)
, (125)
and hence the two vector fields
v1 = cosnθ
∂
∂θ
, v2 = sinnθ
∂
∂θ
. (126)
Using the gamma matrices
γ1 =
(
0 i
i 0
)
, γ2 =
(
0 1
−1 0
)
, (127)
the Dirac operator is
D = γ1∇v1 + γ2∇v2 =
(
0 ie−inθ
ieinθ 0
)
∇ ∂
∂θ
, (128)
and the chirality operator is
γ = iγ1γ2 =
(
1 0
0 −1
)
. (129)
As in Example 11, the bundle of spinors can be constructed from R × C2
with either periodic or anti-periodic boundary conditions.
It is worth noting that the n = 0 cases of Example 12 are the same as
the direct sum of the two irreducible cases of Example 11 with the same
boundary conditions, after a change of basis in C2.
5.4 Gauge transformations
A gauge transformation is a function R : M→ SO(m + k) that determines
a new frame field e′ = eR. The gauge transformation determines the homo-
morphism
R• : pi1(M)→ pi1(SO(m+ k)). (130)
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If m + k ≥ 3 then pi1(SO(m + k) ∼= Z2, and if m + k < 3, then R• can be
composed with the stabilisation pi1(SO(m + k)) → pi1(SO(3)) ∼= Z2 given
by the inclusion SO(m + k) ↪→ SO(3). In either case one ends up with a
homomorphism
R′• : pi1(M)→ Z2. (131)
If R′• is the trivial homomorphism, R lifts to a function Z : M→ Spin(m+k).
For a general R, there is a lifting of it to a map on the universal covering
space Z : M̂ → Spin(m+ k).
LetW0 be the trivial spinor bundle for frame e using Definition 9. Define
W ′0 to be the trivial spinor bundle for frame e′ and then defineW ′t = Lt˜⊗W ′0
with t˜ = (−1)R′• . Let µ be the Clifford multiplication of W0 and µ′ the
Clifford multiplication of W ′t.
Lemma 6. The map Σ(W ′t)→ Σ(W0) defined by ψ 7→ Zψ intertwines the
Clifford multiplications, i.e.,
µ′ = Z−1 µ (1⊗ Z) . (132)
Proof. The computation is done on the covering space, where both bundles
are trivial and the spin frames are f = 1 and f ′ = 1. In the following
equations, the point x is omitted to simplify the notation.
µ′(ν ⊗ w) = ρ′(ν)w = ρˇ′(P ∗ν)w
= ρ0(e
′∗P ∗ν)w = ρ0(R∗e∗P ∗ν)w = Z−1ρ0(e∗P ∗ν)Zw
= Z−1ρˇ(P ∗ν)Zw = Z−1ρ(ν)Zw = Z−1µ(ν ⊗ Zw). (133)
Note that the third equality uses (115) and the fifth equality uses (109).
The two spinor bundles have the same spin structure. The line bun-
dle in the construction of W ′t cancels the change in homotopy class of the
orthonormal frame field.
Example 13. In Example 12, a gauge transformation is defined by
R(θ) =
(
cos jθ sin jθ
− sin jθ cos jθ
)
(134)
for a fixed integer j. The two lifts to Spin(2) ∼= U(1) are ±eijθ/2, represented
in the Clifford module C2 by
Z(θ) = ±
(
eijθ/2 0
0 e−ijθ/2.
)
(135)
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If l denotes the circle, then R′•(l) = j (mod 2). If j is odd, Z maps periodic
spinors into anti-periodic spinors, and vice-versa.
Applying the gauge transformation to the case n of Example 12 takes it
to the case n + j, and in particular, it relates the case n = 0 to the case
n = j. This shows that the spin structure is the Lie group structure if n is
even and the boundary conditions are periodic, or n is odd and the boundary
conditions anti-periodic. Otherwise it is the bounding spin structure.
In general, the Dirac operator is preserved under a gauge transformation.
More precisely, this is the following result.
Lemma 7. If D is the Dirac operator on Σ(W0) and D′ the Dirac operator
on Σ(W ′t), then D′ = Z−1DZ.
Proof. A connection on the orthonormal frame bundle O determines a con-
nection on any spin frame bundle uniquely, and hence a covariant derivative
on the associated bundle of spinors. The two spin frame bundles used to
construct W0 and W ′t are isomorphic and therefore so are the associated
spinor bundles, with the isomorphism given in Lemma 6. Hence the covari-
ant derivative on a section of W ′t in the direction of vector ξ is given by
∇′ξψ′ = Z−1∇ξZψ′, or more abstractly
∇′ = (1⊗ Z−1)∇Z. (136)
Then, using Lemma 6,
D′ = µ′∇′ = Z−1µ(1⊗ Z) (1⊗ Z−1)∇Z = Z−1DZ. (137)
5.5 Dirac Operator on the Torus
The description of the Dirac operator on a manifold is specialised to the case
of a torus. The spectrum of the Dirac operator is calculated for the general
flat torus using a parallel frame.
Let A ∈ GL(2,R). Then a general parallel frame field on the torus is
determined by the constant matrix
A−1 =
1
ad− bc
(
d −b
−c a
)
. (138)
The spin structure is determined by σ ∈ Z2×Z2 ∼= H1(T 2;Z2), as in Example
10. The spinor bundle isWσ, as constructed in Section 5.3. This means that
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σ determines whether the spinor fields are periodic or anti-periodic along
each of the two axes of the torus.
The two cases of spinors of interest here are the irreducible case p = 2
and the case p = 4. The Dirac operator is
D =
1
ad− bc
(
γ4(d∂θ − c∂φ) + γ2(−b∂θ + a∂φ)
)
, (139)
using two gamma matrices (labelled with 2 and 4 for later convenience). The
square of D is the Laplacian (78). The spectrum is calculated by substituting
the plane waves
ψ(θ, φ) = ei(kθ+lφ) ψ0 (140)
into the Dirac equation and solving for the spinor ψ0 ∈ Cp. The possible
values of k and l are either integer or half-integer and are determined by the
spin structure,
2(k, l) = σ (mod 2). (141)
The eigenvalue is given by the length of the vector (k, l) using the appropriate
metric [5],
λk,l,± = ± 1
ad− bc
√
(dk − cl)2 + (al − bk)2, (142)
for (k, l) 6= (0, 0).
In the irreducible case with p = 2, this eigenvalue has multiplicity one
for given values of k, l and ±. For the spin structure (0, 0), there is also the
eigenvalue λ0,0 = 0 with multiplicity two.
The case p = 4 is the one of interest below. This occurs by introducing
two additional gamma matrices γ1 and γ3, as used for dimension m = 4. This
can be thought of as arising from the tensor product of the two-dimensional
spinors with another trivial two dimensional spinor module, C4 ∼= C2 ⊗ C2.
For this case p = 4, all the above multiplicities are doubled.
The spinors have a real structure j : Cp → Cp that commutes with the
gamma matrices and satisfies the conditions (103). Extending j to an antilin-
ear map J on spinor fields, it commutes with the Dirac operator, JD = DJ .
If ψ is an eigenvector, then so is Jψ, which has the same eigenvalue. This
can be seen from (142), since λk,l,± = λ−k,−l,±.
The torus admits a U(1) × U(1) action by isometries, translating along
each axis. This action is covered by an action of Spin(2) × Spin(2) on the
spinor bundle. The elements of this group are parameterised by (Θ,Φ), each
variable having period 4pi. The action on the spinor fields is
Π(Θ,Φ) ψ(θ, φ) = ψ(θ + Θ, φ+ Φ). (143)
This commutes with the Dirac operator and the plane waves in (140) are
eigenvectors of P(Θ,Φ) with eigenvalue e
i(kΘ+lΦ).
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5.6 Square torus
The rotating frame field that generalises to the fuzzy case (in Section 6) is
introduced, giving a formula for the Dirac operator using this frame field.
This is done first for the unit square torus, which is the case a = d = 1,
b = c = 0. The rotating frame field uses the tangent space augmented with
R2. Thus there are four gamma matrices acting on spinors in C4, and the
real structure j obeys the relations for dimension four in (103).
The Dirac operator with the parallel frame specialises to
D1 = γ
2∂φ + γ
4∂θ. (144)
The parallel frame e : R4 → T (T 2)⊕ R2 is defined by e(ξ2) = ∂φ, e(ξ4) = ∂θ,
and e(ξ1) = (1, 0), e(ξ3) = (0, 1) are basis vectors in the additional subspace
R2. Applying the SO(4) gauge transformation
R(θ, φ) =

cos θ sin θ 0 0
− sin θ cos θ 0 0
0 0 cosφ sinφ
0 0 − sinφ cosφ
 (145)
gives a new frame e′ = eR. The vector fields on T 2 for the frame e′ are then
w1 = −(sin θ)∂φ w2 = (cos θ)∂φ
w3 = −(sinφ)∂θ w4 = (cosφ)∂θ
(146)
A lift of R to Spin(4) is given by
Z1 = exp
(
−1
2
(
θγ1γ2 + φγ3γ4
))
. (147)
Due to the factor of 1/2 in this formula, Z is anti-periodic in both θ and φ.
Therefore it determines a map of Wσ to the bundle W ′σ+(1,1), following the
discussion in Section 5.4.
Using Lemma 7, the Dirac operator on T 2 with the rotating frame is
D′1 = Z
−1
1 D1Z1 =
(−(sin θ)γ1 + (cos θ)γ2)(∂φ − 1
2
γ3γ4
)
+
(−(sinφ)γ3 + (cosφ)γ4)(∂θ − 1
2
γ1γ2
)
.
(148)
Explicit formulas are given by choosing the gamma matrices
γ1 =

0 0 i 0
0 0 0 i
i 0 0 0
0 i 0 0
 γ2 =

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

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γ3 =

0 0 0 i
0 0 −i 0
0 −i 0 0
i 0 0 0
 γ4 =

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
 . (149)
The operator D′1 has eigenvectors
ψ1k′,l′,± =

ei(k
′+1)θ+i(l′+1)φ
eik
′θ+il′φ
±i l′+k′+1√
(k′+1/2)2+(l′+1/2)2
eik
′θ+i(l′+1)φ
±i (k′−l′)√
(k′+1/2)2+(l′+1/2)2
ei(k
′+1)θ+il′φ
 (150)
and
ψ2k′,l′,± =

±i l′+k′+1√
(k′+1/2)2+(l′+1/2)2
ei(k
′+1)θ+i(l′+1)φ
±i (k′−l′)√
(k′+1/2)2+(l′+1/2)2
eik
′θ+il′φ
eik
′θ+i(l′+1)φ
ei(k
′+1)θ+il′φ
 , (151)
with (2k′+ 1, 2l′+ 1) = σ (mod 2). The corresponding eigenvalues are given
by
±
√
(k′ + 1/2)2 + (l′ + 1/2)2, (152)
each with multiplicity 2. This agrees with (142) by setting k′ + 1/2 = k and
l′ + 1/2 = l. Calculating the square of the rotating Dirac operator gives
D′1
2
= −∂2θ − ∂2φ + γ1γ2∂θ + γ3γ4∂φ +
1
2
. (153)
The covariant derivative on spinors determines a Laplace operator on spinors
[22, Theorem 8.8]. In general, the Lichnerowicz-Schro¨dinger equation relates
the square of the Dirac operator to this Laplacian and the curvature scalar.
The curvature scalar is zero for a flat torus, so in this case the square of the
Dirac operator is equal to the Laplace operator on spinors.
5.7 Torus with integral metric
The case of the Dirac operator on a torus with a general integral metric and
rotating frame is now discussed. Consider the transformation A : (θ, φ) 7→
(aθ+ bφ, cθ+ dφ). This transformation is used to pull back functions on the
square torus, giving
C 7→ U = ei(aθ+bφ), S 7→ V = ei(cθ+dφ). (154)
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Vector fields are also related by pull-back, so for vector fields of the rotating
frame (146), v′i = A
•wi = A−1• wi. Explicitly, these are
v′1 =
1
ad− bc(b sin(aθ + bφ)∂θ − a sin(aθ + bφ)∂φ)
v′2 =
1
ad− bc(−b cos(aθ + bφ)∂θ + a cos(aθ + bφ)∂φ)
v′3 =
1
ad− bc(−d sin(cθ + dφ)∂θ + c sin(cθ + dφ)∂φ)
v′4 =
1
ad− bc(d cos(cθ + dφ)∂θ − c cos(cθ + dφ)∂φ).
(155)
Therefore, the lift to the action induced on the spin bundle Wσ is
Z = exp
(
−1
2
(
γ1γ2(aθ + bφ) + γ3γ4(cθ + dφ)
))
, (156)
so that ψ′ = Z−1ψ. The Dirac operator transforms to
D′ = Z−1DZ
=
1
ad− bc
(
b(sin(aθ + bφ)γ1 − cos(aθ + bφ)γ2)− d(sin(cθ + dφ)γ3
− cos(cθ + dφ)γ4))(∂θ − 1
2
(aγ1γ2 + cγ3γ4)
)
+
1
ad− bc
(−a(sin(aθ + bφ)γ1 − cos(aθ + bφ)γ2) + c(sin(cθ + dφ)γ3
− cos(cθ + dφ)γ4))(∂φ − 1
2
(bγ1γ2 + dγ3γ4)
)
(157)
acting on sections of W ′σ′ , with σ′ = σ+ ([a]2 + [c]2, [b]2 + [d]2). It is easy to
check that one recovers D′1 when a = d = 1, b = c = 0.
The transformation A acts on the spinor fields by regarding them as C4-
valued functions on R2 and using the pull-back of functions, denoted A•.
(The spinor components are not transformed.) The Dirac operator D′ can
be characterised by this pull-back. It obeys
D′A• = A•D′1. (158)
The spinor Laplacian for the general integral torus in the rotating frame
is
(D′)2 =
−1
(ad− bc)2
(
(b2 + d2)
∂2
∂θ2
− 2(ab+ cd) ∂
2
∂θ∂φ
+ (a2 + c2)
∂2
∂φ2
)
+
1
ad− bc(γ
1γ2(d∂φ − c∂θ) + γ3γ4(a∂φ − b∂θ)) + 1
2
.
(159)
38
The Spin(2)× Spin(2) action in the rotating frame becomes
Π′(Θ,Φ)ψ
′(θ, φ) = Wψ′(θ + Θ, φ+ Φ), (160)
with a non-trivial gauge transformation
W = Z(Θ,Φ) = exp
(
−1
2
(γ1γ2(aΘ + bΦ) + γ3γ4(cΘ + dΦ))
)
(161)
on the spinors. The Dirac operator D′ then commutes with the action of
Spin(2)× Spin(2) on the spinor fields, i.e.,
D′Π′(Θ,Φ) = Π
′
(Θ,Φ)D
′. (162)
6 Dirac operator on the fuzzy torus
The Dirac operator on a fuzzy space is the fundamental structure that en-
codes the geometry of the space. It is characterised by a set of algebraic
axioms for a structure called a finite real spectral triple. This section intro-
duces a particular spectral triple for each fuzzy torus. This gives a Dirac
operator for the non-commutative analogues of the tori with integral metrics
and arbitrary spin structures, as presented in Section 5.7.
Real spectral triples were originally defined in [1] and [3], the axioms un-
dergoing some slight modifications since then. The definition includes com-
pact spin manifolds in the commutative case. Specialising to the finite case
simplifies the definition because the analytic axioms are not required. The
precise definition of the finite case is the one given in [4] and is summarised
briefly here for the even-dimensional cases.
Definition 10. A finite real spectral triple is
• An integer d defined mod 8, called the KO-dimension.
• A finite-dimensional Hilbert space H.
• A ∗-algebra A of operators with a faithful left action in H.
• A Hermitian operator Γ: H → H, called the chirality, that commutes
with the algebra action and obeys Γ2 = 1.
• An antiunitary map J : H → H, called the real structure, such that
[JaJ−1, b] = 0 (163)
for all a, b ∈ A. The real structure satisfies J2 = , JΓJ−1Γ = ′′, using
(for even d) the sign table in Section 5.2.
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• A Hermitian operator D : H → H, called the Dirac operator, satisfying
[[D, a], JbJ−1] = 0 (164)
for all a, b ∈ A, and (for even d), DΓ + ΓD = 0 and DJ = JD.
The axioms determine a right action of a ∈ A on ψ ∈ H by
ψ a = Ja∗J−1ψ. (165)
This commutes with the left action and so makes H a bimodule.
The fuzzy analogue presented here is of a flat torus with a tangent space
augmented with two extra dimensions and a non-constant framing. This uses
the space of spinors C4 regarded as a Clifford module of type (0, 4). These
spinors are twice the dimension of the usual Dirac spinors on a torus. The
chirality operator for them is γ = γ1γ2γ3γ4 and the real structure is
j

v1
v2
v3
v4
 =

v2
−v1
−v4
v3
 ,
which satisfies jγi = γij.
The following definition is phrased in a general way but all of the examples
that follow will have a very simple construction in terms of spaces of matrices.
Definition 11. Let U, V, h be a fuzzy torus with real structure J : h → h.
Also, let X, Y ∈ 〈U, V 〉 with XY = QYX and choose a fourth root Q1/4.
The spectral triple for the fuzzy torus is as follows.
• The KO-dimension is 4.
• The Hilbert space is H = C4 ⊗ h.
• The ∗-algebra is A = 〈U, V 〉, acting in H on the left by
U(v ⊗m) = v ⊗ Um, V (v ⊗m) = v ⊗ V m
• The real structure is J(v ⊗m) = jv ⊗ Jm.
• The chirality operator is Γ(v ⊗m) = γv ⊗m.
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• The Dirac operator on the fuzzy torus is
DX,Y = − 1
4(Q1/4 −Q−1/4)(γ
1 ⊗ [X +X∗, · ] + γ2 ⊗ i[X∗ −X, · ]
− γ3 ⊗ [Y + Y ∗, · ]− γ4 ⊗ i[Y ∗ − Y, · ])
− 1
4(Q1/4 +Q−1/4)
(γ2γ3γ4 ⊗ {X +X∗, · } − γ1γ3γ4 ⊗ i{X∗ −X, · }
+ γ1γ2γ4 ⊗ {Y + Y ∗, · } − γ1γ2γ3 ⊗ i{Y ∗ − Y, · }),
using the right action determined by J .
It is a straightforward calculation to check that this defines a real spectral
triple. In particular, the first order condition (164) follows from the fact that
D is a sum of terms that commute with either the left action or the right
action of U and V .
The Dirac operator in Definition 11 may be written a little more system-
atically, as in [4], as
DX,Y =
1
Q1/4 −Q−1/4
∑
i
γi ⊗ [Ki, · ] + 1
Q1/4 +Q−1/4
∑
i<j<k
γiγjγk ⊗ {Kijk, ·}
(166)
with
K1 = K234 = −1
4
(X +X∗), K2 = −K134 = − i
4
(X∗ −X),
K3 = −K124 = 1
4
(Y + Y ∗), K4 = K123 =
i
4
(Y ∗ − Y ).
(167)
The most delicate aspects of this definition are the numerical coefficients
involving Q1/4. Some insight into these is obtained by calculating the square
of the Dirac operator. A lengthy calculation shows
D2X,Y = −
1
4(Q1/4 −Q−1/4)2 (1⊗ [X, [X
∗, · ] + 1⊗ [Y, [Y ∗, · ])
+
i
2(Q1/2 −Q−1/2)(γ
1γ2 ⊗ {Y, [Y ∗, · ]} − γ3γ4 ⊗ {X, [X∗, · ]})
+
1
4(Q1/4 +Q−1/4)2
(1⊗ {X, {X∗, ·}}+ 1⊗ {Y, {Y ∗, ·}}).
(168)
The calculation of the square can be broken down in the following way.
Setting
EX = − 1
4(Q1/4 −Q−1/4)(γ
1 ⊗ [X +X∗, · ] + γ2 ⊗ i[X∗ −X, · ])
− 1
4(Q1/4 +Q−1/4)
(γ2γ3γ4 ⊗ {X +X∗, · } − γ1γ3γ4 ⊗ i{X∗ −X, · })
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and
EY = − 1
4(Q1/4 −Q−1/4)(−γ
3 ⊗ [Y + Y ∗, · ]− γ4 ⊗ i[Y ∗ − Y, · ])
− 1
4(Q1/4 +Q−1/4)
(γ1γ2γ4 ⊗ {Y + Y ∗, · } − γ1γ2γ3 ⊗ i{Y ∗ − Y, · }).
Then DX,Y = EX + EY . The crucial property is
EXEY + EYEX = 0 (169)
so that D2X,Y = E
2
X +E
2
Y . The property (169) does actually fix the numerical
coefficients uniquely, up to an overall constant. It is worth noting that the
formulas for EX and EY correspond if one interchanges γ
1 ↔ γ3, γ2 ↔ γ4,
X ↔ Y and Q1/4 ↔ Q−1/4.
6.1 Square Fuzzy Torus
To calculate explicit features of the fuzzy torus Dirac operator one must
consider specific choices of X and Y . This corresponds to picking a specific
metric on a fuzzy torus. Mirroring Section 5, the square fuzzy torus is con-
sidered first. This is the simplest case, allowing a discussion of the main
features of the Dirac operator without introducing a lot of formalism. More
general cases are discussed in Sections 6.2 and 6.3.
Let h = MN(C), J = ∗, X = U = C and Y = V = S, so that A =
MN(C).
The first thing to note is that the Dirac operator corresponds to the
commutative case (148) using the heuristics (75) for the commutators, adding
{C, ·} 2eiθ, {C∗, ·} 2e−iθ
{S, ·} 2eiφ, {S∗, ·} 2e−iφ (170)
for the anticommutators, then setting q1/4 to 1.
Define the vector
ψ =

αkle
(k+1,l+1)
βkle
(k,l)
γkle
(k,l+1)
δkle
(k+1,l)
 , (171)
with αkl, βkl, γkl, δkl fixed complex numbers, each a function of integers k and
l. This is an eigenvector of the Dirac operator, the eigenvalue equation being
D2C,Sψ = ([k + 1/2]
2
q + [l + 1/2]
2
q)ψ. (172)
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Figure 3: A 3D plot of the positive eigenvalues (173) with N = 100.
Each eigenvalue has multiplicity 4, as expected from the spinor doubling. It
follows immediately that the eigenvalues of DC,S are given by
λk,l,± = ±
√
[k + 1/2]2q + [l + 1/2]
2
q (173)
with each eigenvalue having multiplicity 2.
The eigenspaces are periodic in the labels k, l, and so a unique labelling
is given by
− N
2
< k, l ≤ N
2
. (174)
Plotting (173) for a fixed value of N shows the geometry of the fuzzy torus.
As in Section 4, the value q = e2pii/N is used for all of the following plots.
Figure 3 shows the dispersion relation, the discrete values for integer k and
l being interpolated by a smooth surface. This surface would be periodic if
k and l were continued to Z × Z, and looks like a dispersion relation for a
massless electron in a lattice in solid state physics.
Taking the limit q1/2 → 1 with k and l fixed gives
[k + 1/2]2q + [l + 1/2]
2
q → (k + 1/2)2 + (l + 1/2)2. (175)
These are the eigenvalues for the commutative spinor Laplacian on the flat
square torus with spin structure σ = (1, 1). The comparison of the Dirac
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Figure 4: A side by side comparison of the positive eigenvalues (173) and
(152), with N = 100 and k, l > 0.
eigenvalues with the corresponding ones of the commutative torus (152) with
σ = (1, 1) is shown in Figure 4, where a portion of each surface is shown side-
by-side. Notice that for small values of k and l, the spectra of the fuzzy torus
and commutative torus are practically identical. Physically, this means that
one cannot detect the non-commutative behaviour of the fuzzy torus at low
energies.
It is also useful to represent the spectrum through a contour plot. This
will allow an easy comparison of the geometries of different tori. The contour
plot for the square fuzzy torus is shown in Figure 5. The plot has some re-
markably symmetrical features that encode information about the geometry
and the multiplicities. The lines on which the large multiplicity eigenvalues
lie are defined by (l + 1/2) ± (k + 1/2) = ±′(N/2 + 2jN) with j ∈ Z. The
large multiplicities appear due to a relation similar to (86) being satisfied.
A comparison of the multiplicities of the commutative torus and the fuzzy
torus is shown in the histogram in Figure 6. The commutative torus mul-
tiplicities follow an approximate V shape until the artificial cut-off (174) is
reached. One sees that for small eigenvalues, the fuzzy torus and commuta-
tive torus have approximately the same multiplicities but diverge from each
other at higher energies.
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Figure 5: Contour plot for the positive eigenvalues (173) with N = 100.
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Figure 6: Histogram of multiplicity against the eigenvalues (173) and (142),
with N = 100 and bin width 2.
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6.2 Fuzzy torus with integral metric
An integral metric is determined by the choice of X and Y . Similarly to
Section 4.1, let h = MN(C), J = ∗, U = C and V = S, so that A = MN(C).
Now set X = E(a,b), Y = E(c,d), so that XY = QYX with Q1/2 = q(ad−bc)/2.
Note that different choices of U and V are possible, as will be discussed in
Section 6.3. With the choice given here the fuzzy torus is irreducible.
The action of the group ZN × ZN on the fuzzy torus algebra, as given in
Definition 4, is the non-commutative analogue of the group action U(1)×U(1)
on the commutative torus. This action can be extended to the spectral triple.
It is shown here that the fuzzy torus Dirac operator is equivariant under this
action and that this is analogous to the explicit formulas for the equivariance
of the commutative integral Dirac operator shown in Section 5.7.
Let q1/2 = eipiK/N . For j, n ∈ Z, define
Θ =
2piKj
N
, Φ =
2piKn
N
(176)
and
W = exp
(
−1
2
(γ1γ2(aΘ + bΦ) + γ3γ4(cΘ + dΦ))
)
. (177)
The action on the Hilbert space of the spectral triple is
Π(j,n)(v ⊗m) = W v ⊗ P(j,n) mP−1(j,n), (178)
with P(j,n) given in Definition 4. This is the non-commutative analogue of
(160). The fuzzy torus Dirac operator is equivariant with respect to this
action, i.e.,
DX,Y Π(j,n) = Π(j,n)DX,Y . (179)
Since the eigenvalues of γ1γ2 and γ3γ4 are ±i, the action is periodic. If
N is odd
Π(N,0) = 1, Π(0,N) = 1, (180)
whereas if N is even,
Π(N,0) = (−1)a+c, Π(0,N) = (−1)b+d. (181)
Thus Π(j,n) is a projective representation of ZN × ZN .
Define the canonical spin structure for this geometry
σc = ([a]2 + [c]2, [b]2 + [d]2) = [A
T ]2 (1, 1), (182)
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according to (100). Then parameters k and l are defined by 2(k, l) = σc
(mod 2), as in (141). These parameters determine vectors
ψ =

α e(k+(a+c)/2, l+(b+d)/2)
β e(k−(a+c)/2, l−(b+d)/2)
γ e(k+(c−a)/2, l+(d−b)/2)
δ e(k+(a−c)/2, l+(b−d)/2)
 , (183)
with α, β, γ, δ arbitrary complex numbers. A short calculation shows these
are eigenvectors for the action of the translations, i.e.,
Π(j,n)ψ = e
i(Θk+Φl)ψ. (184)
The ψ are also eigenvectors of D2X,Y , the eigenvalue equation being
D2X,Y ψ =
(
[al − bk]2q + [dk − cl]2q
[ad− bc]2q
)
ψ =
([
al − bk
ad− bc
]2
Q
+
[
dk − cl
ad− bc
]2
Q
)
ψ.
(185)
One can find the eigenvectors of DX,Y itself by solving a 4× 4 matrix equa-
tion for the coefficients α, β, γ, δ. The corresponding eigenvalues are the two
square roots of the eigenvalues in (185), each with multiplicity two. These
formulas for the eigenvectors and eigenvalues are direct analogues of the com-
mutative case, for example as shown explicitly for the square torus in Section
5.6.
Now suppose that k and l are both integers, i.e., σc = 0. Then the
eigenvalues are exactly the same as for the scalar Laplacian in (76). There
are in fact two natural unitary transformations relating 1⊗∆U,V and D2U,V .
Define algebra elements T = E(
a+c
2
, b+d
2
) and H = E(
c−a
2
, d−b
2
). Using the
defining (left) action of these operators in H, the first unitary transformation
is
UL = 1
4
(i(γ1γ2 − γ3γ4)(H∗ −H)− i(γ1γ2 + γ3γ4)(T ∗ − T )
+ (1 + γ)(H +H∗) + (1− γ)(T + T ∗)),
(186)
while the second one is
UR = JULJ−1. (187)
Then
1⊗∆X,Y = ULD2X,Y U∗L = URD2X,Y U∗R. (188)
One may think of both UL and UR as non-commutative analogues of the spin
transformation Z introduced in (156). In fact, the formula (186) becomes
exactly (156) if T and H are replaced by the corresponding exponential
functions of the variables θ and φ.
47
-40 -20 0 20 40
-40
-20
0
20
40
k
l
20
40
60
80
100
120
Figure 7: Contour plot for the spectrum (189) with N = 100.
Example 14. Let X = C2, Y = S2 so that XY = QYX and Q = q4. The
eigenvalues of the Dirac operator are
λk,l,± = ±
√[
k + 1
2
]2
Q
+
[
l + 1
2
]2
Q
. (189)
The eigenvalues are presented in a contour plot in Figure 7. It can be seen
that the torus has now been stretched equally in both directions by a factor
of two. The large eigenvalue multiplicities analogous to (86) lie on the lines
defined by (l + 1)± (k + 1) = ±′(N/4 + jN) for j ∈ Z.
Example 15. Let X = q−1/2CS, Y = S2 and Q = q2. The eigenvalues of
the Dirac operator are
λk,l,± =
√[
l − k + 1
2
]2
Q
+
[
k +
1
2
]2
Q
. (190)
Again, a contour plot of these eigenvalues, in Figure 8, gives a visual repre-
sentation of the geometry. This plot shows clearly the non-square geometry
of this torus.
6.3 Spin Structures on the fuzzy torus
Section 6.2 showed how to construct a non-commutative spectral triple for
each integral metric on the torus and a value of N . The commutative ana-
logue of this has a particular spin structure, the canonical spin structure. In
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Figure 8: Contour plot for the eigenvalues (190) and N = 100.
this section, it is shown how to construct a spectral triple for a fuzzy torus
with any integral metric and any spin structure. This is done by construct-
ing a non-commutative generalisation of the appropriate covering space of a
torus.
The definitions could be phrased more generally but since it is not yet
clear whether there are other interesting examples, this is left as an open
problem. There is a very interesting analogy with symplectic reduction,
which is outlined at the end of this section, and may help with finding the
appropriate non-commutative context.
The commutative construction that is to be generalised is as follows.
There is an analogue of the Hurewicz homomorphism for Z2 coefficients.
This is the homomorphism h : pi1(M)→ H1(M;Z2) that takes a loop to the
corresponding Z2-cycle. It is obtained from the usual Hurewicz homomor-
phism h : pi1(M) → H1(M;Z) by tensoring with 1 ∈ Z2. A Riemannian
manifold M has a regular covering space M̂ associated to h; this is a prin-
cipal bundle with group H1(M;Z2). Now suppose M has spin structure s.
The spinor bundle W on M pulls back to a spinor bundle Ŵ on M̂, with
a pull-back Clifford multiplication, and hence a uniquely-determined Dirac
operator D̂. Sections of Ŵ that are equivariant with respect to a character
χ : H1(M;Z2)→ U(1), i.e.,
gψ = χ(g)ψ (191)
can be considered sections of a spin bundle onM with another spin structure
s′. This spin structure is determined by s′ = s+pi•t, with t ∈ H1(M ;Z2) the
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cohomology class that corresponds to χ, i.e., χ = (−1)t. Then D̂ restricted
to these sections gives the Dirac operator on M with the spin structure s′.
Non-commutative coverings The basic structure is an inclusion of ∗-
algebras A ⊂ B. In the commutative case, this is the inclusion of functions
that is dual to the projection map of the covering.
For the non-commutative example, bothA and B are fuzzy tori. It suffices
to consider the case where the ‘total space’ is the fuzzy torus
(
C, S, h =
MN(C)
)
with clock and shift operators satisfying the relation CS = qSC,
and with real structure J = ∗. Then B = 〈C, S〉 = MN(C).
Now suppose U, V ∈ B satisfying UV = qV U , with N ′ the order of q.
Then A = 〈U, V 〉 is the algebra for the second fuzzy torus (U, V, h) forming
the ‘base space’. The elements UN
′
and V N
′
are central in A = 〈U, V 〉 and
so generate a finite abelian group G.
This group acts in h by the adjoint action ψ 7→ gψg−1, and as automor-
phisms of B by b 7→ gbg−1. Since elements of the subalgebra A are invariant
under this action, it is a non-commutative analogue of the deck transforma-
tions of a covering. Note that G acts non-trivially on the algebra B: for
example, UN
′
SU−N
′
= −S.
The Hilbert space h splits into subspaces according to the unitary char-
acters of G, i.e., hχ is the subspace of vectors ψ satisfying
gψg−1 = χ(g)ψ, (192)
a non-commutative version of (92). Then h = ⊕χhχ is the non-commutative
version of (93). Acting with J shows
g(Jψ)g−1 = J(gψg−1) = Jχ(g)ψ = χ(g)Jψ, (193)
so that Jψ lies in hχ, with χ the complex conjugate character.
In particular, Jψ lies in hχ if χ = χ, which is true if all elements of G
have order two. In this case, each (U, V, hχ) is a fuzzy torus.
Non-commutative spin structures Specialising to the case of that is
analogous to spin structures, it is necessary to have UN
′ 6= 1, V N ′ 6= 1 and
the relations U2N
′
= V 2N
′
= 1, so that G ∼= Z2 × Z2. This can be achieved
by setting N = 4N ′ and
U = C2, V = S2 (194)
to define A ⊂ B. The parameters are related by q4 = q.
According to Example 9, A = A00 ⊕ A01 ⊕ A10 ⊕ A11 and, moreover,
each summand is a ∗-algebra. There is also a surjective homomorphism
A → A00 ∼= MN ′(C) = 〈C ′, S ′〉 given by U 7→ C ′, V 7→ S ′.
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Spectral triples are constructed according to Definition 11 using the Dirac
operator DX,Y , for X, Y ∈ A. This defines spectral triples for the fuzzy torus(
C, S, h
)
, with algebra B, and also for the fuzzy torus (U, V, h), with algebra
A. Since the characters are all real, χ = χ, the latter splits into fuzzy tori
(U, V, hχ), giving spectral triples with Hilbert space Hχ = C4 ⊗ hχ.
The four characters of G are labelled 00, 01, 10, 11 and the splitting is
written
H = H00 ⊕H01 ⊕H10 ⊕H11, (195)
in a similar way to Example 9, corresponding to the bundles with periodic or
anti-periodic boundary conditions in the commutative analogue. Using this
analogy, the spin structure of T 2 associated with Hχ should be defined as
σ = σc + t, with χ = (−1)t.
Example 16. The simplest example is for the square fuzzy torus determined
by DU,V . The eigenvectors of DU,V are given by (183) with a = d = 2, b = c =
0. They are indexed by integers k and l and lie in Hhj if (k+1, l+1) = (h, j)
mod 2.
The spectrum of DU,V is readily calculated from (185). The eigenvalue of
D2U,V is [
l
2
]2
q
+
[
k
2
]2
q
. (196)
One can see that the eigenvalues are exactly the same as in (172) in the case
h = j = 0, so that the spin structure is σ = (1, 1). However the multiplicity of
each eigenvalue in (196) is four times greater. For general h, j, the eigenvalues
correspond to the commutative case (152) if σ = (h + 1, j + 1). Thus one
identifies σc = (1, 1) as expected.
Symplectic reduction As a final remark, the algebra homomorphisms
A00 ← A ↪→ B form a discrete and non-commutative analogue of the maps
in a Marsden-Weinstein reduction of a symplectic manifold by a group action
[23]. There, starting with a Lie group G and a Hamiltonian G-action on a
symplectic manifoldM with momentum map µ, one has the mapsM/ G ↪→
M/G←M, with M / G = µ−1(0)/G.
In the non-commutative example, the analogue of G is the finite group
G. The algebra B is the non-commutative analogue of (functions on) M, A
is the analogue of the space of orbitsM/G, while A00 is the analogue of the
symplectic quotient M / G .
Denote the group algebra of G by C[G]. This is dual to the group of uni-
tary characters G∗, i.e., C[G] ∼= C(G∗). The inclusion C[G] ↪→ B is the ana-
logue of the momentum map µ, the (discrete) momenta being the elements
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of G∗. Indeed, the ‘constraint space’ A00 corresponds exactly to momentum
1 ∈ G∗.
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