In this paper we introduce the P-primary component of a square matrix A over any arbitrary commutative field K, where P is an irreducible polynomial of K[X]. We use some deep results on module theory over a PID to establish the links between the invariant factors of A and the invariant factors of its primary component. We also prove that if A a P-primary matrix. Then B=P(A) is a nilpotent matrix of
Introduction
Let K be a field. Let A ∈ M n (K) and P be an irreducible polynomial of K[X]. We will say that A is P -primary matrix if the characteristic polynomial C A of A is a power of P . The Primary decomposition Theorem states that if A ∈ M n (K) is a non zero matrix then A is similar to a block diagonal of Pprimary matrices diag(A 1 , A 2 , ..., A s ). The aim of this paper is to investigate the relation between the invariant factors of A i and the invariant factors of A.
Notations: 1.1 Let K be a field. Let A ∈ M n (K) and B ∈ M n (K) two square matrices.
1.
A and B are similar if there exist a square invertible matrix C ∈ GL n (K) such that B = CAC −1 . We will write A S B 
Preliminary Notes

K[X]-module induced by an endomorphism
Let K be a field. Let M be a vector space over K and u a K-endomorphism of M . The vector space M is endowed by a structure of K[X]-module via the endomorphism u by X.m = u(m) for any m ∈ M . We will denote by M u the K[X]-module on M induced by u. As the ring K[X] is a PID, then by applying the structure theorem of finitely generated torsion modules over a PID, the very useful following theorem is deduced (see [[5] Theorem 2.1 (Rational canonical form) Let M be a finite-dimensional vector space over a field K and u be a K-endomorphism of E. Let M u be the K[X]-module induced by u then there exists a unique sequence of polynomials q 1 , · · · , q r such that:
and
• q r = m u (X) the minimal polynomial of u and
The ascending sequence of polynomials q 1 , · · · , q r are unique and called the invariant factors of u.
If q 1 , · · · , q r are the invariant factors of u then we will write IF (u) = (q 1 , · · · , q r ).
Let A ∈ M n (K) be a no zero matrix, and for any linear transformation that has matrix A relative to some basis, we denote M A the K[X]-module induced by A. Then by theorem 2.1: 
Direct Sums and Matrices
Let u be an endomorphism of a finite dimensional vector space E over
where each E i is u−invariant. Then we may write, for every
Lemma 2.3 Let u be an endomorphism of a finite dimensional vector space
Proposition 2.4 Let u be an endomorphism of a finite dimensional vector space M over K. Let A be the matrix of u in a basis B of M. Then A S diag(A 1 , · · · , A k ) if and only if u can be decomposed into a direct sum of k endomorphisms.
Proof. Let u be an endomorphism of a finite dimensional vector space M over K, such that A is the matrix of u in a basis B of M. We have 
Proof. Easy.
Notation: 3.5 If p s a (the highest power of p dividing a) we write s = υ p (a).
Lemma 3.6 Let R be a PID and let a, b be nonzero elements of R. If d = (a, b) = gcd{a, b}, then {c ∈ R/bR | ac = 0} R/dR.
Proof. See [[2],Lemma 3.3]
Lemma 3.7 Let R be a PID and M an R-module. If Ann R M = aR then for any prime p ∈ R we have M (p) = {x ∈ M | p υp(a) x = 0}.
We have a = p υp(a) q with gcd(p, q) = 1. So gcd(p t , q) = 1. So there exist u, v ∈ R such that up t + vq = 1. So x = up t x + vqx = vqx. So
Corollary 3.8 Let R be a PID and M an R-module. If M = R/aR then for any prime p ∈ R we have M (p) R/p υp(a) R.
Primary decomposition and invariant factors
Let K be a field. Let A ∈ M n (K) and P be an irreducible polynomial of K[X].
We will say that A is P -primary matrix if the characteristic polynomial C A of A is a power of P . A P -primary matrix A is said of type λ = (λ 1 , · · · , λ r ) if its invariant factors are IF (A) = (P λ 1 , · · · , P λr ).
The next theorem is an easy consequence of structure theorems for K[X]-modules. For proof of these see [[3] , A.VII.31], [6] . Theorem 3.9 (Primary Decomposition) Every matrix A ∈ M n (K) is similar to a matrix of the form ⊕ P A P . where A P is a P-primary matrix, and the sum is over the irreducible factors of the characteristic polynomial of A. Moreover, for every P, the similarity class of A P is uniquely determined by the similarity class of A. Definition 3.10 Let u be an endomorphism of a finite dimensional vector space over K, and C u (X) = r i=1 P t i i the primary decomposition of its characteristic polynomial. Let E i = KerP
Let A ∈ M n (K) and u a linear transformation such that mat B (u) = A relatively to some basis B. If u i is the P i −primary component of u. Then
Let A ∈ M n (K) be a non zero matrix. If IF (A) = (q 1 , · · · , q r ) define
By using the Chinese Remainder Theorem we have
Proposition 3.12 Let K be a field. Let A ∈ M n (K) be a non zero matrix. Let P be an irreducible monic factor of C A . Let B be the P -primary component matrix of A. Then IF (B) = (P υ P (q i ) ) 1≤i≤s where s = max{i | P divides q i }.
In other words B is a P -primary matrix of type
Recall that if A ∈ M n (K) is a non zero matrix and IF (A) = (q 1 , · · · , q r ) its invariant factors then the sequence of non negative integers d i = deg q i is a partition of n called the partition associated to invariant factors of A.
When A is a P -primary matrix then m A (X) = P α where P is an irreducible polynomial of K[X] and C A (X) = P β with α ≤ β. Further there exists a partition λ = (λ 1 , · · · , λ r ) of β such that λ r = α and q i = P λ i for any i. We will say that the partition λ = (λ 1 , · · · , λ r ) is the exponent partition associated to the P -primary matrix A. A nilpotent matrix N is said of type λ = (λ 1 , · · · , λ r ) if its invariant factors are IF (N ) = (X λ 1 , · · · , X λr ). As a nilpotent matrix N is a X-primary matrix then a nilpotent matrix N is of type λ = (λ 1 , · · · , λ r ) if λ = (λ 1 , · · · , λ r ) is the exponent partition associated to the matrix N . 
