Abstract -This paper presents an efficient Alpha-algorithm for process mining. Firstly, a short literature review is given on the available algorithms for process mining. Secondly, a new polynomial-time algorithm is proposed, which is efficient as it takes only O(LT2 + T3) time, where L and T are the number of traces (rows) of the event log and the total number of unique tasks, respectively. Also, this algorithm is elegant and easy to understand as it mainly manipulates four simple matrices (such as Serial Binary Matrix, Parallel Binary Matrix, input incidence matrix, and output incidence matrix). The operations performed on these matrices are also simple. Thirdly, a case study is given as a proof-of-concept showing the Alpha-algorithm in action. In the case study, from a medium-sized event log, a Petri net model is generated by the proposed algorithm, which is implemented using the General-purpose Petri Net Simulator (GPenSIM).
I. INTRODUCTION
Nowadays, there are more enterprises that are creating massive data and event logs, which are generated by complex business and manufacturing processes. From the event logs, to understand the underlying processes and to improve them, it is necessary to create the abstraction of the processes, in other terms -the model. The field that deals with this kind of problem is Process Mining (PM). The main purpose of process mining is to discover meaningful insight into the processes and to make a graphical model of it so that the model can be used to improve the processes [1] . Process mining has the following three main steps: A) Process discovery, B) Conformance and C) Performance Analysis [2] . This paper is on the first step, proposing a new algorithm that will create an abstract model of the system based on the event logs. Conformance, which is the second step of process mining, is to check whether the derived model satisfies the data. While the third step of PM is to improve the generated model.
Literature study reveals several algorithms that are used to generate the abstraction of the model in the discovery step. One of them is α-algorithm and its extensions [3] . This paper proposes an efficient α-algorithm that takes polynomial (more specifically, cubic) time. The proposed α-algorithm is also elegant as it mainly manipulates matrices.
In this paper: section-II presents a short literature review. Section-III presents the new Alpha-algorithm. Section-IV presents a simulation study as a proof-of-concept. A discussion of the benefits and shortcomings of the proposed algorithm are given in Section-V.
II. LITERATURE REVIEW
In addition to the α-algorithms, literature study also reveals some other algorithms for the discovery of models, such as Genetic Algorithms [4, 5] , Language Based Region algorithm [6, 7] , and State Discovery algorithm [8] . α-algorithm operates based on the relationships between the tasks in the event logs. The basic α-algorithm deals with the choice, the parallel and the sequential relationships between tasks [3] . The extensions of α-algorithm such as α+ algorithm which deals with short-loop and α++ algorithm deals with non-free choice contraction [9, 10] . Further, α# algorithm is proposed to deal with invisible transitions, while α* algorithm is intended to solve the problems by duplicated transitions [11, 12] .
Nevertheless, none of the algorithms mentioned above is complete in the sense that they fail to solve all the problem cases of process mining. In order for an algorithm to work, it is essential that the model should have one unique starting place and one unique ending place. In addition, the event logs should be complete and free from noise, something not possible achieve in the event logs from companies.
There are many process modelling tools (such as UML, BPMN, EPCs, etc.) with which it can create models in process mining [13, 14] . In this research, Petri Net is chosen as the modelling tool due to its graphical nature and its other useful properties such as explicit models and industry acceptance [15, 16] . Petri Net (PN) is a mathematical tool that is used to model the discrete event systems.
The fundamental elements of a Petri Net model are transitions, places and the arcs (connections between the places and the transitions). The transitions present the active components (e.g., machines) in a discrete-event system, and DOI 10.5013/IJSSST.a.19.05. 12 12.2 ISSN: 1473-804x online, 1473-8031 print the places represent the passive components (e.g., buffers). Figure 1 illustrates a Petri Net model. This paper uses the tool GPenSIM to implement Petri Net models on the MATLAB platform. GPenSim is a userfriendly tool developed by the second author of this paper [17] and is considered as a flexible tool for modelling and simulation of large-scale industrial systems [18, 19] .
III. A NEW ALGORITHM
A process is a composition of different activities or tasks. Activities are interlinked with each other either in the sequential, parallel or choice routing. For example in figure  1 , task g and task h are in sequential routing, task j and task k are in choice routing while task c is in parallel with task d and task e. To translate the event logs into the process model, it is important to distinguish one of those types of the connections. As already mentioned, the algorithm is implemented using the GPenSim tool. GPenSIM provides input and output incident matrices of the Petri Net models. Input incidence matrix represents the connections between the input places to a transition, whereas output incidence matrix shows the connections to the output places. The following parts of this section will introduce the algorithm of converting the event logs to the Petri Nets model. It will continue with the restraint of generating the models that contain short-loops and the suggestions to these problems.
A. The Proposed Algorithm
The main idea of the algorithm is to convert the given event logs to the representative sequential and parallel matrices and in the end to transform them into the incident matrices.
The overall representation of the algorithm is shown above:  Process the event logs: read the input event log and register each distinct task.  Find the tasks: find the preceding and the succeeding tasks for each of the given tasks.
 Generate the sequential and the concurrent binary matrices  Generate the incidence matrices  Convert the incident matrices into the Petri Net model
A1. Processing the Event Logs
As an illustration, it will consider the event logs shown in table 1. This example process contains eleven different activities, and they take part in eight distinct event logs. 
EVENT LOGS
<a, b, f, g, h, k> <a, c, e, g, h, k> <a, d, c, g, h, j, i, g, h, k> <a, c, d, g, h, k> <a, b, f, g, h, j, i, g, h, k> <a, d, c, g, h, k> <a, e, c, g, h, k> <a, e, c, g, h, j, i, g, h, k>
A2. Finding the Tasks
From the given event log, for each of the tasks, the following are registered in a table: 1) the immediately preceding task, and 2) the immediate succeeding task; see table 2. The tasks that do not have any predecessor are considered as starting tasks while the ones that do not have any successor are consider as ending tasks. 
A3. Generating the SBM and PBM
Based on table 2, two different binary matrices are generated, known as the sequential and the parallel binary matrices (SBM and PBM, respectively). Their dimensions are n x n where n is the number of tasks. In the SBM, the rows indicate the succeeding tasks and the columns the preceding tasks, shown table 3. For example, task a is succeeded by c, thus SBM(a, c) = 1. Also, task c is succeeded by g, thus SBM(c, g) = 1. Table-2 After creating the SBM and the PBM matrices, the next (and the most important) step is to convert these matrices into the incident matrices. The difficulty in this process is to make a distinction between the parallel and the choice routing. To visit all the tasks, Breadth First Search (BFS) algorithm is used. It will initiate with one of the starting tasks and will proceed with the successors, and it will continue until the terminal task is hit. The successors can have parallel and/or choice routing. Figure 3 shows the group division between the tasks. This means that there are just two different places needed that will divide task c from tasks {d, e} and task b are connected by both of the places.
A4. Generating the Incidence Matrices
In both incidence matrices will be added two columns. In the input incidence matrix, one column will provide information about b and c tasks and the other column for b, d and e, as shown in table 5 (p2 and p3 columns). p2 and p3 columns in output incidence matrix will keep information just for the task a. In the meantime, it checks if there is any other task that can be on the choice routing with task a. On condition that, if they are in choice routing, they need to use the same places. For instance, when task c is generated, it will proceed with its successors, in this case, task g. In the meantime, it will check if there are some other tasks that income to task g. From the g column of the SBM, there are found tasks {b, d, e, i}. It will group the tasks as shown in figure 3 and will add the needed columns in the incident matrices. Based on the event logs of table 1, the following incident matrices are generated, shown in table 5 and table  6 . They contain eleven rows, and ten different columns are discovered. 
C. Short Loops: A Shortcoming of the Algorithm
The new algorithm is incapable of dealing with the socalled "short-loops." Two different examples of short-loops are shown in Figures 5 and 7 . Figures 4 and 6 illustrate the models generated by the proposed algorithm. In the first example (Figure 4) , according to the event logs, task d and task e are inside a loop. Therefore, they are preceding and succeeding tasks of each other, and the algorithm will detect as parallel routing. If there are in parallel routing, they will fire in the same time that means of incorrect model detection. The correct model is shown in Figure 5 . While in Figure 6 , the task d can fire several times consecutively. The algorithm can detect the loop, but it considers the task d to be in parallel with the outgoing tasks. Therefore, it generates the incorrect model shown in Figure  5 , which is corrected in Figure 7 . To deal with short-loops, the algorithm is extended by additional functions. Considering the first case, the algorithm detects consecutive preceding and succeeding relationships between the tasks. Hence, it will create two different types of places for those transitions. In addition, it should also identify the preceding task of the first task and the succeeding task of the second task. Also, it should determine their groups and then join them. Figures 5 and 8 show that the algorithm has detected and corrected the output models.
In the second case (Figure 6 ), the algorithm will determine whether the task is consecutively repeating. Then, it detects the places of all preceding and succeeding tasks from the incident matrices. Then the task will be added as A Petri Net model realized with GPenSIM consists of a set of M-files: the main simulation file (MSF), the Petri Net definition File (PDF), and the processor files. Figure 10 shows the GPenSIM code that generates the PDF file of the first example. The input and output incident matrices generate this PDF file. The generated PDF file is shown in Figure 11 . Coverability Tree is one of the methods that can show some of the required properties of the Petri Net model. The coverability tree can be used to check the properties such as Liveness, Safeness and reachability. Figure 13 shows the coverability tree generated by the GPenSIM code that is demonstrated in figure 12 . From the coverability tree (e.g., figure 13 ), it is easy is to determine whether if the model suffers from deadlocks, the safeness, and if the model is over-fitted or under-fitted [22] . The novelty of the proposed algorithm in this paper are: a) its running time, and b) easy to understand.
As shown in section-III, the new algorithm takes a polynomial (cubic) time of O(LT 2 + T 3 ), where L and T are the number of traces (rows) of the event log and the total number of unique tasks, respectively. Also, the algorithm is compact, elegant, and can be easily understood as it manipulates four simple matrices (such as Serial Binary Matrix, Parallel Binary Matrix, input incidence matrix, and output incidence matrix). The operations performed on these matrices are also simple, limited to linear searching.
In comparison, the alpha-algorithm proposed in [23] takes non-polynomial time; in this algorithm, the footprint matrix takes the central stage. Repeatedly manipulating this footprint matrix using the operations '→' (succeeding element), '←' (preceding element), and '#' (never follow or no relationship), and frequently rearranging it makes the algorithm not only complicated but also non-polynomial timed. In the proposed algorithm described in this paper, the complexity is reduced by using the four simple matrices (such as SPM, PBM, input incidence matrix, and output incidence matrix) in parallel. Also, some simple operations (such as insertion, deletion, and linear search) are applied to these matrices, one at a time. This kind of "divide-andconquer" approach makes the proposed algorithm elegant, easy to understand, simple to implement, and finally, polynomial timed.
Prospects of the proposed algorithm: In the case study given in this paper, the algorithm is implemented with GPenSIM, proving the usefulness of the algorithm. Though the case study describes a medium-sized event log for brevity, the real benefit of this algorithm will come to light if very-large-scale (big data) event logs are fed into the algorithm; due to the cubic running time, the algorithm will process very-large event logs efficiently. Since GPenSIM is a toolbox on the MATLAB platform, the implementation code of the algorithm can be automatically converted into C/C++ code, using the MATLAB Coder [24] . With this, there is potential to incorporate the code into future commercial packages.
