Modeling with flexible models, such as neural networks, requires careful control of the model complexity and generalization ability of the resulting model. Whereas general asymptotic estimators of generalization ability have been developed over recent years (e.g., [9]), it is widely acknowledged that in most modeling scenarios there isn't sufficient data available to reliably use these estimators for assessing generalization, or select/optimize models. As a consequence, one resorts to resampling techniques like cross-validation [3, 8, 141, jackknife or bootstrap [2]. In this paper, we address a crucial problem of cross-validation estimators: how to split the data into various sets.
model structure. The next section deals with the simple problem of estimating a single location parameter. This problem is tractable as non-asymptotic theoretical analysis is possible, whereas mainly asymptotic analysis and simulation studies are viable for the more complex AR-models and neural networks discussed in the subsequent sections.
TRAINING AND GENERALIZATION
Suppose that our model M (e.g., neural network) is described by the function f ( x ; w ) where x is the input vector and 20 is the vector of parameters (or weights) with dimensionality m. The objective is to use the model for approximating the true conditional input-output distribution p(ylx), or some moments thereof. For regression and signal processing problems we normally model the conditional expectation E{ylx}. Define "l-k € T where l ( . ) measures the cost of estimating the output y(k) with the model prediction @(k) = f(x(k); w), e.g., log-likelihood loss or the simple squared error loss function l(y, y^) = lly-y^1I2. Training provides the estimated weight vector G = argmin, CT(W). Generalization error is defined as the expected loss on a future independent sample (5, y),
The average generalization error r is defined by averaging G(G) over all possible training sets (see also [ll] ):
Optimization of the model structure, including e.g., regularization parameters [12] , is done by minimizing an empirical estimate of the generalization error based on the validation data. Finally, the test data provides an unbiased empirical estimate of the generalization error of the resulting model.
Generalization Assessment
Given a data set V = { z ( k ) ; y(l~)}F=~ of N independent input-output examples, let us first consider the split of the data into the design and test sets,
denoted by E and 3 respectively. The purpose is to design a model achieving maximum generalization performance and assess this performance as reliably as possible. We consider three methods:
Hold-Out Cross-Validation (HO). An empirical estimate of (2) where G(w*) is the minimum achievable error within the model, i.e., argminw G(w). The bias term is the excess generalization of our model, and decreases with y. The variance term measures the reliability of the estimator and it increases when y decreases. We therefore expect an optimal y to solve the bias/variance trade-off yopt = argmin, M S E H O (~) .
This optimal choice has been studied asymptotically for non-linear models [ll] , using Vapniklike bounds [7] , and in the context of pattern recognition [6] . Surprisingly, yopt + 1 as N + CO, indicating that most data should be used for testing.
For finite sample sizes, theoretical investigations are limited to simple models (see below).
K-Fold Cross-Validation (KCV). The average over all training sets in (3) is simulated by resampling the design and test set. In KCV, the data set is split into K disjoint subsets Fj of approximately equal sizes, U :
,
For y < 1/2, the split ratio is the ratio of the size of the subsets to the total amount of data, i.e., K = Ll/yj. We evaluate on each subset the model designed on the remaining data &j = 2) \ 3jj3 The cross-validation estimator is obtained by averaging the K estimates of generalization error:
where y^-j is the model designed without subset 3j. It is easy to show that rKC" is an unbiased estimate of = E E { G (~) } , the average generalization 'For practical reasons y N is restricted to be an integer, i.e., y = i / N where i = 3For y > 1/2 the roles of the design and test set are inverted such that we design on h 1 , 2 ; . . , N -1.
each subset and test on the remaining data.
error based on NE data. The quality of (6) is assessed by: is defined as in (7).
Model Selection/Optimization
The design of a model is usually done by estimating model parameters on the training data 7, and selecting among alternative models, doing early stopping or tuning various additional hyper parameters on the basis of the validation set V . Either of the 3 methods described above (HO, KCV and PCV) can be used for that purpose. However, the relevant criterion for choosing the optimal split ratio y should now be the performance of the resulting model. In non-parametric modeling, the ultimate goal is usually to obtain good generalization. The optimal split ratio will then be the value of y for which the resulting model minimizes the "true" (average) generalization error. In the context of model selection:
where GG (y) is the generalization of the model M which minimizes the crossvalidation estimator with split ratio y. On the other hand, in the context of feature or model selection, the optimal split ratio is one which maximizes the probability of selecting the "correct model". However, as mentioned in e.g., [13, sec. 7.41, selecting a model according to estimated generalization error typically does not result in a consistent selection, i.e., the probability of selecting the correct model does not tend to one. Typically, oversized models will be selected. We shall indeed illustrate in the following examples that those two goals, good generalization and consistent model selection, potentially lead to conflicting decision rules regarding y.
LOCATION PARAMETER MODEL
In this simple setting, we consider a simple Gaussian variable y -N ( w o , c2)
with known c. This problem has been extensively studied, e.g., [4, 5, 
Accordingly, the optimal split ratio converges rather slowly towards 1, as
This means, in order to obtain an accurate HO estimate of the generalization error, one should asymptotically reserve the bulk of the data for validation. This is confirmed by the experiments reported in figure 1 (left). All curves are averaged over 40000 replication of the data for each size. When N increases, the optimal y increases towards 1.
Note that the MSE curves flatten, indicating that a wide interval of possible split ratios are near optimal (see also [7] ). For K-fold CV: of W O . The second transition occurs when LOO starts yielding more correct models than 2-fold ( fig. 3, right) . Additional differences between the K-fold and HO estimators are: 1) in the former, leave-one-out stays optimal as W O grows, 2) the minimum excess generalization error is lower, and 3) the proportion of correctly selected models grows faster towards 1. Note that as the phase transition thresholds are inversely proportional to N , for any W O # 0, the asymptotically optimal split ratio is 1/N.
The effect of permutation cross-validation is again similar, and the qualitative conclusion (^/opt = LOO) identical. There is no discontinuity in y = 1/2 thanks to the better averaging strategy for intermediate split ratios. There is therefore only one y-transition, from one extreme value to the other. Design/Test split. In order to assess the optimal split ratio with respect to generalization estimation, we study our cross-validation schemes using a 10th order linear filter. The coefficients are estimated using regularized least squares, G = (XTX + K,I)-' X T Y , with X and Y the input and output matrices, respectively, I the unit matrix, and IE set to lop6 times the largest eigenvalue of the covariance matrix. As shown on figure 4, all MSE curves behave in a manner qualitatively similar to the simple Gaussian variable above. Minimum MSE is obtained for increasing y for HO, and for LOO in the case of K-fold. This suggests the same asymptotics as before: for hold-out yopt + 1 with (1 -yopt)N + +00 and yopt = 1/N for KCV (and PCV). As before, the curves get flatter with increasing N, meaning that a wide range of split ratios become near-optimal.
Model selection. Hold-out cross-validation is used to select the order of the AR model, between 8 and 14. Experiments are reported by averaging over 10000 independent data sets of increasing sizes N = 50, 100, 200 and 400. Figure 5 shows that generalization and model selection lead to conflicting optimal decisions. Clearly, small split ratios give better generalization, but they tend to overestimate the model order. On the other hand, large splitratios select more parsimonious models but yield poor generalization. Note that due to the small contribution from the last two filter parameters, models of order 8 and 9 are often selected. These results are consistent with [13, sec. 7.41. This suggests that moderate values of y might asymptotically provide a good trade-off between model consistency and generalization abilities, though the optimum would depend on a particular weighting of both effects.
NEURAL NETWORKS
We also considered non-linear modeling using neural networks. and a2 is tuned such that the signal-to-noise ratio is approximately 10%. Data sampled from this system are modeled using a standard feed-forward multi-layer perceptron with one hidden layer of 5 hidden units, and an input layer with time-delayed inputs and task-dependent size. Experiments indicate that the behaviour of the hold-out estimator is similar to what has been described above. Due to space limitation, the detailed results will be presented at the workshop.
SUMMARY
We addressed the problem of choosing the optimal split ratio for cross-validation estimators. We showed that different cross-validation strategy (the design/test and the training/validation splits), and different objectives (reliable assessment of generalization, best generalization or model consistency) lead to different quality measures (MSE, resulting generalization, probability of correct selection), and potentially result in conflicting decision strategies.
For hold-out cross-validation, yOpt -+ 1 as N + 00 seems to be well supported theoretically and experimentally. On the other hand, for K-fold and randomized permutation CV, the asymptotically optimal split-ratio is highly dependent on the task and on the model. In particular, we have illustrated that best generalization and model consistency lead to opposite optimal choices (Topt + 0 and Topt + 1 respectively).
