This paper investigates to what extent we can improve reinforcement learning algorithms. Our study is split in three parts. First, our analysis shows that the classical asymptotic convergence rate O(1/ √ N ) is pessimistic and can be replaced by O((log(N )/N ) β ) with 1 2 ≤ β ≤ 1 and N the number of iterations. Second, we propose a dynamic optimal policy for the choice of the learning rate (γ k ) k≥0 used in stochastic algorithms. We decompose our policy into two interacting levels: the inner and the outer level. In the inner level, we present the PASS algorithm (for "PAst Sign Search") which, based on a predefined sequence (γ o k ) k≥0 , constructs a new sequence (γ i k ) k≥0 whose error decreases faster. In the outer level, we propose an optimal methodology for the selection of the predefined sequence (γ o k ) k≥0 . Third, we show empirically that our selection methodology of the learning rate outperforms significantly standard algorithms used in reinforcement learning (RL) in the three following applications: the estimation of a drift, the optimal placement of limit orders and the optimal execution of large number of shares. * We detail in this section the relation between SA and RL since we are interested in solving RL problems. RL aims at estimating the Q-function which quantifies the value for the player to choose the action a when the system is at z. Let t be the current time, U t ∈ U be a process defined on a filtered probability space (Ω, F, F t , P) which represents the state of the system and A t ∈ A the agent action at time t. We assume that the process (U t , A t ) is Markov. The agent aims at maximizing
Introduction
We consider a discrete state space Z = N or Z = {1, . . . , d} with d ∈ N * . We are interested in finding q * ∈ Q = R Z solution of M (q, z) = E[m(q, X(z), z)] = 0, ∀z ∈ Z,
with X(z) ∈ X a random variable with an unknown distribution and m a function from Q × X × Z to Q. Although the distribution of X(z) is unspecified, we assume that we can observe some variables (Z n ) n≥1 valued in Z and X n (Z n ) n≥1 drawn from the same distribution of X(Z n ). Reinforcement learning (RL) addresses this problem through the following iterative procedure:
where q 0 is a given initial condition and each γ n is a component-wise non-negative vector valued in R Z . The connection between RL, problem (1) and Algorithm (2) is detailed in Section 2. It is possible to recover the classical SARSA, Q-learning and double Q-learning algorithms used in RL by taking a specific expression for m and X n+1 . Note that Algorithm (2) is different from the standard Robbins-Monro (RM) algorithm used in stochastic approximation (SA) q n+1 = q n − γ nm (q n , X n+1 ),
withm(q, x)(z) = m(q, x(z), z) and γ n ≥ 0, mainly because, as it is frequent in RL, we do not observe the entire variable X n+1 (z) z∈Z ) but only its value according to the coordinate Z n . Indeed, the way (Z n ) n≥1 visits the set Z plays a key role in the convergence of Algorithm (2) which is not the case of Algorithm (3) . RM algorithm was first introduced by Robbins and Monro in [24] . After that, it was studied by many authors who prove the convergence of q n towards q * , see [3, 5, 6, 16] . The asymptotic convergence rate has also been investigated in many papers, see [3, 15, 25] . They show that this speed is in general proportional to 1/ √ N with N the number of iterations.
In this work, we give a special focus to RL problems. Nowadays RL cover a very wide collection of recipes to solve control problems in an exploration-exploitation context. This literature started in the seventies, see [30, 31] , and became famous mainly with the seminal paper of Sutton, see [28] . It largely relied on the recent advances in the control theory developed in the late 1950s, see [2] . The key tool borrowed from this theory is the dynamic programming principle satisfied by the value function. This principle enables us to solve control problems numerically when the environment is known and the dimension is not too large. To tackle the curse of dimensionality, recent papers, see [27] , use deep neural networks (DNN). For example, in [13] , authors use DNN to derive optimal hedging strategies for finance derivatives and in [19] they use a similar method to solve a high dimensional optimal trading problem. To overcome the fact that environment is unspecified, it is common to use RM algorithm which estimates on-line quantities of interest. The combination of control theory and SA gave birth to numerous papers on RL.
Our contributions are as follows. We first conduct an error analysis to show that the classical asymptotic rate O(1/ √ N ) is pessimistic and can be enhanced in many situations. It is indeed possible to get a O((log(N )/N ) β ) asymptotic speed with 1/2 ≤ β ≤ 1 and N the number of iterations. Then, we present our main result. It consists in proposing a dynamic policy for the choice of the step size (γ k ) k≥0 used in (3) . Our policy is decomposed into two interacting levels: the inner and the outer level. In the inner level, we propose the PASS algorithm, for "PAst Sign Search". This algorithm builds a new sequence (γ i k ) k≥0 , using a predefined sequence (γ o k ) k≥0 and the sign variations of m(q n , X n+1 (Z n ), Z n ). The error of (γ i k ) k≥0 decreases faster than the one of (γ o k ) k≥0 . In the outer level, we propose an optimal methodology for the construction of a piece-wise constant predefined sequence (γ o k ) k≥0 . These two levels are interacting in the sense that PASS influences the construction of (γ o k ) k≥0 . Finally, we show that our selection methodology provides better convergence results than standard RL algorithms in three numerical examples: the drift estimation, the optimal placement of limit orders and the optimal execution of a large number of shares.
The structure of this paper is as follows: Section 2 describes the relation between RL and SA. Section 3 reformulates the problem (1) in terms of a minimisation issue and defines with accuracy the different sources of error. This enables us to exploit the most recent convergence results for each source of error to show that the slow convergence speed O(1/ √ N ) can be replaced by O((log(N )/N ) β ) with 1/2 ≤ β ≤ 1 and N the number of iterations. Section 4 contains our main contribution. We start by defining the Algorithm PASS, comparing it with two other schemes and proving its convergence. Then, we describe our outer level policy and discuss its speed of convergence. Finally, we explain our selection methodology of the learning rate (γ o k ) k≥0 which combines the PASS Algorithm with the outer level to enhance the convergence of (3). The last Section 5 provides numerical examples taken from the optimal trading literature: optimal placement of a limit order and the optimization of the trading speed of a liquidation algorithm. Proofs and additional results are relegated to an appendix. with g the terminal constraint, f the instantaneous reward, ρ a discount factor and T the final time. Let us fix a time step ∆ > 0 and allow the agent to take actions only at times 3 k∆ with k ∈ N. The Q-function satisfies
ρ (s−t) f (s, U s , A s ) ds + ρ (T −t) g(U T )|U t = u, A t = a], ∀(t, u, a) ∈ R + × U × A, with A = {A t , t < T } a possible control process for the agent. We view the agent control A as a feedback process (i.e adapted to the filtration F t ). The Q-function satisfies the classical dynamic programming principle (DPP)
with
Equation (5) reads that the optimal expected gain when the agent starts at z and chooses action a at time t is the sum of the next expected reward R t+∆ plus the value of acting optimally starting from the new position U t+∆ at time t + ∆. By reformulating (5) , we obtain that Q solves equation
where X z t+∆ = (U z t+∆ , R z t+∆ ) ∈ X = U × R, U z s and R z s are respectively the conditional random variables U s and R s given the initial condition (U z t , A z t ) = (u, a) with z = (t, u, a) ∈ Z and m is defined as follows:
for any x = (u, r) ∈ X and z = (t 1 , u 1 , a 1 ) ∈ Z. Thus, one can use stochastic approximation tools to solve (6) .
Actions of the agent. Note that Equation (6) shows that one can study Q only on the time grid 4 D T = {n∆, n ≤ T /∆}. Thus, we define A k and U k such that A k = A k∆ and U k = U k∆ for any k ∈ N. The key variable to study is not the agent decision A k but Z k = (k, U k , A k ). Thus, the rest of the paper formulates the results in terms of Z k only.
Moreover, it is important in practice to visit the space D T × U × A sufficiently enough. Thus, to learn Q, it is common to not choose the maximising action 5 , but to set the conditional distribution of the random variable A k such that
, ∀a ∈ A,
, a ) and
where b > 0 encourages the exploration, q k satisfies (2) and r k (z) is the last observation time of the state z. Beside, to give more importance to the maximizing action, one may consider the following policy:
, ∀a ∈ A.
Any mixture of these two procedures can an also be considered. 
where N is the number of iterations. In this section, we extend such convergence rate to Algorithm (2) and aim at understanding how one can improve it. For this, we decompose our total error into two components: estimation error and optimization error.
Error decomposition
In this section, the space Z = {1, . . . , d} is finite with d ∈ N * . In such case, we view q and M (q) as vectors of R Z . Moreover, the process (Z n ) n≥1 is Markov. We consider the following assumptions.
Assumption 1 (Existence of a solution). There exists a solution q * of Equation (1).
The above assumption is natural since the gradient of any real valued convex function f satisfies Assumption 2.
Assumption 3 (Pseudo strong convexity). There exists L > 0 such that
Assumption 3 replaces the strong convexity condition. Under Assumption 1, the function q * is solution of the minimization problem min q∈Q g(q).
with g(q) = M (q) 2 .
Remark 1. Note that, in the special case where M is the gradient of a given function f (i.e. ∇f = M ), the quantity q * minimises a convex and differentiable costg = z∈Z E[L(q, X(z), z)] with
and ∇g = M . Thus, we can replace g byg and all the results of this section hold. In the rest of this section, we use g instead ofg.
In our context we do not have a direct access to the distribution of X(z) because we are in the case of "on-line" RL. Nevertheless, we assume that at time n we keep memory of a training sample of n(z) independent variables (X z i ) i=1···n(z) drawn from the distribution X(z) where n(z) is the number of times the Markov chain Z n visited z. We define q n as a solution of
with g n (q) = M n (q) 2 and M n (q) = E n [m(q, X(z), z)] = n(z) j=1 m(q, X j (z), z) /n(z) the expected value under the empirical measure µ = n(z) j=1 δ Xj (z) /n(z). We finally define q n k as an approximate solution of the problem (10) returned by an optimization algorithm after k iterations. Thus, we can bound the error g(q n k ) by
optimization error , since q * minimizes g.
Convergence rate of the estimation error

Slow convergence rate
We have the following result.
Proposition 1. We assume that the Markov chain Z n is irreducible. There exists c 1 > 0 such that
The proof of this result is given in Appendix C. This result allows us to derive the following bound for the estimation error
This bound is known to be pessimistic.
Fast convergence rate
We obtain the following fast statistical convergence rate.
Proposition 2. Assume that the Markov chain Z n is irreducible and
Then, there exists c 2 > 0 such that
The proof of this proposition is given in Appendix D. The condition (12) is established when
• The loss function g satisfies regularity conditions, of which the most important are : Lipschitz continuity and convexity, see [1] . Moreover under the strong convexity assumption, the constant β is equal to 1.
• The data distribution satisfies some noise conditions, see for instance [1, 29] in the pattern recognition problem.
• The function m has a bounded moment α (i.e. E[m α (q)] < ∞) with α > 1, see [10] .
Convergence rate of the optimization error
We turn now to the optimization error. This means that expected value in (9) is replaced by the empirical mean which is known. In such case, one can use many algorithms to find q n . We present in the table below the most important properties of some gradient methods. Note that the results of Table 1 remain valid when strong convexity is replaced by Assumption 3 and in general when convexity is replaced by Assumption 2 6 .
Algorithm
Cost of one iteration Iterations to achieve an precision Time to reach an precision Convex Strongly convex Convex Strongly convex Table 1 : Asymptotic properties of some gradient methods. Note that d is the dimension of the state space Z and is a desired level of accuracy. Here corresponds to 1/n. GD stands for Gradient Descent, SDG for Stochastic Gradient Descent, Proximal for Stochastic proximal gradient descent [9, 26] , Acc. prox. for accelerated proximal stochastic gradient descent [22, 26] , SAGA for Stochastic accelerated gradient approximation [11] , and SVRG for stochastic variance reduced gradient [14] .
Conclusion
Following the formalism of [7] , we have decomposed our initial error into
• Estimation error: its convergence is O(1/ √ N ) in pessimistic cases. In the other situations, the convergence is faster (i.e. O (log(N )/N ) β ) with 1/2 ≤ β ≤ 1.
• Optimization error: the convergence is exponential under suitable conditions. In unfavourable cases, the convergence rate is O(1/N ).
The comparison of these error sources shows that the estimation error is the dominant component. Thus, we can overcome the O(1/ √ N ) asymptotic speed, in some situations, by improving the estimation error.
Optimal policy for the learning rate γ when is countable
In this section, we take Z = N and consider the following type of algorithms:
∀n ∈ N.
One can recover the classical SARSA, Q-learning and double Q-learning algorithms used in RL by considering a specific expression for m and X n+1 . In such algorithms the choice of γ n is a crucial point. One can find in the literature general conditions that guarantee the convergence such that
However, since the set of processes (γ n ) n≥0 satisfying these conditions is large in general and may even be empty when (Z n ) n≥0 is not recurrent. Thus, to be more specific, many authors suggest to take γ n proportional to 1/n α for stochastic approximation algorithms. The exponent α may vary from 0 to 1 depending on the algorithm used, see to cite [12, 21] . Nonetheless, such a choice may be sub optimal. For example, Figure 1 .a shows that the blue curve is a way higher than the orange one. Here, the blue curve represents the variation of the logarithm of the L 2 -error when γ n = η/n, whereas the orange curve stands for a constant learning rate (i.e. γ n = γ). We choose the constant η that ensures the fastest convergence for the blue curve.
In this paper, we propose to use a stochastic learning rate (γ k ) k≥0 ; our learning policy is decomposed into two interacting levels: the inner and the outer level. In the inner level, we use the PASS algorithm, for "PAst Sign Search". This algorithm builds a new sequence (γ i k ) k≥0 , based on a predefined sequence (γ o k ) k≥0 and the sign variations of m(q n , X n+1 (Z n ), Z n ), whose error decreases faster than the predefined one. In the outer level, we propose an optimal methodology for the selection of a piecewise constant predefined sequence (γ o k ) k≥0 . These two levels are interacting in the sense that the PASS algorithm influences the construction of the sequence (γ o k ) k≥0 . Log L2 -error 1/n step_cste Figure 1 : L 2 -error for the estimation of the drift when γ k is constant in orange and when γ k ∝ 1 k in blue.
The inner level
The algorithms
In this part, we introduce three algorithms. We start with our benchmark which is the standard algorithm used in RL. Then, we present a second algorithm inspired from SAGA [11] , which is a method used to accelerate the convergence of the stochastic gradient descent. SAGA reduces the optimization error exponentially fast. Finally, we describe the PASS algorithm that modifies the learning rate (γ k ) k∈N based on the sign variations of m(q n , X n+1 (Z n ), Z n ). The main idea is to increase (γ k ) k∈N as long as the sign of m(q n , X n+1 (Z n ), Z n ) remains unchanged. Then, we reinitialize or lower γ k using a predefined sequence (γ o k ) k∈N when the sign of m(q n , X n+1 (Z n ), Z n ) switches. This algorithm can be seen as an adaptation of the line search strategy, which determines the maximum distance to move along a given search direction, to stochastic iterative methods. Actually, the line search method requires a complete knowledge of the cost function because it demands to evaluate several times the difference g q k + γM (q k ) − g q k for different values of γ with g and M defined in Section 3.1. However, stochastic iterative models have neither access to g nor M . They can only compute m(q n , X n+1 (Z n ), Z n ) when the state z = Z k is visited. Moreover, to get a new observation they need to wait 7 for the next visit of the state z = Z k . Nevertheless, they have instantaneous access to the previously observed values. Thus, the main idea here is to use these past observations although it adds a small memory cost. Some theoretical properties of these algorithms are investigated in Section 4.3. Algorithm 1 (RL). We start with an arbitrary q 0 ∈ Q and define by induction q k
Algorithm 2 (SAGA). We start with an arbitrary q 0 ∈ Q, M 0 = 0 8 , n 0 = 0 and define by induction
The quantity n k [k, j] records the j-th time when the process Z visits the state Z k before the k-th iteration.
For the next algorithm, we give ourselves a predefined sequence (γ k ) k≥0 , an increasing function h : R + → R + and a non-increasing function l : R + → R + . The function h is used to increase the learning rate and hence to accelerate the descent, while the function l is used to go back to a slower pace. A typical way to do it is to use a predefined learning rate. Algorithm 3 (PASS). We start with an arbitrary q 0 and define by induction q k andγ k
1 is the index of the last observation when the process X visits the state X n .
Assumptions
In this section, we present the assumptions needed to prove our main result about the convergence of Algorithms RL, SAGA and PASS. We consider the following assumptions: Assumption 4 (Existence of a solution). There exists a solution q * of (1).
We write m * for the vector m * = m(q * ) ∈ X × Z with q * solution of (1). Assumption 5 (Pseudo strong convexity 2). There exists a constant L > 0 such that
Recall that Assumption 5 is natural in the deterministic framework. For instance, if we take a strongly convex function f and call m its gradient (i.e m = ∇f ). Then, m satisfies Assumption 5. Additionally, the pseudo-gradient property (PG) considered in [5, Section 4.2] is close to Assumption 2. However, Assumption 2 is slightly less restrictive than PG since it involves only the norm of the component (q k − q * )(Z k ) instead of the norm of the vector (q k − q * ). To get tighter approximations, we will also need the quantity L k defined as follows:
otherwise. Note that L k ≥ 0 under Assumption 5. It is also the biggest constant that satisfies (14) for a fixed k. In particular, this means that L k ≥ L. Assumption 6 (Lipschitz continuity of m). There exists a positive constant B > 0 such that for any random variables X and X valued in X we have 
We have B k ≤ B since B k is the smallest constant satisfying (15) for a fixed k. We finally need an assumption on the learning (γ k ) k≥0 that describes indirectly how the process Z communicates with its different states. Assumption 7 (Learning rate explosion). For any z ∈ Z, there exists a non-negative deterministic
When the process Z is Markov and γ k (z) is bounded, Assumption 7 ensures that Z is recurrent. The boundedness assumption of γ k (z) is not restrictive and can always be fulfilled. Indeed, since γ k (z) is bounded, there exists a positive constant A such that γ k (z) ≤ A, a.s for all k ≥ 1. Thus, we get
Since the left hand side of the previous inequality diverges under Assumption 7, we have k≥1 P[Z k = z] = ∞ which proves that Z is recurrent.
Main results
In this section, we compare the algorithms RL, SAGA and PASS and prove the convergence of PASS. Let c be a positive constant and k ∈ N. We define the error function for the different algorithms as follows:
for algorithms RL and PASS,
. . , M } and the total error E k such that E k = e k . We also use the following notations:
Proposition 3. Let z ∈ Z. Under Assumptions 4, 5 and 6, we have
with A = {Z k = z}. The values of the constant α k and M k vary from an algorithm to another as follows:
where v k is the variance of Z k .
Equation (16) reveals that the performances of algorithms RL, SAGA and PASS depend on the interaction between two competing terms:
• On the one hand the slope α k controls the decrease of the error from one step to the other, • On the other hand the quantity M k gathers two sources of imprecision: the estimation error and the optimization error. Both sources of imprecision have a term in the variance v n (because the distribution of Z is unknown) and a positive constant (coming from the noise generated by the noisy nature of observations).
There is a competition between these two terms: to decrease M k we need to send γ k towards zero while the reduction of α k requires a relatively small but still non-zero value of γ k . Thus, γ k should satisfy a trade-off in order to ensure the convergence of the algorithms. The RM conditions (13) are a way to address this trade-off. Now, in order to analyse the properties of each algorithm, we compare for a given γ k their respective values for α k and M k in Table 2 . For sake of clarity, we choose to present the variable (1 − α k )/2 instead of α k in this table; note that a large value of 1 − α k means that α k is small and thus induces a fast convergence.
Algorithms 
• When γ k (z) = γ1 {Z k =z} for all (k, z) ∈ N × Z with γ > 0 a positive constant, for any positive number r there exist two constants β ∈ [0, 1) andM > 0 which satisfy
The upper level
In practice, to apply PASS we need an appropriate predefined sequence (γ k ) k∈N . It is possible to take γ k proportional to 1/k α with α ∈ (0, 1] as proposed in [21, 24] . However, in this section, we present a piece-wise constant policy for the selection of the learning rate (γ k ) k∈N . To do so, we construct a sequence of integers
Additionally, we choose the "best" constant γ ki such that the error E[E n ] decreases the fastest possible by at least a factor α during the time period
Here the factor α is a fixed constant.
First, note that the function f (x) = 2Lx − B 2 with L defined in Assumption 5 and B introduced in Assumption 6 reaches its maximum value at the pointγ 1 = L B ≥ 0.
Since we need f (γ 0 ) to be the largest possible for a fast convergence, we take γ 0 as close as possible toγ 1 . Let r > 0 be a precision factor andγ 2 = 2E 0 L M (1+r)+BE 0 with E 0 the initial total error. To guarantee a decrease of the error by a factor α during the first iterations, we also need γ 0 ≤γ 2 . Thus, we define recursively the sequence (k i ) i∈N and (γ ki ) i∈N as follows:
with α ki = 1 − γ ki andM defined in Theorem 1. The proposition below provides a non-asymptotic approximation of the number of steps k i needed to reduce the error by the factor α i with i ∈ N. Proposition 4. Under Assumptions 4, 5 and 6, we have
The proof of the above result is given in Appendix G. Proposition 4 shows that the convergence speed due to (21) is exponentially fast as long as i ≤ i * (i.e k i ≤ L 1 i). In such case, the leading term is L 1 i. This means that we need around L 1 i steps to reduce the error by a factor α i/29 . However, when i > i * , the dominating term becomes L 3 (α −(i−i * +1)+ − 1). This means that after a number k of iterations proportional to k ∝ α −i we reduce the error by 1/
Since the constants L and B are unknown in practice, a first solution consists in starting with arbitrary values for B and L and generating a sequence of learning rates. If the error m(q n , X n+1 (Z n ), Z n ) increases, one can take a larger value for B and a smaller one for L otherwise he keeps B and L unchanged. A second solution consists in directly averaging the error m(q n , X n+1 (Z n ), Z n ) over the lasts p visit times with p ∈ N fixed by the controller. If this average error does not decrease, Equation (21) reduces the value of the step size by a factor α.
Extension
The results of this section still hold when the descent sequence (2) is replaced by
When γ n (z) = 0 if z = Z n , we recover (2) . Thus, Equation (22) is slightly more general. Moreover, Algorithm (22) appears in many contexts: stochastic iterative algorithms, gradient methods, fixed point iterative techniques, etc. The results of this section can be directly transposed to (22) . We present in Appendix A an adaptation of the Algorithm PASS for (22) .
5 Some examples
Methodology
In this section, we compare four algorithms. The two first ones are two different versions of RL. In the first version, the learning rate γ k is taken such that γ k = η k with η > 0 selected to provide the best convergence results. In the second version, the step size follows the upper level policy, described in Section 4.2. The third algorithm is SAGA where the step size is derived from the upper level policy. Finally, we use the PASS algorithm (for "PAst Sign Search") presented and studied theoretically in the previous sections. We consider three numerical examples to compare the convergence speed of these algorithms: drift estimation, optimal placement of limit orders and the optimal liquidation of shares.
Drift estimation
Formulation of the problem. We observe a process (S n ) n≥0 which satisfies
with W n a centred noise with finite variance. We want to estimate the quantities f i with i ∈ {1, · · · , n max }. Using (23) and E[W t ] = 0, we get
Thus, we can estimate f i using stochastic iterative algorithms. The pseudo-code of our implementation of PASS for this problem can be found in the Appendix B under the name Implementation 1.
Numerical results. Figure 2 shows the variation of the L 2 -error when the number of iterations increases. We can see that the algorithm PASS outperforms standard stochastic approximation algorithms. Moreover, other algorithms behave as expected: the standard RL decreases very slowly (but we know it will drive the asymptotic error to zero), the constant learning rate and SAGA provides better results than RL, while PASS seems to have captured the best of the two worlds for this application: very fast acceleration at the beginning and the asymptotic error goes to zero. Log L2 -error step_cste 1/n SAGA PASS Figure 2 : The L 2 -error between f k and f for different numerical methods averaged over 1000 simulated paths.
Optimal placement of a limit order
Formalisation of the problem. We consider an agent who aims at buying a unit quantity using limit orders and market orders (see [18] for detailed explanations). In such case, the agents wonder how to find the right balance between fast execution and avoiding trading costs associated to the bid-ask spread. The agent state at time t is modelled by X t = (Q Bef ore , Q Af ter , P ) with Q Bef ore the number of shares placed before the agent's order, Q Af ter the queue size after the agent's order and P t the mid price, see Figure 3 . The agents wants to minimise the quantity
where • T exec = inf{t ≥ 0, P t = 0} the first time when the limit order gets a transaction.
• τ the first time when a market order is sent.
• X = (Q Bef ore , Q Af ter , P ) the state of the order book.
• F (u) is the price of the transaction (i.e. F (u) = p + ψ when the agents crosses the spread and F (u) = p otherwise).
We show in Section 2 that the Q-function is solution of (6). Thus, we can use Algorithms RL, SAGA and PASS to estimate it. The pseudo-code of our implementation of PASS is available as Implementation 2 in Appendix B.
Numerical results. Figure 4 shows three control maps: the x-axis reads the quantity on "same side" (i.e. Q same = Q Bef ore + Q Af ter ) and the y-axis reads the position of the limit order in the queue, i.e. Q Bef ore . The color and numbers gives the control associated to a pair (Q same , Q Bef ore ): 1 (blue) means "stay in the book", while 0 (red) means "cross the spread" to obtain a transaction. The panel (at the left) gives the reference optimal controls obtained with a finite difference scheme, the middle panel the optimal controls obtained for a RL algorithm where the step-size (γ k ) k≥0 is derived from the upper level policy, and the right panel the optimal control obtained with our optimal policy (i.e. upper level and inner level combined). It shows that after few iterations our optimal policy already found the optimal controls. Figure 5 compares the log of the L 2 error, averaged over 100 trajectories, between the different algorithms. We see clearly that our methodology improves basic stochastic approximation algorithms. Again, the other algorithms behave as expected: SAGA is better than a constant learning rate that is better than the standard RL (at the beginning, since we know that asymptotically RL will drive the error to zeros whereas a constant learning rate does not). 
Optimal execution
Formalisation of the problem. An investor wants to buy a given quantity q 0 of a tradable instrument (see [8] and [17] for details about this application). The price S t of this instrument satisfies the following dynamic:
where α ∈ R is the drift and σ is the price volatility. The state of the investor is described by two variables its inventory Q t and its wealth X t at time t. The evolution of these two variables reads
with ν t the trading speed of the agent and κ > 0. The term κν t corresponds to the temporary price impact. The investor wants to maximize the following quantity
it represents its final wealth X T at time T , plus the value of liquidating its inventory minus a running quadratic cost. The value function V is defined such that
Using (24), we can see that the variable M t T is independent of the initial values W t , S t and Q t . This means that v is a function of only two variables the time t and the inventory q. The dynamic programming principle ensures that v satisfies
We fix a maximum inventoryq. Let k = (k T , k q ) ∈ (N * )
with Z n = (n∆, Q n∆ ) and A(Z n ) ∈ D q is the set of admissible actions 10 . When the final time T is reached (i.e. n = k T ), we pick a new initial inventory from the set D q and start again its liquidation. At a first sight, it is not clear that v k n approximates v. However, we show in Appendix H that v k n converges point-wise to v on D T × D q when n → ∞ and k → ∞. see Appendix B for a detailed implementation of the algorithm with the corresponding pseudo-code (as Implementation 3).
Numerical results. Figure 6 shows the value function v for different values of the elapsed time t and the remaining inventory Q t . The panel (at the left) gives the reference value function. It is computed by following the same approach of [23] . The middle panel the value function obtained obtained after 120 000 iterations for RL algorithm where the step-size (γ k ) k≥0 is derived from the upper level of our optimal policy, and the right panel the value function obtained with our optimal policy (i.e upper level and inner level combined). It shows that our optimal strategy leads to better performance results. We also plot, in Figure 7 , a simulated path for the variations of the log L 2 error for different algorithms. Here again, we notice that our methodology improves the basic RL algorithm and that the ordering of other approaches is similar to the one of the "drift estimation" approximation (i.e. SAGA and the constant learning rate are very similar). 
A Extension of the PASS Algorithm
First, we can adapt Algorithm PASS to (22) by considering component-wise version which consists in applying Algorithm 3 introduced in Section 4.1.1 to all the visited coordinates of q n . Next, we also propose a more direct approach with the algorithm below. Algorithm 4 (PASS for (22)). We start with an arbitrary q 0 and define by induction q k andγ k
• If m(q n , X n+1 ), m(q n−1 , X n ) ≥ 0, then do q n+1 = q n − h γ n , γ n m(q n , X n+1 ), γ n+1 = h γ n , γ n .
• Else, do q n+1 = q n − l γ n , γ n m(q n , X n+1 ), γ n+1 = l γ n , γ n .
B Implementations
We give here the pseudo code used for each one of the three numerical examples considered in Section 5.
Drift estimation. We consider the following expression for the functions h and l:
We use Implementation 1 for the numerical experiments. Observe ∆X next = S t+1 − S t
5:
if the first visit time to t then 6:
end for 16: Save the norm E of the vector E past (t).
17:
if the average value of E over the last w = 5 episodes is not reduced by p = 1% then end if 20: end for Optimal placement of limit orders. We consider the following expression for the functions h and l: h(γ, γ base ) = max(min(γ+2/3γ base , 3γ base ), γ base ), l(γ, γ base ) = max(γ−2/3γ base , γ base ), ∀(γ, γ base ) ∈ R + .
(27) We use Algorithm 2 for the numerical experiments. Note that we do not need to send a market order to know our expected future gain. Implementation 2 PAst Sign Search (PASS) for (RL) optimal placement problem 1: Algorithm parameters: step size (γ o ) n≥0 ∈ (0, 1], number of episodes n initial guess q 0 , past error value E past Initialiseγ 0 = γ o 0 2: for episode in n do 3: Select initial state X 0
4:
for each step within episode do 5:
Take the action stay in the order book 6: Observe the new order book state X next 7:
for a ∈ {0, 1} do 8: if the first visit time to X next then 9: q 0 (X 0 , a) ← q 0 (X 0 , a) −γ 0 (X 0 , a)m a (q 0 , X 0 , X next ) 10:
else if m a (q 0 , X 0 , X next ) × E past (X 0 , a) ≥ 0 then 11:γ 0 (X 0 , a) ← h γ 0 (X 0 , a), γ o (X 0 , a) 12: q 0 (X 0 , a) ← q 0 (X 0 , a) −γ 0 (X 0 , a)m a (q 0 , X 0 , X next ) 13: else if m a (q 0 , X 0 , X next ) × E past (X 0 , a) < 0 then 14:γ 0 (X 0 , a) ← l γ 0 (X 0 , a), γ o (X 0 , a) 15: q 0 (X 0 , a) ← q 0 (X 0 , a) −γ 0 (X 0 , a)m a (q 0 , X 0 , X next ) 16: end if 17: E past (X 0 , a) ← m a (q 0 , X 0 , X next ) 18: end for 19: X 0 ← X next 20: end for 21: Save the norm E of the vector E past (t).
22:
if the average value of E over the last w = 40 episodes is not reduced by p = 5% then 23: γ o (t) ← max γ o (t)/2, 0.01 (this is done each w episodes) 24: end if 25: end for Optimal execution of a large number of shares. To solve this problem we use the same functions h and l considered in the previous problem, see (27) . Then, we apply Algorithm 3. In this problem, it is crucial to select actions according to the policy (7) in order to encourage exploration. The coefficientβ used by the agent to select its actions is taken constant equal toβ = 5. We consider the same policy for all the tested algorithms.
C Proof of Proposition 1
Proof of Proposition 1. Let z ∈ Z. Standard uniform convergence results ensure that
with c > 0 a positive constant. Since the Markov chain (Z n ) n≥1 is irreducible and the set Z is finite, the sequence (Z n ) n≥1 is positive recurrent and we have
with µ the unique invariant distribution of (Z n ) n≥1 . Thus, we have
This shows that u n (z) is bounded by u ∞ (z) and ensures that
with c 1 (z) = cu ∞ (z). The constant c 1 can be taken independent of z since Z is finite. if the first visit time to X 0 then 8:
Select an action A and observe Q next 18:
end for 20: Save the norm E of the vector E past (t).
21:
if the average value of E over the last w = 300 episodes is not reduced by p = 1% then This shows that v n (z) is bounded by v ∞ (z) and ensures that
The constant c 2 can be taken independent of z since Z is finite. Using the same manipulations of (11), we complete the proof.
E Proof of Proposition 3
Proof of Proposition 3. Let k ≥ 0, A the set A = {Z k = z} and m(q k ) ∈ R Z such that m(q k )(z ) = m(q k , X k+1 (z ), z ) for any z ∈ Z. We split the proof in three steps. In each one of these steps, we prove (16) for a given algorithm.
Step (i): In this step, we prove (16) for Algorithm RL. We have
Using Assumption 5 and E k [m * ] = 0, we get (i) ≤ −2Lγ k |q k − q * | 2 (z). Since E k [m * ] = 0, Assumption 6 gives
Thus, we deduce that
which shows (16) for Algorithm RL.
Step (ii): Here we show (16) for Algorithm SAGA. LetM
We first dominate the term (1) . Since E k [m * ](z) = 0 and
we have
By combining (28) and (29), we get
Moreover, we have
Thus using (30) and (31), we conclude
Step (iii): In this final step, we show (16) for Algorithm PASS. We have
For the term (i), using Assumption 5 and E k [m * ] = 0, we have
. Using Assumption 6 and E k [m * ] = 0, we get
We write γ k for the quantity γ k = c kγk ∨γ k . Sinceγ k ∈ [γ k , r 1 γ k ], we have c kγk ∈ [γ k , r 1 γ k ].
When c kγk ∈]γ k ,γ k ], we have p k (γ k ) = p k (c kγk ) > p k (γ k ) ≥ 0. When c kγk ∈]γ k , r 1 γ k ] (i.e c k ≥ 1), we use that
with d 1 = (r 1 − 1) 2 B k . Thus, using (32), we conclude
This completes the proof.
F Proof of Theorem 1 F.1 Preparation for the proof of Theorem 1
We introduce the following notations. Let j ∈ N and (µ n ) n≥1 a real sequence, we write (µ j n ) n≥1 for the delayed sequence µ j n = µ j+n for any n ≥ 1. Additionally, we define recursively the sequence (a µ n ) n≥1 as follows:
a µ 1 = 1, and a µ n+1 = µ n n l=1 a n+1−l a µ l , ∀n ≥ 1.
(33) Lemma 1. By convention, an empty sum is equal to zero. Let (v n ) n≥1 be the sequence defined as follows:
v n = n + µ n n−1 j=1 a n−j v j , ∀n ≥ 1,
where ( n ) n≥0 and (µ n ) n≥0 are two real sequences and j≥0 a j = 1. Then, we have
Proof of Lemma 1. Let us prove the result by induction on n ≥ 1. By definition, Equation (34) is satisfied for n = 1. By applying the induction hypothesis (34) to all j ≤ n, we get
Lemma 2. Let n ∈ N, (µ n ) n≥0 be a positive sequence, (a µ n ) n≥0 be the sequence defined in (33) and r n = 1 − µ n .
• When n≥0 r n = ∞, we have
• When n≥0 r n = ∞ and there exists β ∈ [0, 1) such that n≥0 β n a n < ∞, we have β n a µ n → n→∞ 0.
Proof of Lemma 2. We need to introduce the following notations. Let n ∈ N * and (u n ) n≥1 be a real sequence. We define respectively the translation operator T 1 and the aggregation operator T 2 as follows T 1 (u) n = u n−1 1 n≥2 and T 2 (u) n = l≥1 a l u l 1 n=1 . We denote by (w k ) k≥1 the sequence
Our construction ensures that v k+1 = w k+1
In the sequel, we first prove (35) then show (36).
Step (i): Here, we demonstrate (35). We first handle the case where a 1 = 1. In such case, we have
since l≥2 r l = ∞. Now we place ourselves in the case where a 1 < 1. Using (37), we have w n = n−1
with P n−1 = {k = (k 1 , · · · , k m ) ∈ (N * ) m ; s.t k 1 + · · · + k m = n − 1} the set containing all the partitions of (n − 1) andμ k i = l∈A k i µ l . Note that each integer l ∈ {1, · · · , n − 1} belongs to a group p l (i.e p l = p l r=1 k p ≤ l < p l +1 r=1 k r ) and the set A k i = {l ∈ {1, · · · , n − 1}; s.t i p l = 2} refers to the groups where we select the operator T 2 instead of T 1 .
Let
> 0 and m ∈ N * . Using that w 1
Since l≥1 a l < ∞, there exists n 0 ∈ N such that when m ≥ n 0 , we have T 2 T m 1 (w 1 ) 1 ≤ 2 . We writeā for the quantitȳ a = max l≤n0 a l . Since a 1 < 1 and l≥1 a l = 1, we haveā < 1. Thus there exists n 1 ∈ N such that for all m ≥ n 1 , we haveā n1 ≤ 2 .
We denote by k T1 = r≥1, s.t ir=1 k r the integer that counts the number of times the operator T 1 is chosen. When k T1 ≤ n 0 n 1 , we have #{l, l / ∈ A k i } ≤ n 0 n 1 , which gives
since r l ≤ 1. Thus, there exists n 2 ∈ N such that for all m ≥ n 2 , we haveμ k i ≤ 2 .
We take now n ≥ n 3 = (n 0 n 1 ) ∧ n 2 . When k T1 > n 0 n 1 , we differentiate two cases. First, if there exists r such that k r ≥ n 0 and i r = 1. In such case, since
Second, when we cannot find such r, then necessarily k T2 ≥ n n0 ≥ n 1 with k T2 = r≥1, s.t ir=2 k r represents the number of times the operator T 2 is selected. Since w 1 n = 1 1 n=1 and k l ≤ k 0 whenever i l = 2, the coefficients a l with l > k 0 never appear. In such situation, we get T 2 (u) ≤āT ∞ (u) using basic inequalities. The inequalities T 2 (u) ≤āT ∞ (u) andā k T 2 ≤ā n1 ≤ 2 ensure
withī m = i m 1 im=1 + ∞1 im=2 . When k T1 ≤ n 0 n 1 , we use (38) and n ≥ n 2 to get
By combining the inequalities (39), (40), (41) and
which proves (35).
Step (ii): Let us prove (36). Note that (h n ) n≥0 = (β n a µ n ) n≥0 verifies
with (g n ) n≥0 the sequence defined such that g n = β n a µ n . This means that h n = g µ n . Thus a straightforward application of (35) to the sequence (g µ n ) n≥0 gives (36). This completes the proof. Lemma 3. Let Z be a finite space and (z, z 1 ) ∈ Z 2 . Under Assumption 7, there exist two constants β ∈ [0, 1) and d > 0 such that
Proof of Lemma 3. Let (z, z 1 ) ∈ Z 2 and A z1 = {z ∈ Z; P[Z 1 = z 1 |Z 0 = z ] = 1} the states that leads to z 1 with probability 1. To avoid the states z ∈ Z where the quantity P[Z 1 = z 1 |Z 0 = z ] = 0, we first show (42) for the Markov chainZ n = Z n 1 Zn / ∈Az 1 + z1 Zn / ∈Az 1 . Then, we prove (42) in the general case.
Step (i): We prove (42) by induction on n ∈ N * for the Markov chainZ. We denote by τ 1 Z1 the first visit time of the Markov chainZ to the state z 1 . For n = 1, we have
Note that β ∈ [0, 1) since P z [Z 1 = z 1 ] < 1. Let us take now n > 1. We have
Step (ii): Let us now prove (42) for Z. Since Z reaches z 1 at most one iteration afterZ, we have
Recall that τ 1 Z1 is the first visit time of the Markov chain Z to the state z 1 . This completes the proof.
F.2 Propagation of the error
As a first step, we consider the case where the process (Z k ) k≥1 is Markov. For any z 1 ∈ Z, we write τ 1 Z1 = inf{l > 0, Z l = z 1 } for the first visit time of (Z k ) k≥1 to the state z 1 . Moreover, we define the sequence (a k ) k≥0 such that a k (z 1 ) = P[τ 1 Z1 ≥ k|F 0 ]. We have the following result. Proposition 5. Let (Z k ) k≥1 be a Makov process, z 1 ∈ Z and n ∈ N * . Under Assumptions 4, 5, 6 and 7, we have E 0 [e n (z 1 )] ≤ n + n−1 j=1 a n−jᾱj E 0 [e j (z 1 )], with n = e 1 (z 1 )a n (z 1 ) + n−1 j=1 a n−j M j andᾱ j =
. The variables α j and M j are given by (17) and (18).
Proof of Proposition 5. Let (z, z 1 ) ∈ Z 2 and n ∈ N * . Using the last-exit decomposition, see Section 8.2.1 in [20] , we have
with a j (z 1 ) = P z1 [τ 1 Z1 ≥ j], τ 1 Z1 = inf{l > 0, Z l = z 1 } and α n and M n defined in Proposition 3. In the second equality, we use that e n (z 1 ) does not change as long as the state z 1 is not reached. This completes the proof.
We turn now to the general case. However, we use the same kind of arguments needed in the Markov setting. Let n ∈ N * and (z 1 , . . . , z n ) ∈ Z n . For any i ∈ {1, . . . , n}, we denote by A i the set A i = {Z 1 = z 1 , . . . , Z i = z i }. Moreover, we write τ n Z = inf{l > 0, Z l+n = z 1 } and a n k = P[τ n−k Zn ≥ k|F n ]. We have the following result. Proposition 6. Under Assumptions 4, 5, 6 and 7, we have
with n = e 1 (z 1 )a 0 n (z 1 ) + n−1 j=1 a n n−j M j andᾱ j =
Proof of Proposition 6. We have
In the second equality, we use that e n (z 1 ) does not change as long as the state z 1 is not reached. This completes the proof.
F.3 Proof of Theorem 1
Proof of Theorem 1. We split the proof in two steps. We first show (19) and (20) when Z is finite then when Z is countable.
Step (i): In this part, we prove (19) and (20) when the space Z is finite. For clarity, we first proof the results when (Z k ) k≥0 is Markov then we explain how to show it for the general case.
Sub-step (i-1): Here we demonstrate (19) when the space Z is finite. Let z 1 ∈ Z and n ∈ N * . Using Proposition 5, the sequence v n (z 1 ) =ᾱ n (z 1 )E[e n (z 1 )] verifies v n (z 1 ) ≤¯ n (z 1 ) +ᾱ n (z 1 ) n−1 j=1 a n−j (z 1 )v j (z 1 ), with¯ n (z 1 ) =ᾱ n (z 1 ) n (z 1 ). For clarity and since there is no ambiguity, we forget the dependencies to z 1 in the rest of the proof. Thus, using Lemma 1, we get v n = n j=0 a µ j n−j¯ j , with (a µ n ) n≥0 defined in (33). We can assimilate the sequence¯ to the measure µ = k≥0¯ k δ k with δ k the Dirac measure at k.
for all the algorithms, we get k≥0 k < ∞ using the properties of the Cauchy product between two sequences. This property ensures that the measure µ has a finite mass. Additionally, using Lemma 2, we have a µ j n → n→∞ 0 for any j ≥ 0. Thus, the dominated convergence theorem ensures that v n → n→∞ 0.
When (Z k ) k≥0 is not Markov, one can show using the same methodology above and Proposition 6 that for any sequence z = (z k ) k∈N * ∈ Z the quantityũ n = E[e n (z 1 )1 A n z ] converges towards 0 with A n z = {Z 1 = z 1 , . . . , Z n = z n }. Since e n 1 A n z ≤ e 0 1 A n z , we use the dominate convergence theorem to get lim
where S is the set of sequences valued in Z and A n z = {Z 1 = z 1 , . . . , Z n = z n } for any z ∈ S.
Sub-step (i-2): In this step, we show (20) when the space Z is finite. Since γ k (z) = γ1 {Z k =z} for all (k, z) ∈ N × Z, the quantity α k is constant (i.e α k = α). Let M = sup n M n . Using a direct induction and Proposition 5, we get u n = E[e n (z 1 )] ≤ c with c solution of the equation c = γ 2 M + αc (i.e c = γ 2 M 1−α ). We define (m n ) n≥0 as follows: m n = γ 2 M + =ãn e 1 (z 1 ) a n (z 1 ) =bn +α n j=1 a n+1−j v j , ∀n ≥ 0.
By direct induction, we have u n ≤ m n for all n ≥ 0. Lemma 1 gives m n = n l=0 a µ l n−l b l = γ 2 M n l=0 a µ l n−l + n l=0 a µ l n−lã l , ∀n ≥ 0,
Using a direct induction and (33), we check that a µ l n−l = α n−l a * n−l n−l . The sequence a * l is defined recursively such that a * 1 n = a n and a * l+1 n = (a * l * a) n = n−1 j=1 a * l n+1−j a j for any n ∈ N. Using this expression of a µ l n−l , we get
Thanks to Lemma 3, we know that a n (z 1 ) ≤ β n d with β ∈ [0, 1) and d > 0 which gives l≥0 r nã n (z 1 ) < ∞ for any r < 1 β . Let r < min(1/β, 1/α). Using the properties of the Cauchy product between sequences, we have n≥1 r n n l=0 a µ l n−lã l ≤ n≥1 n l=0 r n−l α n−l r lã l ≤ n≥1 r n α n n≥1 r nã n < ∞.
Inequality (43) ensures the existence ofM > 0 such that n l=0 a µ l n−lã l ≤α nM for anỹ α < max(β, α). This shows that m n ≤ (1 −α n )c +α nM e 1 (z 1 ) which completes the proof when Z is finite.
To handle the case where (Z k ) k≥0 is not Markov, we first show using Proposition 6 and the methodology above that for any sequence z = (z k ) k∈N * ∈ Z we have E[e n 1 A n ] ≤ (1 −α n )c + α nM e 1 (z 1 )E[1 A n ] with A n z = {Z 1 = z 1 , . . . , Z n = z n }. Then, we use the same approach of Section Sub-step (i-1) to deduce that u n ≤ (1 −α n )c +α nM e 1 (z 1 ).
Step (ii): Now we assume that Z is countable. We prove the result when (Z k ) k≥0 is Markov then we explain how to extend it in the general case.
Sub-step(ii-1): Let > 0. Since E 1 = k≥1 e 1 (z k ) < ∞, there exists k 0 ∈ N such that for all k ≥ k 0 , we have k≥k0 e 1 (z k ) < 2 . We write A k0 for the set A k0 = {z k , k ≤ k 0 }. Since A k0 is finite, we use Sub-step (i − 1) to show the existence of k 1 ∈ N such that for all k ≥ k 1 , we have k≤k0 e k1 (z k ) < 2 . Let us now take k ≥ k 1 . Using (e l (z)) l≥1 is non-increasing for any z ∈ Z, we get E k = k≥k0 e 1 (z k ) + k<k0 e 1 (z k ) ≤ 2 + 2 = .
Sub-step(ii-2): Let M = sup n M n and = (1 − α)γ 2 M r > 0. Since E 1 = k≥1 e 1 (z k ) < ∞, there exists k 0 ∈ N such that for all k ≥ k 0 , we have k≥k0 e 1 (z k ) < . We write A k0 for the set A k0 = {z k , k ≤ k 0 }. Since A k0 is finite, we use Sub-step (i − 2) to show that for all n ∈ N, we have e n (z k ) < (1 −α n )c +α nM e 1 (z 1 ) with z k ∈ A k0 . Using = (1 − α)γ 2 M r ≤ (1 − α) γ 2 M 1−α r = (1 − α)cr and (e l (z)) l≥1 is non-increasing for any z ∈ Z, we deduce that e n ∞ = max sup k>k0 e 1 (z k ), sup k≤k0 e 1 (z k ) ≤ max (1 −α n )c +α nM e 1 (z 1 ), ≤ (1 − α n )c(1 + r) +α nM e 1 (z 1 ). Proof of Lemma 4. Let us show the result by induction on i ∈ N. Since the proof for the initialisation step and the induction step are similar, we only show the induction step. We assume that (44) holds for a given i − 1. We consider the delayed error sequence u ki n = E[e n+ki |F ki ]. By following the same methodology used in the proof of Proposition 5, we get Since γ ki = α i γ 0 , we conclude that
with L 1 = −L log(β) , L 2 = Lb qu(1−bγ 1 ) and L 3 = L quγ0(1−α −1 ) . This completes the proof.
H Proof of the convergence of (v k n ) n≥1,k∈(N * ) 2
In this section we prove the following result. Proposition 7. The sequence (v k n ) n≥1,k≥1 converges point-wise towards v on D T × D q when n → ∞ and k → ∞.
Proof of Proposition 7. We prove this result in three steps. First, we show that v can be approximated by a numerical schemev k . Then, we replacev k by another scheme v k that also converges towards v. Finally, we show that v k n tends to v k when n → ∞.
Step (iii): Theorem 1, proves that v k n converges towards v k . Thus by composition we have v k n converges point-wise towards v when n → ∞ and k → ∞ which completes the proof.
