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We show that an n − n− − n junction in 2D semiconductors can flexibly realize two basic val-
leytronic functions, i.e. valley filter and valley source, with gate controlled switchability between the
two. Upon carrier flux passing through the junction, the valley filter and valley source functions are
enabled respectively by intra- and inter-valley scatterings, and the two functions dominate respec-
tively at small and large band-offset between the n and n− regions. It can be generally shown that,
the valley filter effect has an angular dependent polarity and vanishes under angular integration,
by the same constraint from time-reversal symmetry that leads to its absence in one-dimension.
These findings are demonstrated for monolayer transition metal dichalcogenides and graphene using
tight-binding calculations. We further show that junction along chiral directions can concentrate
the valley pump in an angular interval largely separated from the bias direction, allowing efficient
havest of valley polarization in a cross-bar device.
PACS numbers:
I. INTRODUCTION
Exploring diversified internal quantum degrees of free-
dom of carriers as the fundamental ingredients for de-
vice applications has led to the emergence of spintronics
and pseudospintronics, attempting to go beyond present-
day charge-based electronics. Utilizing the valley de-
gree of freedom, an inherited property of a plethora of
crystalline materials, for building device components has
conceived the field of valleytronics.1–5 Two-dimensional
(2D) hexagonal materials such as graphene and transition
metal dichalcogenides (TMD) are especially attractive for
valleytronics,6,7 with a time-reversal pair of valleys well
separated in momentum space.
A widely adopted approach for producing valley cur-
rents in these 2D crystals is to introduce lateral junc-
tions as scatterers. Novel uses of lateral junctions have
been discussed in graphene exploiting the nature of mass-
less Dirac fermions, for example, the effects of Klein
tunneling,8,9 electronic analogs of Veselago’s lens,10,11
and guiding12 at bipolar or unipolar junctions. Val-
leytronic functionalities arise from the valley contrasted
scattering by the lateral junctions, for which various
forms of realization have been proposed such as gated
regions,13–15 strained areas,16–19 or line defects.20–25
Most of these approaches use line scatters with momen-
tum conserved in the parallel direction, such that the
scattering is effectively one-dimensional (1D).13–20,22 The
key mechnism exploited is the valley-dependent intra-
valley scattering at oblique incidences upon the line
scatters.13–20 In such case, the lateral junction induces
valley currents by permeating carriers of one valley more
than the other, without producing net outward valley-
polarized flows. This defines what valley filters are, as
depicted by the left panel of Fig. 1(a).
It is worth noting that such valley filtering effect
does not occur in intrinsic 1D systems (e.g. nanorib-
bons), where time-reversal symmetry dictates equal
amounts of intra-valley reflections for incidences from ei-
ther valleys.26 For the effective 1D scattering event pro-
jected from 2D systems with line scatters, the symmetry
between incidences at the two valleys can be effectively
broken by the oblique incident angle. The magnitude
and polarity of the valley filtering therefore depend on
the incident angle. Concerning the absence of valley
filtering in intrinsic 1D systems, the following question
naturally arises. In the 2D geometries, can the valley
filtering effect still give rise to nonzero valley flux under
the integration over incident angles? In experiments for
studying angle-dependent charge transport, the angle de-
pendence is approached by pre-fixing the orientations of
local contacts.11,12,27,28 With such inflexibility of angular
probing and possible diffusive motions that blur the an-
gular dependence, angle-integrated valley fluxes are prac-
tically preferable.
On the other hand, lateral junctions also induce inter-
valley scattering, which can be non-negligible in address-
ing the valley functionalities.15,21,25,26 Interestingly, it is
recently noted that inter-valley scattering can provide a
useful resource for valleytronics, besides its well antici-
pated role in depolarizing valley.26 In 1D systems, it is
shown that inter-valley scattering by disorders can real-
ize a distinct valleytronic functionality, the valley source,
where upon passing charge current, valley currents are
pumped in both the forward and backward directions,
with a net outward valley flux (c.f. the right panel of
Fig. 1(a)).26 The exploration of such effect in the more
relevant 2D scattering geometry is of importance for
practical implementation based on 2D crystals.
Here we show that in 2D scattering by line scatters, the
valley filtering effect from intra-valley scattering averages
out after integration over the incident angles, a conse-
quence of the time-reversal symmetry that has also dic-
tated the absence of valley filtering in 1D systems. Nev-
ertheless, inter-valley scattering functionalizes the line
scatters as valley sources, which can efficiently pump val-
ley current even under the integration over incident an-
gles. We demonstrate these general points with explicit
results from n−n−−n junctions in TMDs and graphene,
which can have tunable functionality from a filter dom-
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2inating regime to a source dominating regime, through
the adjustment of the band-offset between the n and n−
regions. For junctions oriented along a chiral direction,
we further show that the valley fluxes are pumped into
tunable range of angles well separated from the direction
of driving charge current, easing the harvest of the valley
polarization in a cross-bar device.
II. SWITCHABLE VALLEY FUNCTIONALITIES
A. Proof of vanishing angle-integrated valley flux
in the absence of inter-valley scattering by line
scatterers
We first explicate the general microscopic picture that
underlies the vanishing of angle-integrated valley flux in
the valley filtering effect of line scatters. We denote
the probabilities of scattering the in-coming carrier, in-
jected from the left side of the interface at angle θ and
valley τ , to valley τ ′, by Rτ→τ ′(θ) (as reflection) and
Tτ→τ ′(θ) (as transmission). The angle-integrated fluxes
are given by Rτ→τ ′ ≡ (2pi)−1
∫
dθRτ→τ ′(θ) and Tτ→τ ′ ≡
(2pi)−1
∫
dθTτ→τ ′(θ) where (2pi)−1 comes as the normal-
ization constant such that 1 =
∑
τ,τ ′∈{K,K′}[Rτ→τ ′ +
Tτ→τ ′ ]. Generally, given a scattering event, one can al-
ways find a counterpart event by designating the time-
reversal of the in-coming (out-going) momentum of one
event to be the out-going (in-coming) momentum of the
other. The two events correspond to identical scattering
probabilities by respecting time-reversal symmetry.29 Ex-
plicitly, this implies that given an incident angle θ and
valley τ , one can accordingly find a corresponding angle
θ′ such that
Rτ→τ (θ) = Rτ¯→τ¯ (θ′), (1)
where τ¯ denotes the opposite valley of τ . For 2D crystals
with a time-reversal pair of valleys, we visualize these
paired momenta on the fermi contours by the inset of
Fig. 1(b) (see the captions for more details). The con-
sequence of Eq. (1) is illustrated in Fig. 1(b). The up-
per part of Fig. 1(b) describes how a valley unpolarized
oblique incidence produces a valley current, i.e the valley
filtering effect by intra-valley scattering. Its counterpart
event is described in the lower part of Fig. 1(b). The two
events produce opposite valley fluxes, as illustrated in
Fig. 1(b). Thus, while each intra-valley scattering event
has a valley-filtering function, the valley fluxes produced
by the pair cancel each other.
On the other hand, directly summing all incident an-
gles leads Eq. (1) to
RK′→K′ = RK→K . (2)
The angle-integrated valley fluxes in the reflec-
tion/transmission are defined by
JR/Tv = J
R/T,v
+ + J
R/T,v
− , (3a)
where
JT,v+ = [TK′→K′ − TK→K ], JR,v+ = −[RK′→K′ −RK→K ],
(3b)
and
JT,v− = [TK→K′ − TK′→K ], JR,v− = −[RK→K′ −RK′→K ].
(3c)
For valley filters, the contributions J
R/T,v
− in Eq. (3c)
are zero by definition. Immediately from Eq. (2) and the
conservation law, leading to TK′→K′ = TK→K , applied
to Eq. (3), the vanishing angle-integrated flux J
R/T
v = 0
is proved. Note that Eqs. (1) and (2) hold regardless the
scatterer acts as a valley filter or valley source. As a re-
sult, we ensure that the net valley current under equilib-
rium condition is zero for both valley filters and sources
(see appendix A).
B. Angle-resolved valley flux
Below we illustrate these general relations discussed
above by n − n− − n junctions on TMD (schematically
shown as Fig. 1(c)) with the armchair-oriented interface
since inter-valley scattering is possible for all incident
angles (see Fig. 1(d) and its captions). We present in
Fig. 2(a) and (b) the intra-valley scattering probabili-
ties respectively for small and large band-offsets between
the n and n− region (see appendix B for the method).
Such a junction can be described as a potential well
structure. The results at shallow (Fig. 2(a)) and deep
(Fig. 2(b)) well depths both show that for a given in-
cident angle θ = θ1, one can always find another an-
gle θ = θ′1 (related to θ1 through time-reversal analysis)
such that RK→K (θ1) = RK′→K′(θ′1) (comparing the red
solid and the black long-dashed lines in Fig. 2(a) and
(b)). This witnesses Eq. (1). For small band-offsets,
the inter-valley scattering becomes negligible, namely,
Rτ→τ¯ (θ) ≈ 0 and Tτ→τ¯ (θ) ≈ 0. Then by charge con-
servation (1 =
∑
τ ′∈{K,K′}[Rτ→τ ′(θ) + Tτ→τ ′(θ)] for all
τ ∈ {K,K ′}), TK→K (θ1) = TK′→K′(θ′1) also applies
(see the blue dash-dot and orange short-dashed lines in
Fig. 2(a)). These equalities exemplify the situation illus-
trated in Fig. 1(b). The valley fluxes on the two sides of
the junction are given by
jTv (θ) =
∑
τ∈{K,K′}
[Tτ→K′(θ)− Tτ→K (θ)],
jRv (θ) = −
∑
τ∈{K,K′}
[Rτ→K′(θ)−Rτ→K (θ)], (4)
where the minus sign in jRv (θ) accounts for reflected flux
flowing oppositely to the transmitted ones. Consequently
with a shallow well, they satisfy jRv (θ) = j
T
v (θ). The val-
ley flux on the left side thus flows into the junction inter-
face while that on the right side flows outward from the
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FIG. 1: (color online) (a):Net valley flows of a valley filter and a valley source. (b): Directional valley filtering for two oblique
incidences in 2D producing opposite valley fluxes (see the inset and the texts below). (c): 2D n − n− − n junction formed
by deposited gates. (d):The fermi contours around the two valleys in momentum space zoomed in around two corners of the
Brillouin zone, displaying how momentum conservation along the interface enables or disenables inter-valley scattering. In (a),
the valley filter is more penetrable for in-coming carriers with one valley polarity than the opposite polarity. Without inter-
valley scattering, the net valley fluxes flow in the same direction on both sides of the filter (see the green arrows). The valley
source however can flip the valley polarity of the in-coming carriers and produces a net out-going valley flux (see oppositely
directed green arrows). In (b), we have k′, q′, k¯, q¯ ∈ K′ and k, q , k¯′, q¯′ ∈ K , where ·¯ is the time-reversal of ·, as indicated
in the inset. There the blue and the red closed curves are the fermi contours of the K and K′ valleys. The incident and the
out-going momenta are marked as circles and crosses. Two momenta forming a time-reversal pair are connected by a dashed
line. In (c), the junction is described by a potential well. The shape of the potential well is characterized by two length
parameters S (smoothing) and W (well width), and a depth parameter Ug. The dashed horizontal line above indicates the
incident energy Ein. They are specified in the following calculations. In (d), the solid- (dashed-)line portions on the fermi
contours have right-moving (left-moving) states. An incidence on a right-moving state of the K valley (the spot on the fermi
contour of that valley) can be scattered to left-moving state on the same valley (see extended dashed lines from the spot) for
all interface orientation. It can be scattered to the K′ valley only when the interface is not along the zigzag direction, due to
momentum conservation along the interface (see the extended solid lines from the spot and their intersecting with the fermi
contour of the K′ valley).
4interface, as shown by Fig. 2(c). This result shows that
the n − n− − n junction with small band-offset behaves
as a valley filter (the left panel of Fig. 1(a)). Note that
the impossibility of producing valley current by 1D val-
ley filter is reproduced by zero valley currents at normal
incidence, jRv (0) = j
T
v (0) = 0 (see Fig. 2(c)).
At deeper well depth, the inter-valley scattering events
then become not ignorable. Although we still have
RK→K (θ1) = RK′→K′(θ′1), charge conservation law to-
gether with RK→K′(θ1) 6= 0, RK′→K (θ′1) 6= 0 then leads
to TK→K (θ1) 6= TK′→K′(θ′1) (see the separated range
of values between the blue dash-dot and orange short-
dashed lines in Fig. 2(b)). Under such circumstance,
Fig. 2(d) shows that the valley fluxes on both sides of
the junction flow outward from the interface. This sig-
nifies that such n− n− − n junction with sufficient large
band-offset works as a valley source (the left panel of
Fig. 1(a)). The out-going fluxes for carrying both val-
leys are further shown in Fig. 2(e) and (f) for small and
large band-offsets respectively. Fig. 2(e) reveals that the
valley filtering effect indeed is more dominant for oblique
angles other than those angles close to that of normal
incidences, consistent with our argument above. On the
contrary, inter-valley scattering induced valley source ef-
fect is not constrained to oblique angles, as evidenced by
Fig. 2(f).
C. Angle-integrated valley flux
1. Interface along armchair direction
The different contributions to the angle-integrated val-
ley fluxes are further presented as different symbols in
Fig. 3(a) and (b) respectively for higher (sufficient for
visible trigonal warping) and lower incident energies, as
a function of the well depth. The cancellation of the re-
flected valley fluxes discussed previously, Eq. (2), is a gen-
eral phenomena and is expected to be independent of the
details of the scatterers. This is witnessed by JR,v+ being
a vanishing constant (see Eq. (3b)) in both Fig. 3(a) and
(b) (the black circles), independent of the well depths. A
small valley flux contributed by JT,v+ readily appears at
zero well depth (see the values of the blue triangles for
Ug = 0 in Fig. 3(a) and (b)). It is due to more injection
in K ′ than in K (see Fig. 3(c) and its captions) without
scattering and such difference is reduced by shifting the
incident energy closer to the band edge (comparing the
values of the blue triangles for Ug = 0 in Fig. 3(a) and
(b)). Apart from this, in the filter-dominating regime
(shallower well depth with negligible J
R/T,v
− ), the angle-
integrated valley fluxes excluding JT,v+ is very small. This
verifies the above general analysis for valley filters. Tun-
ing of the well depth from filter-dominating to the source-
dominating regime is accompanied by the rise of the im-
portance of inter-valley scattering, JR,v− (the red squares)
and JT,v− (the orange diamonds) around Ug ≈ −550meV.
The consequent rise of JT,v+ (the blue triangles) is due to
the charge conservation with sizable contribution from
inter-valley reflection JR,v− . These results demonstrate
that the rise of angle-integrated valley flux are from the
actions of a valley source, other than a valley filter. The
same kinds of investigations into the valleytronics of 2D
n − n− − n junctions on TMD are also carried out for
graphene (see Fig. 4). The results there show that the
angle-integrated valley flux is zero in the filter regime
and the band-offset can be tuned to switch the valley
functionalities between valley filters and valley sources,
reaching the same conclusion for 2D n−n−−n junctions
on TMD.
2. Interface along chiral direction
The above discussion has shown that the effectiveness
of the valley source relies on the inter-valley scattering.
To better harness these valley fluxes, one then wishes to
separate the valley flow from the charge flow. In Fig. 2(f)
(as a valley source), the valley fluxes are distributed over
a range of angles of 180◦, predetermined by the interface
orientation being the armchair one. By orientating the
2D junction along a chiral direction, the angular range
of inter-valley scattering becomes concentrated and de-
viated from the bias direction (see Fig. 5(a)). This pro-
vides the possibility to separate the valley flux from the
charge flux induced by the bias. The results are exem-
plified in Fig. 5(b), showing that the valley fluxes are
focused within a certain range of angles, oriented away
from the bias direction (see the yellow/green shaded ar-
eas in Fig. 5(b)). The subsequent valley fluxes in oblique
directions can be collected by additional electrodes that
extend perpendicularly to the biased direction, as the
cross-bar sketched in Fig. 5(c).
Below we assess the performance of the above sce-
nario of generating and collecting valley fluxes. The
longitudinal direction of the collecting electrodes makes
an angle α with the interface orientation of the junc-
tion. The collected fluxes carrying valley τ ′ obtained
from incidence at valley τ are thus given by Rˆτ→τ ′ =
N ∫ pi/2−α dθRτ→τ ′(θ) and Tˆτ→τ ′ = N ∫ α−pi/2 dθTτ→τ ′(θ)
for the reflected and the transmitted beams respec-
tively. The collected valley (charge) fluxes are then
defined by JˆTv/c =
∑
τ∈{K,K′}[Tˆτ→K′ ∓ Tˆτ→K ] and
JˆRv/c = −
∑
τ∈{K,K′}[Rˆτ→K′ ∓ Rˆτ→K ], where the sub-
script ”v/c” stands for valley/charge and the lower sign
is for the charge flux. The efficiency of generating col-
lectable valley fluxes relative to passing charge current is
defined by,
ηv =
JˆTv − JˆRv∑
τ,τ ′∈{K,K′} Tτ→τ ′
, (5)
where the numerator stands for the collected total out-
going valley flux while the denominator is the net charge
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FIG. 2: (color online) (a) and (b):Reflection coefficients RK′→K′(θ) (red solid lines), RK→K (θ) (black long-dashed lines) and
transmission coefficients TK′→K′(θ) (blue dash-dot lines), TK→K (θ) (orange short-dashed lines). (c) and (d):The valley fluxes
jRv (θ) (the red solid line) and j
T
v (θ) (the black long-dashed line), illustrating valley filters (as (c)) and valley sources (as (d)). (e)
and (f): The out-going angle distributions of the reflected (the left semi-circle) and the transmitted (the right semi-circle) fluxes
carrying valley K (the blue line) and K′ (the red line). (a), (c) and (e) are in filter-dominating regime with Ug = −77.4meV
while (b), (d) and (f) are in the source-dominating regime, using Ug = −530meV. In (a), the intersects between the green
vertical and horizontal lines exemplifies the equality shown on the plot’s vicinity. These equalities underlie the cancellation
of opposite valley fluxes by time-reversal paired scattering events. In (b), only RK→K (θ1) = RK′→K′(θ
′
1) is identified. The
lack of such equality in transmission coefficients signifies the importance of inter-valley scattering. The incident energy Ein
is measured from conduction band bottom, EF , by Ein − EF = 44.24meV. Other well shape parameters are S = 10a and
W = 110a, where a is the lattice constant. These parameters are fixed otherwise specified. The slight asymmetry between θ′1
and θ1 with respect to 0
◦ is due to the trigonal warping of the fermi contours.
6transmission. This is plotted as the black disks in
Fig. 5(d), whose values are calibrated on the left black
vertical axis. The quality of the collected valley fluxes
can be quantified by the valley polarizations,
PT/Rv =
Jˆ
T/R
v
Jˆ
T/R
c
. (6)
The valley polarizations of the collected fluxes as PRv and
PTv are plotted in Fig. 5(d), calibrated by the purple ver-
tical axis on the right. The performance evaluation is
done with α = pi/6. When the well is tuned into the
source regime (here around −Ug = 400meV), one of the
collecting electrode can receive fluxes with valley polar-
ization over 60%. Such considerable content of valley
polarization without interference from bias driven charge
current may be useful for further applications. The ef-
fect of concentrating valley currents into angular intervals
separated from the bias direction is not restricted to the
specific chiral direction used in Fig. 5. We provide an-
other example using a different chiral orientation showing
similar results in Fig. 6, evidencing its generality. Note
that we do not further discuss the case of zigzag-oriented
interface since no inter-valley scattering can be induced
by such interface (see Fig. 1(d)).
III. CONCLUSIONS
Here we summarize our main findings and their gen-
eral implications on valleytronics for 2D materials. (i):2D
valley filters, operated by valley-dependent intra-valley
scattering, give vanishing angle-integrated valley flux,
due to the nature of the time-reversal pairing between
the two valleys. On the other hand, 2D valley sources,
operated by significant inter-valley scattering, can gen-
erate sizable angle-integrated valley flux. (ii):The gate-
tunable band-offset of 2D n − n− − n junctions adjusts
the relative importance between intra-valley and inter-
valley scattering. The functionalities of valley filters and
valley sources can thus be switched by changing the band-
offset of 2D n − n− − n junctions. These valley-related
effects are demonstrated in both TMDs with the finite
bandgap and in gapless graphene. (iii):The orientation
of 2D n−n−−n junctions determine the incident angles
by which inter-valley scattering is allowed. Therefore, by
orienting the junction in chiral directions, the directions
of valley fluxes can be deviated from the biased direc-
tion of charge fluxes. Combining such 2D junctions with
extra electrodes to form cross-bar geometries, the valley
fluxes generated by the valley sources can be separately
harvested by the collecting electrodes. The valley filter
and valley source effects of these 2D n−n−−n junctions
are also anticipated in other materials with time-reversal
paired valleys. The investigations carried out here also
show that the benifits of using 2D materials as platforms
for valleytronic operations are not only provided by the
easily accessible valleys but also by the nature of valleys
as momentum index whose 2D nature can be manipu-
lated.
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Appendix A: Equilibrium valley current
Here we extend our analysis in the main text for de-
ducing that the vanishing of the angle-integrated valley
flux for 2D valley filters. We apply similar analysis to in-
spect the net valley flux under the equilibrium condition,
namely, the condition where no charge current flows, in
order to see if it gives sensible conclusion. Below we show
that the net valley flux under equilibrium is reasonably
zero.
The equilibrium situation is attained by injecting equal
amount of carriers from both sides of the interface such
that the net charge flux is zero. We denote the proba-
bilities of scattering the in-coming carrier, injected from
the left/right side of the interface at angle θ and valley
τ , to valley τ ′, by R1/2τ→τ ′(θ) (as reflection) and T
1/2
τ→τ ′(θ)
(as transmission). Let us consider a specific injection of
a carrier from the left side at valley τ with angle θ1a,τ .
This in-coming momentum is denoted by k+,aτ . Accord-
ing to momentum conservation, the out-going momenta
can be explicitly determined. We denote the out-going
momenta reached by forward/backward intra-valley and
inter-valley scattering by k
+/−,a
τ and k
+/−,a
τ¯ respectively.
Note that due to the obliqueness of the incidence, the
momenta k+,aτ and k
−,a
τ¯ no longer make a time-reversal
pair. By time reversal symmetry, the momentum k±,aτ ′
is paired with k∓,bτ¯ ′ for τ
′ ∈ {K,K ′}. Automatically, the
momenta denoted by k∓,bτ ′ ’s share the same projection
along the interface. Denoting the associated angle of a
momentum k
±,a/b
τ ′ by θ
±,a/b
τ , the time-reversal symmetry
applied to the intra-valley backscattering reads
R1/2τ→τ (θ
+/−,a
τ ) = R
1/2
τ¯→τ¯ (θ
+/−,b
τ¯ ), (A1a)
and
T 1τ→τ ′(θ
+,a/b
τ ) = T
2
τ¯ ′→τ¯ (θ
−,b/a
τ¯ ′ ). (A1b)
for forward scattering. These scattering prob-
abilities are subjected to normalization, namely,
1 =
∑
τ ′∈{K,K′}[R
1/2
τ→τ ′(θ
+/−,a
τ ) + T
1/2
τ→τ ′(θ
+/−,a
τ )] =∑
τ ′∈{K,K′}[R
1/2
τ→τ ′(θ
+/−,b
τ ) + T
1/2
τ→τ ′(θ
+/−,b
τ )] for τ ∈
{K,K ′}.
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FIG. 3: (color online)(a) and (b):The angle-integrated contributions to the valley fluxes, JR,v+ (the black circles), J
R,v
− (the red
squares), JT,v+ (the blue triangles), J
T,v
− (the orange diamonds). (c):Illustration of the trigonal warping effect on valley injection
without scattering. (b) only differs from (a) by the incident energy, as indicated above these plots. Both (a) and (b) reveal
the cancellation of time-reversal related backscattering can lead to vanishing valley flux, as JR,v+ remain zero independently
of the well depth. The disappearing of angle-integrated valley flux in the filter-dominating regime and the rise of it in the
source-dominating-regime (the gray shaded areas) are clearly displayed. In (c), the solid (dashed) portion on K is obviously
longer (shorter) than that in K′, giving rise to valley polarization of the injected carriers due the trigonal warping effect without
scattering.
(a) (b)
0.0
-1.0
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0⁰ 90⁰-90⁰
0.0
-0.15
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0⁰ 90⁰-90⁰
(c)
0 0.5 1.0 1.5
0.0
-0.4
0.4
in unit of 
FIG. 4: Results for graphene with the interface oriented in the armchair direction, verifying the general points raised in the
main text. In (a) and (b) we show the valley fluxes jRv (θ) (the red solid line) and j
T
v (θ) (the black long-dashed line). (a) is in the
filter-dominating regime with Ug = −0.08 |t| and (b), in the source-dominating regime, is with Ug = −0.97 |t| for t ≈ −2.8eV
being the hopping between neighboring sublattices.38 (c) shows various contributions to angle-integrated valley fluxes, JR,v+
(the black circles), JR,v− (the red squares), J
T,v
+ (the blue triangles), J
T,v
− (the orange diamonds). In (a),(b) and (c), we use
Ein − EF = 0.08 |t|. Other parameters are Sb = 10a and W = 260a for a the lattice constant of graphene.
8By simultaneously injecting carriers with momenta
k+,aK , k
+,a
K′ , k
+,b
K , k
+,b
K′ from the left and momenta k
−,a
K ,
k−,aK′ , k
−,b
K , k
−,b
K′ from the right, the subsequent flux that
carriers valley K ′ flowing on the left side reads
J1K′ =
∑
σ∈{a,b}
[(
1−R1K′→K′(θ+,σK′ )
)−R1K→K′(θ+,σK )]
−
∑
σ∈{a,b}
∑
τ∈{K,K′}
T 2τ→K′(θ
−,σ
τ ). (A2)
The first term,
(
1−R1K′→K′(θ+,σK′ )
)
, in Eq. (A2) de-
scribes that the injection at valley K ′ from the left side is
backscattered to the same valley, resulting in a net valley
current that is the injected one subtracting the reflected
one. The second term −R1K→K′(θ+,σK ) contributing to
the flux carrying valley K ′ comes from the inter-valley
backscattering of an injection from the left side at val-
ley K. The last term T 2τ→K′(θ
−,σ
τ ) is contributed by the
scattering of the injected the carriers at valley τ from the
right side to valley K ′ on the left side. The minus sign
stands for flowing toward the left. Similar expressions
can be obtained for the net flux that carriers a particular
valley lowing on either side of the interface.
Applying Eq. (A1) to Eq. (A2) leads to J1K′ = 0 and
similarly all other valley-carrying fluxes on either side
of the interface vanish. One can extend the above proce-
dure to include all possible incident angles and the angle-
integrated valley fluxes at equilibrium condition are just
zero. The time-reversal symmetry, Eq. (A1), manifested
for discrete set of incident angles is also confirmed nu-
merically. Note that in obtaining Eq. (A1) and the con-
sequences J iτ = 0 for i ∈ {1, 2} and τ ∈ {K,K ′}, both
the intra- and inter-valley scattering have been taken into
account.
Appendix B: Methodology
1. General approach
A general two-dimensional system is described by the
following tight-binding model,
H =
∑
r
∑
δ∈D
∑
α,β
c†r,αhα,β(δ)cr+δ,β +
∑
r
∑
α
c†r,αUα(r)cr,α,
(B1)
where r denotes the position vectors of the lattice sites
and α, β the internal orbitals. The displacement vec-
tors are summed over neighbouring lattice sites, D =
{0,±a1,±a2,±(a1 +a2),±(a1 −a2)}, where a1 and a2
are the two lattice vectors. The operator c†r,α (cr,α) then
creates (annihilates) an electron on the oribtal α belong-
ing to the lattice site at r. The energy matrix, hα,β(δ),
describes the on-site orbital energies (α = β) and their
mixing (α 6= β) for δ = 0 and hopping between neigh-
bouring lattice sites for δ ∈ D with δ 6= 0. The hermitic-
ity of the Hamiltonian is given by hα,β(δ) = [hβ,α(−δ)]∗.
An external potential is applied, specified by Uα(r), to
shift the energy of orbital α residing on the lattice site at
r. The external potential Uα(r) is zero except for a cer-
tain region called the scattering area. For numerical cal-
culations performed here, the parameters in Eq. (B1) are
taken from the ab-inito justified three-band tight-binding
models fitted to a series of transition-metal dichalco-
genides in Ref. [30] for MoS2.
A widely applied approach to derive reflec-
tion/transmission coefficients for nanoribbons/tubes
(as quasi-one-dimensional systems) intercepted in the
middle by a scattering area is based on a mode-matching
technique, initially prescribed for square lattice31 and
later generalized to arbitrary lattice.32 For generic
two-dimensional systems, it is widely assumed that the
potential along a chiral direction shows translational
invariance (see Refs. [4,8-12] in the main text). Such in-
variance can be utilized to transform the two-dimensional
scattering problem into a quasi-one-dimensional prob-
lem. Therefore, in principle, the methods developed in
Refs. [31,32], can be applied after the transformation.
For pedagogical purposes, we provide an alternative
route of deriving the required quantities following the
line of thoughts used in quantum mechanics textbooks.
We point out its benefits for dealing with the scattering
problem in which the two-dimensional nature of the
involved momenta is important.
Below, we first introduce effective lattices useful
for transforming the problem at hand to a quasi-one-
dimensional equivalence in Sec. B 1 a. The approaches
used in Refs. [31,32] rely on contructing Bloch matri-
ces from a set of eigenvalues and non-orthogonal eigen-
vectors. They are obtained through solving the tight-
binding equation by imposing the Bloch symmetry to
determine the properties of the involved modes. In
Sec. B 1 b, we show that the properties of the involved
modes can also be directly obtained from the eigen-
equation leading to the dispersion relation. The phys-
ical meanings of these eigenvalues and eigenvectors can
be directly interpreted from this precursor of dispersion
relation. The non-orthogonality of the eigenvectors also
naturally appear there. Instead of getting the scatter-
ing states by contructing the Bloch matrices, we closely
follow the usual textbook approach of matching wave-
functions at the boundaries of the scattering area. From
the scattering states, the next step is to obtain the trans-
mission and the reflection coefficients. In Refs. [31,32],
the physical transmission is obtained by normalizing the
generalized transmission matrix elements with respect to
the current, defined from the Bloch velocities in terms of
the above mentioned eigenvalues and eigenvectors. Here
we wish to remind that the fulfillment of current conser-
vation testifies the scattering states as the eigenstates.
In Sec. B 1 c, the reflection and transmission coefficients
are then subsequently deduced from the current conser-
vation law, in which the expression of the Bloch velocity
naturally emerges.
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FIG. 5: (color online) Chiral oriented interface results in separation between the directions of the valley and charge fluxes.
(a):Portions (differently colored) on the fermi contours upon which the incident carrier is allowed to be scattered into the
opposite valley. (b):Out-going fluxes carrying valleys K (blue) and K′ (red), showing the deviation of the direction of valley
flux from the biased direction. (c):A possible design of valley antenna by cross-bar geometry, where the bias is applied in the
vertical direction while the valley fluxes are collected by horizontal electrodes. (d):The efficiency, ηv (the black disks), the
polarizations of the reflected (PRv the red squares) and the transmitted (P
T
v the blue triangles) fluxes within the collectable
angular ranges. In (a), incidence (as the right moving states) in K (K′) is allowed to be scattered to the green (light-orange)
sector in K′ (K). The green and the light-orange colored portions in (a) are correspondingly shaded in (b). In (b) and (d), the
incident energy is Ein − EF = 110.6meV while Ug = −400meV is used in (b). Here we take the (1,2) direction.
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FIG. 6: Results from a cross-bar valley source and collector using another chiral direction, (2,3), based on MoS2. In (a), we
show for this chiral direction the out-going fluxes carrying valleys K (blue) and K′ (red), similar to the example for the chiral
direction used in the main text. In (b), the performance of the cross-bar device is measured with the same quantities, namely,
the efficiency, ηv (the black disks), the polarizations of the reflected (P
R
v the red squares) and the transmitted (P
T
v the blue
triangles) fluxes within the collectable angular ranges with α = pi/6. The incident energy is Ein − EF = 77.42meV.
10
a. Effective lattice for interface oriented at a chiral
direction
We consider the situation in which the scattering area
is formed by virtually cutting a nanoribbon from the two-
dimensional crystal. The longitudinal direction of the
“ribbon” is described by a chiral vector,
A2 = n21a1 + n22a2, (B2)
where the integers n21 and n22 do not have common divi-
sor, except one. The transverse direction of the “ribbon”
defines another vector, denoted by
A1 = n11a1 + n12a2, (B3)
where n11 and n12 are integers that do not have common
divisor. The armchair orientation is then done by using
(n21, n22) = (1, 1). Other chiral directions follow differ-
ent choices of (n21, n22) specified in the relevant parts of
discussions. We use (n11, n12) = (1,−1) for the trans-
verse direction in all cases to shrink the number of origi-
nal lattice sites in an effective lattice point (see explana-
tion for effective lattice below).
The chiral orientation of the interface can thus be
handled by defining a new effective lattice whose lattice
points are composed of the original lattice sites. The
lattice vectors for the effective lattice are thus given by
Eqs. (B2) and (B3). The Hamiltonian Eq. (B1) rewritten
in the new basis becomes
H =
∑
r˜
∑
δ˜∈D˜
∑
α˜,β˜
c˜†r˜,α˜h˜α˜,β˜(δ˜)c˜r˜+δ,β˜ +
∑
r˜
∑
α˜
c˜†r˜,α˜U˜α˜(r˜)c˜r˜,α˜
(B4)
where the vectors r˜ now enumerate the positions of the
sites of the effective lattice and α˜, β˜ the effective orbital,
comprising the original lattice position and its orbital.
The set of vectors connecting neighbouring sites on the
effective lattice is given by D˜ = {0,±A1,±A2,±(A1 +
A2),±(A1 −A2)}. The energy matrices h˜α˜,β˜(δ˜) as well
as the potential U˜α(r˜) represented in this new basis can
be constructed directly from the original ones given in
Eq. (B1). Similar approaches of defining effective lattices
(supercells) to deal with boundaries formed along chiral
directions are applied to study properties of edge states
along the boundaries.33
b. Scattering states
The reflection and the tranmission probabilities are ob-
tained from the scattering states as the eigenstates of
the Hamiltonian for given energies ε lying in the band
of the bulk part. We denote the eigenstate of H by |Ψ〉
and |φα˜(r˜)〉 the basis localized at r˜ labeled by orbital
α˜. The potential term that defines the scattering area
obeys U˜α˜(r˜) = U˜α˜(r˜+A2) such that the system is invari-
ant along the A2 direction. Therefore, writing generally,
|Ψ〉 = ∑r˜∑α˜ ψ¯α˜(r˜) |φα˜(r˜)〉, the spatial dependence of
the wavefunction ψ¯α˜(r˜) can be factorized into,
ψ¯α˜(r˜) = ψ¯α˜(m1,m2) = e
im2Φ2ψα˜(m1), (B5)
where we have used r˜ = r˜(m1,m2) = m1A1+m2A2 with
m1 and m2 the integers specifying the spatial coordinate.
The constant phase Φ2 will be determined later.
We devide the wavefunction into three regions, the left
side (L), the central scattering region (CSR), and the
right side (R), namely,
ψα˜(m) =
 ψ
L
α˜ (m) ,m ≤ mLb
ψCα˜ (m) ,m
L
b + 1 ≤ m ≤ mRb − 1
ψRα˜ (m) ,m ≥ mRb
, (B6)
where mLb and m
R
b mark the left and the right boundaries
of the scattering area. For compactness, we denote ψXm ,
for X = L, C,R, as a column vector whose components
are ψXα˜ (m), through all the orbital α˜. The Schrdinger
equation, H |Ψ〉 = ε |Ψ〉, for the segmented wavefunc-
tions projected to the local basis then reads
εψSm = h˜
0ψSm + h˜
JψSm+1 +
[
h˜J
]†
ψSm−1, (B7a)
εψSmSb
= h˜0ψSmSb
+
[
h˜JS
]†
ψSmSb−ζS + h˜
J
Sψ
C
mSb +ζS
, (B7b)
with m ≤ mLb − 1 and m ≥ mRb + 1, for the left (S =
L) and the right (S = R) region and their boundaries
respectively. The wavefunctions on the CSR follow
εψCm =
(
h˜0 + u˜ (m)
)
ψCm + h˜
JψCm+1 +
[
h˜J
]†
ψCm−1,
(B7c)
εψCmSb +ζS
=
(
h˜0 + u˜
(
mSb + ζS
))
ψCmSb +ζS
+ h˜JSψ
C
mSb +2ζS
+
[
h˜JS
]†
ψSmSb
, (B7d)
with mLb + 2 ≤ m ≤ mRb − 2. Here ζS = +1 for S = L
and ζS = −1 for S = R. The equivalent on-site energy
matrix h˜0 and nearest-neighbour hopping h˜J are given
by
h˜0 = h˜ (0) + eiΦ2h˜ (A2) + e
−iΦ2h˜ (−A2) , (B7e)
h˜J = h˜ (A1) + e
iΦ2h˜ (A1 +A2) + e
−iΦ2h˜ (A1 −A2) ,
(B7f)
with h˜JL = h˜
J and h˜JR =
[
h˜J
]†
. The boldface h˜ (r) and
u˜ (m) are matrices in the orbital basis with
[
h˜
(
δ˜
)]
α˜,β˜
=
h˜α˜,β˜(δ˜) and [u˜ (m)]α˜,β˜ = δα˜,β˜U˜α˜(r˜) in which the integer
coefficient of r˜ in front ofA1 is m. The set of equations in
Eq. (B7) is expected from the Schro¨dinger equation for
solving a tight-binding model for a quasi-one-dimensional
system with on-site energy and hopping matrices given
by h˜0 and h˜J respectively. Notably even when the orig-
inal energy matrices hα,β(δ) have all of their elements
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real (such that time-reversal symmetry is automatically
satisfied), the effective quasi-one-dimensional system can
have complex hopping matrix elements, as indicated by
Eq. (B7f). This is similar to the effect of a gauge field
that makes the hopping carry a phase.
Following the textbook convention of solving purely
one-dimensional scattering problem, we assume the wave-
functions for the bulk part that are to the left (S = L)
and to the right (S = R) of the scattering area take the
form,
ψLα˜ (m) =
∑
l∈ML
ALl y˜
L,l
α˜ e
imkLl ·A1 , (B8a)
ψRα˜ (m) =
∑
l∈MR
ARl y˜
R,l
α˜ e
imkRl ·A1 . (B8b)
Here the notation MS with S = L, R denotes the set of
the delocalized basis. In a purely one-dimensional prob-
lem, MS consists of only two delocalized modes, the fa-
miliar right-going and the left-going plane waves. As will
see, evanescent modes emerge from orbital multiplicity.
The wave vectors k
L/R
l , the amplitudes A
L/R
l and the
coefficients y˜
L/R,l
α˜ in Eq. (B8) will be found by solving
the Schrdinger equation using the above ansatz.
Substituting Eqs. (B8) into Eq. (B7a) yields
H˜ (kSl ) y˜S,l = εy˜S,l, (B9a)
where y˜S,l is a column vector of components y˜S,lα˜ with
H˜ (kSl ) = h˜0 + eikSl ·A1h˜J + e−ikSl ·A1 [h˜J]† . (B9b)
Here Eq. (B9a) is the usual eigen-equation for getting
the dispersion relation for a quasi-one-dimesional crystal
whose longitudinal direction is along A1 with lattice con-
stant |A1|. By restoring Φ2 = kSl · A2 into Eq. (B9b)
leading to H˜ (kSl ) = ∑δ˜∈D˜ eikSl ·δ˜h˜(δ˜), Eq. (B9a) be-
comes the standard equation for obtaining the dispersion
relation for two-dimensional crystals of lattice vectorsA1
and A2. The involved modes of the scattering problem
can be found from rearranging Eq. (B9) to
det
[
ε1− H˜ (kSl )] = 0, (B10)
where 1 is the identity matrix in the space of the effective
orbitals. The determinant in Eq. (B10) results in a poly-
nomial in eik
S
l ·A1 of degree 2N , where N is the number
of orbitals.
The solution to Eq. (B10) contains N right-going
modes that include those decaying to the right and those
propagating to the right and similarly there are N left-
going modes. The propagating modes correspond to
real wave vector kSl , while the evanescent modes give
a nonzero imaginary part of kSl whose sign determines to
which direction (the left or the right) the wave decays.
For a purely one-dimensional problem, with N = 1, Eq.
(B10) dictates that no evanescent mode exists. The result
Eq. (B10) is equivalent to the key formula, Eq. (2.12)
in Ref. [31] and Eq. (4) in Ref.[32], obtained from re-
lating the wavefunctions on neighbouring sites. Here we
show that Eq. (B10) can be directly arrived from the
eigen-equation for getting the dispersion relation.
The eigenvectors y˜S,l are the pseudo-spins for the
mode of wave vector kSl at the energy ε. If one fixes k
S
l in
Eq. (B9), the resulting different pseudo-spin vectors are
eigenvectors of different eigenenergies and they form an
orthogonal set. In the present case, instead, it is the en-
ergy ε that is fixed and the wave vectors (for propagating
modes) are searched through the iso-energy contours pro-
vided by the dispersion relation. The non-orthogonality
among y˜S,l for different l is naturally anticipated. There-
fore, once the incident energy is fixed and an incident
wave vector is picked up, the value of Φ2 = k
S
l · A2 is
then automatically determined and all the input required
by Eq. (B10) are fixed. The two-dimensional nature of
the momenta can then be straightforwardly handled by
Eq. (B10) in combination of the dispersion relation de-
ducible from Eq. (B9).
From a scattering point of view, the wavefunctions on
both sides of the scattering area actually contain propa-
gating modes moving to both directions. The distinction
lies in that only the right-going (left-going) propagating
modes qualify to be in-coming modes for incident from
the left (right). Therefore, the set of modes in MS , ob-
tained by solving Eq. (B10), are categorized into M inS
and MoutS . For S = L (S = R), M
in
S contains only the
right (left)-going propagating modes and MoutS contains
all the left (right)-going modes, both propagating and
evanescent.
After establishing the properties of the involved mo-
menta k
L/R
l and pseudo-spins y˜
L/R,l
α˜ , one can proceed to
find the amplitudes A
L/R
l . One can eliminate ψ
C
m from
Eqs. (B7c) and (B7d), leading to
ψCm =
∑
S=L,R
G˜
(
m,mSb + ζS
) [
h˜JS
]†
ψSmSb
, (B11a)
where the Green function of the CSR is
G˜ =
[
ε1C − H˜C
]−1
, (B11b)
in which
H˜C
α˜,β˜
(m,m′) = δm,m′
(
h˜0 + u˜ (m)
)
+ δm+1,m′h˜
J + δm−1,m′
[
h˜J
]†
, (B11c)
and 1C is the identity matrix in both effective site and or-
bital space for the CSR. Inserting Eq. (B11) to Eq. (B7b),
which are then substituted by the ansatz Eq. (B8), we are
left with equations for the amplitudes A
L/R
l . Defining
A¯Sl = e
ikSl ·(mSb +ζS)A1ASl , (B12)
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we arrive at(
W¯ outLL W¯
out
LR
W¯ outRL W¯
out
RR
)(
A¯L,out
A¯R,out
)
= −
(
W¯ inLL W¯
in
LR
W¯ inRL W¯
in
RR
)(
A¯L,in
A¯R,in
)
,
(B13)
where A¯S,out/in is a column vector of components A¯Sl
with l ∈Mout/inS for S = L, R. The column vector
A¯S,out is of dimension N while A¯S,in is of dimension
Np, the number of right-going (left-going) propagating
modes. The matrices W¯ outSS′ are N × N and W¯ inSS′ are
N×Np with S, S′ ∈ {L,R}. They are explicitly given by
[
W¯
out/in
SS′
]
α˜,l
=
(
δSS′h˜
J
Sy˜
S,l
− e−iζS′kS
′
l ·A1h˜JSG˜ (S, S
′)
[
h˜JS′
]†
y˜S
′,l
)
α˜
,
(B14)
for α˜ enumerating the N orbitals while the mode index
l in Eq. (B14) is taken from l ∈ Mout/inS′ . The nota-
tion (·)α˜ refers to the α˜ component of the column vector
obtained from the operations inside of the parenthesis.
The surface Green function of the CSR is abbreviated as[
G˜ (S, S′)
]
α˜,β˜
=
[
G˜
]
α˜,β˜
(
mSb + ζS ,m
S′
b + ζS′
)
from Eq.
(B11b). The amplitudes for the out-going part of the
wavefunction A¯S,out can thus be obtained from the am-
plitudes of the in-coming part A¯S,in through solving Eq.
(B13). This in turn fixes the coefficients in Eq. (B8).
With also the aid from Eq. (B11), the whole wavefunc-
tion in Eq. (B6) is specified.
The above derivation though is for the case that the
scattering area is defined by external potential that shifts
the on-site energies of the lattice sites in a certain area,
one can straightforwardly generalize it to the following
situation: the composition of the orbitals as well as
the hopping between neighbouring sites are also different
from the rest part of the two-dimensional system. Such
a generalization is done by replacing
(
h˜0 + u˜ (m)
)
and
h˜J in Eq. (B7c) by h˜0,C (m) and h˜J,C (m) respectively,
in which h˜0,C (m) represent the on-site energy matrix
for the special set of orbitals on site m and h˜J,C (m)
the hopping from site m to m + 1 in this region. Cor-
respondingly, in Eq. (B7d), the hopping h˜JS in front of
ψC
mSb +2ζS
is to be replaced by h˜J,C
(
mLb + 1
)
for S = L
and by
[
h˜J,C
(
mRb − 1
)]†
for S = R. The hopping
[
h˜JS
]†
in front of ψS
mSb
in Eq. (B7d) as well as its hermitian
conjugate in front of ψC
mSb +ζS
in Eq. (B7b) is to be re-
placed by the new hopping that describes the junction
between these two regions of properly different atomic
structures. These situations can be realized by apply-
ing regional strains, formations of grain boundaries, or
regional substitutions by foreign elements.
c. Current conservation and probabilities of reflections and
transmissions
Being the eigenstate of H, the system prepared at
|Ψ〉 will only evolve trivially to time t by e−iHt |Ψ〉 =
e−iεt |Ψ〉. The expectation value of any observable will
just remain time-independent under such circumstance.
Therefore, the charge and the current distribution in the
state |Ψ〉 are stationary. Below we show how the reflec-
tion and transmission probabilities can be derived from
this property.
The charge operator, Qen, for the charge occupation
enclosed in certain area of the system is defined by,
Qen =
∑
r˜∈B
∑
α˜
|φα˜(r˜)〉 〈φα˜(r˜)| . (B15)
In Eq. (B15), B denotes the area bounded in the A1
direction betwen the positions r˜(n0L,m2) and r˜(n
0
R,m2)
with no bounds on m2. The two integers n
0
L and n
0
R
mark the bounds. From the Heisenberg equation, the
current operator obtained by its definition as the time
changing-rate of charge, reads,
Ien = −i [Qen, H] . (B16)
The expectation value of the current flowing out of
B at time t evaluated on a certain state |ψ〉 is given
by ddt
[〈ψ| eiHtQene−iHt |ψ〉] = [〈ψ| eiHtIene−iHt |ψ〉].
If |ψ〉 = |Ψ〉 as an eigenstate of H, then
〈Ψ| eiHtQene−iHt |Ψ〉 becomes time-indenpent, leading to
〈Ψ| Ien |Ψ〉 = 0. (B17)
By Eq. (B4), we find from Eq. (B15) and Eq. (B16)
that
Ien = I
L
en + I
R
en, (B18)
where
ISen = ζS
∑
α˜,β˜
∑
m2
∑
n={0,±1}
{
i
∣∣φα˜(n0S ,m2)〉 h˜α˜,β˜ (ζSA1 + nA2)〈φβ˜(n0S + ζS ,m2 + n))∣∣∣+ h.c.}, (B19)
for S = L, R in which we have explicitly written the integers for the position vectors of the local basis. The
13
operators, Eq. (B19), depend only on the hopping from
the bounds marked by n0L and n
0
R to sites one step in-
terior to the enclosed area. By choosing the area B
wide enough such that the bounds of the CSR are within
the bounds marked by n0L and n
0
R, then the wavefunc-
tions on the CSR do not contribute to the expectation
value 〈Ψ| Ien |Ψ〉. If further n0L and n0R are separated
from mLb and m
R
b far enough such that the contribu-
tions from the evanescent modes to 〈Ψ| Ien |Ψ〉 can be
ignored, then 〈Ψ| Ien |Ψ〉 will become independent of n0L
and n0R. Explicitly using the scattering state |Ψ〉 dis-
cussed in Sec. B 1 b with Eq. (B19), we obtain
〈Ψ| ISen |Ψ〉 = ζS
∑
m2
∑
l∈Mp
∣∣A¯Sl ∣∣2 Il, (B20)
whereMp contains all the propagating modes, both right-
going and left-going ones and
Il = −2Im
{
eikl·A1 [y˜ (kl)]
†
h˜J y˜ (kl)
}
, (B21)
is just the Bloch velocity. In Eq. (B21), we have ignored
the S superscript for designating the left or the right,
kSl → kl and y˜S,l → y˜ (kl), since kLl and kRl are the
same for a given propagating mode l. Using Eq. (B20)
with Eq. (B17), we arrive at,∑
l∓∈M∓
Rl±0 →l∓ +
∑
l∈M±
Tl±0 →l± = 1, (B22)
upon setting
∣∣∣A¯S±
l±0
∣∣∣2 = 1 for incident from side S± (
with S+ = L and S− = R) at the mode l±0 ( where the
superscript + stands for right-going and - for left-going),
in which
Rl±0 →l∓ =
∣∣∣A¯S±l∓ ∣∣∣2 ∓Il∓±Il±0 , Tl±0 →l± =
∣∣∣A¯S±l± ∣∣∣2 ±Il±±Il±0 ,
(B23)
are the reflection and the transmission probabilities re-
spectively. Note that the Bloch velocities of right-going
modes are positive, namely, Il+ > 0 while that of left-
going modes are negative, −Il− > 0. Therefore, if the
amplitudes, A¯
L/R
l , obtained from Eq. (B13), specify an
eigenstate of H, then substituting them into Eq. (B23)
shall lead to the fulfillment of Eq. (B22). The current
conservation stated in form of Eq. (B22) can thus be
used to justify the validity of the calculations, which has
been ensured in all our numerical calculations.
2. Specification of computational setups
a. computation of incident and out-going angles
Due to the possible warping of the dispersion relation,
the direction of the momenta on the fermi contour may
not be aligned with the direction of actual motion of the
electron in that momentum states. To unambiguously
define the out-going angle as well as the incident angle,
we need to compute the velocity expectation value for a
given momentum.
In the above discussions, in order to describe scatter-
ing with a potential that has a chiral orientation, we have
introduced the effective lattice. The in-coming states as
well as the out-going states are well-defined momentum
states of the original crystal system. Therefore, to find
their velocity expectation values, we have to restore to
the original two-dimensional crystal. The dispersion re-
lation is then obtained from diagonalizing,H (k), namely,
H (k)y (k) = εy (k) , (B24a)
where
H (k) =
∑
δ∈D
eik·δh (δ) . (B24b)
in which the matrix elements [h (δ)]α,β = hα,β and D
are those in Eq. (B1). Here y (k) is the pseudo-spin at
moment k with component yα (k) at orbital α.
34
Since here we consider only intra-band elastic scatter-
ing, the velocity expectation value v (k) for k of the in-
volved band is just the diagonal elment indexed by the
band of the usual velocity matrix35–37 (not to be confused
with the quasi-one-dimensional Bloch velocity, Eq. (B21),
previously discussed ), namely,
v (k) = [y (k)]
†
[∇kH (k)]y (k) . (B25)
The two-dimensional vector v (k) can thus be used to
compute the angle θ with respect to the normal of the
interface for a given momentum k, in one-to-one corre-
spondence.
b. Characterisation of the potential structure
For clarity, we concentrate on the potential profiles
that are step-like and we consider Uα(r) = U(r) for all
α. Explicitly, we describe such a potential structure by
the following (see also profiles in Fig. 1 of the main text),
U(r) = ×
Ug
2
[
1 + tanh
(
ln(2/κ−1)
2S (r · n− xcL)
)]
, for r ∈ CL
Ug, for r ∈ C0
Ug
2
[
1 + tanh
(
− ln(2/κ−1)2S (r · n− xcR)
)]
, for r ∈ CR
,
(B26)
where n = A1/ |A1| and the regions separating the
profiles of the potential along this lateral direction are
CL = [xbL, xbL + S], C0 = (xbL + S, xbL + W ] and
CR = (xbL + W,xbL + W + S], in which xbL is the A1
coordinate of the left boundary of the scattering area.
The coordinate of the center of CL is xcL = xbL + S/2
14
and that of CR is xcR = xbL +W + S/2. The parameter
κ controls how fast the profile in CL and CR raises (low-
ers) to Ug. Here we set κ = 0.01 such that from the edge
of CL/R it takes around a length of S to reach Ug. The
potential U(r) is zero elsewhere when r is not in any of
the regions CL, C0, and CR.
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