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Abstract
Recent advances in sensor technology have introduced low-cost video+depth sensors, such
as the Microsoft Kinect, which enable simultaneous acquisition of colour and depth images
at video rates. The aim of this research is to investigate representations which support
integration of noisy, partial surface measurements over time to form more complete,
temporally coherent models of dynamic scenes with enhanced detail and reduced noise.
The initial focus of this work is on the restricted case of rigid geometry for which online
GPU-accelerated volumetric fusion is implemented and tested. An alternative fusion
approach based on dense surface elements (surfels) is also explored and compared to
the volumetric approach. As a first step towards handling non-rigid scenes, the static
volumetric approach is extended to treat articulated (semi-rigid) geometry with a focus
on humans. The human body is segmented into piece-wise rigid volumetric parts and
part tracking is aided by depth-based skeletal motion data. To address scenes containing
more general non-rigid geometry beyond people and isolated rigid shapes, a more flexible
approach is required. A piece-wise modelling approach using a sparse surfel graph
and repeated alternation between part segmentation, motion and shape estimation is
proposed. The method is designed to incorporate methods for noise reduction and
handling of missing data. Finally, a hybrid approach is proposed which leverages the
advantages of the surfel graph segmentation and coarse surface modelling with the higher-
resolution surface reconstruction capability of volumetric fusion. The hybrid method is
able to produce a seamless skinned mesh structure to efficiently represent a temporally
consistent dynamic scene. The hybrid framework can be considered a unification of rigid
and non-rigid reconstruction techniques, for which static scenes are a special case. It
allows arbitrary dynamic scenes to be efficiently represented with enhanced levels of
detail and completeness where possible, but gracefully falls back to raw measurements
where no structure can be inferred. The representation is shown to facilitate creative
manipulation of real scene data which would previously require more complex capture
setups or extensive manual processing.
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Chapter 1
Introduction
1.1 Background and context
Recent decades have seen increasing use of visual effects in film, television and video game
productions. As imaging hardware as well as graphics and video processing algorithms
have improved these effects have become increasingly sophisticated and have reached
unprecedented levels of realism. In modern film productions there is a mixture of
live action camera footage (often shot in front of green screens) and synthetic content
generated using animation of 3D models. The 3D models are photo-realistically rendered
and composited with footage from one or more live action sequences to produce the final
sequence.
The recent trend of stereoscopic display in the cinema may be subsiding but this does
not lessen the importance of 3D representation for content production. Even if the final
production is viewed in 2D, the world depicted is 3D, and many of the manipulations of
interest need to take the metrically accurate 3D geometry of the scene into account in
order to produce compelling results.
In recent years the line between real images and computer graphics has been blurred
by the introduction of hardware and algorithms which go some of the way towards
enabling high fidelity capture, manipulation and reproduction of real dynamic facial and
full-body performances and ultimately general dynamic scenes.
Recent advances in sensor technology have introduced low-cost video+depth sensors,
such as the Microsoft Kinect which allow simultaneous acquisition of depth and colour
images at video rates. The aim of this thesis is to explore approaches which can harness
this new additional sensing modality, creating a representation that facilitates analysis
and manipulation of content from real-world video and depth capture.
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Recorded video is realistic and easy to capture. Computer models, on the other
hand can be more difficult to produce, but are highly structured and manipulable. By
automatically adding structure to real word recorded data one might be said to be
simultaneously bridging the gap from both directions, both from the point of view of
making real world footage more easily manipulable and from the point of view of making
the resulting computer models more realistic, by virtue of their having being produced
directly from real world footage.
1.2 Recorded data vs. computer models
Sequences of 2D images from colour cameras are the traditional way of recording dynamic
real-world scenes. This sampled representation consists of colour values at each image
pixel at each frame. While such image sequences are by definition photo-realistic, options
for direct manipulation of the content are somewhat limited by the lack of structure in
the data; there is no explicit knowledge of the underlying 3D shape, appearance and
motion in the scene. Modifications such as global colour grading are easy to achieve, but
manipulating the underlying scene content in terms of the shape, motion and appearance
smoothly over time is difficult or impossible to achieve using raw image data alone, even
with substantial manual interaction.
On the other hand, 3D computer models can easily be manipulated. For example,
a character may be modelled using a texture-mapped triangle mesh with a skeletal rig,
and finally rendered to an image (Figure 1.1). It is fairly straightforward to manipulate
the appearance (by editing the texture map); shape (by modifying the mesh geometry in
a reference pose); or motion (by manual keyframe animation or using a motion capture
system). Such a mesh model is said to be inherently temporally consistent in the sense
that the topology and vertex numbering are consistent over time, which means that edits
can easily be automatically and smoothly propagated over space and time.
In a film production scenario, it is common to have live action images combined
with computer generated imagery (CGI) by photo-realistically rendering dynamic 3D
models and compositing these into recorded footage. For the results to look realistic the
virtual camera properties and lighting must closely match the live capture conditions.
Furthermore, occlusions and any interaction between real and virtual objects must be
accounted for. These requirements often impose constraints on the capture conditions,
requiring for instance carefully controlled lighting and camera rigs, green/blue screen
backdrops, and fiducial markers for facial or full-body motion capture. Generating and
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(a) Surface mesh (b) Skeletal rigging (c) Posed mesh
(d) Texture map (e) Textured posed model (f) Composite image
Fig. 1.1 Traditional model-based representation - textured mesh driven by kinematic
skeleton, rendered and composited onto recorded footage.
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rigging computer models can also be a time consuming and challenging process, requiring
significant manual input to produce realistic results.
A lofty research goal would then be to bridge the gap between recorded video and
computer graphics domains by automatically inferring the structure of a dynamic scene to
the extent that its content can be manipulated with the ease with which a native computer
graphics model can, while maintaining the realism of native video. By analogy with the
more restricted case of ‘inverse rendering’ one might refer to this as ‘inverse scene graph’.
This is an incredibly challenging problem and indeed may not be completely solvable in
principle given the complexity of real-world dynamic scenes and limitations of current
and future sensor technology. This is especially true if one is limited to non-contact
(marker-less) capture and if constraints are placed on the sensor configuration (e.g. single
view capture). Recent results from the literature show that significant progress is being
made.
1.3 Video plus depth capture
A technology which has the potential to simplify various tasks in visual content production
is video plus depth (RGBD) capture. RGBD capture has recently become cost effective
with the introduction of commodity sensors such as the Kinect and its successor the
Kinect v2, which offer simultaneous capture of video and depth at a rate of 30 fps. This
capability has enabled a wide range of applications in the computer vision and graphics
domains including human computer interaction, static 3D reconstruction, and dynamic
3D performance capture. The raw output of a calibrated RGBD sensor is a stream of
colour and depth images (depth maps). The depth map effectively provides a ‘2.5D’
representation of the scene: the 3D surface points which are visible from the sensor
viewpoint (i.e. excluding all occluded surfaces).
Like the colour image sequence, the 2.5D depth sequence is unstructured, in the sense
that it does not inherently contain any temporal correspondence information. This means
that it is not possible to propagate edits over time. Some effects can still benefit from
an unstructured 2.5D representation for example artificial depth of field or geometry
aware synthetic object placement and compositing. However, direct use of the recorded
depth maps is often limited by imperfections in the depth data. These include missing
measurements, depth noise, outlier measurements, distortion, limited lateral resolution
and quantization. The synthesised example frame shown in Figure 1.2, illustrates the
difference between an ideal noise-free depth map and a typical depth map from a Kinect
1.3 Video plus depth capture 5
(a) RGB and ground truth depth (b) Simulated Kinect depth
Fig. 1.2 Synthetic Globe scene demonstrating the difference between ideal (ground truth)
depth and practical depth from a Kinect-like sensor (as simulated using Blensor [36]).
Note the artifacts of rough depth edges around objects and the missing measurements
due to occlusion and thin structures (plant leaves).
sensor. In addition to depth noise and quantization, there are missing measurements
due to semi-occlusion or surface reflectance properties. Furthermore, the effective lateral
resolution may be far lower than the pixel count, resulting in imprecise depth edges and
inability to capture fine structures.
What is therefore desired is a representation which allows one to improve the quality
of and widen the range of applications for practical depth data. The representation
should support fusion of measurements for de-noising and surface completion. In general
the RGBD camera is moving and surfaces in the scene either rigidly transform (translate
and rotate) or deform over time. Dynamic scene structure needs to be inferred and
used to facilitate fusion of noisy and incomplete input observations to allow subsequent
analysis and/or manipulation of the scene. Such structure may take the form of low-level
point tracks as well as inferred connectivity between them, as well as clustering of tracks
into coherent groups, for instance approximately rigid patches. Ultimately what is desired
is a complete temporally consistent surface representation for the entire scene across the
whole sequence. However, since this may not be possible in practice, the representation
needs to fall back on raw measurements for any scene elements for which structure cannot
be inferred.
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1.4 SCENE project
The research for this thesis was conducted as part of the EU-funded SCENE project
[The SCENE consortium]. SCENE was undertaken by a consortium of nine academic
and industrial partners including the University of Surrey’s Centre for Vision, Speech
and Signal Processing (CVSSP). The project investigated the use of single-lens video
and depth capture and a novel data representation architecture aiming to allow “ma-
nipulation of real scene data with the flexibility of computer graphics and realism of
video”[The SCENE consortium]. Results of this research were integrated with other
components of the SCENE project to develop a solution for the manipulation of both
scene structure and appearance.
Project partner ARRI developed a novel ‘Motion Scene Camera’ based on their Alexa
digital cinema camera. A beam splitter enables simultaneous capture of colour images
(using a standard RGB sensor) and depth maps (using a time-of-flight depth sensor)
from the same viewpoint (Figure 1.3).
Having synchronous depth for each frame of video captured from the same viewpoint
enables the 3D coordinates of each image pixel to be computed which simplifies the
creation of a wide range of film special effects which require knowledge of the geometry
of the scene. Various algorithms were developed by the project partners to make use of
the depth data. The first-generation prototype had limited depth resolution and thus
needed to be upscaled, using the colour image as a guide.
The main target application of SCENE was digital cinema production, where the
depth channel enables various creative changes to be made in post-production rather
than on set (Figure 1.4). For example, a scene shot with a wide depth of field could
be modified in post-production to have a narrow depth of field, given the depth map.
In addition to modifying shooting conditions, the director may also wish to modify the
shape or appearance of the dynamic scene, for example changing the appearance of the
clothing or overlaying a pattern on it which deforms according to the underlying surface
(Figure 1.4a), altering the motion of the actor’s arm (Figure 1.4b), or changing the lighting
conditions of the scene (Figure 1.4c). These latter effects require the reconstruction of
temporally consistent models of static and dynamic surfaces from video and depth, which
is a core component of the work presented in this thesis.
The other target application was virtual TV studio production, where the real-time
capture of video plus depth was used to facilitate enhanced interaction of a studio
presenter with virtual assets.
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Fig. 1.3 SCENE project [The SCENE consortium] testshoot using the Motion Scene
Camera with integrated depth sensing through the principal lens.
1.5 Thesis scope and objectives
This research focuses on the problem of using noisy and incomplete measurements from
video plus depth (RGBD) sensors to build temporally coherent geometric models of
dynamic scenes. The objectives are:
1. To implement and evaluate two existing algorithms for modelling rigid scenes from
a single commodity RGBD sensor.
2. To extend a volumetric fusion approach to handle modelling of semi-rigid scenes
comprising people or isolated rigid objects and non-rigid shapes from video+depth
sequences.
3. To use GPU acceleration where possible to speed up processing.
4. To introduce algorithms for fusion of partially overlapping surface measurements
via a part-based segmentation.
5. To demonstrate the application or benefit of the proposed technology in the context
of visual effect production, specifically editing of shape and appearance of a dynamic
scene.
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(a) Texture editing effect
(b) Shape/motion editing effect
(c) Set model and re-lighting effect
Fig. 1.4 Scene manipulation results from the SCENE project [The SCENE consortium]
(developed in collaboration with the other project partners). a) Texture edit: the painting
comes alive and slithers onto the actor’s shirt. b) Shape/motion edit: the actor’s original
arm motion (top row) is adjusted in post-production to reach lower to touch the TV
screen (bottom row). c) Set model and re-lighting: an additional light source is inserted
into the scene, which is re-lit with the aid of a scanned set model and dynamic mesh of
the actor.
1.6 Overview of thesis and summary of contributions 9
1.6 Overview of thesis and summary of contribu-
tions
Chapter 2 contains a review of a selection of existing techniques used for estimation of
rigid and non-rigid geometry from data from single colour cameras, multi-view cameras,
and depth cameras including recent work based on the Kinect.
The four technical chapters cover the author’s work on reconstruction and repre-
sentation from video plus depth data of scenes of increasing complexity. Chapter 3
examines static scene reconstruction based on the volumetric KinectFusion [67], and an
alternative point-based reconstruction based on [49]. Chapter 4 covers the extension of
KinectFusion to handle dynamic objects (Malleson, ICCV 2013), in particular people,
using a piece-wise volumetric approach. In Chapter 5 a piece-wise rigid point-based ap-
proach (Malleson, 3DV 2014) based on graph-cuts segmentation is proposed to overcome
some of the limitations of the piece-wise volumetric approach. Finally Chapter 6 ties
together concepts from the previous chapters and outlines a unified framework for rigid
and non-rigid reconstruction from video plus depth. The approach is demonstrated on a
diverse set of test scenes including synthetic, Kinect v1, and Kinect v2. Conclusions and
suggestions for future work are presented in Chapter 7. Figure 1.5 shows a high level
overview of the thesis. A supplementary video is available for each chapter. These videos
show input data, intermediate processing and output results on a wide range of input
scenes both real and synthetic ranging from clean data of static scenes to noisy data of
non-rigid dynamic scenes. A list of all the datasets referred to in the thesis proper and
the supplementary videos is presented in Appendix A.
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Chapter 3 - Rigid
Chapter 4 – PW volumetric
Chapter 5 – Dynamic surfel
Chapter 6 - Hybrid
Static volumetric fusion
Static surfel fusion
ICP camera registration
Piece-wise volumetric 
fusion
Piece-wise registration
(ICP, optical flow, skeleton)
Piece-wise surfel graph
modelling
Dynamic surfel graph from 
image point tracks
Piece-wise surfel graph
modelling
Soft assignment 
volumetric fusion
Composite volumetric 
modelling
Residual depth
Fig. 1.5 High-level overview of the thesis, indicating main processing modules and
progression through the chapters. The dashed line indicates that the dynamic surfel
graph representation is not an extension of the static surfel fusion method, but is loosely
related to it.
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Chapter 2
Related work
2.1 Introduction
This literature review covers various topics related to rigid and non-rigid 3D scene
modelling and representation. It begins with the rigid case, covering methods of registering
multiple images from a moving sensor followed by methods of integrating information
from multiple frames to form a geometric model of an object or a complete scene. The
discussion then shifts to non-rigid geometry capture, where many of the principles of rigid
reconstruction are applied but new concepts need to be introduced in order to handle
changes in geometry over time, specifically in a spatio-temporally coherent manner.
Special attention is paid to methods employing recent commodity video plus depth
(RGBD) sensor systems, which have enabled capture static and dynamic scene content
at a relatively low cost.
2.2 Rigid shape capture and registration
2.2.1 Simultaneous localization and mapping
The fundamental problem of reconstructing the geometry of a 3D scene from conventional
2D camera images consists of two main sub-problems: localization and mapping. The
Simultaneous Localization and Mapping (SLAM) or Structure fromMotion (SfM) problem,
is to determining where the camera is and what it is looking at in 3D. This is a classical
‘chicken and egg’ problem because in order to determine the camera pose, one needs to
know the scene geometry but in order to determine the scene geometry one needs to
know the camera pose [35].
14 Related work
Initial work on real-time SLAM, notably that of Davison [20] used a Bayesian statistical
approach (the extended Kalman filter) to perform probabilistic filtering of a joint state
consisting of camera pose and scene feature positions. The size of reconstruction volumes
handleable with this method is limited by the cost of storing and processing large state
vectors while tracking accuracy is limited by the sparsity of features. Later, authors
found it advantageous to split the tracking and mapping components into distinct tasks
and run them in alternation or in parallel, the latter taking advantage of the parallel
processing capabilities of modern multi-core CPU (Central Processing Unit) and GPU
(Graphics Processing Unit) computing hardware.
The classic ‘bundle adjustment’ framework involves least squares minimization of
an objective function (representing re-projection error) of camera parameters (pose and
possibly calibration parameters) and scene structure (3D feature positions) [39]. This
approach originated in the field of photogrammetry and has since been used in computer
vision, where it has been generalized to include robust estimation [100].
The first system to demonstrate high quality real-time SLAM in a small workspace
was the Parallel Tracking and Mapping (PTAM) system of Klein and Murray [52] which
uses robust bundle adjustment on a set of key frames. While PTAM provides good camera
tracking, the sparsity of the feature map limits the reconstruction quality. Graber et al.
[35] perform online 3D reconstruction using PTAM for camera pose estimation, but do
the model generation using convex optimization (independently of the PTAM features).
Depth maps are generated from PTAM key-frames using the planesweep stereo algorithm
and a volume-based depth map fusion based on the robust total variation L1 algorithm
of Zach et al. [114]. This convex energy functional contains the total variation of the
distance fields (a spatial regularization term) and a data fidelity term (L1 distance from
the solution to the individual distance fields).
The problem of real-time dense reconstruction from a moving camera was also ad-
dressed by Newcombe and Davison [65]. Their method starts by using PTAM to estimate
camera pose and then uses PTAM’s sparse point clouds to generates an approximate
smooth mesh from which to predict the view at a bundle of poses around reference
frames. These meshes are then warped into accurate depth maps using a GPU-based
model-predictive variational optical flow and a constrained scene flow update. The model
prediction enables widening of the baseline over which optical flow can be used for dense
correspondence and improves correct correspondence in regions of uniform appearance.
Finally the global scene is generated by overlaying these depth maps and trimming the
overlapping regions.
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Advancing on PTAM, Newcombe et al. [68] use a single RGB camera to perform
dense tracking and mapping (DTAM) in real time, aligning incoming images to the
accumulated model to track the camera pose at each frame. Interleaved with this tracking
is a model update step which refines dense textured depth maps. Each key-frame consists
of a reference image and its pose and several nearby overlapping frames which are used
to store in a volumetric grid the average photometric error at each of a discrete set of
inverse depths between a predefined maximum and minimum. A regularization term is
used in the cost functional to penalise deviation from spatially smooth inverse depth
maps.
An assumption with the methods discussed above is that the scene is static; any
moving objects are treated as outliers and may result in reconstruction failure if they
cover a significant portion of the scene.
2.2.2 Rigid registration of range data
Standard cameras produce images containing colour or intensity information. These
images are inherently 2D and the underlying 3D scene geometry can be inferred by using
estimated correspondences between multiple disparate images. (By using strong prior
assumptions, it is possible to infer some 3D structure from a single image e.g. using
shading or defocus cues.) Active depth sensors such as structured light or time-of-flight
(ToF) cameras on the other hand, natively output either images of depth values, i.e. 2.5D
depth maps which can be re-projected into 3D using the intrinsic camera calibration
parameters; or in the case of some laser scanners may directly output a 3D ‘point cloud’,
with or without a 2D image structure. Much research has been done on tracking (finding
the 6DOF pose of the sensor) and mapping (measurement integration) using multiple
depth maps. If there is a large relative motion between the point clouds to be registered,
a coarse registration needs to be performed in order to get them into approximate
alignment and avoid local minima when subsequently performing fine registration (see
[88] for a detailed review). Coarse registration is often performed using sparse feature
matching, whereas accurate fine registration is usually performed using the full data set
[67].
The Iterative Closest Point (ICP) algorithm introduced by Besl and McKay [5] forms
the basis of most registration algorithms. In ICP data alignment is formulated as an
iterative optimization of a 3D rigid-body transform so as to minimize a cost function
representing the distance between points on a ‘source’ (data) and their corresponding
closest points on a ‘target’ (model) surface in alternation with updating the closest
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point correspondences. The translation is found directly from the centroids, and the
rotation is found by constructing a cross-covariance matrix. In practice, because the
ICP optimization converges monotonically to a local minimum, one either needs to try
several initial rotations, or use a feature-based initial coarse alignment algorithm to
increase the chance of finding the global minimum. The more complex the shape the
more initial states are required (highly symmetrical shapes are most problematic and may
result the solution being under-constrained). Besl and McKay’s method cannot directly
handle non-overlapping data unless it is modified for robustness, for instance by using a
maximum correspondence distance [88]. If, however the sensor is not moved significantly
between frames (as is usually the case when using a hand-held video-rate sensor such as
the Kinect [67]), the pose from the previous frame can be used as initialization, without
performing a coarse registration step.
There exist many variants of the ICP algorithm which offer improved registration
performance and or computational efficiency (see [82] for a review of efficient variants).
For instance the point-to-plane method independently proposed by Chen and Medioni
[17] minimizes the distance from a point to the plane containing the other point and
perpendicular to its normal. This makes intuitive sense since the finite sample spacing
means that samples in one image will generally not coincide with corresponding samples
in the other. This has been shown to improve convergence and is preferred when surface
normal estimates are available, as is the case when depth maps are used as input [67, 81].
A normal orientation test can be used to increase robustness by preventing matching of
surfaces of opposite orientation (as could occur with thin objects). Luminance or colour
image data has also been used in the ICP framework to help constrain the registration
in cases where shape alone is ambiguous (for instance spheres). In [107], luminance
information from a colour camera used in parallel with a depth sensor is used to establish
point-to-point correspondences via a form of optical flow at each iteration.
Obtaining closest point associations for ICP is computationally expensive. When the
points to be aligned come in a structured form (as with the 2D grid structure of depth
images), significant speedups can be introduced by using the projective data association
algorithm proposed by Blais and Levine [6]: using the intrinsic camera calibration
information, transformed 3D points from the target image are projected into the source
image to get the pixel index correspondences. Fitzgibbon [27] extends the ICP algorithm
to perform robust registration using a Huber kernel and the Levenberg-Marquart (LM)
non-linear optimization algorithm. This optimization approach yields a wider basin of
convergence than standard ICP. The ‘generalized ICP’ proposed by Segal et al. [90]
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introduces a probabilistic framework and uses planar surface structure in both the data
and the model (a plane-to-plane metric). They claim that their algorithm is both more
robust and easier to tune than standard ICP.
One way of increasing the speed of convergence of ICP is by performing early iterations
on a subset of the available points for instance using a coarse-to-fine (multi-resolution)
sampling of the depth map [67]. Other useful ways of subsampling include random
subsampling and sampling based on colour information. Rusinkiewicz and Levoy [82]
propose normal-space subsampling which bins points based on normals and samples
uniformly across buckets, thus promoting correct registration of scenes containing no
large distinctive features. ICP registration can also be extended to handle articulated
point clouds [15, 26, 77] in which case pose parameters are iteratively determined for
each bone in a skeletal model.
2.3 Fusion and integration of surface measurements
As stated in [41], the goal of 3D surface reconstruction is to estimate a manifold surface
(with the correct topology) that accurately approximates an unknown object surface from
a set of measured 3D sample points. When additional information (such as measurement
uncertainty) is available it can aid reconstruction. There are two classes of technique for
reconstructing 3D models from 2.5D images [41]. The first class uses prior models with
an explicit parametric representation and fits the range data to them. The disadvantage
of such methods is that they can only represent models of known topological genus. The
second class of techniques, which generate triangulated mesh representations is more
generally applicable because it can represent arbitrary geometry and topology (which
are often not known up front).
2.3.1 Signed distance fields
To facilitate the generation of a 3D surface model by the fusion of aligned 2.5D depth
maps it is common to use an intermediate non-parametric representation of volumetric
occupancy. A representation widely used in graphics is the Signed Distance Function
(SDF) introduced by Curless and Levoy [19]. The SDF is simply a field whose value at
any given point contains the (signed) Euclidean distance between that point and the
surface. Thus the SDF is zero at the surface interface, positive outside it (observed free
space), and negative inside it (unobserved space). In practice, the SDF is represented
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in a discrete voxel grid defining the reconstructed volume and is truncated at a certain
distance from the surface i.e. values more than a certain distance in front of a surface
measurement receive a maximum value, and values more than a certain distance behind
it receive no measurement (null). This truncation helps prevent surfaces from interfering
with each other. Along with each Truncated Signed Distance Function (TSDF) value a
weight is maintained which reflects the confidence in the TSDF value. These weights
may depend on the confidence of a measurement (if available) or heuristics (for instance
penalizing vertices whose estimated normal is close to perpendicular to the viewing
direction or which are close to depth discontinuities [101]). A simple weighted running
average update rule for the SDF and weight voxel grid can be used to incrementally
incorporate measurements into the model, which adds any previously unobserved regions
to the model, while averaging out noise in regions previously observed.
2.3.2 Model extraction from signed distance fields
Obtaining the surface interface from the TSDF is simply a matter of extracting the
zero-crossings (an iso-surface at level zero). This is an advantage over probabilistic
occupancy grids where one needs to seek the modes of the probability distribution in the
grid [67]. If only a single view is required, one can perform a direct raycast [76] which
is independent of scene complexity since areas outside the viewing frustum need not
be visited. If, however, a complete polygonal mesh model is required a triangulation
algorithm such as marching cubes is more suitable.
Originally proposed by Lorensen and Cline [59], the marching cubes algorithm is
widely used for extracting triangle meshes from constant density surfaces (iso-surfaces)
in volumetric datasets. The algorithm scans through a voxel grid and processes one
2× 2× 2 cell at a time using lookup tables to determine the triangle topology within
the cell and interpolation between vertices to find iso-surface intersections. This is
efficient, but results in non-uniform triangle shape and size. The ‘marching triangles’
algorithm proposed by Hilton et al. [42] performs the same task as marching cubes, but
uses Delaunay triangulation and places vertices according to local surface geometry thus
producing triangles with more uniform shape and size.
2.3.3 Other surface reconstruction algorithms
The point-based implicit surface reconstruction of Hoppe et al. [43] works with unorga-
nized points and generates simplicial surfaces (i.e. triangle meshes) of arbitrary topology.
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It uses a signed distance function computed with the aid of normals estimated from
k-nearest neighbor PCA with a graph optimization to get consistent orientations. When
the source points come from (inherently organized) depth maps it is preferable to estimate
normals directly, making this method inefficient.
Turk and Levoy [101] create polygon meshes from multiple (ICP-registered) range
images and then ‘zipper’ them together, that is they remove redundant triangles and
connect (‘clip’) the meshes together. The mesh growing technique of Rutishauser et
al. [85] merges depth maps incrementally with particular emphasis on the (anisotropic
Gaussian) error model of their sensor and uses an explicit boundary representation to
prevent filling surfaces in the model where no measurements have been made. Soucy
and Laurendeau [92] estimate an integrated surface model piece-wise from the canonical
subset of the Venn diagram of the set of range views (a canonical subset contains a
group of points exclusively visible in a particular combination of range views). They
use this membership information in an averaging process, taking particular care at the
intersections of subsets. The ball pivoting algorithm of Bernardini et al. [4] triangulates
point clouds efficiently by beginning with a seed triangle and rotating a sphere around
an edge until another point is reached, at which point another triangle is formed.
Hilton et al. [41] introduce a mesh-based geometric fusion algorithm based on a
continuous implicit surface which (unlike previous algorithms employing discrete repre-
sentations) can better reconstruct regions of complex geometry (holes, crease edges and
thin objects). The algorithm also uses geometric constraints and statistical tests based
on measurement uncertainty to guide reconstruction of complex geometry. The authors
compare their method to five other existing integration strategies ([43], [101], [85], [92]
and [19]) in terms of complexity and the minimum feature size, minimum crease angle
and minimum surface separation (thickness). Their method, while performing better on
complex geometry is relatively computationally expensive.
Radial Basis Functions (RBFs) have been used for interpolation of a surface from point
samples. Globally supported RBFs are good at filling in missing data, but computationally
inefficient, locally supported RBFs are less good at filling in missing data, but are more
computationally efficient. Ohtake et al. [71] developed an approach that draws on the
best of both: they use compactly supported RBFs but with a coarse-to-fine sampling of
the points. The coarse levels fill in missing data and serve as carriers for the finer levels
which add detail. The authors note that this interpolation approach is not well suited to
noisy data, where approximation approaches are preferred.
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Kazhdan et al. [48] used oriented points to define an indicator function with value 1
inside the model and 0 outside it and cast the optimization as a Poisson problem. The
resulting reconstructions are inherently watertight. Like Radial Basis Function (RBF)
approaches, the method creates smooth surfaces. This can result in spurious protrusions
from regions where no samples exist. The method is best suited to scenarios where the
capture process has produced full surface coverage, such as single objects captured via a
moving laser scanner or segmented performers in a multiview reconstruction setup, but
less suited to partial coverage of larger scenes.
2.4 Recent work using low-cost active depth sensors
2.4.1 Commodity RGBD sensors
Starting in late 2010, there has been a proliferation of low-cost commodity RGBD sensors
on the market. First among these was the Microsoft Kinect, originally marketed as a
non-contact controller for the XBox 360 gaming console. The Kinect along with the Asus
Xtion Pro Live, a more compact version of the same underlying PrimeSense structured
light sensor, are now widely used in the computer vision community. The Kinect’s
successor Kinect v2 was released in 2013 as part of Microsoft’s XBox One console and
is now also being used by computer vision researchers due to its generally superior
performance.
Other recently introduced sensors include the LeapMotion [LeapMotion], a desktop
sensor which specializes in close-range hand tracking for gesture control. Most recently,
Google Project Tango [Google] has introduced prototype compact depth sensors designed
to be integrated into mobile phones and tablets, and the upcoming Microsoft HoloLens
[Microsoft] (not yet available at the time of writing) is expected to feature depth sensing
tightly integrated in an augmented reality headset.
Because the Kinect v1 and v2 are widely available and have been used extensively in
the field of 3D reconstruction and tracking, including in the work of this thesis, they are
discussed in more detail in the following sections.
Kinect v1
The Kinect has three optical apertures, an infrared (IR) laser projector, an IR camera,
and an RGB camera (Table 2.1). The IR projector casts a fixed speckled light pattern
onto the scene, while the IR camera records the pattern projected onto the scene. Because
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of the base-line between the projector and the IR camera, it is possible to infer the depth
from the recorded pattern by matching patches in the incoming IR image with patches in
the known pattern [53]. This processing is done onboard the device and the output is a
live 30 fps stream of dense (640×480 pixel) depth maps along with a colour image stream
from a standard RGB camera. A significant advantage of using IR structured light over
passive stereo is that dense depth can be inferred even in the presence of repetitive or
uniform textured regions in the scene. It can also perform without requiring the scene
to be well lit (or indeed lit at all), while the use of IR light for the active illumination
avoids any undesired modification of the visible appearance of the environment, which is
important for interactive applications as well as in content production applications of
interest in this thesis.
The quality of the depth images is generally high, considering the low cost of the
device, however the depth images produced are inherently noisy and contain numerous
holes (missing information) due to factors such as half-occlusions (occlusions between
the IR projector and IR camera), materials that do not reflect the IR light appropriately
(e.g. dark materials, shiny metal and glass), glancing incidence angles and fast moving
objects [67]. A downside of using active IR illumination is that the depth capture is not
possible in outdoor ambient sunlight due to sensor saturation1.
Kinect v2
The Kinect v2 sensors also uses IR active illumination, but is based on the time of
flight (ToF) principle, rather than triangulation. The resolution of the depth maps
is 512 × 424, an order of magnitude more pixels than earlier commodity ToF sensors
such as the Intel/Creative Interactive Gesture Camera. ToF sensors suffer from various
artifacts including ‘flying pixels’ (mixed foreground and background pixels at depth edges)
texture transfer (depth being biased by the reflectance characteristics of the surface) and
measurement artifacts due to motion during the sampling period. To a large extent,
these artifacts are removed by the device’s onboard processing and the depth quality is
generally superior to the Kinect v1, both in terms of noise level and lateral resolution.
The usable depth range of 0.6 to 4 m is similar to the Kinect v1 but the field of view is
wider. The RGB image has better resolution and dynamic range. Table 2.1 shows the
sensor configurations as well as a sample scene capture at the same scale for comparison
of RGB and depth map properties under the same conditions.
1Outdoor capture is still possible on overcast days or at twilight (or indeed at night, if RGB images
are not required).
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(a) (b) (c)
Fig. 2.1 3D renderings of depth maps. a) Asus Xtion Pro Live b) Kinect v2 c) Detail of
the lamp and monitor viewed from the side, showing significant depth distortion in the
ToF result (yellow).
Both sensors can run the RGB and depth capture simultaneously at 30 fps. Because
the optical centres for RGB and depth capture are not co-located, an intrinsic and
extrinsic calibration of the RGB and depth images is required in order to obtain aligned
depth and RGB and to get metric 3D coordinates from the depth map.
Despite the general improvement in depth map quality offered by the Kinect v2,
certain challenging materials (e.g. dark, highly specular, or with subsurface scattering)
are detected better by the Kinect v1 than the Kinect v2. For example a shiny black
lamp, and an LCD monitor are faithfully reproduced by the Kinect v1, but are highly
distorted in the v2 capture, as shown in the 3D depth renderings in Figure 2.1 (which
are from the same capture as Table 2.1).
The noise characteristics of the Kinect v1 are studied in [50]. The depth dependent
nature of the random noise and quantization are of interest when tuning algorithms
using depth, as well as for simulating more Kinect-like depth from synthetic data used in
algorithm testing.
In works which use multiple Kinect sensors, there is some interference between the
devices due to overlapping IR projections in the scene, which can cause increased noise
levels and drop-out of depth measurements. This can often be mitigated by careful
placement of the sensors, for instance placing three of them 120◦ apart minimizing the
overlap in projected patterns. A technique of physically vibrating each Kinect in an
array, so as to blur the speckled pattern as seen from the other devices in the array was
proposed by Maimone and Fuchs [61] as one way of reducing interference, though the
RGB image requires de-blurring as a result.
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Table 2.1 Comparison of Kinect RGBD sensor versions (to scale).
Kinect v1/Xtion Pro Live Kinect v2
Form factor
IR projector
RGB camera
IR camera
RGB camera
IR ToF sensor
IR illuminator
5 cm
RGB
640× 480 1920× 1080
Depth
640× 480 512× 424
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2.4.2 Real-time registration and fusion of depth images
According to Davison [20], offline batch processing provides the most accurate and
robust solution to the estimation problems involved in reconstruction. When real-time
operation is required certain constraints are placed on the processing algorithms: when
frames arrive at a constant rate, estimation must operate in constant time, otherwise
continued increases in processing time would eventually preclude real-time operation.
Online methods only have access to the data up to the current frame, whereas offline
methods can consider the sequence as a whole.
The first reported system that uses a low-cost depth sensor to do real-time, online and
metrically consistent 3D reconstruction on a commodity PC is the ‘KinectFusion’ system
of Newcombe et al. [45, 67]. This system makes extensive use of GPU parallel processing
to achieve real-time tracking and fusion. The geometric reconstruction relies on the depth
camera alone (using the RGB camera only for optional textured display of the model).
The depth maps from each frame, once aligned to the global coordinate system, are
fused into a global model comprising a voxel grid containing a TSDF field and associated
weights (after [19]). The signed distances are approximated by the distances along the
lines of sight. Registration is performed using coarse-to-fine ICP with projective data
association [6] and the point-to-plane error metric [17]. A bilateral filter [99] is applied
to the depth map to improve the quality of the normals. Instead of registering from
the current frame to the previous frame, the system tracks from the current frame to
a modelled depth map generated by ray-casting the TSDF volume with respect to the
estimated camera pose from the previous frame. These modelled depth frames are less
noisy and contain fewer missing measurements than the raw depth maps from the sensor.
Because any error in registration of the previous frame will have a relatively small effect
on the model, the frame-to-model registration approach yields inreased accuracy and
significantly reduces the accumulation of drift that occurs in the raw frame-to-frame case,
without requiring off-line optimization for loop closure.
Since KinectFusion was introduced, several variations on the theme of static scene
reconstruction from depth maps have been proposed. Some of these have address handling
of larger scenes within the limited GPU memory budget, for instance the moving volume
approach of Roth and Vona [80], the ‘Kintinuous’ system of Whelan et al. [109], the
hierarchical data structure of Chen et al. [16], and the spacial voxel hashing approach of
Niessner et al. [69]. Code for KinectFusion [68] and voxel hashing [69] has recently been
made publicly available as ‘InfiniTAM’ [Oxford Active Vision Group].
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Keller et al. [49] propose a point-based alternative to (volumetric) KinectFusion.
The unstructured ‘surfel’ (surface element) representation is more memory efficient than
volumetric structures and manipulation (e.g. insertion/removal) of individual entities
is easier than with structured representations such as meshes. The memory footprint
of the surfel representation is significantly lower than for volumetric fusion, but mesh
extraction is less straightforward. The dense planar SLAM system of [86] is based on the
surfel fusion system of [49], but additionally detects planar regions, which can be stored
in a compressed form and used for semantic understanding of the scene.
In SLAM++ [87], 3D models of known objects (such as chairs) are used in an object-
level SLAM system which recognises and tracks repeated instances of these objects in a
cluttered indoor scene. The main benefits over standard approaches that use primitive-
level tracking and mapping are increased representational efficiency and native semantic
structure of the output scene.
By allowing offline (post) processing, other recent works are able to produce higher
quality models than currently possible with real-time methods. Zhou et al. [117] perform
fusion of small fragments of a scene, which are each locally accurate, and then combine
them via an elastic registration scheme to produce a complete surface with higher detail
and reduced low-frequency distortion when compared to using a single grid for the
whole scene. The method is off-line and requires hours to days of GPU processing
time. Fuhrmann and Goesele’s floating scale reconstruction approach [29] uses compactly
supported basis functions for integration into an octree voxel grid structure and is
formulated to take into account the fact that surface measurements represent finite
sample areas rather than individual points, thus avoiding potential blurring of fine details
by coarser samples that were captured from further away. In [119], Zollhofer et al.
refine a model obtained by TSDF fusion of depth maps by using an offline shape-from-
shading stage to enhance the level of reconstructed detail compared to depth-only fusion
approaches.
2.4.3 Depth map filtering, upsampling and super-resolution
Compared to modern colour video cameras, with resolutions in the multi-megapixel
range, depth cameras typically have a low resolution (e.g. 176 × 144 pixels for a ToF
camera [79]). Depth map upsampling techniques typically rely on images taken from a
relatively high resolution colour (or intensity) camera located close to the depth camera.
They exploit the fact that depth discontinuities often coincide with colour (or intensity)
discontinuities. Depth map super-resolution involves the fusion of multiple aligned depth
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maps taken in the presence of camera-scene relative motion (as with traditional video
super-resolution).
The depth images from the Kinect v1, have a higher resolution of 640×480 pixels. The
depth images produced by the Kinect are sharp: unlike typical ToF cameras, they produce
no ‘flying pixels’ at depth edges. However, due to the block matching used to generate
the depth maps, the pixels near depth discontinuities are unreliable (object boundaries
may appear several pixels from their true position). Thus depth map refinement may
still be desirable even if the depth map size does not need to be increased.
The bilateral filter [99] effectively smooths noisy images while preserving edges. To
determine the filtered value of a given pixel it uses a kernel (usually a Gaussian) to weight
support from neighbouring pixels depending on their distance from the given pixel, and
another such kernel to weight the contribution of these support pixels depending on the
difference in pixel value between the current pixel and the support pixel. In practice the
domain kernel has its support truncated to reduce computational complexity. When used
to filter depth images the bilateral filter has the important property of preserving depth
discontinuities, i.e. preventing the introduction of pixels with erroneous intermediate
depths or ‘flying pixels’.
Kopf et al. [54] propose using a joint bilateral filter to upsample depth images. A
joint (or cross) bilateral filter is simply a bilateral filter in which the range filtering is
applied to a second guidance image effectively using the original image (in this case the
depth image) for low frequency information and the guidance image (in this case the
colour image) for high frequency information. The method of Yang et al. [111] uses a
joint bilateral filter inserted in an iterative refinement module. Yang’s bilateral filtering-
based approach demonstrates higher spatial resolution than previous Markov Random
Field (MRF) based approaches (e.g. [23]) and also enhances depth resolution (using
quadric polynomial interpolation). According to Park et al. [75] the joint bilateral filter
approach can oversmooth areas of fine structure. In response they cast the problem into an
energy minimization framework with an objective function including data, neighbourhood
smoothness, and non-local means regularization terms. Their algorithm is tested on the
Middlebury stereo dataset obtaining higher quality results than the bilateral filter and
other existing methods.
Richardt et al. [79] extend spatial filtering of depth maps to the time domain with
a spatiotemporal denoising and upsampling scheme that aims to exploit the temporal
coherence of the streams and create plausible geometry in real-time. Their pipeline
consists of video and depth alignment, filling in half-occluded areas, and simultaneously
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performing optical flow motion-compensated depth denoising and depth super-resolution.
A by-product of the optical flow which they use in the filtering stage is a dense spatio-
temporal correspondence field that can be used for further processing.
2.5 Non-rigid shape capture and modelling
Whereas static scene reconstruction is typically performed using as input a single sensor
moved gradually around the scene to obtain complete coverage of the surface geometry,
non-rigid reconstruction systems typically use an array fixed cameras surrounding one or
more dynamic subjects to obtain complete or almost complete surface coverage. One of
the most studied use-cases for such systems is capture of the motion, dynamic shape, and
appearance of a human performance without requiring obstructive fiducial markers. While
marker-based 3D tracking is of great importance in skeletal motion capture for computer
animation and motion analysis, marker-based systems do not themselves reconstruct
the dynamic 3D surface shape of the performer, which may change in complex ways as
muscle, loose clothing and hair deform. Because the shape and appearance may change
in ways not captured in, for instance a static laser scan of the subject, one would ideally
like to capture temporally consistent shape/motion as well as appearance simultaneously
during a dynamic sequence, without using markers.
2.5.1 Free-viewpoint video and 3D performance capture
Rander et al. [78] were the first to introduce free-viewpoint video in their ‘Virtualized
Reality’ system which comprised a 51 camera dome - realism of the results was limited
because of resolution limitations and improper handling of occlusion boundaries. Zitnick
et al. [118] generate interpolated views from a multi-camera setup with closely spaced
cameras. For each reference view, they create different geometric proxies in the form of
layered depth maps with boundary strip layers used for matting to avoid ‘jaggies’ (caused
by aliasing) and contaminated colours at depth discontinuities which would otherwise
degrade the rendered images.
The free-viewpoint rendering systems such as Starck and Hilton [93] perform seg-
mentation and reconstruction sequentially which works well in indoor capture with well
controlled capture conditions. In uncontrolled environments (e.g. sports capture with
moving cameras), calibration and segmentation errors can propagate into the recon-
struction stage. To increase robustness Guillemaut and Hilton [37] propose an approach
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in which segmentation and reconstruction are jointly optimized in a view-dependent
manner. Colour, contrast, photo-consistency and smoothness terms are included in the
cost function and optimized via graph-cuts. For indoor sequences where the calibration
error is small enough (< 1 pixel) the view-dependent reconstructions are consistent
enough to be merged.
2.5.2 Temporally coherent multi-camera reconstruction
Given a multi-view video stream and known illumination, Carceroni and Kutulakos
[14] aim to solve the difficult problem of recovering unknown dynamic scene properties
(shape, motion and reflectance). Their approach is based on temporally coherent dynamic
‘surfels’ (surface elements) which over time are constant only in terms of their reflectance
properties (under the Phong shading model). A major practical limitation of the method
is that it cannot handle unknown illumination conditions, especially when inter-reflections
contribute significantly (this most general case is an unsolved and possibly intractable
problem).
Vedula et al. [102] extend the well-known concept of optical flow between pixels of
two 2D images to ‘scene flow’ between points in 3D. They show that obtaining dense
scene flow from multi-camera video is ill-posed, thus requiring regularization, which in
contrast to [14] they perform in the image domain, rather than one the surface. More
recently Hadfield and Bowden [38] have used a particle filter-based approach to extract
scene flow from a single Kinect RGBD stream instead of a multi-camera rig. A piece-wise
rigid scene-flow approach is proposed by Vogel et al. [104].
Starck and Hilton [93] use a blue-screen studio setup with a calibrated set of 8 cameras
in a full circle providing a wide-baseline multi-view image stream for surface capture of
an actor. The aim is to obtain a temporally-coherent representation of the geometry
for performance-based animation without using (limiting) prior models. Chroma-key
segmentation is used to compute the visual hull (shape from silhouettes) inside which
the geometry must lie. Image feature matching then provides the dominant cue for
wide-baseline sparse matching and finally dense geometry is computed using graph-cuts
optimization by appearance matching subject to consistency with the features and the
visual hull. The surface capture initially provides a sequence of triangulated meshes.
These meshes are not temporally coherent, that is from frame to frame the number of
vertices may vary, there is no correspondence between vertex indices, and mesh topology
may change. This makes it difficult to manipulate the captured performance or use
it for animation. To get a consistent mesh structure, the authors use mesh cutting to
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convert each frame to a genus-zero mesh and map it onto a spherical domain where it is
re-meshed. Finally a view-independent texture is generated for each frame.
Prior models of actors can be used in the reconstruction process as with the detailed
static body scans used by de Aguiar et al. [21]. Here a high-resolution model of an actor is
deformed to align with the recorded performance and small-scale time-varying detail (e.g.
loose clothing) is recovered by applying model-guided multi-view stereo and Laplacian
deformation [1]. The head and feet of the actor are excluded from the refinement stage,
as errors here would lead to unnatural deformations. Vlasic et al. [103] use the visual
hull to estimate the pose of an articulated (skeletal) model of the actor and then deform
a template mesh to fit the pose and match the silhouettes while maintaining the fine
detail in the template mesh. Their method is similar to [21] but introduces less distortion
because it only pulls sample points towards the visual hull if they are close enough to it.
Using silhouettes without colour cues makes Vlasic’s reconstruction more sensitive to
segmentation errors and proves problematic for non-articulated objects such as faces and
long hair.
Furukawa and Ponce [30] perform tracking on polyhedral meshes (from multi-view
video) with a local (rigid) motion tracking, and global (non-rigid) deformation. The
deformation optimization energy function contains data, (Laplacian) smoothness and
local tangential rigidity terms over all vertices. They perform quantitative experiments
to demonstrate robustness against occlusion and drift (‘texture sliding’) by appending
the reversed video sequence and comparing the vertex positions at corresponding frames.
A more rigorous way of measuring drift has yet to be established. In [31] Furukawa
and Ponce modify their approach to be better suited to dense capture of human facial
expressions which commonly undergo non-rigid deformations with a lot of stretching,
shrinking and shearing (and where accurate reconstruction is far more critical than in
the case of, for instance, loose clothing). The key modification is the replacement of the
Laplacian operator for regularization with a tangential non-rigid deformation and an
adaptive tangential rigidity term.
Cagniart et al. [12] track independently reconstructed non-rigid surfaces by dividing
the meshes into several regularly distributed and overlapping ‘patches’. The mesh is
then deformed to fit a reference mesh by numerically optimizing to find rigid transforms
for each patch and blending vertices with adjacent patches. An inter-patch rigidity
constraint term in the cost function ensures physically plausible deformations. In [13]
they extend their patch-based deformation to a Bayesian framework: the joint probability
of the deformation and observations is maximized via the Expectation Maximization
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(EM) algorithm, thus robustly accounting for the noise and missing data in arbitrary
meshes where strong prior information (e.g. skeletal or volume preservation) is not usable.
(One assumption of these approaches is that the topology of the mesh does not change,
thus the reference mesh should be split wherever the surface is split at any frame of the
sequence.) Franco and Boyer [28] use Expectation Maximization to jointly track and
piece-wise rigidly segment a dynamic mesh sequence reconstructed from a multi-view
camera system.
Letouzey and Boyer [57] propose a method for tracking and obtaining the underlying
topology of a dynamic mesh sequence, where there may be no input frame with apparent
topology matching the true topology (e.g. due to limbs touching the torso). In [57] it is
assumed that the true topology of surface is constant throughout a sequence. Bojsen-
Hansen [8], et al., however, consider tracking closed surface mesh sequences in which the
actual topology changes during the sequence (for instance two synthetic liquid objects
melding together). Their approach employs a multi-resolution non-rigid registration
routine and a technique for changing mesh topology.
Huang et al. [44][10][11] consider producing a temporally coherent representation
of a non-rigid surface over multiple sequences (as opposed to over a single sequence
where small frame-to-frame deformations can be assumed). Their proposed alignment
algorithm uses shape similarity (via shape histograms) to select similar poses between
sequences and Minimum Spanning Tree (MST) graph optimization to minimize the
total non-rigid deformation required to bring all frames into registration with a common
structure, thus reducing drift and increasing robustness against large non-rigid motion.
The non-sequential alignment approach is improved by Klaudiny et al. [51], who propose
a so called ‘cluster tree’, which reduces the occurrence of jumps in the aligned mesh
sequence caused that can occur where branches of the tree meet. The cluster tree enforces
sequential tracking in local segments, but allows non-sequential traversal between them,
resulting in less drift and better temporal smoothness.
2.5.3 Using depth map point cloud data
Point cloud data from depth image sequences provide only partial surface observations
because much of a scene’s surface is occluded in each frame. Thus recovering shape and
motion of the original manifold over time requires correctly matching points that may
disappear and reappear during the sequence. Tevs et al. [97] propose a reconstruction
algorithm inspired by cartography. In their algorithm surface ‘charts’ with shared
tracked ‘landmarks’ are used in a probabilistic sparse matching algorithm that is robust
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against geometric and topological noise. Dense correspondence is then established for
the remaining chart points by comparing landmark coordinates. They note that their
system does not perform well on very noisy ToF depth data and suggest using additional
cues (e.g. colour) for such data.
In Li et al. [58], non-rigid objects are reconstructed from a single view by deforming
a smooth template to introduce fine detail and motion features. Ye et al. [112] use three
Kinects for performance capture of interacting characters using template skeletal and
mesh models and photometric and geometric correspondence finding. In Zollhofer et
al. [120], a custom RGBD capture rig is created using a beam splitter to co-locate the
IR and depth principal points. The setup used first to acquire a template mesh of an
object and then perform real-time tracking of that deforming object using an as rigid
as-possible (ARAP) framework. In contrast, Wand et al. [106] do not use a template
model, but compute the shape from the input data, using a topology-aware subspace
deformation technique. Their method processes the data in multiple sequential passes.
In their DynamicFusion system [66], Newcombe et al. perform real-time online tracking
and reconstruction of dynamic objects from depth sensors. Their approach is to warp
each input frame back to a canonical frame using a per-frame volumetric warping field,
and then perform TSDF fusion in this frame. For efficiency, only sparse warping field
samples are estimated and dense values are inferred by interpolation. The TSDF fusion
weights take into account the confidence in the warping field, which decreases with
distance from the warping field samples. The warping field is estimated by optimizing an
energy consisting of an ICP data term and a regularization term that encourages smooth
variation of the warping function (where the transformation nodes are connected with
edges in a hierarchical deformation graph).
2.5.4 Monocular non-rigid structure from motion (NrSfM)
Recovery of non-rigid shape from monocular video sequences is referred to as non-rigid
structure from motion (NrSfM). Typically, NrSfM approaches assume as input of a set
of long range 2D point tracks obtained from the image sequence. Sundaram et al. [94],
generate long-term point tracks by concatenation of frame-to-frame optical flow vectors
(subject to consistency checks). Their optical flow is able to handle large displacements
by using frame-to-frame feature matches as a constraint. In [32], Garg et al. propose
a variational video registration with subspace constraints - expressing optical flow as a
linear combination of a low-rank motion bases, thus improving long-term stability.
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When a single (monocular) video camera is used rather than a multi-camera setup
the problem of dynamic 3D shape recovery is under-constrained. In this case deformation
models (e.g. physics based models, piece-wise rigid models, or active appearance models)
need to be used to decrease the number of degrees of freedom.
Saltzmann et al. [89] create models based on triangle meshes with fixed edge lengths
(i.e. an inextensible triangulation), which reduces the degrees of freedom significantly.
They parametrize the mesh deformations in terms of facet angles and use modes of
PCA for dimensionality reduction (which leads to the surfaces becoming stretchable and
requiring penalization of stretching in the optimization). The shape recovery optimization
includes model-to-image and image-to-image point correspondences as well as boundary
and occluding contour information. They enforce temporal smoothness by penalizing the
second derivatives of all parameters.
As with rigid SfM, monocular NrSfM approaches may employ a factorization approach
to attempt to separate the effect of shape and viewpoint on the projected point track
positions. Bregler [9] propose a three step factorization process representing a non-rigid
shape as a linear combination of a set of basis shapes. Yan [110], proposes a factorization
approach that relates the intersection of motion subspaces to articulation of parts.
Russell et al. [83] create a graph of point tracks with neighbourhood-based connectivity
and use a modification of α-expansion graph cuts to assign the point tracks to part models
subject to minimization of image re-projection error and the number of (overlapping)
models used. In [25], Fayad et al. extend this framework to produce an articulated
(skeletal) structure. In ‘Video Pop-Up’ [84], Russell, Yu and Agapito aim to handle entire
scenes (i.e. including background in addition to foreground) by breaking graph edges
between foreground and background regions estimated via image saliency cues. The
results do not in fact show reconstruction of the background in scenes, as the sequences
do not contain camera motion (a flat billboard is used to represent the background in
the reconstruction).
2.6 Conclusion
Over the past two decades there has been extensive research into algorithms for recon-
struction of static and dynamic 3D scene geometry from cameras. The data input into
these algorithms may be image streams from conventional video cameras (in monocular,
stereo-pair, or multi-view stereo configurations) or increasingly range image/depth map
streams from active depth sensing cameras (e.g. structured light or ToF). The problem of
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reconstructing rigid surfaces from depth data is largely solved and recent work on rigid
reconstruction from moving cameras (SfM) is at the point where good quality results
can be obtained in real-time. Under studio conditions, multi-camera reconstructions of
non-rigid foreground objects (including people with loose clothing) are compelling but
reconstruction and spatio-temporally coherent representation of general scenes under
less controlled conditions remains challenging, especially when using single viewpoint
input and no prior models. Non-rigid reconstruction from monocular cameras and single
depth sensors is more challenging due to the partial surface coverage of the input, but
significant progress has been made recently.
The now ubiquitous KinectFusion algorithm [67] offers online reconstruction of static
scenes with low-cost depth sensors and is used as the starting point for the research in
this thesis, described in the next chapter and is extended to scenes containing people in
Chapter 4. Ideas from piece-wise rigid point-based SfM, such as graph-cuts multi-model
segmentation [83] are utilized in Chapter 5, where dynamic segmentation, shape and
motion estimation are performed from a set of partial 3D point tracks, (for example
from 2D tracks from [94] and converted to 3D using the depth map). Finally the hybrid
surfel/volumetric approach proposed in Chapter 6 consolidates the above-mentioned
approaches into a unified framework for dynamic scene modelling and representation
from video and depth.

Chapter 3
Rigid scene reconstruction from
depth sequences
3.1 Introduction
The purpose of this chapter is to establish a foundation from recent work on RGBD-based
rigid scene reconstruction that can be used to gain insight into the characteristics of the
sensors and algorithms. This foundation serves as a baseline for extension to dynamic
scenes in the subsequent chapters of this thesis.
In film/television production digital artists would often benefit from the availability
of fairly detailed, metrically accurate, 3D models of the background sets or individual
props. Such models could be used as a starting point for more refined modelling or
as geometric proxies aiding special effects integration (e.g. geometry-aware placement
of virtual objects and their shadows). While highly detailed and accurate models of
static scenes can be obtained using LIDAR (Light Detection and Ranging) scanners, the
devices are costly and require careful setup, with 360◦ radial scan episodes needing to
be repeating in several positions to ensure complete coverage of the scene. Commodity
video plus depth sensors are inexpensive and can quickly be moved by hand around a
scene to capture and reconstruct a model of the scene in a short amount of time.
In this chapter, modelling of static scenes from RGBD sequences is considered. The
recent KinectFusion system of Newcombe et al. [67] demonstrates the Kinect’s ability to
quickly and cost-effectively produce compelling 3D models of small to medium-sized static
indoor scenes by employing GPU acceleration of ICP sensor pose tracking and volumetric
measurement fusion. The KinectFusion algorithm was reimplemented by the author and
additional evaluation of the accuracy and resolution of the sensor/algorithm combination
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was performed, augmenting the results provided in Newcombe et al. [67]. In addition,
the point based alternative fusion technique of Keller et al. [49] was re-implemented
and compared to the volumetric approach. To conclude, both the two methods are
considered as potential candidates for extension to dynamic scene modelling, the topic of
the subsequent chapters.
3.2 Online volumetric fusion
The reconstruction approach is largely a re-implementation of the KinectFusion system
proposed by Newcombe et al. [45, 67]. KinectFusion performs online real-time recon-
struction of static scenes using a sequence of depth maps from a handheld Kinect sensor.
In the present work, the core KinectFusion pipeline is re-implemented and in addition
a model extraction stage is used to produce triangle meshes which are textured using
the RGB images from each input frame. An overview of the reconstruction pipeline is
presented in Figure 3.1. The core components of the pipeline are model building by
integration of captured depth maps into a volumetric TSDF representation and ICP
registration of the depth maps to this model. Outside the core registration and fusion
loop, a textured mesh output is extracted using marching cubes and projective texturing.
The parallelizable parts of the reconstruction pipeline were implemented on the
GPU by using NVidia’s CUDA toolkit [NVidia]. In broad principles GPU programming
involves uploading input data from CPU memory to GPU memory; splitting it into
parts, each of which is concurrently processed by a ‘kernel’ function running in parallel
‘threads’ on hundreds of GPU processing cores; and finally downloading the result back
into CPU memory. How the work is split up depends on the application and performance
considerations. One might, for instance, have a kernel that operates on a single image
pixel (i.e. running as many threads as pixels).
3.2.1 Image acquisition and sensor calibration
The Kinect v1 RGBD sensor used in all these experiments. It was set to capture a stream
of 640× 480, 16-bit depth images Di(t) (in integer units of mm) and 640× 480 24-bit
RGB images Ci(t) in parallel at 30 fps using the OpenNI API [OpenNI]. Missing data in
the depth maps is reported as 0-valued pixels. OpenNI is able to report the timestamps
(in µs) of each depth and RGB frame captured. Analysing these over a 7000 frame
sequence shows that the frame period for the depth and RGB cameras differ by about
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Fig. 3.1 Overview of the depth-map based GPU accelerated online 3D reconstruction
pipeline including model extraction and texturing.
31 µs, thus the RGB and depth streams are generally not in exact sync with each other.
Therefore an RGB frame is internally dropped roughly every 1072 frames to maintain
sync within one frame period. Note that the newer Asus Xtion Pro Live device, based
on the same underlying sensor, is able to record with depth and RGB in sync (without
dropping frames).
The calibration consists of the 3 × 3 intrinsic camera matrices Kd and Kc for the
depth and RGB cameras, respectively and Tdc the 6-DOF pose of the colour camera
relative to the depth camera. All of these are constant for a given Kinect device. No lens
distortion was modelled. A pinhole camera matrix K is defined as
K =

fx 0 cx
0 fy cy
0 0 1
 (3.1)
where fx and fy and cx and cy are the x and y focal lengths and principal point coordinates,
respectively. A rigid body transform matrix T contains a 3 × 3 orthonormal rotation
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matrix R (which has three degrees of freedom) and a 3D translation vector t:
T =
R t
0 1
 (3.2)
The chessboard-based stereo calibration tool in OpenCV was used to determine these
parameters for the sensor used in the experiments. The OpenCV camera calibration tool
is based on the method of Zhang [115], which uses correspondences on a planar surface
to estimate the camera parameters in closed form and refine them using a non-linear
maximum likelihood stage. The RGB and IR cameras of the Kinect were used to capture
several pairs of chessboard views. The Kinect was placed on a tripod since the capture
interface used was incapable of capturing RGB and IR images simultaneously. The IR
projector of the Kinect was covered with paper to diffuse the light pattern whilst still
illuminating the chessboard.
Bouguet’s stereo calibration technique uses pairs of corresponding points in each
camera image as well as the known object-centric 3D positions on the calibration target,
in this case grid points in a plane. As an aside, these point correspondences need not
necessarily come from a checker board calibration target; they could come from arbitrary
corresponding features between views. For example for the SCENE project, the author
used the calibration technique for registering the principal RGBD camera and an auxiliary
Kinect v2 to a mesh model of the film set (created from LIDAR scans), using manually
selected correspondences in the scene (Figure 3.2).
(a) (b)
Fig. 3.2 Using the Bouguet calibration tool for extrinsic calibration between a SCENE
[The SCENE consortium] set mesh model rendering (a) and a Kinect v2 (b). Correspon-
dences were manually selected by the user.
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3.2.2 Camera pose estimation
Following Newcombe [67], the camera pose tracking system is based on the Iterative
Closest Point (ICP) algorithm with fast projective data association [6] and the point-
to-plane error metric [17] (see Section 2.2.2). The registration is done using the current
depth map Di(t) as the source and a synthetic depth map as the target. The synthetic
depth map is generated by ray-casting [76] the signed distance function volume from a
prediction of the current frame’s pose. By assuming small frame-to-frame camera motion
the pose of the target frame can be used as the pose from which to ray-cast and also as
the initial pose of the source in the ICP algorithm.
Filtering and normal estimation
The data association and error minimization stages of the ICP require normals n(u) for
each pixel u. Because the depth map is organised in a grid, adjacency is known and
a given normal can be efficiently estimated using the point and its neighbours in the
depth image (without the expensive neighbour finding computations required for general
un-organised point clouds [43]). Because of their inherent noise however, the raw depth
maps produce unacceptably poor normal maps, therefore a GPU-parallelized version of
the bilateral filter [99] is applied to the depth map before using it in the registration
algorithm. The size of the domain kernel σd controls blurring of values in the x and
y directions. Because the domain support of the filter is based on σd computational
efficiency is also affected by this choice. The size of the range kernel σr affects smoothing
in the range (z direction). If one or more points needed for normal estimation are missing
or the neighbours straddle a depth discontinuity (with threshold set to 25 mm), the
normal is deemed invalid and is set to (0, 0, 0) flagging the point as unusable in the
registration.
Projective data association
As with the normal estimation, the usually expensive data association component of ICP
can be sped up significantly by employing the image structure of the depth images. Given
global poses for both the source and target frames, each pixel index u = (col, row) in
the source image is back-projected to form a 3D source point which is projected onto the
target image plane to look up the target pixel index Ω(u). The target pixel at this index
is then back-projected to get the target 3D point (see Figure 3.3).This data association
approach assumes that there is a small frame-to-frame transform between source and
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target. To remove false correspondences, any pair separated by a (Euclidean) distance of
more than td (set to 40 mm) or whose normals have a dot product of less than ta (set to
0.75) are rejected. If there is not a valid correspondence between source and target at
u then Ω(u) = null. The association is implemented in parallel on the GPU with one
thread per source pixel.
Euclidean distance
Angle between normals
td
acos(ta)
Point index association Vertex compatibility check
Fig. 3.3 Illustration of the fast projective data association technique. Left: Each source
image pixel is back-projected (producing a point in global 3D space) and then projected
onto the target image plane to find its associated pixel index (2D coordinates) in the
target image. The target image pixel at this index is then looked up and back-projected
to produce the target 3D point. Right: The source and associated target points are
checked for compatibility, rejecting inconsistent matches.
Registration error minimization
Let pss(u) be the 3D point produced by the pixel with index u in the source depth map
(in its local coordinate system). Let ptg(φ(u)) be the global 3D point produced by the
target depth map pixel associated with pixel u in the source image.
For any estimated global source frame pose Tsg the total point-to-plane error E is
then given by
E(Tsg) =
∑
Ω(u)̸=null
∣∣∣[ρ(Tsgp˙ss(u))− ptg(Ω(u))]Tntg(Ω(u))∣∣∣. (3.3)
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The rigid body transform that minimizes E can be formulated by linearizing the
rotation matrix (making use of a small angle assumption for incremental transforms) and
writing the transform as a 6D parameter vector x = [α, β, γ, tx, ty, tz]T , where α, β and
γ are the rotation angles (in radians) about the x, y and z-axes respectively and tx, ty
and tz are the translation components.
As shown in [67], differentiating the linearised objective function and setting it to
zero yields a 6× 6 symmetric linear system
∑
φ(u) ̸=null
aTax =
∑
aT b (3.4)
where
aT =
[
[psg]×
∣∣∣∣I3×3]Tntg, (3.5)
[p]× :=

0 −pz py
pz 0 −px
−py px 0
 (3.6)
and
b = nTtg[ptg − psg]. (3.7)
The summands of the normal system are computed in parallel on the GPU, summed
using a parallel reduction, and finally solved on the CPU using a Cholesky decomposition
followed by forward/backward substitution. At each iteration the solved incremental
transform vector x is converted to a 4× 4 rigid body transform matrix and composed
onto the current pose estimate for use in the next iteration.
In these experiments three stopping criteria are used: maximum iterations (set to 50),
minimum incremental transform norm (set to 0.1 mm) and minimum change in RMS
point-to-plane error (set to 1.0 mm). Unlike [67], the author did not find it necessary to
implement a coarse-to-fine pyramid in the ICP as the ICP was found to converge within
only 3 or 4 iterations using the full set of points.
Check on registration confidence
During a reconstruction session there are various scenarios that could lead to tracking
failure. When the sensor has been moved too much between frames the ICP algorithm
will be outside its basin of convergence and may fail to converge within the maximum
number of iterations or may converge to some grossly inaccurate pose. The ICP is also
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likely to fail when there are insufficient features in view or too few matched points to
constrain the optimization (for instance when just two planar surface regions are visible,
one translation DOF is unconstrained). Such cases may be detected by checking against
thresholds on the incremental transform parameters (set to 0.2 m and 0.2 rad) and
condition number of the normal system of Equation 3.4 (set to 1000).
In such cases, the system does not integrate the measurements (since they would
corrupt the model and the reconstruction could fail catastrophically). In automatic
processing, this would raise an error. In an interactive scenario, the system may be set
to enter a re-localization mode in which the user is required to move the sensor to the
last known pose [67]. To aid the user in this alignment both the RGB images and depth
maps from the last good pose are compared to the live feed from the sensor. It would
also be possible to perform automatic relocalization using sparse feature matching to do
a coarse alignment.
3.2.3 Model integration using TSDF
The coordinate system of the first captured frame is used as the global coordinate system
throughout. A voxel grid in which the model of the scene is reconstructed is set up
according to the physical volume to be reconstructed (relative to this global coordinate
system). The voxel grid G = {S,W} consists of S and W which contain for each voxel u
the truncated signed distance function (TSDF) values s(u) and weights w(u), respectively.
The voxel grid dimensions and leaf size as well as its location in global coordinates need
to be chosen appropriately. The main constraint on the dimensions of the voxel grid is
limited size of the GPU memory (1GB on the machine used for the experiments). The
leaf size (resolution) is implicitly calculated in terms of the physical volume and memory
available. For example, a 1 m3 cubic volume with 2563 voxels would have leaves of side
3.9 mm and require about 128 MB of GPU memory using 32-bit floating point values. In
the absence of constraints on memory, the voxel leaf size should be chosen of the order
of the effective size of the input depth pixels in order to reconstruct all available detail.
For ease of implementation the projective signed distance function is used (Figure 3.4).
This allows each voxel u to be visited in parallel and the distance along the ray used as
an estimate of the TSDF s(u). The model is updated incrementally as measurements
from frame k are added using a weighted running average:
sk(u) =
wk−1(u)sk−1(u) + wmk (u)smk (u)
wk(u)
(3.8)
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and
wk(u) = wk−1(u) + wmk (u) (3.9)
where smk and wmk are the input TSDF and weight values for the current frame.
2
SDF calculation Iso-surface extraction by ray-casting
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Fig. 3.4 Illustration of voxel grid model generation and extraction. Left: For a given
frame, signed distance values are obtained for each voxel by projecting it onto the image
plane and computing the distance between it and this back-projected pixel. Note that the
truncation is not shown. Right: To extract a depth map, each pixel is back-projected along
its ray starting at the minimum depth dmin and evaluating the tri-linearly interpolated
voxel before skipping to the next. When a zero crossing is detected, ray-casting stops
and the crossing is located more precisely.
The truncation distance µ for the voxel grid affects the minimum thickness of objects
that can be reconstructed (surfaces thinner than µ can interfere with each other). This
distance also affects the speed of reconstruction: larger values of µ allow bigger jumps
when ray-casting (see below). If accuracy of fine detail is important, then µ should be
made as small as possible whilst remaining larger than a few voxel leaf sides. It should
also ideally represent the uncertainty in the depth measurement, which in the case of the
Kinect increases with depth. For the experiments, a minimum truncation distance of 3
times the voxel leaf size was chosen. The support is increased linearly from µ at 0.4 m
range to 70 mm at 5 m range.
A simple inverse depth weighting was chosen for the SDF updates. Other weightings
were considered but found not to be beneficial in this application. Weighting according
to surface normals led to phantom blobs appearing in the scene. A reduced weighting for
rays passing close to depth discontinuities did not produce any noticeable improvement
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in the reconstructions and required extra computation time. The normal correction
factor for projective SDFs was found to introduce artefacts (phantom surfaces appearing
extruded back from depth discontinuities)1.
3.2.4 Ray-casting for tracking
Using the pose from the last frame and the depth intrinsics, a synthetic depth image
is generated by doing a per-pixel ray-cast into the signed distance voxel grid S. Rays
are marched from the minimum depth (set at 0.4 m for the Kinect) and in steps of 0.8µ
(slightly less than the minimum truncation distance) until the sign changes from positive
to negative indicating a zero crossing (refer to Figure 3.4). This skipping provides a
speed-up whilst ensuring that a zero-crossing is not missed. When a zero crossing is
detected, its location is found more precisely by tri-linear interpolation of the SDF before
and after the sign change. If a negative-to-positive transition is found marching stops.
Each of the pixels is ray-cast by a single thread in parallel on the GPU.
3.2.5 Model extraction and saving
After having performed online reconstruction of a scene, one would like to save the model
to a triangle mesh file for later use or further processing (see Figure 3.1). The marching
cubes algorithm is used for this triangulation. Marching cubes outputs a set of vertex
positions and sets of vertex indices corresponding to triangle faces. The model extraction
and saving (to Stanford .PLY files) is done on an ad hoc basis (e.g. every 200 input
frames) since it is not part of the core reconstruction pipeline. As an output file format
PLY was chosen due to its simplicity of implementation and widespread support (e.g. by
the mesh viewer/editing tool MeshLab [MeshLab]).
Projective texturing
Because the system captures RGB images along with every depth map and because the
relative pose of the RGB and depth cameras are known, it is possible to apply a colour
value to each vertex produced by the marching cubes algorithm. The texturing algorithm
works by projecting each mesh vertex into the RGB image and doing a pixel lookup. A
depth map is produced via an OpenGL rendering of the mesh from the point of view of
1This artifact seems to manifest itself in the demo version of the commercially available ReconstructMe
www.reconstructme.net, suggesting that they use this weighting.
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the RGB camera. This depth map is used to check for occlusions and also to check the
proximity of the test pixel to a depth discontinuity.
A simple weighting scheme is used to determine colours for each vertex by incremental
update of a weight and colour frame by frame (analogous to Equation 3.8). The weighting
scheme weights contributions from different frame according to the proximity of vertex to
depth discontinuities in the current frame as well as the angle between the vertex normal
and the camera ray, down weighting contributions for pixels near depth edges and pixel
corresponding to obliquely viewed surfaces. The aim of this weighting scheme is to reduce
foreground/background texture contamination and ghosting caused by any inaccuracies
in the model and/or the camera calibration. To avoid excessive ghosting of texture, a
vertex colour is no longer updated once its colour weighting exceeds a threshold. If a
vertex is not visible from any RGB frame a null colour (medium grey) is assigned. These
per-vertex RGB values are saved into the PLY mesh file.
Mesh simplification and texture mapping
The mesh output by marching cubes is densely sampled, with no triangles bigger than the
voxel diagonal, even for flat (low curvature) surface regions. This can lead to unnecessarily
large mesh files which are inefficient to store, render and manipulate. Some regions with
fine features or high curvature do benefit from having small triangles, however flatter
surfaces can be decimated without loosing any significant detail. The scan of the Alice
statue shown in Figure 3.5 was produced using voxels of side 4.1 mm yielding a raw
output mesh with 830k vertices. Using quadric edge collapse decimation [33], the mesh
can be reduced to 35k vertices, with little loss of geometric detail, but resulting in loss
of detail in the per-vertex colour due to lower resolution sampling. Using [105], texture
maps are generated for the decimated mesh to represent the detailed appearance of the
captured images.
3.2.6 Results and evaluation
Several test scenes were reconstructed using the system to obtain qualitative results on
the sensor tracking and scene reconstruction performance. A weakness of [67] is their lack
of quantitative results on reconstruction accuracy. To address this the present author
performed quantitative tests on scenes with known ground truth geometry. Furthermore,
experiments were performed to determine the resolution limitations resulting from use
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(a) (b)
(c) (d) (e) (f)
Fig. 3.5 Reconstruction of Alice statue from Xtion Pro sensor. a) Decimated mesh (35k
vertices) b) Decimated mesh with texture map applied c) Raw mesh (per-vertex colour) d)
Decimated mesh (per-vertex colour) e) Decimated mesh (texture map colour) f) Texture
map.
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of the Kinect sensor in combination with the KinectFusion volumetric reconstruction
approach.
Indoor scene reconstruction
For qualitative assessment of the system, two indoor scenes were reconstructed. The
scales of the scenes were chosen to demonstrate the system’s ability to work on volumes
ranging from a small tabletop (1 m3) to a medium sized room (64 m3). Table 3.1 shows
voxel grid parameters and final model properties for each scene and Table 3.2 shows
rendered views of the models.
Scene name Deer Office Cube and Sphere
Grid properties x y z x y z x y z
Voxel dimensions 416 416 416 416 416 416 416 416 416
Volume dimensions (m) 1.0 1.0 1.0 4.0 4.0 4.0 0.8 0.8 0.8
Leaf size (mm) 2.4 2.4 2.4 9.62 9.62 9.62 1.92 1.92 1.92
Number of frames used 1,600 3,950 2,800
Number of vertices 493,128 776,407 366,706
Number of faces 971,483 1,449,197 698,959
Table 3.1 Test scene voxel grid and reconstructed model parameters.
Quantitative tests
Due to the nature of the Kinect’s depth map generation process (stereo block matching
of the speckled IR pattern), the size of reconstructed features is inherently limited. The
depth maps produced also suffer from significant levels of quantization and random noise.
However, the fusion of hundreds of frames from slightly different viewpoints integrates
this noise away to produce surface relief with sub-millimetre resolution (despite using
voxels larger than 1 mm). Figure 3.6 shows the test scenes used for the quantitative tests
discussed in the following sections.
Accuracy of geometry
For this experiment, physical objects with known (and easily modellable) geometry were
required. One of these objects is off-the-shelf machined sphere of diameter 76.4 mm
(designed as a calibration object for laser scanners). The other is a cube of side 150 mm
made from 5 mm thick paper-coated polystyrene sheeting and painted matt grey. These
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Untextured model Textured model Sample input RGB image
Deer
Office
Table 3.2 Non-textured (Phong shaded) and per-vertex textured views of two indoor
reconstructed scenes along with a sample RGB source image (not from the same viewpoint)
for visual comparison. The geometry appears detailed, smooth and clean in both models.
The Office texturing exhibits some colour artefacts (e.g. on the wall above the shelves
and on the carpet). This is due to the changing exposure and white balance of the Kinect
RGB camera over the sequence.
(a) (b) (c)
Fig. 3.6 Scenes used to assess geometric accuracy and resolution. a) Cube and sphere
(accuracy) (b) Cylinders (lateral resolution) (c) Paper patches (depth resolution).
objects were placed in a scene, captured with the Kinect and reconstructed together. The
corresponding parts of the resulting mesh were manually isolated and aligned/centred in
MeshLab [? ]. Ground-truth mesh models of the cube and sphere were created using
Blender [Blender Foundation]. The distance from each vertex in the scanned mesh to
the closest point in the ground-truth mesh was computed and error statistics gathered.
Figure 3.7 shows the reconstructed scene along with the reconstructed cube and sphere
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colour-mapped according to (absolute) error. The RMS error for the cube and sphere
are 1.54 and 1.27 mm, respectively and the maximum error about 5 mm for both. The
quality of the reconstructed geometry is generally high, but a noticeable artefact is the
rounding of sharp corners (making the geometry appear to be vacuum packed), as well as
‘lipping’ around corners of objects, resulting from the projective TSDF approximation.
(a)
5.26 mm
0 mm
(b)
4.37 mm
0 mm
(c)
Fig. 3.7 (a) Scene used to assess geometric accuracy. (b) and (c) Colour-maps showing
error in the scanned geometry compared to the ground-truth models (in mm, red is
maximum error). The regions obscured by the mountings were excluded from the error
computation. The surfaces of the cube and sphere visible in the scanned model comprise
55k and 7k vertices, respectively.
Resolution
For the purposes of this discussion assume that the sensor views a scene head-on from as
close as the sensor will allow and with only a small amount of camera movement. The
minimum x and y (lateral) feature dimensions that can be resolved in each frame are then
inherently limited by the size of the blocks used for the sensor’s stereo matching. Likewise
each frame provides a z (depth) value that is quantised (to a minimum of 1 mm at the
closest and increasing with distance [50]). The system’s integration of measurements
over time and from slightly different viewpoints could in addition to de-noising, produce
a super-resolution effect. The size of the smallest resolvable features is also limited
by the size of the voxels used. The system can detect very small narrow structures,
provided they are ‘supported’ by another object close behind them, in which case the
block matches tend to average out to a position slightly closer than the surroundings.
For example, a thin (1.8 mm diameter) wire shows up in the model if it is lying against
a surface, but not if it is in mid-air. To quantify this effect, a set of 12 paper cylinders
of length 65 mm with diameters ranging from 1.8 to 12 mm were scanned (with the
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sensor roughly 0.75 m away). A backdrop plane was positioned at various distances from
0 mm (flush) to 70 mm and the scene scanned and reconstructed for each. Voxels of side
1.53 mm were used.
When the cylinder are flush with the backdrop, traces of each are visible in the relief
of the backdrop, but are flattened and all have a width of about 13 mm (Figure 3.8c). At
backdrop distances between 2.5 and 15 mm traces of the cylinders narrower than 5 mm
remain visible on the backdrop and only the cylinders wider than 5 mm are reconstructed
in position (Figure 3.8c). Beyond a backdrop distance of 20 mm the cylinders wider than
5 mm continue to be reconstructed and little trace of the thinner ones remains on the
backdrop (Figure 3.8c). At this sensor range, 5 mm roughly corresponds to the width of
4 pixels in the depth map, suggesting that the block size used in the stereo matching
may be 4× 4. Note that while it would be possible to use a smaller voxel size (sub-mm)
the voxel size used is not the limiting factor in the experiment.
(a)
 1.8  2.3  3.0  3.5  4.0  5.0  5.5  6.0  7.0  8.0  9.0  12.0
(b) (c)
Fig. 3.8 Results of the cylinder-based resolution test for backdrop distances of (a) 0 mm,
(b) 15 mm (showing ground truth diameters in mm) and (c) 50 mm. The system can
correctly resolve free-standing cylinders of diameter 5.5 mm or greater, but coarse traces
of the thinner cylinders can be seen if they are close enough to the backdrop.
To test resolution normal to the plane of the surface a set of paper patches were
attached to a flat planar surface (covered in the same paper for consistency of appearance).
These patches ranged in thickness from 0.16 mm to 6 mm. A scan was performed to
determine at what point the relief could be resolved. Figure 3.9a shows the model after
integrating only 100 frames - note the large amount of noise. Figure 3.9b shows how the
integration of a larger number of frames has allowed fine-grained (sub-millimetre) relief
to be resolved. Because the signed distance function is continuous, differences in relief of
less than 0.2 mm can be resolved (far smaller than the voxel leaf size of 1.53 mm and
the depth map quantization of 1 mm or more). The model relief measurements were
performed by manually aligning the model with the axes and then taking differences in z
value between the mean of vertices on top of each block and those in a region of the base
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surrounding the block. (Note that much of the discrepancy between the ground-truth
relief and those measured on the model is due to the lens distortion having ‘bent’ the
model slightly, effecting the accuracy of this measurement technique.)
(a)
0.50 (0.54)
0.33 (0.43)
0.16 (0.34)
1.00 (1.12)
0.83 (0.80)
0.67 (0.53)
6.00 (5.93)
5.00 (4.84)
1.50 (1.25)
(b)
Fig. 3.9 Results of the paper patch resolution test after integrating (a) 100 frames, (b)
2800 frames (showing ground-truth relief in mm with relief measured from the model
in brackets). The relief has been exaggerated by 10× for illustration purposes. Blocks
raised from the base by fractions of a mm are clearly visible.
Tracking accuracy
With the hand-held sensor setup used in the experiments, it is not easy to get ground-
truth camera poses for each frame. It is, however, still possible to get useful information
on the quality of the tracked poses by performing the tracking and reconstruction on a
source dataset that has its reverse appended. The camera poses for the corresponding
frames can then be compared by 6D vectors containing their translation and Euler angles.
This was done for the Deer sequence and the results are depicted in Figure 3.10.
The test uses a total of 2× 1200 frames (about 80 seconds). To test the deviation
from the perfectly symmetrical trajectory that would be produced by an ideal track-
ing/reconstruction system, the difference between pose parameter vectors was taken for
each pair of corresponding frames. There is a small level of noise throughout the first
500 frames. Near frame 400 there is a spike (40 mm and 7◦) for a few frames where
the tracking was poor. The tracker recovers from this. After frame 600 the tracking
contains small errors over a prolonged period which introduce a small bias in the model
consequently a small bias is introduced to the pose. It can be seen that during ‘clean’
tracking periods the levels of high-frequency noise are very low and the offset does not
accumulate significantly.
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Fig. 3.10 Left: Tracker estimated camera trajectory for complete Deer sequence (note
approximate symmetry about half way though at which point the reversed sequence
begins. Right: difference between estimated camera pose parameters at corresponding
frames.
Reconstruction cycle timing
CPU ticks were used to get time references before and after each stage in the reconstruction
cycle. Table 3.3 shows the recorded timings of each stage compared to those reported by
Newcombe et al. [67]. The author used an NVidia GeForce GTX 560 Ti OEM graphics
card (with 1280 MB of RAM) on a host machine with a 3.4 GHz Intel Core i7 CPU.
Because Newcombe et al. have not included their hardware details the timings are not
directly comparable, but the significantly longer times for several of the stages suggest
that the present author’s GPU implementation could be further optimised.
Stage timing (ms) Newcombe et al. This work
Image and depth map reading (HDD) - 66.5 ± 0.6
Filtering and normal map estimation 1 5 ± 0.3
Data association 3 1.24 ± 0.1
Pose optimisation 6 51.7 ± 0.3
Ray-casting for depth map generation 5 27.3 ± 3.7
Surface measurement integration 10 44.7 ± 4.3
Complete cycle 25.0 (full 30 fps) 208.3 (≈4.8 fps)
Table 3.3 Approximate timing for each stage in the reconstruction pipeline (4163 voxel
grid). Note that these computation times and the memory requirements of the system
do not increase over time allowing the system to be used online without running out of
resources.
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3.2.7 Increasing registration robustness
When attempting to reconstruct scenes dominated by large flat surfaces such as floors or
walls, the point-to-plane ICP registration is liable to slide along these planes, resulting in
gross registration errors (and hence model corruption). To increase registration robustness,
each point in the ICP optimization can be weighted according to a histogram of normals
(in 2D angular space). This modification was found to allow correct registration of the
Pool table scene, which failed using unweighted ICP due to the dominance of a single
plane in the scene (Figure 3.11). The normal histogram weighting is similar to the
approach of sampling uniformly from the angular buckets discussed by Rusinkiewicz and
Levoy [82], but retains all samples.
(a) (b) (c) (d)
Fig. 3.11 Normal histogram weighting to improve registration robustness of KinectFusion.
a) Histogram of normals b) Model normals, c) Model uniform colour d) Model RGB
texture.
3.3 Online surfel-based fusion
Keller et al. [49] propose an alternative method of GPU-accelerated online rigid geometry
fusion similar in many respects to KinectFusion, but using a surface element (surfel)
representation rather than a volumetric grid. Keller’s method also contains a simple
mechanism for detecting and removing dynamic outliers from the fused representation.
Keller’s method was re-implemented for comparison with the volumetric KinectFusion
approach. An overview of the method is presented below; further details can be found in
[49].
3.3.1 Overview of method
The representation used for fusion and the output model is a flat (unstructured) array
of surfels. Each surfel primitive consists of a position p, normal n, radius r, confidence
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c, timestamp t (last frame observed), and colour. A closeup of the surfel primitives
is shown in Figure 3.12 which illustrates these properties. The density of modelled
surfels corresponds directly to the input depth sample density. Correspondences between
incoming depth measurements and the surfel IDs are established by projection into a
super-sampled lookup image for the current depth frame. The fusion technique is similar
to TSDF fusion, in that it is based on a running weighted average of observations. As
with KinectFusion, ICP registration is performed using a depth map synthesized from
the current model. In this case, the depth map is synthesised by splat rendering the
surfels using a graphics shader which outputs an oriented hexagon for each surfel (rather
than the ray-casting used in the volumetric approach).
At the start of the reconstruction, new surface points are assigned zero confidence.
As the corresponding surface point is re-observed in incoming frames, its position and
normal are averaged with the incoming measurements and the confidence value increased.
Surfels with a confidence below a certain value cstable are referred to as ‘unstable’. The
unstable points are excluded from the registration stage, so as to increase robustness to
outliers and dynamic elements in the scene.
An additional feature of the method of Keller et al. [49] is to a simple online labelling
of dynamic elements in the scene. This is performed by detecting model surfels which are
outliers w.r.t. the current input frame, performing a region growing operation to expand
the detected dynamic region, and demoting all these surfels to unstable status (with a
weight just below the stability threshold cstable). The demotion to unstable status aims
to prevent dynamic objects from contaminating the (static scene) model by immediately
removing them from the registration point set, but allows the points to be reintroduced,
if the object stops moving and the points attain stable status once again.
3.3.2 Comparison with volumetric fusion
Synthetic data
A 2000 frame synthetic dataset, Tabletop, was created specifically to compare the
performance of the two methods in terms of reconstructed geometry fidelity, camera pose
estimation accuracy and functioning in the presence of dynamic content in the scene.
The test scene, a tabletop 1.8 m across with various objects on it, is shown in Figure 3.13.
It contains thin and narrow structures as well as a toy car that moves across the table.
The virtual RGBD camera moves smoothly, around the scene as well as up and down.
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(a) Normals (b) Confidence (c) Colour
Fig. 3.12 Close up of surfel representation for reconstruction. The representation consists
of an unstructured set of points with additional properties including normal, radius,
confidence, and colour. The points are rendered using hexagons. The confidence value is
visualized using the following colour scale: 0 30.
Fig. 3.13 Three frames from the RGBD rendering of the 2000 frame Tabletop test scene
for assessing the performance of surfel-based fusion and volumetric fusion. Note the
narrow and thin objects as well as the moving car (which is static for the first 400 frames
of the sequence).
Note that versions of the patches and cylinders, cube and sphere used in the real-world
quantitative experiments from Section 3.2.6 are present in this synthetic scene.
The registration performance of volumetric and surfel-based fusion were evaluated
for four variants of the Tabletop scene. The variants are the combinations of clean
depth/simulated Kinect noisy depth (using [50]), and static geometry only/with the
moving car. The absolute error in position and orientation w.r.t. ground truth is plotted
in Figure 3.14. Both the volumetric and surfel-based approaches produce good tracking
on the clean data, with or without the moving car present. On the moving car variant the
surfel-based registration fails when the car starts moving (at frame 400). A summary of
the registration and reconstruction performance for each variant is presented in Table 3.4.
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Fig. 3.14 Comparison of volumetric and surfel-based ICP registration performance on
the four variants of the Tabletop sequence. a) Clean depth, no moving objects b) Clean
depth, with moving car c) Noisy depth, no moving objects d) Noisy depth, with moving
car (note that the car moves from frame 400 onwards, which at which point the ICP
loses track in this variant).
To directly compare the quality of the surface reconstruction between the volumetric
and the surfel-based methods, a tests was performed in which the two systems were fed
the ground truth camera pose trajectories, with the version of the scene not containing
the moving car. This factors out any differences resulting from error in ICP registration
and handling of dynamic geometry. To make the reconstructed geometry of similar
density between the methods, the voxel size for the volumetric tests was chosen such as
to produce roughly the same number of vertices as surfels are produced by the surfel-
based tests, roughly 1.5M in each case. Figure 3.15 visualizes the Hausdorff distance
between the ground truth geometry and the reconstructions with each method. The RMS
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RMS position RMS orientation RMS recon. Num. model
error (mm) error (deg) error (mm) elements (M)
Variant Vol. Surf. Vol. Surf. Vol. Surf. Vol. Surf.
F GT C - - - - 3.47 1.08 1.14 1.55
F GT N - - - - 3.73 1.04 1.07 1.58
F ICP C 9.54 12.17 0.27 0.21 4.09 3.12 1.20 1.59
F ICP N 8.05 19.77 0.20 0.27 4.18 3.28 1.20 1.67
M GT C - - - - 3.56 1.08 1.08 1.65
M GT N - - - - 3.78 1.04 1.11 1.67
M ICP C 8.87 11.99 0.23 0.23 4.19 3.76 1.23 1.68
M ICP N 7.69 2139.50 0.19 138.83 4.21 (failed) - -
Table 3.4 Registration and geometric accuracy for the Tabletop scene, using volumetric
(Vol.) and surfel-based (Surf.) reconstruction approaches. The variants are as follows:
fixed geometry only (F)/ with moving car (M); ground truth (GT)/ICP (ICP) camera
registration; and clean (C)/noisy (N) depth maps.
error for the surfel fusion method is 1.1 mm, compared to 3.5 mm for the volumetric
method. Qualitatively, the surfel fusion approach does not suffer from ‘lipping’ artifacts
in reconstructions from TSDF fusion - the square edges of the cube are more faithfully
reproduced. The TSDF fusion process also cannot handle very thin objects viewed from
both sides because the opposing surfaces can ‘cancel each other out’ leading to artifacts.
The surfel fusion method can handle thin surfaces without such artifacts, even for the
zero-thickness sheet shown in the upper right of the scene in Figure 3.15. The surfel
method is also able to resolve the second smallest cylinder, which is not resolved by the
volumetric method, since it is the same diameter as the size of a voxel (2.2 mm). (Neither
of the methods can resolve the smallest cylinder which is a single pixel thick in some
input depth frames, and not visible at all in others.)
The method proposed by Keller et al. [49] for segmenting out dynamic regions of the
model is based on detecting inconsistencies between the incoming depth and the surfel
model. The labelling is based on the value of the confidence field of the surfels, which
begins at zero and increases as observations are added. This confidence field is analogous
to the weight in the signed distance fusion in volumetric reconstruction. The progression
of fusion is shown in Figure 3.16, which shows surfel confidence via a colour coding.
Surfels with confidence bellow a threshold are labelled as ‘unstable’. Unstable points are
excluded from the ICP registration. A ‘dynamics map’ is seeded with all registration
outliers and a region growing approach based on position and normal similarity between
neighbouring points is applied. Modelled points in the model marked in the dynamics
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(a) Volumetric fusion (b) Surfel-based fusion
Fig. 3.15 Hausdorff distance (0 5mm) between ground truth and reconstructed
geometry for the two fusion approaches (using ground truth camera pose, no scene
motion and clean depth maps). Note that the volumetric approach has lost the narrow
and thin structures and that it exhibits lipping artifacts on corners of the cube.
map are demoted to unstable status. The region growing method used is fairly simplistic
and does not work robustly in all scenarios. For example, as new model points are added
at the edge of the frame (e.g. a floor or tabletop) as the camera pans, they will initially
be unstable, and thus have no ICP correspondence, the dynamics depth map points in
this region could then be expanded by the region growing to cover a large static area
(e.g. the rest of the surface of the desk). In the test example of the Tabletop scene, the
segmentation approach was not able to prevent the model from being corrupted when
the car begins to move.
Real data
The drift evaluation approach described in Section 3.2.6 was used again to compare the
two reconstruction approaches on real data: a 900 frame time-mirrored sequence (450
frames played forward and then in reverse) was generated from the Office capture. The
magnitude of the difference in estimated camera position and orientation were evaluated
for both volumetric and surfel based reconstruction methods and the results are shown in
Figure 3.17. Note that the surfel based method proves less robust on this real data, with
an accumulated drift of 5 cm compared to 1 cm for the volumetric method. The effect
of this is demonstrated in Figure 3.18 which shows the final reconstructed models and
posed depth map for the first and last frames. Note that because the pose is defined as
identity at the first frame, and because the last frame corresponds to the same recorded
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(a) (b) (c)
(d) (e) (f)
Fig. 3.16 Splat rendering showing progression of surfel-based fusion of the Tabletop
sequence. The confidence value is visualized using the following colour scale: 0 30,
where the black line is the stability threshold. In a)-c) the car is stationary. In d)-f) the
car is moving. Note the demotion of points on the car to unstable when it starts moving
as well as the low confidence of new surfels on the moving car, each of which are not
consistently observed for long enough to achieve stable status.
frame, the true pose at the last frame is also identity. The camera offset from the origin
can be seen in the last frame, particularly for the surfel-based method. The gradual
accumulation of drift in pose goes hand-in-hand with accumulated drift in the model.
Therefore, the depth map in the last frame is consistent with the depth map, which
means that the depth map and model are inconsistent with one another at the first frame.
This mismatch is larger for the surfel-based method on account of the greater level of
drift. The surfel-based reconstructed surface is also less complete than the volumetric
surface, since some surface regions are only briefly observed in the input, meaning that
they are treated as outliers by the surfel fusion algorithm.
A surfel-based reconstruction for the Alice scene is shown in Figure 3.19. As with the
Office scene, the reconstruction accumulates drift, which in this case precludes consistent
reconstruction of the head of the statue when the loop is closed, resulting in an inferior
reconstruction (compare with the high quality KinectFusion result in Figure 3.5).
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Fig. 3.17 Difference in pose between corresponding frames in time-mirrored image Office
sequence as reconstructed using the volumetric and surfel-based approaches. Note the
relatively large error for the surfel-based approach.
Computational resources and storage
Overall computation times are of the same order of magnitude for a volumetric and
surfel-based reconstruction cycle with ICP taking about 15 ms and, fusion taking about
25 ms. The flat array of surfels used in the surfel fusion approach has a memory footprint
proportional to reconstructed surface area, whereas that of the fully allocated volumetric
grids of KinectFusion is proportional to scene volume (regardless of occupied surface area).
For a roughly equal sampling density, and typical scene content, the surfel representation
is far more compact. For the example scene presented here, the 2 m2 voxel grid containing
180M voxels requires 1.4 GB to store, compared to just 72 MB for the comparably detailed
1.5 M surfel array (assuming 4 byte data types are used throughout).
Note that the density of the surfels is directly set according to the local input sample
density, and it is not necessary to define a limited spacial extent for the reconstruction
up front as with a voxel grid. The surfel set can be saved to PLY format using the
radius field for each point, yielding a file of comparable size to a mesh, which stores edges
instead of the radius field.
3.4 Conclusion
Two state-of-the art static scene 3D reconstruction systems were re-implemented in this
chapter, the volumetric KinectFusion of Newcombe et al. [67] and the surfel-based fusion
of Keller et al. [49]. At the time these experiments were performed, no publicly available
implementations existed. While no significant alterations were added to the baseline
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(a) Volumetric reconstruction
(b) Surfel-based reconstruction
Fig. 3.18 First (left) and last (right) frames in the time-mirrored Office sequence using (a)
volumetric and (b) surfel-based reconstruction. The input depth map is shown projected
into the reconstructed model. For the surfel-based reconstruction, note the significant
pose offset from identity in the right-hand frame and misalignment of depth and model
in the left-hand frame.
systems, a more detailed analysis of reconstruction performance was performed here than
is presented in the original papers, in particular further consideration of the resolution of
and artifacts present in the resulting models.
The volumetric and surfel-based systems are able to register and integrate hundreds
or thousands of noisy Kinect depth maps in an online manner and produce metrically
consistent models of static scenes. Tests with known ground truth geometry show that
the RMS error on desktop-scale scenes is typically under 2 mm and features as small as
5 mm in diameter can be resolved.
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(a) Surfel model (b) Surfel model showing depth frame
Fig. 3.19 Surfel fusion reconstruction of the Alice scene. Note the inconsistency between
the left and right side of the statue’s head as a result of drift.
The frame-to-model ICP tracking approach proposed by Newcombe et al. [67] mitigates
the accumulation of error, which would be more severe with frame-to-frame tracking
and thus helps maintain the level of detail in the reconstructed models. The results
demonstrate that the Kinect v1 with the KinectFusion algorithm yields 3D models of
acceptable quality for set modelling applications requiring medium resolution metrically
accurate proxy geometry (though not accurate enough for high-quality rendering of CGI
images of a set).
Assuming adequately small voxels (of the order of the depth pixel size), the main
limiting factor in reconstruction resolution is the image (domain) resolution rather than
the noise and quantization of depth values (range), which can be integrated away over
time as frames are added. (The case is similar for the surfel-based representation, where
the model resolution corresponds directly to the input sample density, rather than
depending on a separately specified voxel size.)
In [95], the Kinect sensor is shown to exhibit device-specific systematic biases in
depth values for each pixel and a per-pixel calibration method is proposed to correct it.
These distortions can for instance cause warping of the geometry towards the camera in
the outer regions of the depth maps. This does not affect inward-looking 360◦ coverage of
a scene (e.g. the Deer in Table 3.2), but affects performance when attempting outward-
looking 360◦ coverage of a whole room where the error more readily accumulates and
results in drift preventing consistent reconstruction when the loop is closed. Results
might be improved by pre-correcting the input depth maps using the technique of [95].
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Alternatively one could use an offline large-scale reconstruction method such as Zhou et
al. [116], which employs global optimization of the sensor pose and scene geometry.
One of the most prominent reconstruction artefacts manifested by the volumetric
method is ‘lipping’ at sharp corners (which results from the projective approximation to
the true signed distance function [48]). This is particularly noticeable at the edges of the
cube in Figure 3.7b. The surfel-based approach does not suffer from this type of artifact,
thus given clean data and the simulated condition of ground truth camera pose trajectories
and clean depth, it produces cleaner geometry. However under real-world conditions,
i.e. using noisy Kinect depth and ICP for camera pose estimation, registration and
reconstruction were found to be more robust using the volumetric fusion representation.
This may be due to specific implementation details (e.g. rounding behaviour), or perhaps
qualitative differences in depth maps from ray-casting vs. hexagonal splat rendering.
3.4.1 Extension to dynamic reconstruction
The re-implementation of the fusion methods was undertaken with the aim of gaining
insight into the characteristic of each and using them as a foundation on which to build
techniques for handling non-rigid scenes. The volumetric and surfel-based static scene
fusion discussed in this chapter were both considered in terms of possible extensions to
handle dynamic scenes and aspects of both approaches have, in varying degrees been
used in the subsequent work in this thesis.
A logical extension of the static scene KinectFusion involves instantiating multiple
volumes for parts in a piece-wise rigid approximation of dynamic scenes. This is first
discussed in the Chapter 4, for the specific case of modelling articulated structures such
as people, or manually pre-segmented objects. A multiple voxel grid setup also forms part
of the hybrid approach presented in Chapter 6, where it is applied to general dynamic
scenes, without requiring a manual pre-segmentation.
The surfel-based approach [49] was designed to reconstruct static scenes, but has the
capacity to label points in the model as dynamic. The method is limited in scope to
the removal of detected dynamic regions from the static model, which is of interest; any
dynamic parts of the scene are regarded simply as outliers and are not themselves tracked
or reconstructed. The array of surfels is added to, removed from, and refined as incoming
measurements are incorporated, but no temporal information is stored (apart from the
camera pose). If the method were to be extended to reconstruct dynamic regions, it
would be necessary to introduce a framework in which the surfels contain more structure
than the simple flat array of Keller et al. [49]. Specifically, each surfel either needs to
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have its own individual motion trajectory, or be fixed in some intrinsic space which has a
motion trajectory in global (extrinsic) space. Such a framework is proposed in Chapter 5,
in which a ‘surfel graph’ input consisting of a relatively sparse set of tracked surfels with
estimated connectivity is modelled via an iterative batch process of segmentation, shape
and motion estimation.
Chapter 4
Volumetric piece-wise rigid
reconstruction
4.1 Introduction
As motivated in the first chapter, reconstruction of shape, motion and appearance of
dynamic scenes has several application areas including content creation and analysis.
Most current approaches to dynamic reconstruction require multiple video cameras
and/or depth sensors. In this chapter the aim is to reconstruct scenes using only a single
low-cost commodity RGBD sensor (such as a Kinect). This work aims to extend previous
work on depth-based camera tracking and reconstruction of rigid surface geometry to
articulated structures with piecewise rigid surface geometry, in particular people. The
focus of this chapter is thus on scenes containing static background geometry and a single
moving human subject.
The proposed method takes as input a sequence of RGB images and depth maps
captured from an RGBD sensor that may be either fixed or hand-held. A further input
to the system is the noisy and anatomically approximate skeletal pose of the subject at
each frame, as obtained from the depth maps by an off-the-shelf skeletal tracker. The
output of the system is a set of textured part meshes and their poses at each frame in
the sequence, which together form a piecewise rigid representation of the dynamic scene.
A set of moving voxel grids is used to integrate surface measurements for each
articulated part (e.g. a forearm, head, etc.) while a single static grid is used for the
background scene, from which the camera pose is estimated (see Figure 4.1). The poses
of the part grids are tracked sequentially using the skeletal pose as initialization and
refining the pose by performing an ICP-based registration between incoming frames
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Fig. 4.1 Reconstruction of dynamic human subject and static background scene along
with side view of the input depth frame, which is heavily quantized. The proposed
piece-wise rigid volumetric reconstruction approach produces a temporally consistent,
less noisy and more complete representation of the performer and background scene.
and synthetic frames ray-cast from the integrated model. The registration also includes
matches based on optical flow between successive RGB frames as well as terms based on
the deviation of part pose from the input skeletal pose. Heuristic rules (with parameters
trained from the data) are used to assign depth measurements to single parts in cases
where their voxel grids overlap, which helps prevent generation of spurious geometry.
The proposed approach is summarised in Figure 4.2.
The model surfaces are incrementally extended and refined as new depth measurements
are integrated and new parts of the surface become visible. The set of accumulated
surfaces can be extracted at any frame using marching cubes [59] after which a per-vertex
texture is applied to the resulting mesh by back projecting colours from the RGB images
onto each vertex, subject to a visibility test with all parts. These meshes together with
the sequence of sensor and part poses allow the reconstructed dynamic sequence to be
played back. The resulting 3D geometry is more complete and less noisy than the raw
2.5D geometry contained in each input depth map, while being temporally consistent,
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potentially allowing editing of shape, motion and appearance of a captured performance
and/or background scene.
4.1.1 Previous work
As discussed in detail in the previous chapter, the KinectFusion system [67] produces
models of rigid scenes from a Kinect depth sensor using Truncated Signed Distance
Function (TSDF) [19] measurement integration and point-to-plane ICP registration [17]
between incoming depth frames and the synthetic depth frames ray-cast from the TSDF
model. GPU parallelization allows KinectFusion to run at video-rates. In this chapter
the KinectFusion approach is extended to allow reconstruction of piece-wise rigid scenes
containing a background and a person, using in addition to the RGBD sequence, a
tracked skeletal pose sequence. (In principal the proposed representation could support
multiple tracked skeletons and additional moving objects in the scene.)
In [15], three depth sensors are used to automatically derive articulation constraints
and reconstruct motion and geometry, while [112] use three Kinects to perform articulated
tracking with prior laser-scanned models of the subjects. Weiss et al. [108] use a single
Kinect to fit a parametric body model from SCAPE [2], which represents the human
body using a pre-defined set of parameters for pose and shape. In the current work, only
a single sensor view is available, and no prior surface scans or parametric body models
are used, resulting in a simpler capture setup and enabling capture of detail of clothing
and body which may not be present in a pre-defined parametric model.
Iterative Closest Point (ICP) algorithms have been widely used for the alignment
of point clouds, typically using the sum of squared point-to-point [5] or point-to-plane
[17] distances between matched points, where the point matches are re-estimated at
each iteration. These registration algorithms tend to work best on geometry that has
enough implicit features to constrain the transforms. In the registration of human parts,
there are typically at least two degrees of freedom which are not well constrained by
their geometry (consider an upper/lower limb which could rotate about its axis and
translate along its axis without affecting the closest point error). This motivates the need
for additional constraints in the registration cost function. Image assisted depth map
registration has been proposed in [107], where optical flow on luminance images is used
to obtain point correspondences. In the current work, point-to-point correspondences
from optical flow and point-to-plane correspondences from 3D depth points are combined
with skeletal pose constraints to robustly register parts.
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The ICP framework has been extended to articulated bodies e.g. in [77] and [26].
Such approaches are unsuitable for this application where it is assumed that the skeletal
input available from a third-party tracker is noisy, tracked joint positions may differ from
the true anatomical joint positions by several cm, and critically bone lengths are not
maintained (see Figure 4.8). Here, therefore, skeleton tracking is used as an additional
data term in a per-part registration framework rather than to enforce articulation as a
hard constraint. A possible alternative approach would have been to attempt to fit a
more anatomically correct skeleton, with fixed bone lengths to the input tracker data.
This would require the input tracked motion to be retargeted to this estimated skeleton
and would have increased system complexity considerably.
4.2 Registration and model integration
4.2.1 Contributions
A single moving RGBD sensor is used to capture a scene containing static background
geometry and a moving human subject. Using the captured depth maps, RGB images and
approximate skeletal tracking as input, the aim is to track the sensor and simultaneously
build a piecewise rigid model of the dynamic human subject without using any pre-
scanned surface models. This representation of the human body as piece-wise rigid is a
simplification; it does not represent detailed deformations of muscles and loose clothing.
This work contributes a novel method for reconstructing dynamic motion and geometry
of human performances along with background scenes. The base-line KinectFusion
algorithm is extended by instantiating a set of part volumes according to an appoximate
skeleton. These part volumes are tracked from a single sensor using a novel multi-modal
registration approach which leverages prior skeleton, depth and image information to
more reliably track the individual parts, and finally depth to part assignment rules are
proposed to assign input to the appropriate part when they overlap.
4.2.2 Overview of approach
The background scene is treated as a static object fixed in the global reference frame,
and the human body is treated as a piecewise rigid set of surface parts associated
with an articulated skeleton. The TSDF representation (see Section 2.3.1) is used to
integrate depth measurements into models. TSDFs are well suited to integration of
surface measurements of general rigid scenes where shape and topology are unknown,
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Fig. 4.2 Overview of the proposed reconstruction system. The core registration/integration
cycle is shown in blue.
incrementally building and de-noising the surface model as new depth measurements are
added. Here the standard projective TSDF fusion approach as discussed in Section 3.2.3
is modified and extended to integrate observations of both the static background and
piecewise rigid parts of the foreground (see Figure 4.1).
The moving RGBD camera pose is estimated using point-to-plane ICP between input
depth maps and background TSDF model. This strategy is shown in [67] to be less
susceptible to drift than frame-to-frame ICP between successive input frames. To increase
the robustness of this camera pose estimation approach, the present approach also uses
point-to-point terms obtained via optical flow on the RGB images.
Because the subject is moving during the capture, the parts also need to be tracked
over the sequence. One of the main difficulties with using ICP for this is that the parts
typically occupy a relatively small portion of the frame (compared to a static background)
and therefore provide far fewer measurements. This, along with symmetries in the parts,
makes standard ICP inadequate for part tracking, even when colour images are used as
well. A method is proposed for including noisy joint pose data from the skeletal track in
the part registration in order to initialize part pose at the start of registration and also
as an extra constraint in the optimization.
In practice, the bounds of two or more part volumes often partially overlap with
one another, not only where the underlying surface is continuous (e.g. between the
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upper and lower arms), but also between non-connected regions (e.g. the lower arm
and the chest). To mitigate the generation of spurious geometry in the reconstructed
surfaces, a mechanism is therefore required for the assignment of surface measurements
to individual parts. This part data association approach is based on the measurement’s
relative proximity to simple prior models of each part, which are automatically initialized
for the subject using the first input depth frame.
4.2.3 Definitions
The input to the system is a sequence of frames Fk := {Dk, Ck,Sk} where Dk is the depth
map, Ck is the RGB image and Sk is the skeletal pose estimate at frame k ∈ [k0, kend].
For brevity, the dependence on time is omitted unless required.
The depth map D := {d(u, v) : 0 ≤ u < wd, 0 ≤ v < hd} where d(u, v) is the
measured depth in metric units at pixel coordinates (u, v) and wd and hd are the image
dimensions. For pixels where no measurement is available d = 0. A 3D point map
P := {p(u, v) : 0 ≤ u < wd, 0 ≤ v < hd} is defined where
p(u, v) = d(u, v)K−1d [u v 1]T (4.1)
is the re-projected depth point in depth sensor coordinates, from which a normal map
N := {n(u, v) : 0 ≤ u < wd, 0 ≤ v < hd} is estimated using the adjacent pixel
neighbourhood [67].
C := {c(u, v) : 0 ≤ u < wc, 0 ≤ v < hc} is the RGB image, where c(u, v) is the
measured RGB vector at pixel coordinates (u, v) and wc and hc are the image dimensions.
The input skeletal pose estimate S := {Jj : 0 ≤ j < q} where q is the number of
joints. A joint Jj := {Tj, rj, tj}, consists of a pose Tj (w.r.t. the depth sensor coordinate
system), and pose estimation confidences rj ∈ [0, 1] and tj ∈ [0, 1] for the joint position
and orientation, respectively.
Let M be a set of parts M , indexed by m. Each part m has a voxel grid Gm =
{Sm,Wm} with Sm := {sm(u, v, w) : 0 ≤ u < wm, 0 ≤ v < hm, 0 ≤ w < dm} and
Wm := {wm(u, v, w) : 0 ≤ u < wm, 0 ≤ v < hm, 0 ≤ w < dm}, where sm(u, v, w) and
wm(u, v, w) are, respectively, the signed distance value and weight at voxel position
(u, v, w), and wm, hm and dm are the width, height and depth in voxels, respectively.
Each part grid also has metric voxel size sm, metric offset ton between the grid coordinate
origin and the origin of the local part coordinate system, and global pose trajectory Tmk .
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Fig. 4.3 Left: skeletal pose. Centre: defining part pose and size in terms of joint poses.
Right: initialized part sized and positions.
4.2.4 Skeletal model and initialization of parts
The proposed representation consists of two volumetric models which are simultaneously
built from the RGBD observations: a global rigid background scene model Mbg :=
{Gbg} and a generic piecewise rigid model consisting of n human body parts: Mh :=
{G0, . . . , Gn−1}. The parts in Mh have their metric grid dimensions and coordinate
system defined using the skeletal data from the first frame S(t0) (refer to Figure 4.3).
Note that the voxel size is fixed across human parts, ensuring a consistent resolution of
the output human body mesh.
The known skeleton joint connectivity defines a base and end joint for each part.
Let λ(m) denote index of the base joint of part m ∈ Mh. The base joint pose of the
part defines the part coordinate system with the part bone along one of its axes. Thus
given this origin and orientation, it remains to set the six sides of the grid. The sides
orthogonal to the bone axis are set using the base and end joint positions, the sides
parallel to the bone axis are set based on expected anthropometric ratios for limb width
to length dimensions giving part volumes which are sufficient to enclose the part surface.
The list of parts and joints is given in Table 4.1.
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Part Type Base joint End joint Base ext. End ext.
1 Head VP Neck Head -0.15 0.5
2 Upper L arm HP L shoulder L elbow 0.15 0.1
3 Upper R arm HN R shoulder R elbow 0.15 0.1
4 Lower L arm HP L elbow L hand 0.1 0.4
5 Lower R arm HN R elbow R hand 0.1 0.4
6 Chest VP Torso Neck 0.1 0.4
7 Abdomen VN Torso R hip 0.1 0.25
8 Upper L leg VN L hip L knee -0.1 0.1
9 Upper R leg VN R hip R knee -0.1 0.1
10 Lower L leg VN L knee L foot 0.1 0.2
11 Lower R leg VN R knee R foot 0.1 0.2
Table 4.1 Rules for deriving part volumes from the NiTE skeleton joints. Types denote
the direction of extension (Vertical/Horizontal Positive/Negative) of the part from its
axes (the joints are all co-oriented when the subject is in a ‘T’ pose). The base and end
extension factors are the fraction of the bone length (inter-joint distance) by which the
part should extend beyond the end of the bone.
4.2.5 Camera and part registration
In a reconstruction cycle, the current frame k is referred to as the source and the previous
frame k − 1 is referred to as the target. Define Fmk−1 := {Dmk−1, Ck−1,Sk−1}, where Dmk−1
is the synthesized version of Dk−1 obtained by ray-casting into the voxel grid Gm from
the perspective of the depth camera at frame k − 1.
The depth camera pose Tdk is estimated by registering Fk against F
bg
k−1 using Tdk−1 as
initialization. Then for each moving part m ∈Mh pose Tmk is estimated by registering
Fk against Fmk−1 using the estimated skeletal pose from S(k) as initialization. Note that
in the case of background part registration the camera moves and the part is fixed in
global coordinates (moving source), but in the case of human part registration, the
camera is fixed and the part moves (moving target). However, for ease of exposition, it
is more convenient to have a unified formulation for both camera and part registration.
Therefore for each part m ∈Mh, the camera is re-registered to give an ‘apparent camera
pose’ Td,mk and the actual part pose Tmk is simply obtained using the inverse of apparent
camera pose change:
Tmk = (T
d,m
k (Tdk)−1)−1Tmk−1. (4.2)
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4.2.6 Registration cost function
The aim of the registration process is to find the rigid body transform that brings source
3D points Pk into alignment with target points Pmk−1 (from the ray-cast depth map of
part m) according to an alignment cost function. The proposed registration system is
based on ICP with point-to-point and point-to-plane distances as well as an additional
constraint based on skeletal pose. At each iteration a cost function is minimized w.r.t. an
incremental pose T˜. The per-iteration registration cost function for a part m at frame k
is
Em,k(T˜) = Epm,k(T˜) + woEom,k(T˜) + wsEsm,k(T˜) (4.3)
where Epm,k(T˜) is the point-to-plane term, Eom,k(T˜) is the point-to-point term and Esi,k(T˜)
is the skeletal pose term as described in detail in the following subsections. Weights wo
and ws control the relative contribution of each error term. In the experiments, equal
weighting is used for projective and optical flow matches (wo = 1), and the skeletal
contribution is set to ws = 3000. The relatively large weighting for ws compensates
for the relatively small number of skeletal constraints compared to number of depth
data-points available for the part, but still allows the point registration to have a more
of an effect when more point correspondences are available.
Projective matching and point-to-plane error
An important part of the registration is the data association process. Formally, the
data association process assigns each source depth point pk(us, vs) to a target depth
point pk−1(ut, vt) via a function Ω : (us, vs)→ (ut, vt). The projective data association
algorithm [6] is defined as
Ωp(us, vs) = ρ
(
Kdρ
(
(Tdk−1)−1Tdkp˙k(us, vs)
))
(4.4)
subject to consistency checks on position and normal compatibility (see Figure 3.3). The
point-to-plane error term Epi,k(T˜) uses the point matches from the projective association
and is defined as
Epm,k(T˜) =
∑
Ωp(u,v)̸=null
ρ
(
T˜Tdkp˙k(u, v)−
T˙dk−1p˙mk−1(Ωp(u, v))
)
· nk(u, v).
(4.5)
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Note that for a particular part m, only target points from part m will be included in
Equation 4.5 since the target points come from the rendering of that part model, not the
entire depth map.
The point-to-plane distance is generally preferred over point-to-point as it tends to
converge faster. However it does not constrain the transform when the geometry is highly
uniform, even when given matches obtained using another modality (e.g. optical flow on
images). Therefore point-to-point error is also used in the proposed registration.
Optical flow matching and point-to-point error
For the point-to-point matches, an optical flow-based data association Ωo(us, vs) is used,
where the 3D depth point correspondences are inferred via the 2D correspondences from
optical-flow on the images (similar to [107]). As illustrated in Figure 4.4, the principle
of this method is that correspondences between source and target RGB image pixels
obtained by optical flow can be directly related to points in the respective depth maps
using the camera calibration.
A flow field O is defined as Ok,k−1 := {fk(u, v) : 0 ≤ u < wc, 0 ≤ v < hc} where
fk(u, v) = (∆u,∆v) is the estimated flow vector from source pixel ck(u, v) to the target
image Ck−1. In the experiments Farneback optical flow [24] was used (on grey-scale
versions of the RGB images). Further, a depth map Dˆk−1 is defined as the target depth
map Dk−1 re-targeted using the position TcdTdk−1 and intrinsics Kc of the target RGB
camera by OpenGL rendering a polygonised version of the point map Pk−1 and extracting
the depth buffer. Let Pˆk−1 be the 3D point map of Dˆk−1.
Smooth, featureless image regions of the RGB images are likely to produce poor optical
flow vectors which should not be used in matching. To avoid using flow vectors from
smooth regions, a mask Mk := {mk(u, v) : mk(u, v) ∈ {0, 1}, 0 ≤ u < wc, 0 ≤ v < hc} is
computed, which labels source RGB pixels as either reliable (1) or unreliable (0). Mk is
generated by thresholding the magnitude of the second order derivative image of Ck and
applying morphological dilation, giving mk(u, v) = 0 in uniform regions and mk(u, v) = 1
in textured regions.
The data association then proceeds as follows: For each re-projected source point
pk(usd, vsd) ∈ Pk, project into Ck to find the corresponding source RGB pixel
[usc, vsc]T = ρ
(
Kcρ
(
T−1cd p˙k(usd, vsd)
))
(4.6)
4.2 Registration and model integration 75
Source Depth Source RGB Target Depth
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Fig. 4.4 Schematic of optical flow-based data association.
then use the optical flow Ok,k−1 to find the corresponding target RGB pixel coordinates
[utc, vtc]T = [usc +∆usc, vsc +∆vsc]T (4.7)
and use the re-targeted and original target depth maps to find the corresponding depth
pixel
[utd, vtd]T = ρ
(
Kdρ
(
Tcd ˙ˆpk−1(utc, vtc)
))
(4.8)
where pˆk−1 is the 3D re-projected point from Pˆk−1. Finally the match validity is checked
by ensuring that the optical flow vectors have not been masked out, and also that the
distance dst between the points is below a threshold maximum match distance dmax:
dst =
∥∥∥ρ(Tdkp˙k(usd, vsd))− ρ(Tdk−1p˙k−1(utd, vtd))∥∥∥2 (4.9)
Ωo(usd, vsd) =

(utd, vtd) if dst < dmax,
mk(usc, vsc) = 1
null otherwise
(4.10)
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The point-to-point error term Eoi,k(T˜) which uses the optical flow matches is defined
as
Eoi,k(T˜) =
∑
Ωo(u,v)̸=null
∥∥∥ρ(T˜Tdkp˙k(u, v))− ρ(Tdk−1p˙k−1(Ωo(u, v)))∥∥∥22. (4.11)
Skeletal pose constraints
The registration of each human part m ∈Mh employs additional constraints which serve
to minimize the difference between its pose Tmk and the pose T
λ(m)
k of its corresponding
skeletal joint J λ(m)k ∈ Sk. The components of the skeletal term are the squared distance
between the transform origins
t2 =
∥∥∥tmk − tλ(m)k ∥∥∥22 (4.12)
and the squared angles between coordinate axes,
θ2x ≈
∥∥∥Rmk iˆ−Rλ(m)k iˆ∥∥∥22
θ2y ≈
∥∥∥Rmk jˆ−Rλ(m)k jˆ∥∥∥22
θ2z ≈
∥∥∥Rmk kˆ−Rλ(m)k kˆ∥∥∥22
(4.13)
where iˆ, jˆ and kˆ are the x, y and z unit basis vectors, respectively. The small angle
assumption is used to approximate angles with straight line distances between the basis
vectors, as depicted in Figure 4.5. The prior skeletal pose constraint term is defined as
Esm,k(T˜) = t
λ(m)
k ||tmk + t˜− tλ(m)k ||2
+ (1/3)rλ(m)k
(
||R˜Rmk iˆ−Rλ(m)k iˆ||2
+ ||R˜Rmk jˆ−Rλ(m)k jˆ||2
+ ||R˜Rmk kˆ−Rλ(m)k kˆ||2
)
(4.14)
where the position and orientation constraints have been weighted by the confidences of
the input skeletal track.
Optimization
Similar to Section 3.2.2, small incremental rotations are assumed such that rotation
matrices can be linearised. The cost function (Equation 4.3) can then be differentiated
and written as a 6 × 6 symmetric linear system of the form ∑ATAx = ∑ATb and
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Fig. 4.5 Position and orientation constraints based on relative pose between part and
its joint from the skeleton. Point-to-point distances approximate angles in the rotation
constraints.
solved for the 6D incremental transform vector x using Cholesky decomposition, as in
[67]. The incremental transform x is converted into an transform matrix T˜ which is
composed onto Td,mk at each iteration.
4.2.7 Measurement integration
After the camera pose and all part poses for a new frame Fk have been estimated, each of
the raw measured surface points pk(u, v) ∈ Pk is integrated into the background model
Gbg and/or part model Gm : m ∈Mh as appropriate. When pk occupies the voxel grid
of more than one part, there is a risk of incorrectly updating the surface models such
that surface measurements from one part (e.g. the upper arm) may be integrated into
the surface model of another (e.g. the thorax), producing spurious geometry artifacts.
Furthermore it is often the case that the background volume Gbg overlaps completely
with some or all of the parts m ∈ Mh. Therefore each observation pk is assigned to a
single part, via a measurement to part assignment map. The process is illustrated in
Figures 4.6 and 4.7.
Prior on part surface geometry
The assignment decision is ambiguous when the depth point occupies two or more body
parts. For these cases use of a simple prior surface model representing the approximate
size and shape of each part is proposed. The prior model Cm for each part m ∈Mh is a
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Test models
Fitted models
Depth measurements
Fig. 4.6 Using measured depth points to fit cylinders/elliptic cylinder prior surface models
depth map surface measurements. The rectangles are the grid boundaries and dotted
grey lines are the true surface.
cylinder or elliptic cylinder aligned with and centred on Gm’s bone axis (requiring either
one or two parameters to be estimated). For the head and limb parts a cylinder is used,
for the trunk parts elliptic cylinders are used (Figure 4.6). While fitting algorithms such
as RANSAC could be used, it was found to be sufficient to fit by exhaustive sampling
of the permitted range of radii (in increments of 15 mm) and choosing the radii which
lead to the highest number points in the first frame depth point map Pk0 falling within a
tolerance distance of its candidate (elliptic) cylinder. As shown in Figure 4.2, this fitting
process is performed once, at initialization.
Assignment of depth measurements to parts
While it is important not to introduce surfaces into the wrong part, it is also important
that observed free space is integrated into all parts which lie between that surface and
the depth sensor, otherwise any spurious geometry in free space between the measured
point and the depth sensor camera would be allowed to persist.
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The measurement to part assignment map is defined as Ak :=
{
ak(u, v) : 0 ≤ u <
wc, 0 ≤ v < hc, a ∈ {Mbg,Mh}
}
. Let the function dcyl(m,pk(u, v)) denote the distance
between pk(u, v) and the fitted (elliptic) cylinder Cm. The operator Ψ(M,pk(u, v)) de-
notes the number of parts in a set of partsM that are occupied by pk(u, v). Algorithm 4.1
defines the part assignment rules, which assign depth points to the closest prior surface
model in cases of part overlap (and to the background only if not occupied by another
part).
Algorithm 4.1 Assignment of depth points to parts for each depth pixel (u, v) at frame
k (the indices of pk(u, v) and ak(u, v) have been omitted for brevity)
if Ψ(Mbg,pk) = 1 and Ψ(Mh,pk) = 0 then
ak ← bg
else if ∃m ∈Mh : Ψ(m,pk) = 1 and Ψ(Mh,pk) = 1 then
ak ← m
else if Ψ(Mh,pk) > 1 then
ak ← argmin
m∈Mh:Ψ(m,pk)=1
dcyl(m,pk)
else
ak ← null
end if
The projective signed distance s˜mk (u) between a voxel u in grid Gm and its associated
measured depth point pk is:
s˜mk (u) = ±
∥∥∥pk(φmk (u))− I3×4(Tdk)−1Tmk φ˙m(u)∥∥∥2 (4.15)
where the function
φm(u) := diag(sm)uT + t0m (4.16)
transforms from voxel index coordinates u to partm local metric coordinates, the function
φmk (u) = ρ
(
KdI3×4(Tdk)−1Tmk φ˙m(u)
))
(4.17)
converts between partm local voxel coordinates and projected depth map pixel coordinates
at frame k, and the sign of s˜mk is the sign of the z-value of the argument of the norm.
The TSDF update rules used in the proposed multi-grid setup is given by Algorithm 4.2.
A constant weight w˜mk (u) is used for measurement integration, and trunc(·) denotes
truncation to µ. In summary, the update rule causes an input depth measurement to
affect a voxel in a given part if the pixel is assigned to that part, or if the measurement
would contribute to a free space update. Figure 4.7 further clarifies the approach.
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Algorithm 4.2 Multi-part voxel grid update rules for part Gm : m ∈ {Mbg ∪Mh} at
frame k
for all u ∈ Gm do
if
(
( |s˜mk (u)| < µ ) and ( ak(φmk (u)) = m )
)
xor ( |s˜mk (u)| ≥ µ ) then
sm(u)←
(
sm(u) · wm(u) + trunc(s˜mk (u)) · w˜mk (u)
)
/(wi(u) + w˜mk (u))
wm(u)← wi(u) + w˜mk (u)
else
do not update voxel u
end if
end for
4.3 Experimental results
The proposed reconstruction system was tested both qualitatively on real data from a
consumer RGBD camera and quantitatively on synthetic data with known ground truth
articulated motion and surface shape. The skeletal model used contains 15 joints from
which 11 parts are derived (see Figures 4.3 and 4.1).
4.3.1 Real and virtual sensor
The Asus Xtion Pro Live was used. The Xtion is based on the same PrimeSense sensor as
the ubiquitous Kinect, but allows synchronization of the 30 fps 640× 480 RGB and depth
stream and also allows locking of the RGB exposure and white balance (which helps
make the final model texture more consistent). It was calibrated using a chart-based
calibration tool to obtain Kd, Kc and Tcd.
An off-the-shelf depth map-based skeletal tracker from OpenNI’s NiTE [OpenNI]
middle-ware was used to obtain the initial pose estimate Sk for each frame. The NiTE
skeleton representation provides 15 joint position and orientation in the coordinate system
of the depth sensor (Figure 4.3). The tracker exhibits significant amounts of jitter in
the joint positions and bone length is not maintained. Evaluating bone lengths from the
NiTE skeleton over a 490 frame action sequence reveals that the NiTE bone lengths vary
with std. deviation of between 5 and 16% of their mean value, with significant numbers
of outliers (Figure 4.8). The typical positioning of the joints is also noticeably offset from
their true anatomical positions. The skeleton is also a somewhat simplified version of
a true human skeleton. However, this skeleton is still useful as a soft constraint in the
registration of human parts.
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Fig. 4.7 Integration of measurements with multiple rigid parts. Note that in the variable
SDF region (dashed blue) a depth point only contributes to the part to which it was
assigned, but in the free-space SDF region (red) it may contribute to any parts along its
line of sight.
A significant limitation of the NiTE tracker is that it is unable to function in the
presence of sensor motion1, therefore the real-world experiments are restricted to a fixed
sensor. (In principal the NiTE tracker could be replaced with another skeletal tracker to
give improved accuracy and allow sensor motion.)
It is desirable to make the synthetic data resemble Kinect data so that the evaluation
gives some insight into expected real-world performance. Thus the virtual camera used
was set to have the same resolution and lens parameters as the Xtion. Gaussian noise
and quantization are applied to the depth maps following the empirical Kinect noise
model proposed by [50], where the standard deviation of the depth map random noise
and the quantization steps both increase quadratically with distance, reaching 4 cm and
7 cm respectively at 5 m. A moderate amount of Gaussian noise is also added to the
RGB images (resulting in a PSNR of 34 dB).
1This may be due to a form of static background subtraction being used internally in the NiTE
tracker.
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Fig. 4.8 Variation in bone lengths as obtained from the NiTE skeleton tracker. This vari-
ability, along with inaccuracies in the positioning of the joint with respect to anatomical
constraints preclude a usage of an articulated registration directly based on the NiTE
tracker.
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4.3.2 Evaluation on synthetic sequences
A synthetic Boxing sequence was created containing a background set and an animated
dynamic character. The background scene is from a KinectFusion reconstruction from
Xtion footage. A textured 3D mesh of ‘Character 1’ from the University of Surrey
multi-view performance capture dataset [93] was used. The character was animated using
skeletal motion from the CMU Motion Capture Database [CMU Graphics Lab] (Subject
14, Trial 01 - ‘boxing’), simplified to the NiTE skeleton representation and re-targeted to
the character. Subsequently a mesh sequence of the moving character was created using
Linear Blend Skinning [60] with skinning weights automatically calculated according to
[3]. The final sequence of textured 3D models along with the skeletal motion sequence
used to drive the character provide the ground-truth data for quantitative evaluation.
Two variations of the Boxing action scene were generated - one with the static
virtual sensor (689 frames) and the other using pre-recorded shaky hand-held motion
(510 frames). Both noise-free and noise-corrupted versions of the two sequences were
created. For the noise corrupted sequences Gaussian noise with standard deviation
8.3 mm on each axis was added to all joint positions in order to simulate the jitter of the
real depth-map based skeletal tracker. Figures 4.9 and 4.10 show the input and output
for three frames from each sequence (noisy versions, with the full registration pipeline).
Note how the depth quantization artifacts on the background are more prevalent for the
fixed camera version than for the moving camera, the latter effectively being able to
super resolve the depth because of the camera movement.
Figure 4.12a illustrates how the model becomes more complete as new depth frames
are integrated. The extensive motion of the character throughout the sequence results in
the inclusion of most of the scene surface after about 200 frames, after which few new
areas become visible to the camera (the back of the character is never fully visible to the
camera).
Figure 4.12b shows the camera tracking error (for the noisy sequence) for both
standard ICP and for the proposed image assisted registration. Note that the optical
flow assisted registration term maintains tracking to within a few cm throughout, while
the standard ICP loses track and diverges.
Figure 4.12 shows quantitative results for the synthetic sequences under different
registration modes (obtained by disabling the appropriate terms in Equation 4.3).
In order to determine whether or not the proposed registration approach improves
the tracking of the parts compared to using the noisy skeletal tracking input directly,
statistics are computed on the relative pose between each part’s ground truth pose and
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Fig. 4.9 Results on synthetic, noise corrupted Boxing sequence with fixed camera. Top:
input depth and skeleton visualization, centre: RGB input, bottom: piece-wise rigid
reconstruction (from camera point of view).
its registered pose throughout the sequence. Figure 4.12c shows the RMS error in each
component of the relative pose of the upper left arm over the noisy fixed camera sequence.
The proposed surface registration reduces both the translation and orientation error
compared to the noisy skeletal pose. For this part, including the optical flow point-
to-point constraints improves the orientation error compared to point-to-plane alone.
The RMS error in position and orientation for all parts is compared across registration
modes in Figure 4.13. This shows a moderate improvement in part positioning accuracy
is achieved using the proposed registration, while orientation error is not significantly
different from the raw skeletal tracking. There is, however a significant qualitative
improvement in terms of reduced jitter, as can be seen in the supplementary video.
To evaluate the reconstructed surface quality the RMS distance between every vertex
in the reconstructed surface and its closest point the ground-truth surface (at the first
frame) is computed. A visualization of this is shown in Figure 4.11. The RMS surface
error for the fixed camera sequence was 10 mm for the clean data and 14 mm for the noisy
input data. For the moving camera sequence it was 12 mm and 22 mm for clean and
noisy input, respectively. The clean data results in more accurate surface reconstruction.
This is because the depth data is less noisy and also because skeletal pose error does not
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Fig. 4.10 Results on synthetic, noise corrupted Boxing sequence with moving camera.
Top: input depth and skeleton visualization, centre: RGB input, bottom: piece-wise
rigid reconstruction (from camera point of view).
contribute. In the case of the moving camera, the error in camera pose estimation step
also further contributes to the surface error.
4.3.3 Evaluation on real sequences
Figure 4.14 shows the result of running the system on a real Turning sequence. In this
sequence the subject turns around during the sequence, thus presenting views of the
back of the body and enabling full 360◦ surface reconstruction. The subject is roughly
2 m from the sensor, resulting in very noisy depth map input (left). As shown in the
closeup in Figure 4.15, if the noisy NiTE skeleton tracking alone is used as the pose,
the resulting surface reconstruction is inaccurate and lacks detail (centre). However,
when the proposed registration system is used, a more accurate and detailed model is
produced (right). A further Xtion sequence, Jumping was also processed (Figure 4.16).
This sequence features rapid motion, which can be handled because of the initialization
using the skeletal input rather than the previous frame. The complete sequences are
shown as a video in the supplementary material.
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(a) FC (b) FN (c) MC (d) MN
Fig. 4.11 Surface reconstruction error (w.r.t. ground truth first frame) for Boxing sequence
with fixed (F) or moving (M) camera, clean (C) and noisy (N) input. Note the superior
background detail and coverage obtained with the moving camera. Linear error scale:
0 50mm.
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Fig. 4.12 Quantitative results for the synthetic Boxing sequences. Abbreviations are as
follows: F - fixed sensor, M - moving sensor, C - clean data, N - noisy data. S - skeleton,
P - projective data association/point-to-plane ICP, O - optical-flow based registration.
4.3.4 Piece-wise reconstruction without skeleton
The piece-wise rigid registration and fusion approach was also tested on other types
of scene for which a skeleton is not available. These including one with upper body
motion (Paris), and two hand-held moving rigid objects (Rabbit and Deer). In these
cases a manually assisted segmentation was performed to establish the part configuration
at the first frame, registration was performed without a skeletal term (on each part
independently). Plausible results were obtained for the Paris scene, although registration
is more fragile because of the lack of the skeletal constraint - in particular the back part
slides up during the sequence (Figure 4.17). The Rabbit and Deer scene was well tracked
and reconstructed due to the good level of geometric structure in the parts (Figure 4.18).
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Fig. 4.13 RMS error in position (left) and orientation (right) for each registration mode
for the Boxing sequence (FN). The part numbers are as per Table 4.1. Note the part
position error is generally improved by the SP, or SPO registration, while the orientation
errors are not significantly different.
4.4 Conclusion
A feasible approach to modelling of dynamic human geometry using a single RGBD
sensor was demonstrated. The system produces a piece-wise rigid model of a subject
performing in a scene. The approach integrates noisy surface observations over time to
reconstruct a complete surface with mid-resolution detail (creases, facial features) which
are not visible/resolved in the individual input depth images.
The dynamic scene is represented as a static background volume model and piece-wise
rigid articulated volume structure. A novel data-association approach is introduced to
robustly assign observations to the body parts in the presence of inter-part occlusion
and overlap/close proximity. The novel representation is demonstrated to allow fusion of
dynamic articulated surface observations over time to reconstruct a complete surface and
integrate out sensor noise to resolve surface detail.
Because only a single view input is used, there are often times when parts are
completely occluded and the skeleton tracker can only guess their pose (giving a confidence
of 0). In these cases the system does not integrate measurements into that part and
marks the part pose as unknown. Future work could investigate temporal interpolation
of these unknown poses for animation/replay purposes. The NiTE skeleton used in the
experiments approximates the true underlying skeletal motion rather crudely. As shown
in the sample frames in Figures 4.14 and 4.16, the joint positions can differ significantly
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Fig. 4.14 Three frames of on the Xtion Turning sequence. Top: input depth and
skeleton, Centre: input RGB, Bottom: piece-wise rigid reconstruction rendered from
RGB viewpoint. Note the poor skeletal pose estimate of the arms in the first and second
frames shown, affecting the quality of the final pose estimate.
from their true articulation point, making it more challenging for the registration to
converge to a reasonable pose. The quality of the refined registration and hence geometry
may be improved by having a more accurately defined and better tracked skeleton as a
starting point.
The proposed reconstruction system is ‘online’ in the sense that the required com-
putational resources are independent of sequence length and it processes the frames
sequentially. However, the software implementation, while making use of the GPU, is
not highly optimized and currently runs at ∼2 fps on a GeForce GTX 560 Ti GPU with
a 3.4 GHz Intel Core i7 CPU).
Because of the piecewise rigid approach used, there is no concept of continuity at
joints, therefore the extracted part surfaces exhibit seams between parts, which leads to
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Fig. 4.15 Closeup of the head part from the Turning sequence - from left to right:
polygonized input depth, reconstruction using noisy skeletal pose only, reconstruction
using proposed registration. Note the medium resolution detail extracted despite the
relatively large noise/quantization level at this distance from the sensor.
visual artefacts. This limitation is addressed in Chapter 6, in which a soft assignment of
input measurements to parts is used to facilitate creation of seamless dynamic surface
geometry. The approach presented in Chapter 6 is also applicable to a wider class of
dynamic scenes, thanks to the work presented in Chapter 5, which covers automatic
segmentation into arbitrary parts (i.e. without assuming a set of a priori known parts).
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Fig. 4.16 Results on Xtion Jumping sequence. Top: input depth and skeleton, Centre:
RGB input, Bottom: piece-wise rigid reconstruction.
(a) (b) (c)
Fig. 4.17 Kinect upper body Paris sequence, reconstructed without skeletal term. a)
Input RGB frame b) Manual segmentation into parts (using mouse-based interactive
interface). c) Piece-wise reconstruction (note the slippage of the back due to the lack of
skeletal constraints in the registration).
4.4 Conclusion 91
Fig. 4.18 Three frames of on the Xtion Rabbit and Deer sequence. Top: input depth,
Centre: input RGB, Bottom: piece-wise rigid reconstruction (based on an initial manual
segmentation) rendered from RGB viewpoint.

Chapter 5
Surfel-based piece-wise rigid
reconstruction
5.1 Introduction
The last decade has seen much interest in producing temporally consistent reconstructions
of dynamic 3D scenes from captured sequences of images and/or depth maps. In this
context temporally consistent means that the output mesh connectivity is constant and
each vertex corresponds to a specific surface point throughout the sequence. Tempo-
ral consistency facilitates manipulation and analysis of captured content for various
applications from digital cinema and video games to medical imaging.
Generation of temporally consistent geometry requires some form of surface tracking
to be performed on raw input geometry and/or images. In cases where the full surface is
not entirely visible in any one frame (such as when the geometry comes from a single view
capture system, or when there are self occlusions) tracked surface points will only have
partial coverage in time. Data can be interpolated/extrapolated in time by integrating
the partial point tracks into a coherent model.
The contribution of this chapter is automatic segmentation and temporally coherent
representation of non-rigid surfaces from partial observations such as tracked 3D points
obtained from a single video plus depth camera. Points are assigned to one or more part
models each consisting of a rigid body motion trajectory and an intrinsic shape (the
shape in the part’s local coordinate system). The number of models, motion trajectories,
intrinsic shape, and point-to-model assignments are not known a priori. Piece-wise rigid
motion parameters and intrinsic shapes are estimated in alternation with graph-cuts
point-to-model assignment (segmentation). Because groups of partially observed points
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Fig. 5.1 Left: single view input tracked points. Centre: modelled output showing colour-
coded segmentation and temporal extrapolation of missing measurements as blue dots.
Right: modelling error (linear scale 0 20mm).
are approximated by a fixed intrinsic model, missing observations can be extrapolated
from other frames, and surface points can be de-noised temporally. Figure 5.1 shows an
example of a partial point track input and the reconstructed model showing infilling of
missing input and segmentation according to connectivity and compatibility of motion.
The piece-wise motion modelling facilitates a compact representation of free-form
non-rigid surface shape in the presence of noise in individual point tracks. Depending on
the number of piece-wise models used, which depends on a parameter in the segmentation
cost function, representation accuracy can be traded with extrapolation level, de-noising
and data compression.
5.1.1 Related work
Temporally consistent dynamic geometry can be produced from multi-camera video
by, for instance, using visual hulls and multi-view stereo followed by surface tracking
[11, 13], deforming a high-resolution pre-scanned base mesh [21, 103], or via a probabilistic
formulation of piece-wise rigid segmentation and tracking of a reference mesh [28]. By
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assuming closed surfaces, [8] create temporally coherent meshes of scenes with changing
topology, such as fluids.
In contrast to multi-view camera systems which can typically capture the complete
dynamic scene, a single depth sensor (e.g. Kinect or stereo camera) captures only a single
2.5D image of the surface at each frame. In [58], dynamic surfaces are reconstructed
from single-view depth images using a geometric and topological prior template which is
deformed to obtain fine-scale dynamic detail. Recovery of complete shape and motion
from partial depth views - without prior templates - has been demonstrated in [106] (using
topology-aware adaptive subspace deformation) and in [97], in which topography-inspired
landmark correspondences are used.
Monocular non-rigid structure from motion (NRSfM) techniques such as [83, 110]
take as input a set of reliable 2D image feature tracks. The algorithm of [83] consists
of an iterated alternation between a segmentation into overlapping piece-wise rigid
regions (using graph-cuts on a neighbourhood-based point connectivity graph) and a
reconstruction stage involving matrix factorization to recover the 3D points and motion
components so as to minimize image re-projection error. Optimization of piece-wise rigid
segmentation has also been used for scene flow with stereo input in [104].
In this work 3D rather than 2D point tracks are used as input, thus a NRSfM 2D-3D
reconstruction is not required. However, the graph-based point-to-model association
component of [83] is applicable, and is utilized here for part segmentation. In a sense the
problem addressed by this work is a sub-problem of the template-free methods [106] and
[97]. In this work it is assumed that partial point tracks are already available, having
been produced via an existing method. Instead the focus here is on segmenting the
point tracks into coherent parts and devising a representation that facilitates surface
completion, de-noising, and efficient storage for dynamic scenes.
5.1.2 Contribution
This work considers the general problem of structured representation of dynamic geometry
from an arbitrary set of 3D point tracks without using a prior template model. The
input can come from any set of 3D point tracks with either full or partial temporal
coverage, such as complete temporally consistent meshes from a reconstruction/tracking
system, an animated mesh, or a set of partially tracked points from a video plus depth
(RGBD) sensor. The case of input from RGBD sensors is of most interest to this thesis.
In practice, estimated point tracks may be corrupted with measurement and tracking
noise and contain incorrect tracks. Throughout this work incomplete point tracks are
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explicitly taken into account to achieve reliable model estimation from single view point
track input data1 while improving the completeness and, in some cases, reducing the
error compared to the raw point tracks.
A modelling approach is proposed, whereby a set of independent point tracks with
added connectivity is approximated by a set of (overlapping) rigid part models, producing
a compact, structured representation of non-rigid deformation of dynamic surfaces.
5.2 Preliminaries
For a sequence of frames F = {t0, ..., tmax}, let P be the set of input point tracks p,
with 3D positions pp(t) and normals np(t) each defined on a subset of frames Fp ⊆ F .
In the case of RGBD input, tracks may come from an image-based point tracker, for
instance based on optical flow (as described in Section 5.3). For temporally consistent
mesh inputs, the mesh vertices may be used as point tracks.
In addition to the input tracked point positions, a point connectivity graph for the
input points in the form of a |P|-row matrix E is defined. How E is generated depends
on the type of input available. In general, input point tracks will not include connectivity,
in which case they are estimated based on nearest neighbours over the sequence [83].
For temporally consistent mesh inputs, the mesh edges may be used directly in the
connectivity graph. Continuing with the ‘surfel’ terminology used in the point based rigid
scene modelling in Section 3.3, the set of (oriented) point tracks P, together with the
connectivity E are referred to here as a ‘surfel graph’, and the resulting piece-wise rigid
modelled representation of it as a ‘piece-wise surfel graph’. Figure 5.4 shows a closeup
of the input surfel graph for two frames along with the piece-wise surfel graph model,
illustrating the incompleteness of point tracks in time, and the temporal extrapolation by
the modelling process. In Section 3.3 oriented hexagons were used to render the surfels.
A radius property was required to allow the surfels to span the space between sample
points so that continuous depth maps of the model could be rendered for ICP tracking.
In the current work, hexagons are again used for visualizing the surfels, but surface
rendering is not required in the processing itself. There is therefore no radius property
for each surfel, and the surfel size in the rendering is chosen for convenience (e.g. large
enough to fill the surface, or smaller to expose the connectivity between surfels).
Let M be a set of part models. Each comprises a ‘motion model’ consisting of (6
degree of freedom) rigid transform trajectories Tm(t) defined for t in a subset Fm ⊆ F .
1Note that the algorithm can handle input point tracks from either single or multiple viewpoints.
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Next rmp is defined as the ‘intrinsic model point’ of point p under model m, and qmp (t) is
the corresponding ‘extrinsic model point’. The intrinsic model points are constant over
time and represent the surface shape at the model’s reference frame. Dynamic motion is
imparted on the intrinsic point by the motion models to form the extrinsic model points
in global space. In general, the motion models and point tracks will not be defined for
all frames of the sequence. Let Fpm be the set of frames for which motion Tm(t) and
pp(t) are both defined.
Finally a |P| × |M| matrix F of point-to-model assignments is defined with elements
fp,m ∈ [0, 1], that is, a single point may be assigned to multiple models (soft assignment,
with more than one non-zero element per row) or to a single model (one non-zero element
per row). The goal of the work is to solve for the point-to-model assignment matrix F,
motion trajectories {Tm(t) ∀m ∈M,∀t ∈ F}, and intrinsic shape points {rmp } for all
points that are assigned to each model, given the input surfel graph {P ,E}.
Figure 5.2 shows the algorithm for transforming a sequence of input point tracks to the
proposed piece-wise surfel graph representation. The core modelling algorithm consists of
iterations of the motion estimation followed by the intrinsic shape estimation, modelling
error computation, and point-to-model assignment optimization. The iterations are
terminated when the modelling error stops decreasing. Figure 5.3 shows schematically
how the set of models evolves from initialization through to the final output.
5.3 Surfel graph generation from RGBD data
This section describes how the surfel graph consisting of connected 3D oriented points
can be generated from RGBD input. In this work a two stage approach of 2D optical
flow-based point tracking followed by conversion to 3D using the depth map was taken.
An alternative approach would be to track directly in 3D using a scene-flow method.
5.3.1 Image based 2D point tracks
The optical flow-based point tracker of Sundaram et al. [94] is used to produce a set
of 2D tracks pˆp(t) from an input RGB image sequence C(t). This tracker was chosen
because of it provides point tracks with superior accuracy and longevity compared to the
commonly used KLT tracker [113] and has been successfully applied in NrSfM work (e.g.
[84]).
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Optimize point to multi-model
assignment
Estimate connectivity,
Initialize segmentation
Compute modelling error
Compute intrinsic geometry
Estimate motion models
Output error decreased?
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3D point tracks
Output intrinsic geometry, 
motion models
and assignments
Fig. 5.2 Overview of the procedure for segmentation and modelling from partial point
tracks.
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6 ● ● ● ● ● ● ● ● ● ● ● ●
7 ● ● ● ● ●
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4 ○ ○ ○ ○ ○ ● ● ● ● ● ● ● ● ● ●
5 ○ ● ● ● ● ● ● ● ● ● ●
6 ● ● ● ● ● ● ● ● ● ● ●
7 ● ● ● ●
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0 ● ● ● ● ○ ○ ○ ○ ○ ○ ○ ○
1 ● ● ● ● ● ● ● ● ● ● ● ●
2 ● ● ● ● ● ● ○ ● ● ● ○ ○
3 ○ ○ ○ ● ● ● ● ● ● ● ● ● ○ ○ ○ ○
4 ○ ○ ○ ○ ○ ● ● ● ● ● ● ● ● ● ● ○
5 ○ ● ● ● ● ● ● ● ● ● ●
6 ● ● ● ● ● ● ● ● ● ● ●
7 ○ ○ ○ ○ ○ ○ ○ ● ● ● ●
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Fig. 5.3 Schematic of the modelling process. (a) Raw input partial point tracks. (b)
Neighbourhood-based connectivity graph and initial over-segmented set of models with
extrapolated frames shown as hollow dots, and membership of models shown with circles
(for clarity, only three are shown). (c) Reduced set of active models obtained after
iterating the modelling and segmentation algorithm (note the two points shared by both
models).
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(a) Surfel graph
(b) Piece-wise surfel graph model
Fig. 5.4 Closeup of two frames of surfel graph and piece-wise surfel graph model showing
surfel IDs and connectivity. Note that between the two frames (which are six frames
apart) some input surfels have stopped while new ones have started, however, these
points are extrapolated in time by the modelling process (shown highlighted in blue).
Note that the graph connectivity is fixed for the entire sequence, but only connections
between currently visible surfels is shown.
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Sundaram’s tracker is based on concatenation of frame-to-frame optical flow fields,
subject to various consistency checks. Their optical flow method uses frame-to-frame
feature matches in order to handle large displacements. Likely invalid tracks are filtered
by firstly doing a forward backward consistency check to detect occluded regions, secondly
removing points from unstructured image regions, and thirdly removing tracks on motion
boundaries. New tracks are introduced to fill unoccupied areas resulting from disocclusion
or appearance of new surface regions, thus maintaining tracking density.
Since the optical-flow fields generated by [94] are dense, one could in principal generate
point tracks with pixel level density. In practice, a decimation factor is supplied to
the tracker to indicate the desired density. For efficient computation in the subsequent
piece-wise rigid segmentation and modelling stage, however, it is desirable to have as few
points as possible, while still capturing small moving structures and fine deformation. A
representative set of such subsampled image based point tracks is shown in Figure 5.5.
In the experiments, decimation factors of 4 and 8 were used for the Kinect v1 (VGA
resolution) and Kinect v2 (HD resolution) sequences, respectively.
5.3.2 Conversion to 3D and connectivity estimation
The 2D point tracks are converted to a set of 3D surfels P = {pp(t),np(t)}, indexed by
p. The 3D positions pp(t) are obtained by re-projecting the 2D point track pˆp(t) using
the input depth maps D(t) and the normals np(t) are obtained from the input normal
maps N(t). Filtration of the point tracks is then performed, removing any points which
are within a band of a depth edge, as these are liable to switch between local foreground
and background depths, and are thus unreliable. For the experiments a band of 6 pixels
was found to be suitable.
The connectivity matrix E is then established. On the first frame, edges are added
for all visible surfels. For all subsequent frames edges are added for all surfels which
became visible for the first time in that frame.
The connectivity is estimated using k-nearest neighbours (using the FLANN library
[64]). Both 2D (image plane) and 3D nearest neighbours were considered. It was found
that 2D nearest neighbours produces better distributed edges than the 3D version.
Because the sampling of the input point tracks is roughly uniform in the horizontal and
vertical directions in the image plane, 2D neighbourhoods will tend to produce edges in all
directions. If 3D neighbourhoods are used, however, on obliquely viewed surfaces, all the
edges produced tend to lie in one direction according to the surface orientation and the
resulting graph may not be well connected. For this reason the 2D approach was chosen.
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(a) Frame 0 (b) Frame 100
(c) Frame 200 (d) Frame 250
Fig. 5.5 Four frames of optical flow-based point tracking using the method of Sundaram et
al. [94] on the Paris sequence. The colour of the track indicates the age of the track
(linear scale 0 150 frames). Note the newly introduced tracks in the un-occluded
regions, and the absence of tracks on the background wall and table, which lack the
image structure needed for reliable flow estimation.
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(a) (b)
Fig. 5.6 Adding of surfel graph edges (green) using k-nearest neighbours in 2D from
point tracks (white). Edges which straddle depth discontinuities are discarded (red). a)
First frame (edges added for all tracks) b) Subsequent frame (edges only added for newly
visible tracks).
The putative edge candidates established in 2D may straddle depth discontinuities (i.e.
connect two separate surface regions), therefore edges are only added if their projection
into the depth map does not cross any depth discontinuities (Figure 5.6).
A stretch test is performed in 3D. Edges are removed if the ratio of their maximum to
minimum length over the sequence is above a threshold (2.0 was used in all experiments).
This disconnects most regions which should not be connected (two surfaces that touch in
part of the sequence), while maintaining connections deforming surfaces which stretch
moderately. The 4 nearest valid neighbours are kept. Finally, very short tracks (with
fewer than 10 frames) are removed from the surfel graph as these tend not to have a
useful contribution to the final model, but are liable to cause artifacts due to incorrect
part assignment and connectivity, by virtue of the limited period over which their motion
is observed.
5.4 Motion model estimation
In the simplest case if there exists at least one time (say the first frame, t0) for which all
points p are observed then the intrinsic model point rp is simply the measured point at
this reference time:
rmp = pp(t0), (5.1)
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and qmp , the model point embedded by model m, is
qmp (t) = ρ(Tm(t)r˙mp ). (5.2)
Each frame of the motion trajectories can be solved in closed form (using singular value
decomposition on the cross covariance matrix [5]) given a set of source (intrinsic model)
and target (input measurement) points:
Tm(t) = argmin
T∈SE3
∑
{p:fp,m>0}
∥∥∥ρ(Tr˙mp )− pp(t)∥∥∥22. (5.3)
In practice the input may contain no frames for which all tracked points are observed
(see Figure 5.3, top). This means that equation 5.1 and equation 5.3 cannot be used to
solve the motion models and they must instead be solved without explicitly using the
intrinsic shape model points.
A reference time tm0 is defined for each model m. Note that not all points associated
with model m need be defined at tm0 . By definition, the model has identity pose at this
time i.e. Tm(tm0 ) = I. The pose for all other frames is then determined by successive
composition of frame to frame transforms beginning with the reference frame:
Tm(t1, t2) = argmin
T∈SE3
∑
{p:fp,m>0,
t1,t2∈Fp}
∥∥∥ρ(Tp˙p(t1))− pp(t2)∥∥∥22 (5.4)
Tm(t2) = Tm(t1, t2)Tm(t1). (5.5)
To perform this composition of transforms the sequence needs to be traversed (see
Figure 5.3 (d)). At least 3 (non-colinear) point pairs are required to solve the transform.
There are several possible ways to traverse the sequence.
5.4.1 Traversal approaches for motion estimation
Intuitively, one would expect that performing transform estimation between frame pairs
that have as many points in common as possible, would reduce the effect of noise in
individual tracks on the reliability of the motion estimates. The sets of point tracks
available in practice (such as those from an optical flow-based tracker) have limited
life-spans with points gradually disappearing and new point tracks being introduced at
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a similar rate to maintain track density. Therefore nearby frames will tend to have a
larger number of points in common than more distant frames.
A simple way of ensuring large numbers of overlapping points for frame-to-frame
transform estimation would therefore be to traverse the sequence sequentially beginning
at an arbitrary reference frame and successively concatenating the transforms between
each pair of neighbouring frames. If the chosen reference frame is not the first frame this
can be done forward from the reference frame as well as backward, so as to cover all the
frames - one might for instance choose as reference the frame with the highest number of
valid point tracks (see Figure 5.7, top).
Another intuition would be that error in the pose estimates would accumulate more
when there are more transform concatenations between each frame and the reference frame
tm0 . This prompted consideration of alternative traversal strategies, namely minimum
spanning tree and a key-frame based approach, both of which aim to reduce the number
of concatenations in estimating to pose for each frame. These are discussed below.
Minimum spanning tree
The minimum spanning tree (MST) of a graph finds the tree which spans the graph and
minimises the total sum of the edge weights. In [11] the MST is used for non-sequential
alignment of captured performance sequences where similar shapes are repeated several
times in the sequence. In [11] a measure of shape similarity is used for edge weights
between frame nodes. Here, it would not be straight forward to establish such a shape
similarity measure, especially since a model may have no points in common for the entire
sequence (see Figure 5.7). Instead the inverse number of point tracks in common is used
here. While this approach does not directly use any measure of similarity in pose/shape
between frames, the rationale is that the MST can nonetheless find a more economical
path for the concatenation of poses than a sequential traversal and hopefully, therefore,
lead to a more accurate pose trajectory being produced.
For each model a graph of possible frame-to-frame transforms is constructed given
the current point-to-model assignment. The nodes in the graph represent frames and
the edges a weight on the transforms between them. The weight of the edge is set to
the reciprocal of the number of points in common, thus favouring transforms which are
well constrained. (An edge is only inserted if there are at least 3 points in common
between its vertices.) An MST is constructed over this graph (using Kruskal’s algorithm)
and an arbitrary root node (the reference frame, with identity transform) is selected. A
breadth-first traversal of the edges of this tree is then performed, solving the transform
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Tm(t1, t2) at each edge and composing it according to equation 5.5. This traversal
produces the transform for the model at all frames (see Figure 5.7, bottom).
Key-frame
An alternative to the MST traversal, which also results in fewer concatenations of
transforms is a key-frame based approach (see Figure 5.7, centre). In this approach,
the reference frame is selected as the frame with the maximum number of point tracks,
which is set as the first key-frame and each successive frame is transformed back to this
frame until the number of point tracks in common between the two is reduced by 50%,
at which point a new key-frame is selected. This is repeated until all frames are visited
(or the number of points in common falls below 3). A variation of this is to choose a new
key-frame every n frames (e.g. n = 10).
5.4.2 Motion model initialization
The set of part models is initialised with one model for each point track (|M| = |P|)
giving an over segmentation. (Note that even though there is one model per point track,
its initial membership is set to include the point’s neighbours in the graph E because
solving for the inter-frame motion requires at least three points.) After each iteration of
the part model segmentation, shape and motion optimization, any inactive models in M
are culled, thus reducing |M|. In practice the first iteration removes the vast majority
of the models, because the initialization of the segmentation contains many redundant
models.
If the number of point tracks |P| is fairly large, it can become impractical to use
every model from the initial set, due to memory constraints (note that the segmentation
matrix and cost matrix initially have |P|2 elements each). Therefore if |P| > √n, where
n is a constant chosen according to memory availability, a random sub-sampling of initial
models M is performed keeping only n/|P| models. Because there is a chance that this
random sub-sampling could remove some non-redundent motions (e.g. on small moving
objects), it is preferable to keep |P| reasonably small (e.g. by appropriately setting the
sampling density in the image-based tracker), bearing in mind that if the tracks are very
sparse, distinct motion of small moving objects may not be detected in the first place. In
the experiments, n = 1×107 was used, which allow for the full set of the initial models to
be kept if |P| < 3.2× 103 points, and for 20% of the models to be kept for |P| = 7× 103
points.
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Fig. 5.7 Motion estimation frame traversal modes for a single part model, showing the
point tracks assigned to the model in order of first appearance. Sequential, registering
consecutive frames; keyframe, registering to the last keyframe (with new keyframes added
when the number of common points reduces by 50%); MST, where frame sequence order
is not necessarily maintained in the transform concatenation sequence. Note that due
to point tracks having limited lifespans, there is no frame to which all frames can be
directly referenced.
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5.5 Geometry modelling and segmentation
5.5.1 Intrinsic model points
The intrinsic points rmp represent the shape under model m. Note that the intrinsic
points for each model m ∈M are computed for all points p ∈ P , not just the points for
which fp,m > 0, because the fit of each point to each model is required as input to the
segmentation (see next section).
For each model, given the current estimated motion trajectories, it is possible to
transform a tracked point back from any t ∈ Fpm to the reference frame tm0 :
rmp = ρ(T−1m (t)p˙p(t)). (5.6)
However, referencing back from just one frame would be sensitive to error in that
measurement and error in the motion model at that frame. Instead, all available frames
are transformed back to the reference frame and averaged:
rmp =
1
|Fpm|
∑
t∈Fpm
ρ(T−1m (t)p˙p(t)). (5.7)
This temporal fusion in the local reference frame has the effect of reducing the effect of
random dynamic noise from the measured point tracks in the final model. (A similar
averaging process is employed to produce intrinsic normals, though these are not used in
the model optimization, only for final output and visualization purposes.) Note that this
technique assumes that the patch represents a rigid surface, any non-rigid deformation of
the underlying surface within the patch will also be averaged by the process.
5.5.2 Modelling error metric
The error between each measured point and its corresponding modelled point under each
model is used as an input to the point-to-model assignment optimization. These errors
form a |P| × |M| matrix C with elements cp,m. For complete point tracks (and hence
complete motion models) the mean squared distances between the tracked point and
modelled position over all frames could be used:
cp,m =
1
|F|
∑
t∈F
∥∥∥qmp (t)− pp(t)∥∥∥22 (5.8)
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where qmp is defined in equation 5.2. If equation 5.8 were used with partial input data,
however, a trivial modelling error of zero would occur whenever a point and a model share
no frames in common. Equation 5.8 is thus modified to account for partial observations
and partial motion model coverage by adding an incompleteness penalty term ip,m to the
modelling error based on the model completeness - the ratio of frames for which a point
track p is observed and modelled by model m to the number of frames for which it is
observed:
ip,m =

|Fp|
|Fpm| − 1 if |Fpm| > 0
∞ otherwise
(5.9)
This gives a penalty of 0 when points are modelled for all tracked frames and infinite
cost to point/model pairings that do not overlap at all. The normalized point-to-point
modelling error including the incompleteness penalty is
c′p,m =
1
|Fpm|
∑
t∈Fpm
∥∥∥qmp (t)− pp(t)∥∥∥22 + βip,m (5.10)
where β is an empirical weighting factor (β = 0.1 was used in all experiments). Note
that equation 5.10 reduces to equation 5.8 when point tracks and model coverage are
complete.
5.5.3 Optimal point-to-model assignment
The graph-cuts based point-to-model association algorithm of Russell et al. [83] was
developed for monocular image-based NRSfM applications. The algorithm can be used
directly in the present application by using the 3D fitting cost as defined in equation 5.10
rather than the 2D re-projection error used in [83]. The algorithm takes as input the
cost matrix C and the connectivity graph of the points, E, and assigns each point to
one or more models, as encoded in F. A model is said to be active if it has at least one
point assigned to it (i.e. at least one non-zero entry in the corresponding column of F).
Let M′ ⊆ M be the set of active models. The cost function E(F) minimizes sum of
squared individual point modelling errors subject to keeping the number of active models
as low as possible and encouraging contiguous areas to lie in the same model. Let Mp
be the set of models to which point p is assigned and let Ip denote the set of models for
which point p is interior. A point is interior to model m if it and all its neighbours are
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assigned to m. The model assignment cost function is
E(F) =
∑
p∈P
λ ∑
m∈Mp
c′′p,m + (1− λ)
∑
m∈Ip
c′′p,m

+
∑
m∈M′
MDLm. (5.11)
where c′′p,m is c′p,m clamped to some user specified limit in order to improve robustness
against possible outlier observations (in these experiments no limit was applied). The
parameter λ controls the relative weighting of points interior to models to non-interior
points (set to 0.1 in all experiments). The minimum description length (MDL) term
encourages modelling using fewer models; it consists of the sum of costs MDLm associated
with each active model. In applications where more than one type of model is proposed,
the per-model MDL can be set according to this particular model’s complexity, for
instance if rigid models and quadratic deformation models were used, quadratic models
could be given a higher MDL cost to avoid over-fitting [83]. In this application all models
have the same complexity (rigid body motions), thus the MDL cost for each is identical.
The per-model MDL cost needs to be tuned appropriately as it effects the rigidity of
the final dynamic scene representation. An evaluation of performance w.r.t. per-model
MDL cost is presented in Section 5.6. The reader is referred to [83] for details of the
optimization of equation 5.11, which is performed using a variant of α-expansion graph
cuts.
5.5.4 Merging of partially overlapping models
After convergence of the piece-wise surfel graph modelling process, it is still possible that
two or more coherently moving surface regions are represented as separate models, each
with limited time-spans. To illustrate this, refer to Figure5.20, where the torso of the
subject Turning sequence is represented as three part models, with the motion of each
covering only part of the sequence. The surfel support and motion trajectories for two of
these, models 15 and 21 are shown. Consider model 15: the modelling process has allowed
motion trajectory between frames 330 and 410 to be estimated, despite there being no
points in common between the two. However, despite their overlap in time, compatible
motion and the effect of the MDL in the cost function, the models are not merged into
one. Because the timespan of the model’s trajectory is inherently limited by that of
its input points, the model will not represent well any points whose timespan is not
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sufficiently covered by its motion trajectory, as ensured by the incompleteness penalty in
Equation 5.10. A given model’s motion trajectory is estimated on the basis of the current
assignment of points to that model (refer to Figure 5.2). To overcome this problem and
allow such part models the opportunity to be merged by the modelling process, thus
improving extrapolation performance and compactness of the output representation, the
following procedure is performed.
After the initial convergence of the modelling process, there are typically 10’s of
models remaining. It is thus feasible to propose an additional model for each pair of
existing models. The number of possible pairings of two existing models is (|M|2−|M|)/2
(order not important, no self pairing). The set of points assigned to each new model is
the union of points assigned to the two source models.
A further set of iterations including these extra models is then performed. The vast
majority of the new models will be unsuitable and be culled on the first iteration following
their insertion. However, if any of these new models performs as well as the two separate
models from which it came then the combined model will be selected instead of the
two source models on the grounds of lower MDL cost. This is the case when the two
source models describe different regions of the same rigid object or approximately rigid
surface region. The concatenation process can be performed multiple times for improved
coverage (in practice three times was found to be sufficient).
5.5.5 Dynamic shape representation
For the final dynamic model representation, each modelled point can be produced by
simply using qmp (t) according to equation 5.2 using the model m for which fp,m is a
maximum. This, however results in sudden transitions between parts on deforming
surfaces. Instead, a linear blending is performed between the predicted point positions
under all assigned models (weighted by their respective fp,m values). This is motivated
by linear blend skinning used in animation [60], and results in a smoother transition at
the overlapping regions of the piece-wise models. On average such blending lowers the
final modelling error by about 20%.
To store dynamic geometry in this representation 32-bit floats are used for point
positions (3D), normals (2D), and motion model parameters (6D), while 16-bit integers
are used for the frame numbers and point IDs, and 8-bits are used for the point-to-model
assignment weight. Thus the raw input storage cost is 24 bytes per point per frame. The
proposed representation can be stored more efficiently than the input due to the usage
of piece-wise rather than per-point motion trajectories. For each model, each assigned
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intrinsic point requires 23 bytes, while each motion model requires 26 bytes per model
per frame. (The connectivity storage cost is 4 bytes per edge.)
5.6 Experiments
The piece-wise surfel graph modelling approach was tested on a variety of synthetic as well
as real sequences. Criteria for evaluation include modelling error, model completeness and
representational efficiency. These properties are dependent on the number of parts used,
which can be controlled using the MDL weighting parameter. Therefore experiments
were performed over a wide range of MDL weightings to determine the sensitivity of
results to MDL.
The second set of tests aims to determine how the modelling error is affected by
different levels of random noise in the input (without varying the MDL weight). When
the input point tracks are noisy, the modelling process has a de-noising/regularization
effect and can thus reduce overall error. However, if the granularity of the segmentation
is too coarse, then the modelling process may under fit and contribute error by enforcing
too much rigidity. The aim is to establish if the modelling process reduces noise w.r.t.
the input more than it introduces error by virtue of the piece-wise approximation of
deforming geometry.
5.6.1 Test sequences
Input from mesh sequences
The system was tested on surfel graphs created from temporally consistent dynamic
mesh sequences, producing surfels and graph edges are directly from mesh triangle
vertices and edges, respectively. Two synthetic sequences, Lizard (492 points, 250 frames)
and Woman (1.8k points, 250 frames) were created by skeletal animation in Blender
[Blender Foundation]. Three sequences from prior work were used: a high-resolution
full-body Samba sequence (9.8k points, 175 frames) [103], and two open surfaces Face
(2.7k points, 355 frames) and Cloth (425 points, 320 frames) [51]. These three sequences
were produced by multi-camera reconstruction and tracking systems and feature highly
deformable surfaces. Note that in the case of the fully synthetic sequences (Lizard and
Woman), error computation is w.r.t. ground truth points whereas for the captured/tracked
sequences (Samba, Face and Cloth) modelling error is computed w.r.t. input points.
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Fig. 5.8 Simulating point tracks from temporally consistent mesh vertices of the Samba
sequence showing the full mesh, and the subset of points visible from a simulated camera
view on the left of the image, which are used as input in the tests to simulate partial
coverage of input tracks from an RGBD sensor.
To simulate the effect of single view video plus depth-based point tracks, the input
surfels of all the original full sequences were filtered so as to retain only the point tracks
visible from a simulated camera position (see Figure 5.8). These partial coverage point
tracks were used as the input for the modelling algorithm, and the full coverage point
tracks were used for error evaluation. Note that this does not affect the face and cloth
sequences where all points are visible from a single view throughout.
Input from image-based point tracks
For various sequences, surfel graphs were generated from RGBD data as described in
Section 5.3. For the synthetic Woman sequence, an RGBD (video plus depth) rendering
of the geometry was used as input. Note that the point tracks generated by this method
do not directly correspond to the animated mesh vertices, and thus error evaluation for
this sequence is performed w.r.t. the input point tracks. The following Kinect v1/Asus
Xtion Pro Live captures introduced in Chapter 4 were used to test real-world performance:
Turning, Paris, and Rabbit and Deer. These also allow the current method to be compared
to the results obtained using the 3rd-party skeleton or manually assisted segmentation
employed in Sections 4.3.3 and 4.3.4, respectively.
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5.6.2 Results
In Figure 5.9 the synthetic Lizard dataset is used to illustrate the progression of the
piece-wise segmentation and modelling over the iterations, showing the change in part
segmentation as the modelling progresses. Following the initial over-segmentation with a
part model per surfel the vast majority of redundant part models are removed in the first
iteration. Thereafter, the segmentation, shape and motion are refined so as to reduce
modelling error while further decreasing redundancy, reducing the number of part models
from 16 to 8.
Results on the two variants of theWoman dataset for are shown in Figure 5.10 and 5.11.
A good segmentation and reconstruction are obtained for the synthetic (mesh based)
surfel graph, with the true articulated segmentation, background and moving box being
recovered correctly. For the optical flow point track based surfel graph, a reasonable
segmentation and modelling result is produced, with correct segmentation of the static
background, box and most of the articulated members of the subject, however their right
arm - which contains a limited number of long-lived, reliable point tracks - suffers from
some incorrect assignment and is poorly modelled.
Effect of the MDL weighting
The per-model MDL costs for each active model are summed to form the MDL term in
Equation 5.11. The value used for the cost of a single model affects how many moving
parts the surface is split into. If it is set too high then the optimization will use too few
models resulting in error due to the piece-wise motion approximation. If it is set too low
then too many models will result and error will increase due the noise being modelled.
Furthermore, the granularity of the modelling affects the extent to which the modelling
process extrapolates points to frames in which they are not observed. Note that the
MDL axes in the figures refer to the MDL cost of a single model, which is the tunable
parameter, and not their sum, which depends on how many models the optimization
procedure has set active.
The effect of varying the per-model MDL cost on the modelling performance on
partial input data was tested by performing the piece-wise surfel graph modelling on
Samba and the two variants of Woman with a wide range of per-model MDL costs and
obtaining the modelling error level, model completion level, and storage requirements for
each. The results are shown in Figure 5.12 and sample frames for the Samba sequence at
three MDL levels are shown in Figure 5.13. As expected the number of models decreases
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(a) Camera point of view
(b) Initialization (287 models)
(c) Iteration 1: 16 models - RMS error (visible points) 1.41 mm
(d) Iteration 2: 9 models - RMS error (visible points) 0.80 mm
(e) Iteration 3: 8 models, RMS error (visible points) 0.72 mm
Fig. 5.9 Piece-wise surfel graph segmentation (top) and modelling error (bottom) across
iterations for four frames of the Lizard sequence, beginning with initial over segmentation
(b) and converging to a compact set of models (e). Linear scale: 0 20mm.
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(a) RGB
(b) Surfel graph
(c) Piece-wise surfel graph
(d) Piece-wise surfel graph error, with temporally extrapolated points shown in white. Linear
scale: 0 20mm.
Fig. 5.10 Piece-wise surfel graph processing of synthetic Woman sequence with surfel
graph from partial mesh sequence.
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(a) Image-based point tracks (colour indicates track age: 0 150 frames)
(b) Surfel graph
(c) Piece-wise surfel graph
(d) Piece-wise surfel graph error, with temporally extrapolated points shown in white. Linear
scale: 0 20mm.
Fig. 5.11 Piece-wise surfel graph processing of synthetic Woman sequence with surfel
graph from optical flow-based point tracks.
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monotonically with an increase in per-model MDL cost (taken to the extreme, a single
moving rigid part results). In all cases the completeness is improved. For the Samba
sequence using fewer models improves the completeness (at the expense of increased
error). A video showing results for all the sequences is available in the supplementary
material. In some cases there are modelling artefacts due to input points tracked over
very few frames - such points can be assigned to any model with low error, and thus the
modelled points may have inaccurate extrapolated positions. To mitigate the problem,
point tracks with fewer than 10 frames are excluded from the input.
Figure 5.14 shows the results of modelling the Face and Cloth sequences using various
per-model MDL costs resulting in different numbers of output models. The figure also
shows the relative cost of storing the modelled version of the sequence compared to the
raw input. As the MDL cost is increased fewer models are used to describe the data
and the modelling error (w.r.t. the measurements) increases monotonically. Because the
surfaces are highly deformable, a large number of pieces are required to model the surface
motion with a low error. Figure 5.15 and Figure 5.16 show the output modelled surface
for Face and Cloth dataset at three frames for two MDL weightings. The overlapping
rigid models blended together produces a seamless non-rigid dynamic surface. Note
that in the figures the triangle faces from the meshes were applied to the output surfel
geometry for visualization purposes.
Noise performance
To assess the algorithm’s ability to function with noise corrupted input, noise was
independently added to the each surfel position. A range of levels of (zero mean)
Gaussian noise standard deviations between 0 and 10 mm were tested on. Figure 5.17
shows the RMS error w.r.t. the ground truth (noise free) geometry for three of the
sequences. The black line in the plots shows the standard deviation of the input noise.
The At zero noise there is a small approximation error due to the piece-wise rigid
approximation of the deforming surfaces. However, at higher noise levels the fusion of
measurements over multiple frames results in output geometry with lower error than the
input, despite the rigid approximation.
The MST and keyframe traversal perform slightly better than the sequential traversal.
Note that the MST and keyframe have very similar performance, however the MST is
more expensive to compute. Therefore the keyframe method was used in the remainder
of experiments, unless otherwise specified.
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(a) Partial Samba
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(b) Partial Woman (ground truth tracks)
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(c) Partial Woman (RGBD-based tracks)
Fig. 5.12 Modelling performance as a function of MDL. Top: RMS modelling error for
visible points and, where possible, for all modelled points. Centre: proportion of points
modelled (a value of 1 means all points modelled for all frames). Bottom: Number of
models active and compression ratio relative to raw point track representation.
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(a) MDL 1× 10−2
(b) MDL 1× 100
(c) MDL 1× 102
Fig. 5.13 Three frames of the Samba sequence showing segmentation and modelling error
using three MDLs. Note that as the MDL weighting increased, fewer models are used
and the error increases. The central figure demonstrates a good level of granularity of
segmentation; the top figure is over segmented (e.g. the head is in several parts); and
bottom figure is under segmented (e.g. the head and upper torso are a single part).
Linear scale: 0 20mm.
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(b) Cloth
Fig. 5.14 Performance for full coverage sequences as a function of MDL (using MST
traversal). Top: RMS modelling error. Bottom: Number of models active and compression
ratio relative to raw point track representation.
(a) MDL 4× 10−3
(b) MDL 4× 10−2
Fig. 5.15 Three frames of the Face sequence showing segmentation and modelling error
under two MDL weightings. Note the more faithful representation of non-rigid deformation
when using more parts. Linear scale: 0 5mm.
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(a) MDL 4× 10−3
(b) MDL 4× 10−2
Fig. 5.16 Three frames of the Cloth sequence showing segmentation and modelling
error under two MDL weightings. Note the more faithful representation of non-rigid
deformation when using more parts. Linear scale: 0 5mm.
Kinect sequences
Figure 5.18 shows the result of running the piece-wise surfel graph modelling on the
Paris sequence. This sequence was introduced in Section 4.3.4, where a manually assisted
segmentation was performed in order to run a piece-wise volumetric reconstruction on
it. Here is it shown that a good segmentation and shape model can be obtained using
the image-based tracks with the piece-wise surfel graph reconstruction approach. This
sequence is challenging because there is a lot of drop-out in depth and much of the surface
has flat texture, reducing the number and longevity of the surfels used as input into the
modelling stage. Some tracks associated with the lower right arm in the reconstruction
have been incorrectly assigned to the upper arm resulting in a phantom arm structure at
the end of the sequence (Figure 5.18d). The Rabbit and Deer sequence from Section 4.3.4
is also well segmented and modelled as shown in Figure 5.19.
Finally, the full body Turning sequence was processed. This sequence was previously
processed in Section 4.3.3 using the piece-wise volumetric fusion and registration with
the assistance of an approximate prior skeletal model. Here no prior on the structure of
the body is given. Nevertheless, the method does produce a sensible segmentation and
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(c) Cloth
Fig. 5.17 Final RMS modelling error vs. input noise standard deviation (black) under
sequential (red), MST (green) and keyframe (blue) motion solving modes for three
sequences (per-model MDL cost set to 1× 10−1 throughout). Curves below the black
line correspond to a reduction of noise compared to the input.
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shape model, although there are problems closing the loop at the end of the turn, and
the arms are missing in some of the frames (Figure 5.21).
5.7 Conclusion
In this chapter, a novel framework for creating structured piece-wise rigid models from
partial 3D point tracks has been proposed and demonstrated. The resulting models are
more complete than the input and in some cases the output modelled geometry can have
lower error than the noisy input.
The representation allows dynamic sequences to be stored far more cost effectively
than the raw per frame geometry (by in excess of an order of magnitude) and the full
dynamic surface sequence can easily be reconstituted from the constituent part shapes
using the part motion trajectories. The MDL cost needs to be set according to the
properties of the input data and the target application.
As predicted, solving the motion trajectories by traversing the MST or keyframe
method tends to result in better motion estimates and consequently lower reconstruction
error compared to consecutive frame sequential solving due to the smaller number of
composed transforms.
The framework sucessfully processes general dynamic scenes from a Kinect sensor
without manual intervention or an assumed model such as a human skeleton. Although
reasonable results are obtained for human motion, the arms are not consistently repre-
sented due to the small number and limited longevity of point tracks on the arms. Use
of prior knowledge (e.g. in the form of a skeletal model) would likely make the method
more robust.
Depending on the type of scene, dynamic objects may be segmented into semantically
meaningful parts (complete rigid objects, limbs etc.), which could be useful for further
processing such as editing or recognition; for other types of input (e.g. faces) the parts
correspond to coherently moving regions, but do not necessarily have a particular semantic
meaning.
Points in a given model are present in a given frame only when there are at least
three input points to support it (such that its motion for that frame can be solved), i.e.
the surface completion can only fill in the remainder of a patch which has direct support
in the input. This means that, for example, occluded parts of the skirt in the ‘Samba’
sequence will not be reconstructed for the full duration. Inferring motion of unobserved
deforming regions would require incorporating higher level constraints or prior models.
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(a) Image-based point tracks (colour indicates track age: 0 150 frames)
(b) Input depth
(c) Surfel graph
(d) Piece-wise surfel graph model, showing segmentation. Note that points with dots on them
are temporally extrapolated - i.e. not observed in the input for that frame).
(e) Piece-wise surfel graph error, with temporally extrapolated points shown in white. Linear
scale: 0 20mm.
Fig. 5.18 Piece-wise surfel graph processing of the Paris sequence (frames 0, 100, and 200
shown). Note the lack of point tracks in poorly textured regions and the large amount
of missing depth information. The modelling algorithm reconstructs a piece-wise rigid
surface model which is able to temporally propagate and de-noise the partially observed
surfels resulting in a more complete dynamic surface.
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(a) Image-based point tracks (colour indicates track age: 0 150 frames)
(b) Input depth
(c) Surfel graph
(d) Piece-wise surfel graph model, showing segmentation. Note that points with dots on them
are temporally extrapolated - i.e. not observed in the input for that frame).
(e) Piece-wise surfel graph error, with temporally extrapolated points shown in white. Linear
scale: 0 20mm.
Fig. 5.19 Piece-wise surfel graph processing of the Rabbit and Deer sequence.
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Fig. 5.20 Piece-wise surfel graph processing of the Turning sequence (prior to model
concatenation stage), showing input track support and output trajectory spans for 4
of the 26 part models. Note how most of the point tracks do not persist for the whole
sequence, and for part model 15 there are no points in common between the first and
last modelled frame.
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(a) RGB
(b) Piece-wise surfel graph reconstruction (before model concatenation stage)
(c) Piece-wise surfel graph reconstruction (after model concatenation stage)
(d) Piece-wise surfel graph reconstruction (after model concatenation stage) - top view showing
input depth
Fig. 5.21 Piece-wise surfel graph processing of Turning sequence. Note the model
concatenation step is able to combine the separate parts of the torso into a single model
successfully, but accumulated drift means the loop is not fully closed.
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A limitation of the current modelling approach is that it is possible for some input
surfels to be assigned to the wrong part model under certain conditions: when the motion
of these surfels is consistent with another motion model for their entire observed life span,
but not for the entire sequence. A typical example of this was shown in Figure 5.18d.
Discarding short-lived surfels mitigates the problem to some extent, but not completely.
Finding other ways to reduce the chances of such incorrect assignments, while retaining
the useful temporal extrapolation ability of the system is an area for future investigation.
Future extensions to the approach could include testing with the option of higher
order motion models such as general linear and quadratic in addition to rigid models. It
would be possible to feed back the results of the modelling into the point tracking stage -
e.g. detection of cases when two tracked points that are non-overlapping in time in the
input but which overlap in time and are close in space in the output should be merged
into a single point. In this work no gross point tracking errors (incorrect correspondence)
were considered. Correct functioning under such conditions may require implementation
of robust versions of the motion solving and intrinsic point solving routines.

Chapter 6
Hybrid reconstruction framework
for general non-rigid scenes
6.1 Introduction
The key idea of this chapter is to combine the strengths of volumetric fusion (Chap-
ters 3 and 4) and surfel graph modelling (Chapter 5) to generate a more powerful
representation for non-rigid scenes captured using an RGBD sensor. The surfel graph
modelling approach is suitable for handling simultaneous segmentation, shape and motion
estimation of arbitrary scenes without prior knowledge of the non-rigid deformation of the
scene. It is, however limited in terms of the detail in the final model and does not natively
output a surface mesh. On the other hand the piece-wise volumetric approach discussed
in Chapter 4 can produce fairly detailed part meshes given a known part segmentation,
but lacks the capacity to produce a seamless mesh of an arbitrary non-rigid scene.
By extending the surfel graph segmentation and model building approach and in-
tegrating it with the volumetric fusion method in a novel way, the hybrid approach
proposed in this chapter is able to produce a seamless temporally consistent mesh. The
representation can handle general scenes (multiple rigid and non-rigid objects, including
the background) without requiring specific prior models or assumptions about the content
of the scene. The mesh representation is efficient because the reconstructed reference
shape is stored for a single frame, while skinning weights and part motion trajectories
are used to animate the mesh to produce output frames.
Because of the temporal consistency and the part segmentation, the representation
offers enhanced levels of manipulability compared to raw depth maps. At the same time,
it offers reduced storage requirements, whilst allowing recovery of the full input depth
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maps to within a specified noise threshold. This is facilitated by residual depth maps,
which allow representation of any un-modelled geometry and any inconsistencies which
may occur between the input and the modelled geometry.
The motivation for the hybrid representation is its applicability in content produc-
tion where it is essential that any representation should accurately preserve the input
video+depth source. The hybrid solution proposed provides a structured representation
for efficient storage, noise reduction and temporally coherent editing whist maintaining
the integrity of the original captured data. The RGB images are not modified by the pro-
cessing and the original depth maps can be reproduced from the compact representation
within a known noise threshold, or exactly, if required. The structured representation
facilitates editing that is not possible with raw depth input alone.
6.2 Features and limitations of common 3D repre-
sentations
As discussed previously (Section 2.3), there are several ways of representing surfaces for
fusion and manipulation, each with their own set of pros and cons. Here a subset of
these are briefly discussed and compared with specific reference to their application in
the proposed hybrid representation.
6.2.1 Image (depth or height map)
Depth maps can encode partial 3D surfaces efficiently, due to the image structure: x
and y coordinates do not need to be stored for each point, but can be inferred from the
pixel coordinates given the camera calibration information. A stream of depth maps
is natively output by typical commodity RGBD sensors. Depth maps are widely used
to encode 3D geometry as seen from a specific camera view, and the raw depth map
representation is useful in various applications as is. Certain low-level processing tasks
can be performed using the depth map domain, such as bilateral filtering, RGB-guided
upsampling, depth guided matting, ‘deep’ compositing, or motion compensated filtering.
Similar to depth maps, displacement maps can also be applied to a plane, cylinder,
or arbitrary shaped mesh using a mapping. This allows fusion of surface measurements
in the 2D image domain, for example when modelling limited classes of objects such as
terrain (displacement on a plane) or a human head (cylindrical parametrization) [40].
Displacement maps or ‘bump maps’ may also be applied to a coarse 3D mesh in the
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same way as image textures are applied, in order to produce a higher level of shading
detail in rendering.
The 2D image representation is not well suited to fusion of complex arbitrarily shaped
surfaces, because it assumes a prior parametrization between 2D image and 3D space.
6.2.2 Particle (point cloud/surfel)
In a point based surface representation a dense sampling of oriented points (surface
elements or ‘surfels’) are stored, possibly with additional properties such as radius and
confidence. Free space and unobserved space are not explicitly modelled and there is no
explicit connectivity between points. The storage cost is relatively low (linear in surface
area). Keller et al. [49] demonstrated a surfel based alternative to online volumetric
fusion, which uses a single unstructured set of surfels representing a static scene. This
point set is added to or removed from incrementally. It is able to handle, to a limited
degree, dynamics in the scene by relabelling as dynamic any model points inconsistent
with the incoming depth stream.
In Chapter 5 a method based on a sparse set of surfels which are explicitly connected
using neighbourhood-based connectivity was proposed. This method bears some similarity
to the dense surfel method of Keller et al. [49] in the sense that primitives are surfels,
but it differs in that the model is structured, with each surfel having a consistent ID and
neighbourhood connectivity. Also, in Chapter 5 a piece-wise rigid model of a dynamic
scene is estimated iteratively as a batch process (given the complete sequence) rather
than online.
6.2.3 Volumetric signed distance function
Volumetric representations ([19, 41]) implicitly store the surface as well as free space
and unobserved space with a confidence value for the surface and free space locations.
An explicit surface topology and mesh connectivity can be extracted through implicit
surface triangulation using an approach such as marching cubes [59]. The storage cost is
fairly high (linear in reconstruction volume) and the spatial resolution and extent are
usually fixed, though implementations exist for efficiently handing larger scenes using
hierarchical data or partially allocated structures. Fusion of non-rigid geometry can be
achieved either by using a piece-wise rigid segmentation or a warping field defined over a
single reference volume.
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6.2.4 Surface mesh
A surface mesh (usually a triangle mesh) explicitly stores oriented surfaces. The topology
and connectivity of a mesh is inherently explicit. Although it is possible to modify
mesh structure as observations are added, it is relatively tricky to maintain a good mesh
topology when fusing directly in the mesh domain [101]. Free space and unobserved
space are not explicitly modelled, however, the inside and outside of an object are well
defined if the mesh is a closed manifold. Locally the ordering of vertices defines the
orientation of a face. Due to the limitations of mesh based representation for fusion
of surface measurements, implicit representations are widely used, with explicit mesh
generation only at the final stage of reconstruction. Meshes are well suited to and widely
used in the manipulation of models in 3D graphics editing suites for media production.
Polygon meshes can be directly rendered using standard graphics pipelines (in contrast
to volumetric structures which require raycasting).
6.2.5 Parametric surfaces
Meshes are essentially a piece-wise planar approximations of continuous surfaces. Other
representations such as NURBS (Non-uniform rational B-spline) use a set of discrete
control points to parametrise continuous curves and surfaces. As such they are to meshes
what vector graphics are to raster images. They are commonly used in CAD (Computer
Aided Design) packages, which require high levels of geometric precision. NURBS is a
more efficient way of storing smooth surfaces than meshes which have to be fairly dense
to approximate curved surfaces well. Subdivision surfaces use automatic refinement of a
course control mesh to produce a smooth output surface. They are not widely used in
measurement fusion, due to the topology needing to be defined up front.
6.2.6 Key properties for representation
None of the representations alone is ideal for fusion and representation of dynamic scenes
from RGBD video. Instead of attempting to use a single method for 3D fusion and
final representation, the features of each can be used to good effect at different stages of
processing in the proposed hybrid approach:
• Depth map - native 3D capture format, early filtering in image domain, correspon-
dence with RGB image, generation of sparse tracks, also useful to render enhanced
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1. Surfel graph generation
 Partial point/normal 
trajectories
 Connectivity
3. Piece-wise volumetric 
modelling
 Part volumes
 Part trajectories
4. Composite volumetric 
modelling
 Composite volume
5. Composite mesh 
modelling
 Composite mesh
 Skinning weights
 Part trajectories
2. Piece-wise surfel modelling
 Point-part assignments
 Intrinsic part shape
 Part trajectories
Input RGBD sequence
 Calibration
 Depth remapping
Residual depth
Mesh editing
 Shape
 Texture
Output RGB sequence
 Model render
 Compositing
Fig. 6.1 Overview of the hybrid reconstruction approach.
depth map from modelled output and to store residual between final model and
raw input.
• Surfel graph - sparse representation, neighbourhood based connectivity, efficient
for part segmentation and initial reconstruction of part shape.
• Volumetric implicit surface - suitable for generating dense rigid geometry from
noisy input depth, piece-wise fusion, easy to extract to mesh, can also be used to
fuse part surfaces into composite mesh.
• Surface mesh - efficient storage, explicit surface, retention of segmentation from
surfel graph, suitable for rendering, suited to editing shape, appearance and motion.
6.3 Overview of hybrid geometric fusion approach
The proposed hybrid approach is summarized in Figure 6.1. Given a dynamic scene
captured as a stream of RGBD images from a single, optionally moving sensor1, the
modelling process aims to extract an efficient temporally consistent model of the scene.
Firstly, a surfel graph is established based on image point tracking and piece-wise
surfel graph modelling techniques discussed in Chapter 5. The piece-wise surfel graph
model is then used to configure piece-wise moving volumetric grids. Depth measurements
are softly assigned to the parts by interpolation over the corresponding surfel labels.
The per-part implicit geometry at a reference frame is then composited into a combined
volume from which a composite reference mesh is extracted. This mesh is skinned and
animated based on the part models, yielding an efficient temporally consistent mesh.
1If the RGB and depth sensors are not co-located, as is the case with both versions of the Kinect
sensor, the depth is first re-mapped to the RGB point of view as a pre-process.
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To complete the hybrid representation, a residual depth map is computed, which
enables representation of any unmodelled regions in the input as well as serving as a
consistency check on the model. Finally, it is possible to edit the dynamic mesh model
in third-party tools and render and composite the results back into the original RGB
video sequence.
6.4 Surfel graph piece-wise modelling
The piece-wise surfel graph modelling stage used here is largely based on the approach
described in the previous chapter (section 5.5), but with a few modifications to improve
performance. Firstly, an alternative regularization is used for the segmentation (based
on pair-wise as well as label costs). Secondly, a post-process to blend assignment weights
between parts is proposed.
6.4.1 Segmentation cost function
In Chapter 5, points p are each assigned to one or more part models m via a label matrix
F. The energy function E used to optimize the assignment is based on a data fidelity
term and a label cost (MDL) term as defined in Equation 5.11, repeated here:
E(F) =
data cost︷ ︸︸ ︷∑
p∈P
λ ∑
m∈Mp
c′′p,m + (1− λ)
∑
m∈Ip
c′′p,m

+
label cost︷ ︸︸ ︷∑
m∈M′
MDLm (6.1)
where Mp is the set of part models to which point p is assigned, Ip denote the set of
models for which point p is interior (i.e. it and all its neighbours are assigned to m),
c′′p,m is the (clamped) cost of assigning point p to part model m.
This formulation forces part models to overlap (i.e. some points are assigned to more
than one model), and due to the MDL (label cost) term, it encourages segmentations
with fewer part models. However, there is no incentive in the cost function to produce
spatially smooth segmented regions; using this formulation can lead to assigned regions
with irregular shape with arbitrary non-contiguous regions.
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One way of encouraging a more coherent segmentation is to add a pair-wise (smooth-
ness) term. This encourages the total length of the boundaries between parts to be as
short as possible, thus discouraging both uneven edges between parts and small isolated
patches of one part within another. However, data and pair-wise terms alone have no
incentive to combine spatially dis-contiguous regions and thus may lead to segmentations
containing redundant models.
In [22], a graph-cuts optimization procedure is proposed which includes both pair-wise
and label cost terms to assign each point to a single label:
E(F) =
data cost︷ ︸︸ ︷∑
p∈P
c′′p,fp +
smoothness cost︷ ︸︸ ︷∑
pq∈N
Vpq(fp, fq)+
label cost︷ ︸︸ ︷∑
m∈M′
MDLm . (6.2)
The fact that each point is assigned to a single part model (no overlap) means that
the data term is simpler than Equation 6.1. Instead of distinguishing between interior
and non-interior points, it simply sums of squared modelling errors for all points. The
introduced smoothness term, which has contributions from all edges N in the surfel
graph, is defined as follows:
Vpq(fp, fq) =
0 if fp = fqλsmooth otherwise (6.3)
where fp and fq are the labels for points, p and q, respectively. This is the so called Potts
model, which adds a cost for each edge connecting nodes with different labels.
This formulation promotes segmentations which are compact both in terms of the
number of labels used, and the length of the boundaries. Whereas Equation 6.1 requires
a single weight parameter MDL (the per-label cost), Equation 6.2 requires both the
smoothness weight and per-label cost. Unless otherwise specified, the experiments in this
chapter use Equation 6.2. The evaluation in Section 6.8 shows results over a range of
pair-wise and label weights. Figure 6.2 shows a simplified illustration of the segmentation
characteristics under each cost function.
6.4.2 Segmentation blending
As illustrated in Figure 6.2, the graph-cuts part segmentation approach produces either
a hard assignment to a single part (if the pairwise and/or label regularization is used),
or simple overlap region one surfel thick (if the overlap and MDL regularization is
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Frame 1
Frame 2
MDL and overlap
(a)
Frame 1
Frame 2
MDL only
(b)
Frame 1
Frame 2
Pairwise only
(c)
Frame 1
Frame 2
Pairwise and MDL
(d)
Fig. 6.2 Segmentation characteristics under different graph-cuts cost functions. a) Model-
overlap and MDL b) MDL only (note the long boundary between the two parts) c)
Pair-wise only (note that the left hand region is segmented into two parts) d) Pair-wise
and MDL.
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used). It may be advantageous to have parts softly blended over a wider area. This is
especially important for the perceptual quality when modelling scene content such as
deforming cloth, to reduce the appearance of piece-wise rigidity in the output while still
using a small number of parts. As well as improving perceptual quality, it should also
reduce the approximation error. Blending of the assignment weights would result in a
smoother bending motion of the simplified representation of the non-rigid object shown
in Figure 6.2.
After convergence of the piece-wise surfel graph segmentation, a post hoc blurring
operation is applied to the weights using a Gaussian kernel in the surfel graph edge
domain. More specifically, geodesic distances from each surfel point are computed using
Dijkstra’s algorithm, and used to weight contributions from each model as shown in
Algorithm 6.1.
In Figure 6.3, an example of the raw result is shown alongside the results after blurring
with kernel standard deviation of 4 cm.
Algorithm 6.1 Blurring of segmentation assignment weight matrix F. N3σ(po) denotes
points within a 3σ geodesic distance neighbourhood of p, and dg(po, pi) denotes the
intrinsic geodesic distance between po and pi.
G← 0|P|×|M|
for ∀po ∈ P do
for ∀m ∈M do
wtot ← 0
for ∀pi ∈ N3σ(po) do
w ← exp(−dg(po,pi)22σ2 )
gpo,m ← gpo,m + w · fpi,m
wtot ← wtot + w
end for
gpo,m ← gpo,m/wtot
end for
end for
F← G
The amount of blur (standard deviation of the Gaussian kernel) affects the perceptual
representation quality as well as the quantitative error. The evaluation section includes
an empirical evaluation of blurring kernel size.
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(a) (b)
Fig. 6.3 Gaussian blurring of piece-wise segmentation assignment (the cloth in the Globe
sequence). a) raw segmentation result b) after blurring with std. 4 cm. The soft transition
between parts leads to more natural looking output motion. Note that because geodesic
distance in the surfel graph is used for the blurring, the wall to the right does not get
mixed with the right of the cloth despite being close in Euclidean distance.
6.5 Volumetric piece-wise modelling
6.5.1 Configuring part voxel grids
In Chapter 4 prior knowledge of in the form of a skeletal model and anthropomorphic
proportions was used to configure the part voxel grids. Here, no such prior knowledge
is used, and instead the sizing and posing of the part voxel grids is purely data driven,
making it applicable to general scenes not just people.
For each part model m ∈M, the set of its intrinsic points Pm are used to configure
a voxel grid Gm. It is desirable to obtain a 3D bounding box which is sized and posed so
as to efficiently enclose Pm, i.e. to enclose it with close to the minimal volume. While
a method exists to find the minimal bounding box exactly in O(n3) time [46], for this
purpose the following simple approximate method (which runs in linear time) is sufficient.
The centroid of Pm is used to define the part’s local origin. The eigenvectors of the
covariance matrix of the points, taken in descending order define putative orientations
for the part’s local x, y, and z axes, in order. The x and y axes are then refined by
rotating them about the local z axis such that the bounding box volume is minimized.
The extent of the voxel grid is then obtained such that it encloses all the points, with a
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small buffer added at each edge so that an iso-surface can be reliably extracted even for
points near the minimal boundaries.
The estimated pose for the part grid can be obtained using the surfel part model
pose as follows (for all frames where Tm(t) defined):
TGm(t) = TGm(tmo )Tm(t). (6.4)
6.5.2 Camera pose estimation
Rather than explicitly model camera motion with respect to an assumed background
part, it is simpler and more general to consider the camera pose to be fixed (identity).
The motions reconstructed are thus background agnostic; no assumption is made about
which part of the scene should be considered the absolute global reference frame. Should
the application require it, the scene motion could easily be re-factored to set any part to
be static in the global coordinates, with the camera motion thus being set to the inverse
of this part’s motion. It would also be possible to set such a part automatically, e.g.
choosing the biggest part.
6.5.3 Dense soft assignment of depth pixels to parts
Because in general surface geometry and its segmented constituent parts are irregularly
shaped, the cuboid 3D bounding boxes enclosing each part will tend to overlap with others.
As was discussed in Section 4.2.7, it is important to selectively fuse depth measurements
in a multiple grid setup to avoid interference between parts. In Section 4.2.7, heuristics
were used to generate a hard assignment to one human body part per measurement,
which precluded automatic processing of content other than human performance and
also resulted in undesirable discontinuities between these parts in the output. Here a
dense soft assignment is proposed which largely overcomes these limitations.
The key to the soft assignment technique is that it effectively allows the assignment
of a given surface region to be shared between two or more parts, which at a later stage
facilitates seamless merging of parts via a composite volume grid. Specifically, rather
than generating a single hard assignment map which stores a single assigned part per
pixel, a set of soft assignment maps A = {Am ∀m ∈M} is produced. Each assignment
map is generated by using a sparse set of known assignment values from the piece-wise
surfel graph segmentation. Because the surfel graph sample points are irregularly spaced
(rather than for instance forming a 2D grid) a scattered data interpolation method is
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required to produce a dense assignment map. Several interpolation approaches were
considered.
Methods of scattered data interpolation
There are various desirable properties for the interpolation function including: preserva-
tion of sample points (output must be equal to input at the sample points), continuity of
interpolated values (output to vary smoothly between sample data points), interpolated
values lie within the range of input samples (no over- or undershooting) and correct
functioning in the presence of variable sample density. Finally it is important to prevent
propagation of assignment weight values across obvious discontinuities such as depth
edges. The last feature can be introduced into some methods by using geodesic rather
than Euclidean distances from sample points to effectively separate disconnected regions.
A simple method which produces a C0 continuous interpolation is the Delaunay
triangulation of the sample points, followed by barycentric interpolation within each
face. While the output values are guaranteed to lie in the range of the samples and
variable sample density can be handled with ease, it is not trivial to introduce barriers2.
Furthermore it does not extrapolate easily beyond the convex hull of the sample points.
Radial Basis Functions (RBFs) [55] could also be used. These preserve sample points,
produce infinitely smooth interpolations and it is possible to use a geodesic distance
metric. Drawbacks of a basic RBF method include possibly severe overshoot/undershoot
between samples, and difficulty with setting a kernel radius in the presence of variable
sample density (which can lead to very poor interpolation in sparse regions).
Inverse distance weighting (IDW) [91] is an intuitive scheme whereby an output
interpolated point is set to a weighted sum of input point values, where the weights are
the inverse of the distance from each point raised to some power n ≥ 2. Output values
lie within the input range, and the interpolation is continuous. One drawback of the
basic IDW method is that several more distant sample points can collectively affect an
interpolated value more than a few closer sample points. A modification of the basic
method uses only the k-nearest neighbours in the weighted sum. This modification is no
longer continuous between samples, because the nearest neighbour membership changes
discretely. Note that in the limit of k = 1, the interpolation corresponds to a Voronoi
tessellation of the surface with the cells filled with their corresponding sample value. One
2This could be done using a constrained Delaunay triangulation with constraint edges added for all
depth edge pixels, but one would be left with the problem of inferring the sample values for the newly
introduced points before the barycentric interpolation could be performed
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can similarly effect the influence of distant points by truncating the radius of influence of
sample points.
Other methods from the literature include natural neighbour (based on Veronoi
tessellation), and Kriging [74] (a statistical method used in geology). IDW and radial
basis function methods were selected for tests due to the ease with which edge boundaries
may be introduced by using geodesic distances. Of these methods, the radius limited
IDW method performs best, while there is little difference in results between 4- and
8-connected geodesic distances. Results are shown in Figure 6.4 and implementation
details of the IDW and geodesic distance computation is provided below.
Inverse distance weighting implementation
Given the input depth map D(t), modelled surfel positions qp(t) ∀p ∈ P , and segmen-
tation matrix F (with elements denoted fp,m), the per-part soft assignment map Am(t)
is generated. For simplicity of notation, the dependence on time and part are henceforth
omitted. To begin with, there is a set S = {ap(up)} of known 2D pixel coordinates up
and assignment values ap. The coordinates up are produced by projecting all modelled
surfel graph points qp into D. The assignment values ap are obtained directly from the
corresponding entry in the surfel graph segmentation matrix: ap = fp,m. To eliminate
occluded or inaccurate samples, a check for consistency in depth and normal is performed
between the depth map and the sample points. Note that the sample positions are the
same for each part, but their assignment values vary per part. The assignment values a
for all interstitial pixels u are estimated by interpolation using inverse distance weighting
with geodesic distances:
a(u) =

∑
S
dg(u,up)n
∑
S
dg(u,up)−nap if up ̸= u ∀up ∈ S
ap : up = u otherwise.
(6.5)
where dg(·, ·) denotes the geodesic distance, which is used instead of Euclidean distance
to prevent propagation of assignment values across object boundaries. An image-plane
geodesic distance is used based on a graph of pixel nodes each connected to its neighbours
that are within a depth threshold (see Figure 6.5). An inverse distance weighting power
n = 4 was used in all experiments.
As mentioned previously, having clusters of dense points in one area can cause
perturbations in the interpolated values in another more sparsely sampled area. To
mitigate this, and also to increase efficiency, a grid sub-sampling is performed on the
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(a) IDW (geodesic 8-connected) - full sup-
port
(b) IDW (geodesic 8-connected) - truncated
support
(c) IDW (geodesic 4-connected) - truncated
support
(d) RBF (geodesic 8-connected).
Fig. 6.4 Comparison of scattered interpolation methods for dense assignment of depth
map points to part models of the synthetic Lizard sequence. Samples assigned to the part
are shown in blue (1), those not assigned are shown in green (0), and the interpolated
values are shown in gray-scale. Note that IDW with truncated support offers a smooth
and well localised interpolation, while the full support IDW has some spillage in sparsely
sampled regions and RBF performs poorly between the points (over and undershooting
drastically).
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set of sample points. This results in at most one sample point per grid bin. By setting
the grid bin width to the input point track sampling density s, input sample density is
maintained, but more densely sampled regions in the modelled surfel set (resulting from
temporal extrapolation) are thinned out. In practice this leads to about half the samples
being kept. Note that there may still be regions with a significantly lower sample density,
for instance due to a lack of input tracks on smoothly textured regions.
Computing full-sized geodesic distance maps for all samples is time consuming. To
reduce the computational load, the radius modification of IDW [91] is applied to ignore
contributions from samples further away than a radius distance r. The value of r is
chosen to be large enough that most pixels are supported by several sampled, i.e. r = 5s,
where s is the assumed maximum sample spacing. In the implementation, the truncated
distance can be efficiently implemented by processing only a ROI window surrounding
each sample point. Both the geodesic distance image computation and inverse distance
summing are sped up by two orders of magnitude compared to the fully supported
implementation.
In regions of typical sampling density, the truncation has little effect on the interpola-
tion result, however in lower density regions it prevents interference from more distant
points which occurs when using the fully supported IDW. In very low density regions,
it is possible that a given pixel has no sample within a distance r of it, and thus has
no support. This means that it is assigned a default zero weight. While it would be
possible to adapt the truncation distance according to local point density, one could
argue that in cases of very low sample density, it is best not to assign non-zero weights,
as the confidence in such an assignment would be very low.
Geodesic distances on the depth map
The geodesic distances required in Equation 6.5 are most efficiently computed by pre-
generating a distance map image for each sample point up, and reusing these images to
look up distance values when populating the interpolated values in each assignment map
Am.
There are a few possible variations on the geodesic distance. The graph used to
generate them may be either 4- or 8-connected and the edge weights used may be
either image-plane distances or 3D metric distances from the depth map. In this work,
the image-plane distance was chosen for simplicity. Edges in the graph are omitted
if the depth difference between their nodes is more than a threshold (25 mm). If
an 8-neighbourhood is used (the pseudo-Euclidean distance, with diagonal edges
√
2),
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(a) (b) (c)
Fig. 6.5 Graph for geodesic distances from a sample in the image plane, using depth edge
discontinuities. a) Depth map b) 8-connected (pseudo-Euclidean distance. c) 4-connected
(city block) distance.
Dijkstra’s algorithm can be used to obtain the geodesic distance map. If the 4-neighbours
are used (city block distance) the distances are less accurate, but because all edge weights
are the same, Dijkstra’s algorithm can be replaced by a breadth first search, which is
more computationally efficient. Figure 6.5 shows an example of an 8 and 4 connected
geodesic distance from a point in an image. With the ROI sizes used and with the grid
connectivity, there is little difference in computation time between the two, so the slightly
more accurate 8-connected version was chosen for the remainder of the experiments.
6.5.4 Intra-part fusion
The standard TSDF update equations are used for measurement fusion into each part
grid Gm:
sk(u) =
wk−1(u)sk−1(u) + wmk (u)smk (u)
wk(u)
(6.6)
and
wk(u) = wk−1(u) + wmk (u) (6.7)
where smk and wmk are the input TSDF and weight values for the current frame.
This differs from the previous approaches is in the weighting wmk used for each
measurement. For the rigid case of Chapter 3 a constant weight was used, whereas in
Chapter 4 a binary (on/off) weight was used. Here a continuous weight from the soft
part assignment map (between 0 and 1) is used. Figure 6.6 illustrates the intra-part
fusion process, showing how the soft assignment weighting fades out at the transition
between parts. This smooth fall-off is used in blending the parts into a composite grid in
the next section.
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Part A
Part B
Frame 1
Frame 2
Piece-wise surfel graph
Enclosing volumetric grid
(a)
Depth assignment to Part A
Depth assignment to Part B
(b)
Part A TSDF
Part A weight
Part B TSDF
Part B weight
(c)
Fig. 6.6 Intra-part fusion (2D slices). (a) Two frames of piece-wise surfel graph model
showing part volumetric bounding boxes. (b) Generation of dense soft assignment maps
for each part at each frame. (c) Volumetric fusion showing TSDF and weight, along with
implicit surface from each frame (dashed) and combined (solid).
6.6 Composite volumetric modelling
6.6.1 Inter-part fusion
A composite voxel grid Gc = {Sc,Wc} is generated so as to enclose the grid volumes of
the subset of part models Mcr which are valid (have poses) in a chosen reference frame
tcr. The size and pose of the grid are determined as described in Section 6.5.1 but using
the corner points of the posed part grids rather than sample points as input, and not
requiring any added buffer, thus efficiently enclosing the part grids at the frame.
The volumetric compositing is restricted to surface band regions only, i.e. specifically
excluding free space regions. This is because incorporating free space regions at this
stage could cause sections of surface to go missing, or become biased (shifted). Figure 6.7
illustrates the TSDF grid compositing procedure. The compositing is performed part by
part using tri-linear interpolation lookup into the part grids (in parallel on the GPU).
The procedure is formalised in Algorithm 6.2, where φm(u) denotes the transform from
Gc voxel coordinates to Gm voxel coordinates (at the frame tcr) and ϵ is a tolerance
which ensures that free-space regions are not included in the composite grid (ϵ = 1 mm
in the experiments).
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Algorithm 6.2 Volumetric compositing of part grids into composite grid
for ∀m ∈Mcr do
for ∀u ∈ Gc do
if sm(φm(u)) < µ− ϵ then
sc(u)← (sc(u) · wc(u) + sm(φm(u)) · wm(φm(u)))/(wc(u) + wm(φm(u)))
wc(u)← wc(u) + wm(φm(u))
else
do not update voxel u
end if
end for
end for
Hard assignment compositing
Soft assignment compositing
(a)
Skinning weight
Weight grids (truncated)
(b)
Fig. 6.7 Inter-part fusion (2D slices). (a) Fusion of two part grids without (top) and with
(bottom) soft assignment weighting for intra-part fusion. Note the relatively smooth
transition between parts with the soft assignment. (b) Composite mesh skinning by
lookup into part SDF and weight grids.
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A composite mesh with vertices V is extracted using marching cubes. This ‘reference’
mesh shape is valid for time tcr.
6.6.2 Linear blend skinning for composite mesh
In order to animate the extracted mesh, a mapping between each vertex and one or more
part models needs to be established. The |V| × |M| skinning weight matrix W encodes
the weights wi,m of assignment of each mesh vertex vi to each part model m. While it
would be possible to refer back to the surfel graph model to estimate the assignment
weights, it is simpler to refer to the intermediate part grids. The skinning weights are
determined by looking up the weight in the voxel grids for each part (at tcr), but setting
the weight only if the point lies in the surface band, not in free space:
wi,m =
wm(φm(vi)) if wm(φm(vi)) > 0, sm(φm(vi)) < µ− ϵ0 otherwise (6.8)
where φm transforms from metric vertex coordinates to part m voxel coordinates. This
is further illustrated in Figure 6.7b.
The vertex transform matrix TVm(t) of the mesh vertices under each model m at time
t is determined as follows
TVm(t) = Tm(t)T−1m (tcr)TGm (6.9)
where TGm is the composite grid pose (which is defined at tcr). The transformed vertices
v′i are determined using a simple linear blend as follows:
v′i =
∑
m∈M
wi,mTVm(t)vi∑
m∈M
wi,m
(6.10)
6.6.3 Mesh filtering
The marching cubes implementation used processes each cube independently and therefore
produces many duplicate vertices. Merging or ‘welding’ of these duplicate vertices typically
reduces the number of vertices by a factor of 6, which reduces storage cost and speeds
up subsequent processing and rendering. Because of numerical imprecision in practice
a small number of vertices at edges in the extracted surface may receive no non-zero
skinning weights. These are also removed along with any faces incident on them.
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Part CPart A
Part B
(a)
Composite grid and mesh
(b)
Check against part topology
(c)
Fig. 6.8 Composite mesh topology check. (a) Piece-wise surfel graph and bounding boxes
with three parts. Note that part A and B are connected, but B and C are not. (b)
Composite grid showing incorrectly fused part B and C in the extracted surface. (c) Top:
topology check on skinned mesh - any valid blended regions need to be connected in the
surfel graph. Bottom: invalid vertices removed.
The composite mesh may have topology problems: if two disconnected parts are
close to each other in the composite reference frame, the composite mesh will have
the parts joined together. The skinning weights will be a blend between the two parts
in this case. Such incorrect mesh topology can cause serious artefacts in the output
especially if the two parts are not close together for the whole sequence. To mitigate this,
a post-processing filter is applied to the skinned mesh. Any vertex which has non-zero
skinning weights for at least one pair of non-connected surfel graph parts is removed.
Refer to Figure 6.8 for an illustration of the mesh filtering approach.
6.7 Verification of dynamic model and residual mod-
elling
The dynamic mesh representation (referred to here as a 4D representation) offers enhanced
manipulability by virtue of its part structure and temporally consistent vertex structure.
By contrast no such structure exists in the 2.5D depth map of the input.
In practice, the proposed geometric modelling will not produce a fully complete 4D
surface representation. It is possible that some input pixels are not represented in the
model, for instance if there were no valid point tracks in their vicinity. It is also possible
that some regions of the model produced can be inconsistent with the input, either
because of modelling error or measurement outliers.
As a form of sanity check, one can render a depth map of the output model from
the point of view of the depth sensor and compare it with the input depth map. Such
a rendering will reveal pixels for which no input or model exists (for which only 2D
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information is present), and input pixels that are not modelled (for which only 2.5D
information is present).
6.7.1 Input output consistency check
Certain assumptions are made about the depth capture process. These are described
below and illustrated in Figure 6.9a. Firstly, most measurements di are reliable and fall
within some noise threshold n of the true depth dgt, except near depth edges:
|di − dgt| < n(dgt) (6.11)
where n may be a function of distance (for instance based on the noise standard deviation,
which for the Kinect v1 increases quadratically with depth [50]). For brevity, the
dependence of n on depth is omitted from the notation.
Low confidence regions (e.g. due to poor surface reflectance properties) are usually
reported as missing (di = 0), but occasionally lead to gross outliers, which can be either
behind or in front of the true surface. Secondly, on both sides of depth edges, there is a
band of pixels with some width b whose depths are uncertain and could belong to either
the local foreground or background. Finally, very fine structures smaller than a few pixels
in width cannot be reliably captured and pixels associated with these are reported as
missing or fall on the surrounding background. These assumptions hold reasonably well
for practical active depth sensors such as the Kinect.
Based on these assumptions, the modelling performance may be characterised in terms
of the pixel-wise agreement between the input depth map and the depth map synthesised
from the model. There are seven categories, as listed in Table 6.1 and illustrated in
Figure 6.9b. For an input pixel depth di and a modelled pixel depth dm to be considered
consistent they must fall within the noise threshold n of each other. However a special
case is made of pixels lying within the depth edge band (indicated by the condition
e(di)), which are inherently prone to being inconsistent. Furthermore, the presence of a
measurement in front of the model does not necessarily indicate that the model is in error,
merely possibly incomplete. Away from depth edges, the model and input are known to
be inconsistent if the input depth is significantly greater than the modelled depth. This
may either be due to an outlier depth measurement, or to error in the modelled surface.
An example input depth frame, and modelled rendering are shown in Figure 6.15
along with the input depth edge bands and the colour coded category of each pixel
as described in Table 6.1. Depending on the capture conditions, scene content and
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Category Input Model Condition Modelling status
1 - - - 2D
2 X - - 2.5D
3 - X - 4D (consistency unknown)
4 X X |di − dm| < n 4D (consistent)
5 X X di − dm < −n,¬e(di) 4D (consistency unknown)
6 X X |di − dm| > n, e(di) 4D (inconsistent in edge band)
7 X X di − dm > n,¬e(di) 4D (inconsistent)
Table 6.1 Categories for characterization of model consistency with input depth maps.
Missing measurement
Depth edge band
Sensor noise level
Ground truth depth map
Measured depth map
Outlier (further)
Outlier (nearer)
Narrow structure
Ground truth geometry
(a)
Depth edge band
Sensor noise level
Modelled depth map
Measured depth map
Model
7   5    4    1   5     4  6    4      3      4       2    4   6       4         7    4Category
(b)
Fig. 6.9 a) Consistency between ground truth and measured depth. b) Consistency
between measured depth and modelled depth (category numbers are as described in
Table 6.1).
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processing settings, different proportions of the depth maps may fall into each category.
These proportions are an indication of both capture quality (completeness of measured
depth maps) and modelling fidelity (completeness and consistency of the model w.r.t.
the input frames). In Section 6.8, these are reported for various test scenes.
6.7.2 Residual depth maps
One of the purposes of the 4D modelling procedure is to produce a less noisy and more
complete model of the input. However, as discussed in the previous section, some of the
input may not be represented in the 4D model, or the model may be inconsistent with
the input. In order to validate the model w.r.t. the input and in order not to discard any
un-modelled input depth pixels, the concept of a ‘residual depth map’ is introduced. A
basic residual depth map simply stores the difference dr between the input and modelled
pixels:
dr = di − dm. (6.12)
If the residual depth is added to the modelled depth map to form an ‘output depth’
do, the exact input is recovered (including all input noise). It would be more useful to
store the ‘noise-floored’ difference dˆr, which zeros the differences when the depths are
consistent (category 4) but stores the exact difference otherwise:
dˆr =
0 if (|di − dm| < n)dr otherwise (6.13)
If the noise-floored residual depth map is added to the modelled depth map, the exact
input is recovered wherever the model is missing or inconsistent with the input, thus
yielding a depth map which uses the reduced noise modelled depths where possible, but
retains the completeness of the input. Examples of the exact and noise-floored residual
depth maps are shown in Figure 6.15f and 6.15g, respectively.
An output depth do = dm + dˆr has an error of up to n w.r.t. the input:
|do − di| < n. (6.14)
For all pixels not associated with any very thin structures, depth edges, and gross
measurement outliers, it follows from 6.11 that the bound on the error of do w.r.t. the
true depth is 2n:
|do − dgt| < 2n. (6.15)
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It is, therefore possible for the model+residual depth representation to add up to a
certain amount of error to any given pixel, but if the modelling process is successful, then
on average the error level should be reduced compared to the input.
Because the noise floored residual depth map contains a significant proportion of
zero3 entries, it can be losslessly compressed to a smaller file size than the input depth
maps, thus improving storage efficiency compared to raw depth maps or exact residual
depth maps.
6.8 Evaluation
The broad criteria for evaluation of the proposed hybrid approach comprise objective and
subjective fidelity of the output model (shape and motion), completeness of the model
representation w.r.t. the input data, computational resources required, and final storage
cost. Unless otherwise specified, all the sequences are processed with MDLm = 1× 10−1
and λsmooth = 1× 10−1, and no blurring of assignment weights is performed (σ = 0).
A set of test sequences covering a range of scene content and capture devices (real
and virtual) were used in the evaluation. For the purpose of comparing methods, the
set includes some datasets from previous chapters (refer to Table A.1 for a complete
summary of the datasets used in the thesis). Real data from the original Kinect v1 as
well as the new Kinect v2 was used. In addition, various versions of a synthetic Globe
scene were used to simulate noise-free (but incomplete) input, as well as input which
more accurately mimics the imperfections of the Kinect v1 sensor.
6.8.1 Synthetic sequences
Figure 6.10 shows the stages of volumetric processing for the simple Lizard sequence from
the piece-wise surfel graph representation (Figure 6.10a). Overlapping voxel grids are
first configured for each part (Figure 6.10b) and using the soft depth to part assignment,
depth measurements are fused to reconstruct surfaces for each part (Figure 6.10c). The
separate part surfaces are finally combined via the grid compositing scheme in order to
produce a single seamless mesh (Figure 6.10d). This composite mesh along with the part
motion trajectories and skinning weights efficiently represents the dynamic surface of the
scene.
3In the internal processing as well as the PNG format used for storage, unsigned 16-bit values are
used for depth maps, therefore a large constant value is added to the difference maps to ensure that no
negative values occur.
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(a) (b)
(c) (d)
Fig. 6.10 Stages of volumetric processing for the Lizard sequence. a) Piece-wise surfel
graph b) Volumetric grid initialization c) Detail of reconstructed part meshes of head/neck
region, where overlapping regions to not align exactly due to non-rigidity d) Detail of
the composite mesh in the head/neck region showing a seamless merging of part surface
regions, with a soft transition between parts. Colours indicate part membership.
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A synthetic sequence, Globe, was generated in Blender [Blender Foundation]. The
scene contains various elements which test different aspects of the reconstruction and
representation approach. Firstly, a rotating globe is a test of the system’s ability to
extrapolate occluded regions, and also to assess drift of the reconstruction on surface
regions which reappear having been occluded (after a full revolution of the globe).
Secondly, a hanging cloth - animated using cloth physics simulation and acted upon by
wind - demonstrates a non-rigid deforming object. Other elements include a rock flying
through the air while rotating (which should be reconstructed as a single rigid object)
and a static pot-plant (which has thin leaves which are challenging for depth sensors to
detect as well as for volumetric fusion to reconstruct). The virtual camera from which
the RGBD sequences are rendered is also moving. The RGB images were rendered by
Blender using ray-tracing with shadows, material properties and texture maps. Two
variants of depth sequence were produced. The first is the ground-truth depth obtained
by extracting the depth buffer from a standard OpenGL rendering. The other depth
map variant was created with the aim of more realistically emulating practical depth
maps by simulating some of the most salient artifacts of the Kinect sensor. To this end,
BlenSor (Blender Sensor Simulation plugin for Blender) [36] was used to render an initial
depth map sequence. BlenSor simulates secondary effects of the depth capture process
including the block matching of the projected pattern, thus producing a depth map with
jagged edges, holes in half-occluded regions and missing fine structures. Depth-dependent
random noise and quantization are then applied to the BlenSor depth maps according to
the characteristics described by [50] (see Section 4.3.1). A comparison of ground truth
and simulated Kinect depth maps for this sequence is shown in Figure 6.11.
The Globe sequence, with BlenSor simulated Kinect noise on the depth maps was
processed using the full pipeline (i.e. using 2D image based point tracks converted to
3D). The results are shown in Figure 6.12. The segmentation into parts has worked well,
with the entire rigid background being assigned to a single part, and the deforming cloth
into patches. The rock and globe are both segmented into a single part each. Despite
the globe undergoing 1.5 revolutions over the sequence, the full surface is reconstructed
without noticeable drift (see closeup in Figure 6.13). Since the cloth comprises only three
patches, fine scale deformation of the cloth is not represented and thus there is some
residual depth in the cloth, particularly in the third frame shown. (Note that because
Gaussian noise is used in the synthetic sensor model, about 5% of depth measurements
are expected have noise values outside the ±2σ noise floor used, accounting for much of
the non-zero residual depth in the background region.)
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(a) (b)
Fig. 6.11 Depth maps for the Globe sequence a) Ground truth rendered b) Simulated
Kinect depth. Note the artifacts of rough depth edges around objects and the missing
measurements due to occlusion and thin structures (plant leaves).
A range of segmentation assignment blurring kernel standard deviations σ were used
on the Globe sequence to determine the effect on the reconstructed model representation
fidelity, as shown in Figure 6.14. All σ values from 0 to 8 cm, were found to produce
similar values of the residual depth (w.r.t. the noisy input depth) and residual RMS
error (w.r.t. the ground truth depth). However, qualitatively the deformation of the
cloth is smoother when blending is enabled. Note that the RMS error in the input
depth for this scene (ignoring missing measurements) is 5.0 mm, and the RMS error in
the reconstruction is 3.5 mm, i.e. the modelled depth is less noisy than the raw depth.
However, a drawback is that the fine ripple deformations of the moving cloth are not
represented in the composite mesh model.
6.8.2 Real sequences
Kinect v1/Xtion Pro Live
As discussed in Section 6.7, it is possible to assess the completeness and consistency of
the final representation w.r.t. the input data. Figure 6.15 shows the modelling properties
and residual depths for the Dog sequence. The input depth (Figure 6.15b) and its edge
bands (Figure 6.15c) are used along with a rendering of the composite mesh model
(Figure 6.15d) to classify the modelling status of each pixel in the frame (Figure 6.15e)
according to the categories listed in Table 6.1. The proportion of points in each category
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(a) RGB
(b) Surfel graph
(c) Piece-wise surfel graph reconstruction
(d) Composite volumetric reconstruction
(e) Composite volumetric reconstruction
(f) Composite volumetric reconstruction (with texture)
(g) Residual depth, scale: −20 20mm.
Fig. 6.12 Hybrid processing of Globe sequence using image-based point tracks and
simulated Kinect noise. A high quality segmentation and and reconstruction is produced
by the proposed method.
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(a) Textured composite volu-
metric model showing input
depth
(b) Surfel graph (c) Piece-wise surfel graph
Fig. 6.13 Top view of Globe reconstruction. Note that the globe has been faithfully
reconstructed as a single object for the whole sequence without noticeable drift despite
undergoing 1.5 revolutions.
(a) σ = 0 mm
(b) σ = 4 cm
(c) σ = 8 cm
Fig. 6.14 Globe sequence processing with a range of segmentation blurring weights. From
left to right: surfel graph model showing blended assignments, composite volumetric
mesh, exact residual depth w.r.t. (noisy) input, exact residual depth w.r.t. ground truth
depth (i.e. reconstruction error) - scale: −20 20mm. Across blurring radii, there is
no significant difference in output/input RMS residual or output/ground truth RMS
error (at 5.0 mm and 3.5 mm, respectively), but visually the deformation of the cloth
appears more natural.
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over the whole sequence is shown in Figure 6.16, which also shows the RMS residual4
between the input depth and the modelled depth over time (for consistent - i.e. category 4
- regions). This residual gives an indication of how closely the output model matches the
input. In the case of noise-free depth (clean synthetic sequences) the residual constitutes
modelling error. In the case of noisy-depth (real sequences) the residual is the result
of both measurement error and modelling error (no ground truth depth is available).
Figure 6.15f shows the exact residual depth between the output composite mesh model
rendering and the input depth map. Note the high-frequency random noise. Figure 6.15g
shows the residual after zeroing of the low amplitude values within an assumed noise
threshold of 10 mm, which is two standard deviations of Kinect v1 noise at typical scene
distances [50]5. Note that this omits the small residuals, but stores regions not captured
by the modelling process, in particular the distant background (no model) and the tennis
ball (which - because it disappears from view - is not present in the composite model for
the whole sequence). Finally, for completeness a third variant of the residual depth is
shown in Figure 6.15h, in which the depth edge bands have been omitted as well. Unless
otherwise specified, the residual depth maps presented in the subsequent figures and
numerical results are the noise-floored versions. Further results on the Dog sequence
are presented in Section 6.9, where the reconstructed dynamic representation is used to
facilitate scene editing.
The Cat sequence, recorded with a handheld Xtion sensor is shown in Figure 6.17.
While the sequence does not contain large amounts of occlusion, it is challenging for
the optical flow-based tracking because of the poor lighting conditions which caused
high image noise and limited texture definition on the cat. Furthermore, the floor and
background lack texture. The point tracks thus suffer from high levels of drift, which
is reflected in the multiple parts used to represent the background. Nevertheless, good
quality segmentations and reasonable tracks of the cat body and head and owner’s arm
are obtained and the dynamic elements are well reconstructed in the composite dynamic
mesh representation (Figure 6.17c).
As was shown in Section 5.6.2, proposing combination models and re-iterating after
initial convergence improves the temporal completion performance of the piece-wise
surfel graph modelling for the Turning sequence. Figures 6.18 and 6.19 show that the
volumetric processing results are more complete when using the model combination stage.
4The term ‘residual’ is informally used here rather than ‘error’, since in general neither the input
measured depth, nor the modelled depth are necessarily the true depth.
5For simplicity, a fixed threshold is used, in principal this threshold could easily be made depth
dependent to account for variation in sensor noise with scene depth.
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(a) Input RGB (b) Input depth (c) Depth edge bands (d) Composite mesh
model render
(e) Modelling cate-
gories (colours as per
categories listed in Ta-
ble 6.1)
(f) Exact depth resid-
ual
(g) Noise-floored
depth residual
(h) Residual ignoring
edge bands
Fig. 6.15 Consistency between input and model for a frame of the Dog sequence. Note
that the hand and tennis ball and distant background in the input are not captured by
the composite mesh model in this frame, and therefore the residual depth maps represent
this geometry on a per frame basis. Scale: −20 20mm.
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Fig. 6.16 Modelling properties for Dog sequence. Top: Proportion of image pixels in each
modelling category (1-7) over time. Refer to Table 6.1 for interpretation of categories.
Bottom: RMS error in consistent (category 4) regions.
Figure 6.20 shows the results of the proposed hybrid reconstruction on the piece-
wise rigid Rabbit and Deer scene. This scene was introduced in Chapter 4 where a
manually assisted segmentation was required to initialise the part voxel grids, which were
subsequently tracked using ICP. In Chapter 5 automatic surfel graph based modelling
was shown for the sequence. Here the volumetric fusion is performed based on the surfel
graph motions and shape models and comparable quality meshes are obtained although
(as a result of drift in the flow-based point tracks) there is slightly less detail in the
output mesh (Figure 6.20g and 6.20h).
Figure 6.20 shows the results of the proposed hybrid reconstruction on the piece-
wise rigid Rabbit and Deer scene. This scene was introduced in Chapter 4 where a
manually assisted segmentation was required to initialise the part voxel grids, which were
subsequently tracked using ICP. In Chapter 5 automatic surfel graph based modelling
was shown for the sequence. Here the volumetric fusion is performed based on the surfel
graph motions and shape models and comparable quality meshes are obtained although
(as a result of drift in the flow-based point tracks) there is slightly less detail in the
output mesh (Figure 6.20g and 6.20h).
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(a) RGB
(b) Piece-wise surfel graph reconstruction
(c) Composite volumetric reconstruction
(d) Residual depth, scale: −20 20mm.
(e) Modelling categories
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(f) Top: Proportion of image pixels in each modelling category (1-7, see Table 6.1) Bottom:
RMS error in consistent (category 4) regions.
Fig. 6.17 Hybrid processing of Cat sequence.
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(a) RGB
(b) Piece-wise surfel graph reconstruction
(c) Composite volumetric reconstruction
(d) Residual depth, scale: −20 20mm.
(e) Modelling categories
Fig. 6.18 Hybrid processing of Turning sequence, with piece-wise surfel graph processing
not including model concatenation stage. Note the incompleteness of the output in the
first two frames.
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(a) RGB
(b) Piece-wise surfel graph reconstruction
(c) Composite volumetric reconstruction
(d) Residual depth, scale: −20 20mm.
(e) Modelling categories
Fig. 6.19 Hybrid processing of Turning sequence, with piece-wise surfel graph processing
including model concatenation stage. Note the improved temporal completeness of the
output.
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(a) RGB. (b) Depth. (c) Surfel graph.
(d) Piece-wise surfel graph
model.
(e) Composite mesh model. (f) Textured composite mesh
model.
(g) Piece-wise surfel graph
based registration.
(h) Online ICP-based based
registration.
Fig. 6.20 Hybrid processing of Rabbit and Deer sequence (a-f). The mesh for the deer
part are shown for the online ICP-based registration of Chapter 4 (g) and the current
hybrid approach, which uses the piece-wise surfel graph motion (h). Note the slightly
higher level of detail with ICP registration, which has suffered less drift.
6.8 Evaluation 167
Rigid scenes can be seen as a special case of general dynamic scenes that contain
a single part. To demonstrate the generality of the approach, two rigid scenes from
Chapter 3, Alice and Office were processed using the full hybrid pipeline (Figure 6.21).
As with the Rabbit and Deer scene, higher fidelity meshes were obtained using the ICP
registration. Note that a relatively high per-model MDL weight of 1× 101 was used to
promote use of a single model and avoid modelling the jitter in depth and noise in the
point tracks.
Kinect v2
The Shirt sequence was captured using a Kinect v2 sensor and features upper body
motion and cloth deformation. The piece-wise surfel graph modelling and subsequent
volumetric processing works as intended, resulting in a seamless surface reconstruction
for the subject and background scene (Figure 6.22). Another sequence Sitting shows a
seated subject moving (Figure 6.23).
A final Kinect v2 scene, Entrance, was captured by the author as part of the SCENE
project6. The results shown in Figure 6.24 demonstrate functioning in a fairly complex
scenario containing significant changes in visibility and limited texture for point tracking,
especially on the background (Figure 6.24c). The opening door is reconstructed correctly
despite limited point tracks being available (left hand frame). The static background is
almost fully reconstructed, but not as a single part, due to the limited number and noise
in the point tracks. This also causes some parts to overlap. Both actors are reasonably
well segmented although the torso part of the female actor duplicates the head.
6.8.3 Computation and storage considerations
Processing time
The end-to-end processing takes of the order of minutes to hours for a typical sequence.
The time taken depends on factors such as image resolution, number of surfels, voxel
grid dimensions and number of frames.
Timings of each stage of processing is provided for a representative set of sequences
in Table 6.2. Note that the number of 3D surfels used may be significantly lower than
the number of raw 2D point tracks because of missing depth values or short track
6Note that this sequence was captured with a pre-release version of the Kinect v2, which has poor
synchronization between RGB and depth streams. The best constant offset was used to approximately
align the RGB and depth streams after recording, but several frames in the sequence remain poorly
synchronised.
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(a) Surfel graph. (b) Piece-wise surfel graph model.
(c) Piece-wise surfel graph based registration. (d) Online ICP-based based registration
(KinectFusion).
(e) Surfel graph. (f) Piece-wise surfel graph model.
(g) Piece-wise surfel graph based registration. (h) Online ICP-based based registration
(KinectFusion).
Fig. 6.21 Reconstruction of the Alice (a-d) and Office (e-h) scenes using the proposed
hybrid scene reconstruction approach and using KinectFusion. The hybrid approach is
able to handle rigid scenes as a special case, however the reconstructed model is higher
quality when using KinectFusion, which is optimized for rigid reconstruction.
6.8 Evaluation 169
(a) RGB
(b) Piece-wise surfel graph reconstruction
(c) Composite volumetric reconstruction
(d) Residual depth, scale: −20 20mm.
(e) Modelling categories
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(f) Top: Proportion of image pixels in each modelling category (1-7, see Table 6.1) Bottom:
RMS error in consistent (category 4) regions.
Fig. 6.22 Hybrid processing of Shirt sequence.
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(a) RGB
(b) Piece-wise surfel graph reconstruction
(c) Composite volumetric reconstruction
(d) Residual depth, scale: −20 20mm.
(e) Modelling categories
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(f) Top: Proportion of image pixels in each modelling category (1-7, see Table 6.1) Bottom:
RMS error in consistent (category 4) regions.
Fig. 6.23 Hybrid processing of Sitting sequence.
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(a) RGB
(b) Input depth
(c) Surfel graph
(d) Piece-wise surfel graph reconstruction
(e) Piece-wise volumetric reconstruction
(f) Composite volumetric reconstruction
Fig. 6.24 Hybrid processing of Entrance sequence featuring background with opening
door and two dynamic actors.
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duration. The volumetric fusion is already implemented on the GPU; other parts of the
processing chain, such as the shape, motion and error computation components of the
surfel graph modelling currently run on a single thread of the CPU but could foreseeably
be accelerated by parallelizing them on the GPU or multiple threads of the CPU. Note
that although a GPU implementation of the point tracking algorithm (with a claimed
speedup of 78× over the serial CPU version) is available from Sundaram et al. [94], the
CPU version of it was used in these experiments due to library compatibility issues.
Processing time (minutes) Paris Globe Dog Shirt
Num. frames 251 300 610 100
Num. 2D point tracks 31.5 k 11.7 k 42.5 k 33.6 k
Num. surfels 2.7 k 5.8 k 3.8 k 11.7 k
Flow-based point tracking 105 126 750 890
Surfel graph generation 3 4 7 10
Piece-wise surfel modelling 9 27 102 9
Piece-wise volumetric modelling 24 58 150 330
Composite volumetric modelling 1 1 1 1
Residual depth map computation 2 2 6 10
Total (hours) 2.4 3.6 16.9 20.8
Table 6.2 Processing times for each stage of the hybrid reconstruction procedure for a
range of sequences.
Storage cost
The surfel graph and piece-wise surfel graph (segmentation, intrinsic shape and motion)
models are in binary files as discussed in Section 5.5.5. Images (input depth maps
and residual depth maps) are stored as 16-bit PNG images (with compression enabled).
Meshes are stored in PLY format (with binary encoding), and the skinning matrix is
stored as a sparse matrix in a binary file.
Figure 6.25 shows, for various test sequences, the storage costs of input depth map
sequence; intermediate surfel graph; and output piece-wise surfel graph, composite mesh
(with skinning) and residual depth maps. The total file sizes as used and produced
by the program are reported. In addition the sizes after applying standard (lossless)
ZIP file compression to each set of files are reported in a separate plot. The latter
removes redundancy in the encoding of the data. Note that in all cases the final output
representation which contains temporal consistency structure is smaller than the raw
input depth maps. Using the output representation (third columns in the chart), the
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input depth can be reproduced to within the noise threshold specified during processing.
Further processing such as edits which require temporal consistency can be performed
using the composite mesh output representation.
6.8.4 Segmentation regularization
To compare the performance of the MDL plus pairwise smoothness regularization (Equa-
tion 6.2) used throughout this chapter with the MDL plus overlap regularization (Equa-
tion 6.1) used in Chapter 5, the Globe sequence was processed under each method,
choosing regularization values which produce the same number of final part models (i.e.
6 parts, as per the result in Figure 6.12): MDLm = 1× 10−1 and λsmooth = 1× 10−1 for
Equation 6.2 and MDLm = 1 for Equation 6.1. Figure 6.26 shows details of the resulting
piece-wise model in each case. Note that because of the pairwise term, Equation 6.2
leads to a more compact boundary between the patches in the waving cloth. While the
modelling error for the visible point tracks is similar at 3.1 mm for both, some points on
the floor have been misassigned to the rotating globe when using Equation 6.1. Finally,
the total processing time for the piece-wise surfel graph modelling iterations is about
twice as long when using Equation 6.1 (56 min vs. 27 min).
6.9 Scene editing using the representation
In this section, manipulation of a dynamic scene using the reconstructed model is
demonstrated. The manipulations demonstrated are shape editing, texture editing, and
object insertion.
The reference composite mesh is saved with per-vertex colours in the PLY format. It
can therefore be imported into standard 3D graphics editing software, which is suited
to creative manipulation of meshes. After the edits are performed, the mesh can be
saved back to PLY and imported back into the author’s software, where it is re-animated,
rendered from the point of view of the input camera position, and finally composited
with the input RGB frame to produce an edited video sequence.
6.9.1 Editing in 3D graphics software
Blender [Blender Foundation] was used to edit the meshes shown in these examples.
Blender allow groups of vertices to be quickly manipulated in a manner familiar to users
of 2D image editing software. For example the ‘sculpt’ mode can be used to protrude
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Fig. 6.25 Storage cost of dynamic sequences using the hybrid approach, (a) As natively
stored (b) After applying ZIP compression. Left column: raw input depth; central
column: intermediate raw surfel graph; right column: output piece-wise surfel graph,
composite mesh (with skinning) and residual depth maps. Note, the piece-wise surfel
graph files are relatively small (e.g. 200KB) so they are barely visible on this plot.
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(a) MDL plus overlap (Equation 6.1)
(b) MDL plus pairwise (Equation 6.2)
Fig. 6.26 Comparison of graph cuts segmentation performance on the Globe sequence
under the two regularization schemes (two frames shown). In (a), note the irregular
boundaries between patches on the cloth and the incorrectly assigned surfels, such as the
cluster from the floor marked ‘A’ which has been assigned to the rotating globe part.
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Fig. 6.27 Editing texture and geometry of the composite mesh model in Blender.
vertices under the mouse. In a similar manner the ‘vertex paint’ tool allows the per-vertex
colour to be edited using the mouse (Figure 6.27).
These edits preserve the underlying mesh structure from the original reconstructed
mesh. The edited mesh can therefore be directly re-animated using the same skinning
weight matrix and motion trajectories as the original mesh.
6.9.2 Compositing
The animated edited mesh is rendered from the point of view of the input RGB camera
using the per-vertex texture with no lighting applied. In order to maintain the original
input image quality where possible (as well as to ensure completeness of the output
image in the case of incomplete coverage of the rendered model) the original RGB image
is used as the background image, while only selected regions of the rendered model are
composited over it using alpha blending.
The original and edited meshes are rendered to yield Do and Co and De and Ce,
respectively. The initial hard alpha matte is determined based on the consistency of the
renders:
α =
1 if de > 0 and (|do − de| > td or ||co − ce|| > tc)0 otherwise (6.16)
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where tc and td are tolerances7 on colour and depth differences, respectively. In words,
the matte is non zero where the rendered pixel is valid (non-zero depth) and differs in
depth or colour from the non-edited rendered pixel.
Post processing is performed on the initial matte to improve the visual quality of
the composite image. Specifically, morphologically erosion, blurring, and zeroing of low
values is performed to yield a soft (feathered) edge without exceeding the bounds of the
original matte.
Figure 6.28 shows the model renderings for the original and modified geometry for
the Dog sequence as well as the compositing of changed regions onto the input image. As
a further example of the hybrid reconstruction and editing process, the processed Paris
sequence was edited, as shown in Figure 6.29d. Refer to the supplementary video for the
full sequences.
6.10 Conclusion
In this chapter, a hybrid approach combining piece-wise surfel graph modelling and
piece-wise volumetric modelling was proposed. Unlike either of the methods of the
previous two chapters alone, it is able to output a seamless temporally consistent mesh
directly along with residual depth maps - enabling efficient storage of modelled data
within known error bounds. The method was demonstrated on complex dynamic scene
data from various sources including Kinect v1, Kinect v2 and synthetic data and shown
to produce reasonable results. Editing of dynamic scenes was demonstrated for two of
the Kinect sequences, showing that the temporally consistent mesh produced can easily
be edited in 3rd-party tools and the results composited back onto the input RGB video.
While the proposed piece-wise modelling and data representation approach has the
advantage of removing high frequency noise present in the input, it loses some fine-scale
deformation. In particular the level of deformation detail present in the Kinect v2 input
data is difficult to represent without using more/smaller patches. However, a naive
approach of simply using more patches by reducing the regularization is not a good
solution, since the quality of the modelling suffers when the spatio-temporal support of
the patches is reduced. Future work could investigate use of a hierarchical/multi-scale
version of the piece-wise surfel graph modelling algorithm to ensure good large scale
7These tolerances are small and only present to account for differences introduced from numerical
imprecision when the edited mesh is saved to PLY
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(a) Rendered original model
(b) Rendered edited model
(c) Input depth
(d) Alpha matte
(e) Input RGB image
(f) Final composite
Fig. 6.28 Shape and texture edit inputs and outputs for three frames of the Dog sequence
- edits include a leopard spot pattern, a protruding rhino horn, goggles, and studs on the
collar.
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(a) Piece-wise volumetric reconstruction
(b) Composite volumetric reconstruction
(c) Input images
(d) Composited edits (arm-band, vine on shirt, spiky hairstyle).
Fig. 6.29 Piece-wise and composite volumetric processing of the Paris sequence, showing
the results of geometry and texture edits (frames 0, 100, and 200 shown).
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consistency and persistence of the reconstructed surface, while capturing fine-scale, subtle
deformations.
The blending of segmentation assignment weights is heuristic, and leads to more
visually pleasing results without significantly effecting quantitative error. However, the
blending is performed post hoc and not as part of the modelling optimization itself. The
radius of blurring is uniform rather than depending on the type of deformation (e.g.
hinge vs. smooth bending), which may vary within a given dynamic scene. Future work
could investigate the possibility of including this in the optimization itself, either as an
additional step within the core iterations, or as a post hoc optimization following the
initial piece-wise surfel graph modelling.
Further discussions are presented in the concluding chapter, which also reiterates the
limitations and contains suggestions for possible topics of future work.
Chapter 7
Conclusion
7.1 Introduction
In this thesis various aspects relating to reconstruction and representation of static/rigid
and dynamic/non-rigid scenes from single-view RGBD sensor data were investigated. The
work progressed from a base-line rigid reconstruction method (KinectFusion), through to
limited handling of dynamic content and ultimately to a more general approach which can
handle more complex dynamic scenes. While the work presented in this thesis represents
a significant contribution to the state of the art, it does only offer a partial solution to
what is a very challenging open problem. In the following sections, the core contributions
are discussed in the context of the original goals of the research, limitations are discussed,
and avenues for future work are suggested.
7.2 Summary of contributions and findings
In Chapter 3 two state-of-the-art static fusion techniques, volumetric KinectFusion [67]
and surfel-fusion [49] were re-implemented and additional testing performed on them,
providing further insight into the practical characteristics of the algorithms and available
commodity depth sensing hardware, specifically the Kinect v1. The volumetric (Kinect-
Fusion) approach was found to produce more reliable tracking and better quality model
output in practice. The algorithms’ possible use as building blocks for novel dynamic
scene reconstruction techniques was also considered, and aspects of each are used in the
subsequent chapters.
In Chapter 4 a multi-grid registration and fusion approach based on KinectFusion
was proposed, enabling reconstruction of dynamic human motion sequences along with
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a background set. The approach includes a novel multi-modal registration method
employing approximate skeletal, point-to-plane ICP and optical flow point-to-point
matches as well as rules for assignment of depth measurements to part grids. The method
was demonstrated on both real and synthetic data, showing reconstruction of temporally
consistent mesh models with mid-resolution detail, decreased levels of noise, and improved
completeness compared to individual input depth frames. The piece-wise volumetric
method was also demonstrated on other scenes not containing full-body motion or a prior
skeleton, via a manually assisted segmentation on the first frame. A limitation of the
method is that it does not produce a seamless meshes of dynamic surfaces.
The piece-wise surfel graph modelling proposed in Chapter 5 is capable of modelling
more general scenes, without a prior segmentation into parts or prior part based tracking,
producing a temporally consistent surface model using sparse point tracks as input.
Unlike the method in Chapter 4, general scenes can be reconstructed without any
prior knowledge in the form of skeletal motion or a manually defined segmentation.
Instead, given input 3D point tracks, a connectivity graph is estimated and an iterative
process of segmentation into parts, part shape estimation and part motion estimation is
performed based on the data, employing a graph-cuts optimization of the segmentation
at each iteration. As with the piece-wise volumetric approach of Chapter 4, fusion of
measurements from all frames results in de-noising and surface completion from noisy,
partial data.
The final contribution of the thesis is the hybrid reconstruction and representation
approach presented in Chapter 6. This approach is a unification of the piece-wise surfel
graph modelling and piece-wise volumetric approaches of the preceding two chapters,
which yields an efficient temporally consistent mesh representation of general non-
rigid scenes. The piece-wise surfel graph modelled parts are used to configure and
pose corresponding part voxel grids, and to produce a dense, soft assignment of depth
measurements to parts. This soft assignment allows a seamless composite mesh to be
produced for the whole scene, and for this mesh to be animated using linear blend
skinning. A residual depth map format is proposed to account for any discrepancy or
incompleteness of the output model w.r.t. the input depth. A set of model categories are
used to quantify the completeness and consistency of the inferred dynamic scene model
w.r.t. the input recorded data - this is used to assess the performance of the approach
on real data. The representation is shown to be an efficient way of storing data from
RGBD scene captures, while augmenting it with temporally consistent structure and
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part segmentation that can aid further processing, analysis or editing tasks. The hybrid
processing is demonstrated in a simple dynamic scene editing application.
7.3 Limitations and future work
7.3.1 Piece-wise representation and hierarchy
Since the work presented in Chapter 6 was undertaken, Newcombe et al. [66] published
their DynamicFusion method for reconstruction of dynamic scenes (see Section 2.5.3).
There are some similarities as well as some important differences between the present
author’s proposed method and DynamicFusion. Both methods employ a signed distance
function representation for fusion of measurements as well as a graph structure controlling
surface deformation. The first major difference is in the method of surface registration:
DynamicFusion uses a hierarchical deformation graph with global as-rigid as possible
registration back to a canonical frame, whereas the present author’s method uses a
graph from prior point-tracks with non-hierarchical part segmentation estimated as a
batch process. Secondly, the method for integration of incoming depth frames differs:
DynamicFusion performs a continuous warping of a single reference grid to integrate
incoming frames, whereas the present author’s method performs rigid transformations on
each of a set of discrete part grids (with softly overlapping assignment for fusion into a
composite grid representing the complete surface). Newcombe et al. [66] note that their
method cannot handle fast motion. The method proposed in Chapter 6, however can
handle relatively large/fast motion given appropriate point tracks (such as the those from
large displacement optical flow [94]). It is also not clear how well DynamicFusion would
handle complete scenes including background and possibly multiple disconnected objects,
since the examples they provide show only the foreground. The proposed method is
applicable to complete scenes, including background/multiple objects. It is not clear
what the storage requirements for the DynamicFusion warping field are, but it is likely to
be greater than the compact per-part motion used in the proposed method. The present
author’s discrete part-wise representation may also aid manipulation, for example easily
selecting a limb or the head of a character. Direct comparison of the relative quality
of the two methods is not possible due to unavailability of a common test dataset or a
publicly available implementation.
Though the proposed reconstruction procedure works well on a variety of scenes,
there are drawbacks to using a simple part segmentation. Globally optimising a motion
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field (as-rigid as possible formulation) rather than independently optimizing discrete part
motions allows better motion completion of occluded regions because a region’s motion
can be inferred from surrounding regions rather than simply not being represented for
that frame. Future work could consider incorporating a hierarchical segmentation with
fine motion detail within larger patches. One might also consider using the piece-wise
segmentation as an initialization to a refinement process which adds a fine motion detail
layer. The pose of parts could also possibly be refined using ICP during the part fusion
stage.
Linear Blend Skinning is a fairly simplistic method of blending in animated meshes
and can sometimes lead to artifacts when there is extreme change in pose [47]. Alternative
blending methods (e.g. dual quaternion skinning [47]) could be experimented with to see
if they improve the results of the reconstruction.
7.3.2 Editing
In Section 6.9, shape edits and basic texture edits were demonstrated on a dynamic scene
reconstructed with the proposed approach. There is scope for future work investigating
other types of editing, for example editing of the motion trajectories by modifying the
motion of anchor points at keyframes and performing spatio-temporally coherent propa-
gation of the edits, possibly using Laplacian deformation and a projection of part motion
trajectories onto a lower-dimensional motion basis (as was done by Tejera and Hilton [96]
for multi-view stereo reconstructed sequences). More advanced editing of appearance
could also be considered, for example estimating scene lighting and material appearance
with the aid of the temporally consistent model and raw input images, and then rendering
modified texture accounting for lighting.
Because the input and even reconstructed depth map edges may differ by several
pixels from the true depth edge, artefacts may result when either or both of these are
used for matting in a video compositing scenario (see Figure 6.28f, right, where the
occluding tennis ball is slightly obscured by the horn). Because of this, a useful future
addition to the system would be a method of promoting consistency between modelled
depth edges and RGB edges (which in practice often coincide [79]). This could either be
as a process applied as a refinement of depth maps, or even possibly integrated into the
model estimation procedure itself.
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7.4 Conclusion
Affordable video plus depth sensors have, since their introduction a few years ago, revo-
lutionized many tasks in computer vision, graphics and trans-media content production.
Interest in commodity depth sensing applications continues to grow, while new devices
with improved performance continue to be introduced. Efficient temporally consistent
modelling and representation of dynamic scenes is of considerable interest both as a
research topic in its own right and for practical applications, particularly in visual me-
dia production. The proposed combination of piece-wise surfel graph processing and
volumetric fusion to represent dynamic scenes using a compact temporally consistent
mesh, plus residual unstructured depth was shown to be a viable step towards the goal
of bridging the gap between sample based video and model based computer graphics
via depth capture. There is scope for improvements in the performance, robustness and
speed of the processing algorithms and for investigating possible extensions to extract
higher level dynamic scene structure.
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Appendix A
Overview of datasets
Table A.1 lists the datasets used in the evaluation throughout the thesis, in the order in
which they were introduced. Where possible, some datasets introduced in earlier chapters
have been processed with methods from later chapters in order to compare processing
methods.
198 Overview of datasets
Dataset Sensor Cam.motion Content Num. frames Ch.3 Ch.4 Ch.5 Ch.6
Alice Kin1 M Static outdoor 1700
Deer Kin1 M Small indoorstatic 1801
Office Kin1 M Medium indoorstatic 4002
Cube and
Sphere Kin1 M Accuracy eval. 3000
Patches /
Cylinders Kin1 M Resolution eval. 600/2800
Pool Table Kin1 M Medium indoorstatic 650
Tabletop
Synth
(Mesh
seq./Kin1)
M
Tabletop scene
with
static/moving car
2000
Boxing Synth(Kin1) F/M Full-body motion 689/510
Turning Kin1 F Full-body motion 200
Jumping Kin1 F Full-body motion 200
Paris Kin1 M Upper bodymotion 251
Rabbit and
Deer Kin1 M
Moving rigid
objects 311
Lizard Synth.mesh seq. M Animated lizard 250
Woman Synth.mesh seq. F
Animated woman
pushing a box 250
Samba Mesh seq. F Dancing womanwith skirt 175
Face Mesh seq. F Facialperformance 355
Cloth Mesh seq. F Deforming cloth 320
Globe
Synth
(mesh
seq./Kin1)
M General dynamicscene 300
Dog Kin1 M Dog tennis ballgame 610
Cat Kin1 M Stroking cat 251
Shirt Kin2 F Upper body withdeforming shirt 100
Sitting Kin2 F Seated motion 200
Entrance Kin2 F Two actors walkthrough a door 230
Table A.1 Overview of the datasets used in the thesis (in the order they were introduced
in the text).
