ABSTRACT Inpainting methods play a major role in image processing, minimizing the effects of data block loss in image transmission. They analyze primarily the spatial correlation between the portions of an image, usually without explicitly exploring information on the frequency domain. Techniques that evaluate losses of blocks in images do not locally describe a figure of merit for consistent measurement of spatial correlation between pixels of each corrupted block. This investigation presents a digital image inpainting technique, extensible to video applications, using the property of wavelet regularity in multiresolution image analysis, described locally in the sense of Besov vector spaces. Their generalized smoothness allows widespread changes in wavelet coefficients of image data, concealing errors in visual information. This technique estimates decay curves of wavelet coefficients from pixels, based in the observation of the regularity property, correcting pixel blocks contaminated by noise. This investigation proposes an algorithm in the wavelet transform domain, which detects and fixes damaged pixel blocks from a designed decay function for wavelet coefficients. Simulation results, obtained in corrupted images by several noise patterns, indicated better performance of this methodology when compared with other ones.
I. INTRODUCTION
The recent development of communication networks has paved the way for new image and video services, such as bidirectional visual communication systems and high-definition television (HDTV). Such advances have been supported by new image and video processing devices and reliable communication channels, giving rise to a new research field, intended to improve image and video quality [1] .
Over the last few years, several inpainting techniques for image signals have been developed, which are mostly applied in post-processing steps [2] , [3] . Due to a growing demand for real-time video transmission, a new challenge lies in optimizing the quality of the transmitted signals, according to bandwidth and volume storage capacities. In order to overcome such constraints, several algorithms have been proposed [4] , [5] , trying to improve the compression rate at the cost of some distortion in the coded data. In recent techniques, the spatial information has been used to reduce noise effects [6] , [7] , although with a high computational cost. Since the retransmission of packets is unfeasible for real-time applications, inpainting algorithms establish a good tradeoff between computational cost and efficiency, by exploring spatial or temporal redundancies (usually removed after coding). This effort could allow the construction of a measurement on similarity applied to the correction method.
Recent inpainting methods have used quadtrees [8] , optimizing coding speed requirements [8] . Other methods have used either spatial [9] - [12] or temporal [13] - [15] redundancies despite leading to poor reconstruction of edges and contours. Hybrid schemes (using both spatial and temporal redundancies) have also been proposed, attempting to obtain homogeneous restoration of damaged areas at fast speed [16] .
Although compression techniques, based on signal transformation, are effective for coding tasks, they are generally inadequate to separate signal and noise [17] - [19] . The poor characterization of high-frequency components in video signals motivated the idea of image reconstruction algorithms at a postcoding stage, which are labeled as ''error concealment algorithms''. On the other hand, several analytical models have been developed to estimate the effect of error propagation in lossy channels, focusing on statistical characterization of image data, but presenting high computational complexity [20] . Therefore, exploring the redundancy at the transform domain is a helpful tool to develop efficient image inpainting algorithms.
The most challenging obstacle to hybrid inpainting techniques lies in the fact that redundancy is not present simultaneously in both domains [11] , [16] . Since the wavelet transform allows representing signals in spatial domain by the inherent redundancy of its high-frequency coefficients [21] , the temporal redundancy can also be explored in the wavelet transform domain, being an advantage of using wavelets. The similarity between progressive wavelet scales, characterized by the regularity property, allows the definition of a robust figure of merit, designed to identify and reconstruct lost pixels in images.
This paper is organized as follows. Section II presents recent inpainting techniques, and Section III presents the property of wavelet regularity, establishing the existing correlation in different scales of wavelet image decomposition, which has motivated its use in error detection and correction over corrupted and missing blocks of images. This approach explores spatial redundancy, distinguishing, in the context of the Besov smoothness space, between smooth or nonsmooth portions of each frame. Section IV presents a proposal for inpainting, based on space-frequency processing for lost blocks of pixels using the estimation of wavelet coefficients at high frequencies. The technique is evaluated in Section V, by comparing its results with those of other methods [22] - [25] .
II. INPAINTING
This section discusses some inpainting techniques for digital images [5] , [26] - [40] , along with their advantages and disadvantages, and the possibilities for a new robust inpainting procedure. Those techniques are categorized according to the way visual similarity is treated: in temporal, spatial, or transformed domains.
Temporal redundancy has been explored with an adaptive auto-covariance characterization for the defined motion-compensation residual [5] , which shows some statistical differences between this representation and the image to be compressed by discrete cosine transform (DCT), by using residual measurement. Based on this characterization, a set of block transforms was proposed to perform inpainting. Ding et al. [26] proposed an inpainting algorithm for I frames that used a moving window. It partially corrects some random and outburst errors in the corrupted DCT regions, recovering the original information. Wagh and Patil [27] implemented a two-stage framework to remove unwanted text from images: the first stage detects text data in the image, while the second stage removes it using inpainting methods. To detect text data, text localization and extraction tasks were carried out, followed by a generic inpainting method to fill holes generated in images using the surrounding regions.
Inpainting techniques used spatial redundancy. Yun et al. [28] proposed an adaptive edge-directed interpolation algorithm, using multidirectional neighboring pixels. In order to restore multidirectional edges, a missing pixel was estimated as a weighted sum of surrounding pixels. Based on the geometric duality between low-and highresolution images, interpolation coefficients were predicted using the Wiener filter theory [29] - [31] , without extending its functionality to other regions.
Some techniques adopted hybrid schemes, using both temporal and spatial correlations. Kwon et al. [32] considered an improved transmission scheme for HDTV broadcasting services, investigating a forward error correction (FEC) algorithm in Digital Video Broadcasting -Second Generation Terrestrial (DVB-T2) standard systems and proposing a new algorithm to improve the performance of the FEC scheme.
Zhai et al. [33] addressed the problem of inpainting of missing image/video blocks using an algorithm based on Bayesian estimation of lost data. The conditional expectation of the missing block vector was taken over a pilot vector of correctly decoded pixels near the missing block. Multiple observations of the missing and pilot vectors obtained in a nonlocal manner were used to approximate the expectation, and a multiscale estimation approach with DCT pyramid was designed to improve estimation efficiency. However, the algorithm becomes dependent on the correct estimation of DC image component.
A technique applied to Moving Picture Experts Group Standard 2 (MPEG-2) video sequences explored temporal interchange redundancy to design an inpainting algorithm at different resolution levels in pyramidal decomposition of video frames [34] . The global scene motion was analyzed at low levels, whereas local variations in frames were processed at higher levels. This technique did not take advantage of available spatial information, only using motion of a single object in the scene. In transformed domain, Zhang et al. [35] proposed a correction scheme of MPEG encoded sequences. Results were satisfactory in objective terms, but the performance was obtained at the expense of algorithms that merged techniques from different approaches. Kannan [36] proposed a model for inpainting of damaged/lost data in asynchronous transfer mode (ATM) networks with a bit mapping procedure, applied to intraframes of group of pictures to provide enhanced compression, by generating correlated polynomials. Yun et al. [37] proposed an algorithm for inpainting of encoded videos in packets, trying to eliminate the propagation of transmission errors. Working on DCT, the algorithm estimated lost coefficients according to the technique of projection onto convex sets (POCS), adopting a one-pixel block overlap structure to reduce effects of error propagation along a sequence. The algorithm provided good performance for the case of loss of all DCT coefficients, without illustrating, however, their behavior for intermediate cases.
Elad et al. [38] used redundant representations for imageprocessing tasks. Afonso et al. [39] proposed an algorithm to perform inpainting, assuming that it is an approximation to a linear inverse ill-placed problem, in which a function of nonsmooth regularization is minimized by Lagrangean operators applied to images.
Kuo and Lee [40] proposed an adaptive inpainting method for multi-view video transmission. They used the neighboring block motion vector of the damaged block to define two motion correlations, motion and homogenous degrees, in order to repair damaged blocks by the proposed fuzzy reasoning.
Giving special attention to compression algorithms defined by ISO-MPEG [41] and ITU-T H.26× [42] recommendations, it is particularly emphasized that the success of correction is conditioned to the accurate location of errors, since the major part of compression algorithms (including H.263+ and MPEG-1, 2, and 4) is based on motion compensation prediction (MCP), for which no method of error correction is formally defined. Seiler et al. [43] developed a denoised temporal extrapolation refinement algorithm as a novel spatiotemporal image inpainting algorithm. The algorithm operated in two steps: first, a temporal inpainting task was used to obtain an initial estimate; afterwards, a spatial denoising algorithm was used to reduce imperfection of temporal extrapolation. For this, Non-Local Means denoising technique was used and improved by an adaptation step, by taking the preliminary temporal extrapolation into account. Therefore, there is a variety of algorithms for filling missing image data in videos that use temporal interframes redundancy, without taking advantage of spatial redundancy between the pixels, or that undertakes this characteristic when a higher video compression is aimed. Additionally, some of those inpainting algorithms tend to modify the source encoding, increasing the computational complexity of correction procedures [33] , [35] , [37] , [40] .
The literature lacks an investigation on inpainting of digital images on the space-frequency domain, in terms of the analysis of wavelet coefficient decay across successive scales. Based on such considerations, wavelet analysis is a potential candidate to perform inpainting. This investigation describes an algorithm that explores the redundancy of wavelet image coefficients, characterizing, through the decay of such coefficients, a criterion for error detection and correction, suited for image inpainting.
III. WAVELETS AND HÖLDER REGULARITY
By frequency characterization of an image signal, performed by wavelet analysis, it is possible to extract relevant information both in space and frequency domains. In this class of solutions, the wavelet transform deserves special attention, allowing a signal represented at several wavelet scales, and introducing a scale-space signal analysis. This intrinsic property of the wavelet transform makes it particularly attractive for applications in multiresolution analysis.
The general form of a wavelet family is given by
where j and k are respectively the scale and translation factors. Such functions are sectionally continuous, forming a basis for L 2 (R).
A signal can be decomposed by a set of orthogonal basis functions, which correspond to dilated and translated wavelets ψ j,k (t), j, k ∈ R, j = 0. Therefore, the transform operator can be defined, leading to the coefficients:
Equation (2) can be interpreted as the internal product between the signal x(t) and the wavelet family ψ j,k (t):
Since all the wavelet families derive from the same prototype ψ(t), no specific scale is privileged in the analysis. The wavelet coefficients x (j, k) can be graphically represented in a two-dimensional plane, where j denotes the scale/frequency and k the temporal dimension.
The wavelet transform (WT) outclasses the Fourier transform (FT) in terms of resolution: while the FT has fixed resolution for any position, i.e., signals of different frequencies are analyzed with the same temporal resolution and vice-versa, the WT uses multiresolution. Considering that a filter bank can be used to derive continuous-time bases of wavelets [44] , the time resolution grows with the center frequency of each filter.
Connecting the idea of variable resolution with that of scale in WT, it is observed that at larger scales (larger j), the signal x(t) is globally analyzed, i.e. without details, therefore with lower temporal resolution. If it is desired to amplify x(t), it is necessary to reduce the scale (by using a smaller j value), leading to a better temporal resolution.
The multiresolution analysis, designed by Mallat [44] , establishes a sequence of grouped sub-spaces V j ∈ L 2 (R), j ∈ Z, where L 2 (R) is the space of all integrable quadratic functions, with the following properties:
It is also defined the sub-space W j as the orthogonal complement of V j in V j+1 :
where ⊕ represents the union of orthogonal sub-spaces. Therefore, the sub-spaces W j contain the details needed to move from V j to V j+1 , which by recursion leads to
The multiresolution analysis could be visualized as the separation of the signal in subbands, as illustrated in Fig. 1 . At each decomposition stage, the high-pass portion (equivalent to W j ) corresponds to the difference between the current low-pass portion (V j ) and the previous low-pass portion (−V j+1 ). The diagram represents a ''structure of filter bank tree'', equivalent to a discrete wavelet transform implemented by a structure of digital filters with a subsampling VOLUME 7, 2019 FIGURE 1. Filter bank tree: iteration of the encoding scheme in sub-bands.
factor of 2 [44] , [45] . The impulse responses h(n) and g(n) represent respectively high-pass and low-pass stages of a filter bank, while the operator ↓ 2 symbolizes the operation of decimation (removal of odd samples of a signal). Therefore, at each step of filtering, the bandwidth of the signal is reduced to half.
The WT allows quantifying local smoothness of a signal. From a mathematical point of view, the smoothness is represented by the decay rate of wavelet coefficients at successive scales of signal decomposition, which can be assessed by observing the property of Hölder regularity, which is a general case of Lipschitz continuity [46] .
The local regularity of a function f (x) at a point can be analyzed according to the idea of the Lipschitz continuity:
where K is an arbitrary constant. A step discontinuity, for example, is not r-Lispschitz for any r. The consideration r > 1 is possible if Eq. (6) is satisfied for higher order derivatives.
The following conditions apply to the local behavior of wavelet coefficients near a point r-Lipschitz [46] : if f (x) is r-Lipschitz in x = a, r < N and ψ(x) has at least N vanishing moments, then
where A contains the pairs (j, k) for which a belongs to the compact support of ψ j,k (x). An extension of the idea of Lipschitz continuity (using r > 1) is made by requiring that Eq, (6) is fulfilled for f (x) and their derivatives from n-th order [46] . A function f : R → R has Hölder exponent α = n + r with n ∈ N and 0 ≤ r < 1 if there is one finite constant K < ∞ such that
where f <n> is the n-th derivative of f , and r corresponds to the Lipschitz exponent [43] , [44] . The Hölder exponent establishes the number of derivatives from a continuous function. The ones with large Hölder exponent values are mathematically and visually smooth, while those with small values are associated to more irregular functions [44] . The previous steps allow estimating the Hölder exponent. Consider that non-decimated wavelet transform (in which the step of filtering is not succeeded by decimation) is an efficient way of measuring the smoothness of a function, allowing to synthesize a signal f (x) through translation and dilation operations of a mother wavelet function ψ(x). Therefore, considering Eq. (3), a signal presents Hölder exponent α if there is, for each scale j, a constant K j such that the coefficients of the wavelet transform j,k =< f , ψ j,k > obeys the inequality
This constraint characterizes regularity of a function by decay of its wavelet coefficients across successive scales, defining the similarity between scales of a multiresolution scheme.
In the context of characterizing smoothness of a function by the regularity property, recent works in image multiresolution analysis indicated the presence of similar characteristics in shape in signals, but different in spatial support across different scales [47] , [48] , [51] . Smoother functions exhibit higher similarity between scales, defined by the decay theorem given by Eq. (9) . It can be shown that the correlation between wavelet subbands s m and s n for the scales 2 m and 2 n is limited by
where K m+n is a constant corresponding to the pair (m, n) and α is the Hölder exponent. Such inequality indicates that the similarity between scales decreases exponentially as the regularity of the function analyzed grows, observation corroborated by experimental data [46] - [51] .
The Hölder regularity has a powerful mathematical property for the analysis of correlated signals. It could be used as a criterion to characterize the decay of wavelet coefficients, proposed to isolate corrupt information in images (by analyzing their rows), since recent algorithms developed to overcome that problem do not define a figure of merit related to the correlation function in transform domain. In this context, the regularity is presented as an indicative element of information similarity through scales of the WT, as the conditions presented in Eq. (10) impose constraints to wavelet coefficients. If those constraints are not observed in such coefficients, errors in image signals are easily found.
IV. ERROR DETECTION AND CORRECTION ALGORITHMS
Many authors have described two major inpainting approaches [21] , [22] , [24] , [32] , [51] : temporal and spatial predictive techniques. Temporal techniques use the redundancy among successive frames in time, allowing the retrieval of damaged blocks in static areas into the frames. Spatial techniques perform the interpolation of damaged blocks using the neighborhood of lost data, showing good performance in regions with motion. Therefore, developing an inpainting algorithm that incorporates simultaneously the functionality of both approaches is a promising topic in image processing.
Huang et al. [52] proposed a spatial algorithm for inpainting with a self-learning image decomposition framework. Based on the success of sparse representation, this algorithm first learns an over-complete dictionary from high spatial frequency parts of the input image for reconstruction purposes. Another inpainting optimization model proposed [53] an objective function as a smoothed L 1 norm of the weighted nondecimated discrete DCT coefficients of the image. By identifying the objective function of the proposed model as a sum of differentiable and nondifferentiable terms, a basic algorithm has been presented for inpainting, allowing an automatic way to determine the weights involved in the model and updates them every iteration. Ibrahim and Sadka [54] , Yao et al. [55] , and Zhai et al. [56] presented inpainting techniques based on DCT coefficients, imposing limits of smoothness between intensity values of adjacent pixels. However, those algorithms are computationally intensive, hampering real-time applications.
Algorithms of detection and correction of corrupted blocks require satisfactory simulations in realistic transmission environments. However, there are many applications in which bit errors are more critical than cell losses, such as in wireless communication. Therefore, in order to develop a universal inpainting algorithm, it is essential to develop a previous procedure for error detection that could locate corrupted blocks.
There are several investigations that do not explore the correlation between blocks for error correction. Patel and Patel [24] developed a technique of error correction by post-processing that combines methods of spatial and temporal image correction, using a decision tree criterion. Although the algorithm obtains good results, its performance is restricted to conditions of continuous motion or lack of motion, not responding adequately to background variations. This gap could be satisfactorily covered, if the correction procedure considered somehow the correlation of visual information.
Several techniques for image correction, based on spatial or frequency domains, were built over a strong theoretical basis [25] , [55] , [56] . However, those techniques fail by considering that the designed filters compute the whole frequency spectrum for images, instead of using information of local and well-placed frequency portions. Additionally, approximation errors can be measured only in two-dimensional space, not incorporating information on the smoothness of each frame. This means that in L 2 space, it is not possible to capture the difference between sharp and smooth edges.
Since image information is not lost in the process of linear transformation, data highly correlated in space domain could be processed in the transform domain, representing precisely the original image signal. The use of linear transformation of image signals implies, however, in a reduction of spatial redundancy, which is not desirable when the goal is to separate useful information from its unwanted counterpart. With this purpose, this investigation used the multiresolution analysis of images. The algorithm explored information redundancy contained in wavelet coefficients from image pixels, assuming no knowledge on the location of corrupted blocks. Under such circumstances, an isolated error detection algorithm (EDA) has been implemented: the error detection step was performed analyzing the mathematical decay of wavelet coefficients of blocks across scales, determining the spatial location of each corrupted block. This was obtained with the cross-correlation function between intensity curves from different subbands, where the block that presented noticeably lower cross-correlation values was marked as corrupted. In the correction stage, the intensity decay curve is reconstructed in each corrupted block, and new wavelet coefficients were determined to replace the older ones.
The major difference of the technique presented in this investigation, with respect to others [22] - [25] , is the use of Hölder exponent, measured at high frequencies of corrupted blocks, as a figure of merit for the correction procedure, allowing a precise adjustment of pixel amplitudes to be reconstructed. This is corroborated by the fact that wavelet families can generate bases for a wide variety of two-dimensional vector spaces, taking into account, for the calculations, the smoothness of a function. One of the most important properties of an orthogonal wavelet basis is that such databases belong to a broad class of orthogonal spaces of smoothness, called class of Besov spaces [59] , [60] . They can be interpreted as generalized L p spaces that also consider the differentiability of the functions [60] .
Since Besov spaces characterize wavelet subbands in each image, corrupted blocks, which present a highly variable cross-correlation function along successive scales, are identified as degraded ones. This function indicates the decay characteristic of wavelet coefficients, as observed by direct relationship between Eqs. (9) and (10).
A. ERROR DETECTION ALGORITHM
A preliminary study on temporal correlation between the wavelet decay characteristics has been carried out, in order to establish a model for the evolution of wavelet coefficients along the progression of video frames. Let us consider a frame divided into P × Q blocks of N × N pixels each. Denoting the block within a framework by F i , 1 ≤ i ≤ P × Q, the left and right blocks are represented respectively by F i−1 and F i+1 . Within each block, the symbol F i (m, n) represents the n-th horizontal pixel in the m-th row.
Representing the elements of each block in terms of their wavelet coefficients [50] :
where i,j,k,r,s (m, n) are the coefficients of the block F i in the spatial scale (r, s), given the parameters of scale and translation (j, k), and ψ r (m), ψ s (n) are respectively wavelet base functions in vertical and horizontal directions. By simplicity of notation, the spatial frequency (r, s) is omitted in the following equations. The representation of blocks in wavelet domain allows observing the behavior of wavelet coefficients across successive scales. Taking in F i the mean value of the coefficients i,j,k (m, n) in the first resolution level (j = 1), as well as for its neighboring blocks F i−1 , F i+1 , F i−P , F i+P , the mean values of their respective wavelet coefficients
it is observed a high cross-correlation degree between those mean values.
Considering as an example three correlated signals, Fig. 2(a) , obtained from 40 successive frames of the video sequence 'Foreman' and each one consisting of the average values of wavelet coefficients from three spatially adjacent blocks in each frame F i−1 , F i and F i+1 , taking into account only the horizontal direction of wavelet decomposition. The correlation between the wavelet coefficients corresponding to spatially adjacent blocks, for frames inside a video sequence, is noticeably high, as shown in Fig. 2(b) . Therefore, the observation of the cross-correlation across wavelet scales denotes a way to detect failures or strong amplitude discontinuities in spatial information. In a generalized analysis, blocks of pixels contaminated by noise could be detected through the observation of the cross-correlation curve of their wavelet coefficients: if this curve does not comply with the pattern observed for the same sequence without noise, such blocks are classified as corrupted.
It is necessary to establish a compromise between computational complexity and resolution of wavelet analysis. An intuitive choice, which significantly reduces computational effort without compromising accuracy in correcting schemes, consists in considering the division of frames in the smallest possible blocks, but larger than 1 pixel (the natural choice is 2 × 2 pixels). The corresponding block diagram is illustrated in Fig. 3 .
According to Fig. 3 , the detection procedure, performed with the Matlab R software, could be described as follows: a) Each frame was divided into smaller blocks of pixels; b) The undecimated wavelet transform was computed for each block (in order to keep its spatial support);
c) The cross-correlation index between wavelet coefficients from each block across scales was compared to a mean cross-correlation index, set as a threshold (calculated according to [61] ). If the tested cross-correlation value was lower than the chosen threshold, the block was set as corrupted, otherwise it was classified as normal.
The choice of cross-correlation into wavelet domain to perform error detection test is justified: equivalent to Fourier analysis, wavelet cross-correlation should sometimes be preferred for spatial cross-correlation, as it allows to measure cross-correlation at different detail levels [62] , [63] . This method effectively provided new insights into the scale dependent degree of correlation between two given signals. Furthermore, the cross-correlation analysis provided a quantitative measurement on the relatedness of two signals, shifting in time with respect to each other. However, if the signals included non-stationary components, the cross-correlation becomes invalid. The same conclusion arises if both signals are characterized by highly variable processes occurring over a wide range of scales. In response, the continuous wavelet cross-correlation was used in the proposed algorithm, overcoming limitations of classical correlations.
B. ERROR CORRECTION ALGORITHM
The calculation of the new wavelet coefficients considered that they carried some indication on the nature of noise, through the observation of inconsistent decay characteristics.
The wavelet coefficients of a block of pixels F i with M × N pixels were bounded by
where j and k are respectively scale and translation factors, α is the Hölder exponent (here, similar to the Lipschitz one), K j is obtained by extrapolation of the coefficients in time domain, by means of a group of adjacent frames, for each scale j parameter, and g(j) is a scaling function. In other words, it can be stated that, for a single level of decomposition, the decay curve for that block of pixels is scaled by a factor of g(1) = 2 −1/2 , according to Eq. (12). However, in estimating a mean Hölder exponent α , g(j) can be refined in order to increase contribution of components of high frequencies in calculating this exponent, as described below. In Eq. (12), the term 2 −jα provides the decay amplitude through wavelet scales [54] . Under such conditions, it is desirable to have a function g (j), obtained from the modification of g(j) = 2 −j/2 , that meets exactly the following restrictions: a) g(j) = 1 for j = 0, particular situation in which the Hölder and Lipschitz exponents are equal; b) g(j) ≤ 2 −1/2 for j = 1, which obeys the amplitude decay through scales of the wavelet decomposition, as in Eq. (9); c) lim j→∞ g(j) = 0, as the decay of wavelet coefficients through scales occurs for any degree of smoothness of a signal and its derivatives, representing simply a mathematical boundary. Besov spaces are generated by grouped functions that have a precise degree of smoothness in their derivatives. The space B γ q (L p ) consists, in a simplified view, of functions that have γ derivatives ''bounded'' in L p . Here, q is a parameter for further refinements. Under such considerations, given the wavelet decomposition of a function f in scaling and wavelet coefficients, using biorthogonal wavelets represented by a pair ( , ), as established in Eq. (10), there is a characterization of the Besov norm in f , based on wavelets, given by:
A function is then said belonging to the Besov space B γ q (L p ) if the norm is finite [57] , [58] . A closer look in Eq. (13) shows that the Besov norm could be interpreted as a L p norm with special weighting of the detail coefficients. In contrast with the complex formulation of the norm in the spatial domain, the representation of a function by wavelets provides a quick and convenient way to compute its value. The norm in Eq. (13) is defined only for 0 < γ < α, where α reflects the regularity of the orthogonal signals involved. If α m represents the maximum value of the Hölder exponent and N is the order of wavelet system, the regularity of wavelets is given by
From Eq. (13), Eq. (12) can determine the maximum wavelet coefficient value as:
with q = 1. For each analyzed pixel across wavelet scales, the parameter p is equal to unity, considering the legitimate assumption that images belong to B γ 1 (L 1 ), such that Eq. (15) can be given by:
This approximation, g (j) = 2 −3j/2 , obeys the restrictions (a)-(c) stated earlier, satisfying Eq. (12) for all j values. Therefore, the new wavelet coefficients can be estimated by:
where α is computed as the mean Hölder exponent α . In the extreme case, the largest allowable value for K is given by
Since such value of K j is equivalent to the upper limit of i,j,k (m, n), Eq. (17) can be rewritten as:
From Eq. (18), a simple function of decay coefficients can be obtained,
describing the decay profile of estimated coefficients, depending on the observed j scale. A close examination of Eq. (19) shows the behavior of g 2 (j): without the refinement, the curve is restricted to a value of 2 −jα , lower with the increase of the scales. This correction step ensures a richer description of high-frequency components in comparison to the function of decay stated in Eq. (18), in which the best choice for g(j) was made, and consequently for g 2 (j). Fig. 4 illustrates the block diagram of the correction algorithm, described as follows:
a) The images were transformed to wavelet domain and divided into smaller blocks;
b) The cross-correlation between each block and its correspondent across scales of wavelet transform were obtained, and a threshold test was performed to assign corrupted blocks.
c) The Hölder exponent was estimated, using the refined analysis function stated in Eq. (19); 
V. SIMULATION RESULTS
The validation of inpainting strategies considered the use of quantitative (absolute error and peak signal-to-noise ratio) and qualitative (metrics for contrast sensitivity) figures of merit, in order to characterize their efficiency [24] , [25] . The proposed algorithm was tested in situations of noise contamination of still images. Those situations allow exploring the correction mechanism, since the algorithm works in the space-frequency domain, when it performs the procedures of detecting and correcting errors.
We initially applied the method on a corrupted version of 'Foreman' video sequence, with 400 frames and 352 × 288 pixel resolution, in which 27 frames were marked with a 20 × 20 dark block of pixels. The detection algorithm, dividing the frames into 2 × 2 pixel blocks, performed the wavelet analysis at four levels (calculated pixel by pixel), using the CDF 9/7 wavelet family [49] . The analysis of the cross-correlation between adjacent blocks delimited regions spatially corrupted, identifying damaged blocks in a frame of the video sequence under the following condition: if the cross-correlation index between wavelet coefficients from multiple scales was lower than the mean cross-correlation [22] , (d) [23] , (e) [24] (e), (f) [25] , and (g) the method proposed here.
index calculated for a 40 × 40 observation window of pixels around the damaged area, the 2 × 2 pixel block was marked as corrupted. [23] , (e) Corrected by the method presented in [24] , (f) Corrected by the method presented in [25] , and (g) Corrected by the method proposed here. In the next step, the coefficient magnitudes of the contaminated block were computed from estimation of mean Hölder exponent of each sub-block of 2 × 2 pixels, from an observation window of 20×20 pixels in its neighborhood, running the total block from top-left to bottom-right. Fig. 5 shows results obtained for the proposed correction algorithm.
In order to evaluate the performance of the proposed algorithm, the detection step plays a major role, since the correction algorithm can only be applied to blocks detected as damaged. Many researchers have tried to solve this problem [29] - [32] , [53] - [58] , and in all those solutions, the addition of detection steps would charge a higher computational effort to correction of damaged frames. Such conditions favor the method proposed here, related to its simple implementation under a wide variety of degraded images, filling the [24] , (e) Adjusted by the method presented in [25] , and (f) Corrected by the method proposed here.
gap in image inpainting techniques based on space-frequency domain.
In order to provide additional elements to clarify such differences, Fig. 6 shows a portion of the image 'Lena', damaged through a bit error rate (BER) of 10%, and reconstructed images by the proposed method and four other stateof-the-art correction techniques, three of them operating in DCT domain [22] - [24] , and the latter performing interpolation of objects by cubic splines [25] . In the corrupted image, values of pixel intensity of damaged blocks were fixed at zero, in order to be easily identified.
According to Fig. 6 , in smoother regions, such as shoulder, face and background areas, the performance of all algorithms is similar, in subjective terms. In areas containing sharp edges, the performance of the proposed algorithm is superior, suppressing the blocking effect inserted by other methods. Finally, in regions with rich details and sharp edges, the missing pixels are well reconstructed by the proposed method. Despite the slight improvement in terms of peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM), as in Table 1 , the subjective improvement is noticeable. Fig. 7 illustrates details from images shown in Fig. 6 . Fig. 8 shows the reconstructed frames for the simulation of five different algorithms tested for error correction, using as input signal a corrupted version of the video sequence 'Suzie', by a diagonal line inserted in frame #100 (in which case it is required the correlation test in both rows and columns). It is noticeable the higher quality FIGURE 11. (a) PSNR × BER curves for this method and the ones presented in other studies [22] - [25] , applied over the 'Football' video sequence. (b) PSNR for different frames, with BER = 5 × 10 −3 bits/bit, comparing the proposed method to others [22] - [25] .
presented by the proposed method, in terms of the adequate reconstruction of sharp edges, when compared to other methods. Additionally, Fig. 9(a) illustrates PSNR curves at different BER values, comparing the tested methods in concealing 'Suzie' sequence. Fig. 9(b) shows PSNR values for BER = 5 × 10 −3 bits/bit, in which the first frame of the video sequence was contaminated and the error was then propagated.
A careful analysis of the results allows to highlight the quality of the correction obtained by the proposed algorithm, in comparison to others, specifically with respect to a precise characterization of high-frequency components: the idea of accurate estimation of the Hölder exponent [38] allows a robust definition of g(j). Therefore, a wide variety of applications, designed to improve quality of video data, can be developed from the idea of correlation through wavelet scales.
For simulations of distortion caused by bit errors, the algorithm is applied to the 'Football' video sequence, where bit [22] , (d) in [23] , (e) in [24] , (f) in [25] , and reconstructed with the scaling function defined by Eq. (12) (g) and by Eq. (16) (h).
errors are inserted in random locations, to BER values varying from 10 −4 to 10 −2 bits/bit. Fig. 10 illustrates a frame of the sequence 'Football', corrupted by bit errors, as well as the frames corrected by several methods [22] - [25] . This method provides a better reconstruction, since the artifacts inserted in the original image are removed and some high=frequency components are restored. Fig. 11a compares the performance, in terms of PSNR, of the tested image inpainting methods. Fig. 11b illustrates PSNR values for several algorithms. This algorithm provides better PSNR values when compared to others, for a fixed BER = 5 × 10 −3 bits/bit. This method does not require a reference frame to conceal the first frame, reaching a good performance for image inpainting obtained in later frames.
The algorithm can be tested in practical applications, for example, in the removal of subtitles in movies, a task that is difficult to achieve without loss of information, since the subtitling consists of overlapping the text over each frame. Fig. 12 compares the results of different methods, for the task of removing subtitles of a frame into the movie 'Thank You for Smoking'. The proposed method does not severely attenuate high-frequency components into the frame, rebuilding noticeably the damaged frame.
In terms of computational complexity, the required computational load to run the proposed algorithm is low, when compared to others: this method presents, for each block inside a set of M = P×Q blocks in each frame, a computational complexity equals to (M ) related to the M arithmetic operations to calculate wavelet coefficients from each block; for those blocks, a complexity (N ) is related to image inpainting, where N is the level of wavelet decomposition. This results in a computational load scaling with (M + N ). In the worst case, the algorithm presents the same computational complexity than the best case of the methods compared. Table 2 shows the computational complexity for the methods tested in the correction of a corrupt frame, indicating the advantage of implementing the proposed technique, in terms of the smaller number of operations required for video inpainting. This enables the application of this method in long video sequences or those aggressively corrupted, performing high quality correction.
VI. SUMMARY
We present an inpainting technique, based on the regularity property of wavelet coefficients, which allows quantifying the decay characteristics of high-frequency wavelet coefficients, helping to build a new figure of merit based on the Lipschitz exponent that enables the fast correction of damaged blocks of pixels on images and video frames. Exploring the cross-correlation across wavelet scales, the method shows excellent performance in both PSNR and subjective terms. The method is robust under a good set of noisy effects, regardless of the codification used and at a low computational cost. As future applications, this method could be applied to image enhancement, under specific quality requirements, and image morphing procedures. 
