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Abstract. Under certain conditions the ﬁrst order geometric auto regressive (AR) process has statistical
properties similar to atmospheric boundary layer wind speed. In this contribution, we investigate this
similarity and analyse the extent to which this stochastic process is a suitable model for wind speed
simulation. In particular, we focus on the ﬂuctuation of the process around its moving average over a given
number of time steps. We show that the ﬂuctuation conditioned on the value V of the moving average
are of a symmetric normal distribution with a proportionality between its standard deviation and V .
This proportionality is empirically observed in wind speed data. Furthermore, we show that the increment
distribution of the geometric AR(1) process is in good agreement with the symmetric Castaing distribution
which is empirically found in wind speed data.
PACS. 05.40.-a Fluctuation phenomena, random processes, noise, and Brownian motion – 47.27.E- Tur-
bulence simulation and modeling – 05.45.Tp Time series analysis
1 Introduction
In several applications, in particular in view of the cost ef-
ﬁcient use of wind power, more realistic input wind ﬁelds
than just laminar ﬂows are desired for numerical simula-
tions of the ﬂow around an obstacle. Solving the Navier-
Stokes equations, see e.g. [1,2], by direct numerical simula-
tion gives a realistic wind ﬁeld. But for three-dimensional
volumes of a realistic size the computational costs are im-
mense. Large eddy simulation is an approximated solution
to the Navier-Stokes equations by not directly solving the
motions of the small scales. Rather, they are modelled.
Still, it requires enormous computational power.
Another approach are stochastic models simulating
turbulent wind ﬁelds based on empirical ﬁndings. Notable
are spectral models [3–5] aiming to describe the process
by its spectral density and models based on continuous
time random walks [6,7]. These models put their focus on
the cross-correlation or the intermittency, respectively. It
is very diﬃcult (if at all possible) to consider all kinds of
statistical properties and generate a series which perfectly
reﬂects the atmospheric wind velocity.
In this contribution, we put the focus on another sta-
tistical property: the proportionality between the strength
of wind speed variation and the mean wind speed. We
analyse the extent to which a stochastic process, which
received yet little consideration in this context, is a suit-
able model for simulating the modulus of the horizontal
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components of atmospheric boundary layer (ABL) wind
speed: the ﬁrst order geometric auto regressive (AR) pro-








for n ≥ 1 where ξn stands for an independent normally dis-
tributed random variable with zero mean, unit variance,
and an auto correlation function given by a Kronecker
delta: E [ξnξm] = δn,m. As {un}Nn=1 shall reﬂect a wind
speed series, it must have a dimension. The parameter U
acts as a scale for the process and has the dimension of
velocity. The logarithm of the dimensionless speed un/U









which is stationary if a is chosen to be less than one in
magnitude. From this equation we can read oﬀ the mean-
ing of the two parameters a and b. The ﬁrst one correlates
ln(un/U) and ln(un+1/U) and the positive constant b re-
ﬂects the noise strength.
The purpose of this contribution is to show that the
process (1) with suitably chosen a and b has similar ﬂuc-
tuation statistics to ABL wind speed and therefore is a
suitable candidate for the numerical generation of artiﬁ-
cial wind speed sequences. This is done in Section 4.
On the other hand, in order for (1) to reﬂect wind
speed, we compare its increment statistics with those
found in wind speed data. This is subject of Section 5.
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But ﬁrst, we want to state some basic statistical prop-
erties of the geometric AR(1) process and discuss the prop-
erties of ABL wind speed data, which serve as reference
and which shall be simulated.
2 The process
This section is intended to state basic statistical properties
of un which we will need later for deriving the ﬂuctuation
and increment statistics in Sections 4 and 5, respectively.
We only consider |a| < 1 so that the process (1) is
stationary. It is obvious from equation (2) that the AR(1)
process ln(un/U) is of a Gaussian distribution. Its expec-










1− a2 . (3)
















The reader is referred to reference [9] for a detailed de-
scription of the log-normal distribution.
Here, we summarize shortly some points which are im-
portant for the scope of this paper. The position parame-
ter U of the log-normal distribution (4) matches the me-
dian of un and has the dimension of velocity. In contrast,
the shape parameter λ2 is dimensionless and reﬂects the
ratio between the expectation value μu and the median
of un:
μu := E [un] = Ueλ
2/2. (5)
As a consequence of the expectation value being larger
than the median, the majority of points generated by (1)
are smaller than the expectation value. In fact, the prob-
ability of un to be smaller than μn is 1/2+erf(λ
√
2/4)/2.
The coeﬃcient of variation, i.e. the standard deviation of
un in units of the expectation μu, is given by
CV [un] =
√
eλ2 − 1. (6)





eλ2 − 1 > 0 and leptokurtic. That is, the kur-
tosis





2 − 3 (7)




/σ4u where σ2u =
Var [un] is used for the deﬁnition for the kurtosis. If un
were of a normal distribution, its kurtosis would be equal
to three. However, the kurtosis of the log-normal distri-
bution (4) is only three if the shape parameter λ2 equals
to zero. At last, we give the expression for the higher mo-
ments of un reading







for q = 0, 1, 2, . . .
Another quantity of the process (1), which is of im-
portance for the subject of this contribution, is the auto
correlation function. Reference [9] states that the auto cor-




eλ2 − 1 . (9)
For small lag |τ | this function decays faster than expo-
nentially whereas for suﬃcient large |τ | it decays expo-





for λ2a|τ |  1. In any case, it can be noted that if the
exponent a tends to one, the degree of correlation becomes
larger.
3 Wind data
Recordings, which were made at the Lammefjord site [10]
(55◦ 47′ 41′′ N, 11◦ 26′ 52′′ E), of the modulus of the hor-
izontal components, i.e., v(t) =
√
v2x(t) + v2y(t), of ABL
wind velocity serve as reference. The data was acquired
using cup-anemometers with a measurement frequency
ν = 8Hz.
The ﬂuctuation analysis is introduced in reference [11]
and applied to ABL wind velocity vn. The ﬂuctuation is
deﬁned by
f (T )(t) = v(t)− v¯(T )(t) (11)
where v¯(T )(t) denotes the moving average over the time in-
terval [t−T/2, t+T/2]. We investigate the statistics of the
ﬂuctuation conditioned on the mean wind speed V . That
is, we estimate the distribution of f (T )(t) conditioned on
|v¯(T )(t) − V | < ΔV/2. ΔV should be small. But due to
the time discretisation of the data (ν = 8Hz) it must be
large enough to get reasonable statistics. Figure 1 depicts
some of the estimated conditioned distributions for a va-
riety of V with binning ΔV = 0.25m s−1. The time scale
T is chosen to be 5 s. The histograms in Figure 1 suggest
that the ﬂuctuation is roughly of a symmetric normal dis-
tribution, see also reference [12]. The estimated standard
deviation σ(5 s)f (V ) is plotted on top of the boxes indicat-
ing a proportionality between σ(5 s)f (V ) and V , which is
emphasized in Figure 2. The proportionality factor is esti-
mated to be 0.0694 by estimating the standard deviation
of f (5 s)(t)/v¯(5 s)(t). The proportionality factor can be in-
terpreted as the turbulence intensity [1,12] at a 5 s scale.
The latter states the percentage of the mean ﬂow which is
represented by the velocity ﬂuctuation. Its value depends
on the time scale T over which the mean wind velocity is
deﬁned.
Regarding the ABL wind speed increments1
vτ (t) = v(t + τ)− v(t) (12)
1 In our case, the increment of the modulus of the horizontal
components.
















q(5s)(f|V) for the day 191 data
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Fig. 1. Estimation of the ﬂuctuation distributions conditioned
on mean wind velocity V for the day 191 data obtained at the
Lammefjord site [10]. ΔV is chosen to be 0.25 m s−1. The scale
T is ﬁxed to be 5 s with estimated turbulence intensity 6.94%.
The dashed lines corresponds to symmetric normal distribu-
tions with standard deviation being proportional to V . The
estimated standard deviation of the conditioned ﬂuctuation is
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day 191 data with m=41
data
σf ∝ V
Fig. 2. Estimation of the ﬂuctuation standard deviation condi-
tioned on mean wind velocity V for the day 191 data obtained
at the Lammefjord site [10]. ΔV is chosen to be 0.25 m s−1. The
scale T is ﬁxed to be 5 s with estimated turbulence intensity
6.94%.
with ﬁxed increment length τ , several studies, such
as [13–16], give empirical evidence that it is in good ap-
proximation of the symmetric Castaing distribution. The
latter is developed by Castaing et al. [17] under the as-
sumption of the Taylor hypothesis [18] stating that spatial
correlations can be translated into temporal correlations.













































Fig. 3. Estimation of the increment distributions for the day
191 data obtained at the Lammefjord site [10]. The increment
length ranges from 1/8 s to 4:16 min. The histograms are plot-
ted semi-logarithmically and are shifted in vertical direction
for the clarity of presentation.
and described by two parameters: the position and shape
parameter βτ and λ2τ , respectively. The position parame-
ter βτ has the dimension of velocity−2 and is in terms of








The dimensionless shape parameter λ2τ is is directly re-





Additionally, for very large τ the increment distribution
approaches a Gaussian, which is shown in Figure 3 and
in agreement with references [13–16]. The ﬁgure depicts
the estimated increment distribution in a semi-logarithmic
plot. The increment length τ is varied between 1/8 s and
4:16 min. That is, for large τ , the shape parameter be-
comes zero because the increment kurtosis becomes three.
2 We use the fourth moment in units of the variance squared
as deﬁnition for kurtosis.
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4 Analysis of fluctuations
We want to show that the geometric AR(1) process (1) has
similar ﬂuctuation statistics to the horizontal component
of the ABL wind velocity measured at the Lammefjord
site [10] with frequency ν = 8Hz. That is, un should sim-
ulate v(n/ν) with correct ﬂuctuation statistics (of time
scale T ). To make the computation simple, only the case
a = 1 − ε with ε  1 and b  1 is considered, which suf-
ﬁces for suﬃciently small T such as 5 s. The ﬂuctuation
of the geometric AR(1) process is f (2m˜+1)n = un− u¯(2m˜+1)n
with 2m˜ + 1 = Tν ∈ N and u¯(2m˜+1)n denoting the moving
average.
Before calculating the distribution of the ﬂuctuation
we want to check a statistical must-have of the process in
order to reﬂect wind speed. The expectation value of f (m)n
conditioned on the value V of the moving average must
be zero (at least approximately), i.e.
E
[
f (2m˜+1)n |u¯(2m˜+1)n = V
]
!= 0. (16)
In other words, the expected value of un conditioned on
u¯
(2m˜+1)
n = V must be equal to V . We express the moving



































We can take advantage that the parameter a is a little
less than one, i.e. a = 1 − ε ∼ 1. Equation (18) con-
tains a in terms of ak where the integer k according to
equation (17) fulﬁls |k| ≤ m˜. For small time scale T such
that m˜  1/ε, the expression ak can be approximated by
1− kε ∼ 1. Hence, we approximate un±s ∼ ±s un as well
as +s ∼
∏s−1




l=1 exp [−bξn−l] .














In order to get an expression for the expectation of un
conditioned on u¯(2m˜+1)n = V , we apply the conditioned
expectation operator E
[
· |u¯(2m˜+1)n = V
]
to this equation.




2s/2, expanding the resulting expression up to the second





∼ V {1− m˜b2/(2m˜ + 1)} . (22)









That is, the deviation from zero of the conditioned expec-
tation value of the ﬂuctuation is merely second order in
noise strength b so that it can be neglected.
We can now calculate the distribution of the ﬂuctu-










Expanding the right hand side up to ﬁrst order in b and
inserting un into the deﬁnition of the ﬂuctuation yields





(m˜− l)(ξn−l−1 − ξn+l).
(25)









× m˜(m˜ + 1)
2m˜ + 1
(26)
so that the symmetric Gaussian











is the distribution of f (2m˜+1)n conditioned on u¯
(2m˜+1)
n = V .
The proportionality factor between the standard deviation






Note that α(m˜) does not depend on the parameters U
or a. Hence, the parameter b can be chosen such that
the generated series has α(m˜) being equal to the ABL
turbulence intensity obtained at scale T with Tν = 2m˜+1.
Regarding the simulation of the Lammefjord data with
ν = 8Hz, we ﬁx the scale T to be 5 s. As mentioned
before the turbulence intensity is estimated to be 6.94%.
The corresponding geometric AR(1) process has therefore
b = 0.0376. We generate a series consisting of 5×106 data
points with a = 0.993 and U = 8.00m s−1. The reason why
these values are chosen is explained in the next section.
The conditioned ﬂuctuation distributions are estimated
using bin-counting and displayed in Figure 4 for a variety
of V . The ﬁgure demonstrates good agreement with the
day 191 data (plotted with black dots) and symmetric
Gaussian (plotted with dashed lines).








-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
f [m s-1]











-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
f [m s-1]










-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
f [m s-1]









-2 -1.5 -1 -0.5  0  0.5  1  1.5  2
f [m s-1]
V = 9 m s-1
Fig. 4. Estimation of the ﬂuctuation distributions conditioned
on mean wind velocity V . ΔV is chosen to be 0.25 ms−1. The
scale T is ﬁxed to be 5 s with estimated turbulence intensity
6.94%. The solid histograms represent the generated geometric
AR(1) series with a = 0.993, b = 0.0376, and U = 8.00m s−1.
The dots represent the day 191 data obtained at the Lamme-
fjord site [10]. The dashed lines corresponds to symmetric nor-
mal distributions with standard deviation being proportional
to V .
5 Increment statistics
We check whether the increments of the geometric AR(1)
process are of a symmetric Castaing distribution (at least
approximately) and whether the distribution possesses a
cross-over from being intermittent to being Gaussian.
The increment us;n = un+s − un of the process (1)
corresponds to the diﬀerence between two (coupled) log-
normally distributed random variables un+s and un. The
increment distribution is therefore given by an integral of
the form
ps(us;n) =∫
dundun+s ρs(un, un+s) δ(us;n + un − un+s) (29)
where δ(·) stands for the Dirac δ-function and ρs(un, un+s)
denotes the joint distribution of un and un+s. The latter
can be written as ρs(un, un+s) = ρs(un+s|un)p(un) with
ρs(un+s|un) denoting the distribution of un+s conditioned























It is of a Gaussian distribution with mean as ln(un/U)
and variance λ2(1−a2s) with λ2 = b2/(1−a2). Therefore,




















Knowing that p(un) corresponds to a log-normal distri-
bution as given in equation (4), we have an expression
for the joint distribution of un+s and un which can be
inserted in equation (29). Renaming us;n to Δu and in-
tegrating un+s over the δ-function as well as substituting


















with y± = (y ±Δu/U)/2. Its variance is obtained by ex-
pressing the variance in terms of the process variance σ2u
and the value of the auto correlation function γu(s) at lag
s, i.e., Var [us,n] = 2σ2u[1−γu(s)]. Inserting equations (5),
(6) and (9) yields







with z(s) := 1−as. The kurtosis of the increment is given
by







Inserting equation (30) and using the binomial theorem
results in
ku;s = 3e4λ





which is obtained after applying a polynomial division.





















such that the symmetric Castaing distribution has same
variance and kurtosis. Unfortunately, as s becomes very













For small λ2 this limit is in good approximation 8λ2/3,
whereas for large λ2 it is in good approximation 4λ2− ln 6.
In any case, lims→∞ λ2s ≥ 0 so that it can be concluded
that the increments of a geometric AR(1) process do not
approach a Gaussian distribution for large s.
Still, we can show that the increment distribution
ps(Δu) approaches a symmetric Castaing distribution
equation 13 for small increment length s when assuming
that a = 1−ε with ε  1, b  1, and s  1/ε. The incre-
ment is approximated by us;n ∼ un
∏s−1
l=0 exp[bξn+l]− un
due to as ≈ 1 − εs ∼ 1 and equation (30). Expanding
the exponential up to ﬁrst order in b yields an expres-







s is of a normal distribution
with zero mean and unit variance. Its auto correlation
function reads γη(t) = 1 − |t|/s for |τ | < s and γη(t) = 0
for |τ | ≥ s. Therefore, the increment us;n with small s
corresponds to a product of a standard Gaussian random
variable ηs;n with an independent log-normally distributed
random variable unb
√
s. Identifying β by 1/(u2nb
2s) im-






λ2s ∼ 4λ2. (41)
As a cross check, equations (37) and (38) approach β−1s =
U2b2s and λ2s = 4λ2, respectively, for small s, and thus
z(s) ≈ εs  1.
As a consequence, equations (28), (40), and (41) can
be used to compute the parameters a, b, and U of the ge-
ometric AR(1) process (1) such that the generated series
has similar turbulence intensity and similar increment dis-
tribution (increment length τ such that s = τν ∈ N) to
ABL wind velocity.
Regarding the simulation of the Lammefjord data with
ν = 8Hz, b is set as 0.0376 in order to get the turbulence
intensity at scale T = 5 s correct. Fixing the increment
length τ to be 1 s, the remaining parameters U and a can
be computed: a = 0.993 and U = 8.00m s−1. The corre-
sponding increment distribution is plotted in Figure 5. It
can be inferred that the increment distribution of the geo-
metric AR(1) is of a symmetric Castaing distribution. The
corresponding ABL wind velocity increment distribution
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Fig. 5. Estimation of the increment distributions with in-
crement length τ = 1 s. The histograms are plotted semi-
logarithmically. The solid histograms represent the generated
geometric AR(1) series with a = 0.993, b = 0.0376, and
U = 8.00ms−1. The dots represent the day 191 data obtained
at the Lammefjord site [10]. The dashed lines corresponds to
the symmetric Castaing distribution.
follows the shape of the symmetric Castaing distribution,
it can be concluded that the generated series has similar
increment statistics to ABL wind speed.
6 Summary
This contribution analysed the extent to which a geomet-
ric AR(1) process is a suitable discrete stochastic process
for simulating ABL wind speed with frequency ν. Due to
its iterative deﬁnition, the process is simple to implement.
The process is deﬁned by three parameters: a  1,
b  1, and U . We showed that they can be chosen
such that the process has similar ﬂuctuation and incre-
ment statistics to wind speed data by applying (28), (40),
and (41). That is, three parameter as set to ﬁt the wind
speed turbulence intensity as well as position and shape
parameter of the wind speed increment distribution. How-
ever, in order to estimate the turbulence intensity and
the increment distribution, the time scale T and the in-
crement length τ need to be ﬁxed. The process only re-
produces the ﬂuctuation and increment statistics for time
scale 2m˜ +1 = Tν ∈ N and increment length s = τν ∈ N,
respectively. The model only provides an intermittent in-
crement statistics so that the increment length τ needs to
be chosen such that the wind speed increment distribution
is intermittent.
We demonstrated the agreement between ﬂuctuation
and increment statistics of the process with ﬂuctua-
tion and increment statistics of ABL wind speed data
(Lammefjord day 191 data). The frequency of the model
was set to measurement frequency of the wind data (8 Hz).
The three parameters of the process can be chosen to ﬁt
the turbulence intensity at time scale T = 5 s and the
increment distribution with increment length τ = 1 s.
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