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ABSTRACT
Complex black-box predictive models may have high accuracy, but opacity causes problems like
lack of trust, lack of stability, sensitivity to concept drift. On the other hand, interpretable models
require more work related to feature engineering, which is very time consuming. Can we train
interpretable and accurate models, without timeless feature engineering? In this article, we show
a method that uses elastic black-boxes as surrogate models to create a simpler, less opaque, yet still
accurate and interpretable glass-box models. New models are created on newly engineered features
extracted/learned with the help of a surrogate model. We show applications of this method for model
level explanations and possible extensions for instance level explanations. We also present an example
implementation in Python and benchmark this method on a number of tabular data sets.
1 Motivation
Questions of trust in machine learning models became crucial issues in recent years. Complex predictive models have
various applications in different areas (Paliwal and Kumar, 2009; Kourou et al., 2015) and an increasing number of
people use machine learning solutions in everyday life. Hence, it is important to ensure that predictions of these models
are reliable. There are four requirements whose fulfillment is essential to ensure that predictive model is trustworthy
and accessible: (1) high model performance, (2) auditability, (3) interpretability, and (4) automaticity.
(1) High model performance means that a model rarely makes wrong predictions or the prediction error is small on
average. Usually, this can be achieved by using complex, so-called black-box models, such as, boosting trees (Chen
and Guestrin, 2016) or deep neutral networks (Goodfellow et al., 2016). The opposite of black-boxes are glass-boxes.
They are simple, interpretable models, such as linear regression, logistic regression, decision trees, regression trees, and
decision rules.
Model performance ensures only a part of information about model’s quality. Model’s (2) auditability guarantees that
the model can be verified with respect to different criteria. They are, for example, stability, fairness, and sensitivity
to a concept drift. There are tools that allow to audit black-box models (Gosiewska and Biecek, 2018), yet simple
glass-boxes offer more extended range of diagnostic methods (Harrell, 2006).
The third requirement is an (3) interpretability, which became an important topic in recent years (O’Neil, 2016).
Machine learning models influence people’s lives, in particular, they are used by financial, medical, and security
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institutions. Models have an impact on whether we get a loan (Huang et al., 2007), what type of treatment we receive
(Cruz and Wishart, 2006), or even whether we are searched by the police (Nath, 2006). Therefore, models reasoning
should be transparent and accessible. There is an ongoing debate about the right to explanation, what does it mean and
how it can be achieved (Wachter et al., 2017; Edwards and Veale, 2018).
The (4) automaticity of machine learning methods is spreading rapidly. Due to the increasing computational power,
it becomes easier and easier to obtain more precise models, usually in an automatic manner. There are automated
frameworks for AutoML like autokeras, auto-sklearn, TPOT (Jin et al., 2018; Feurer et al., 2015; Olson et al., 2016) that
allow one to train a model even without any statistical knowledge or even programming skills. Yet, machine learning
specialists can also take an advantage of automated methods of modeling. Such methods reduce time needed to train
the model, therefore human effort can be directed towards more creative and sophisticated tasks than testing wide range
of parameters and models.
People usually choose automatically fitted black-box models that achieve high performance at the cost of auditability
and interpretability. As a response to this problem, the methodology for explaining predictions of black-box models, so
called post-hoc interpretability, is under active development. There are several approaches to explaining the global
behavior of black-boxes. Model can be reduced to simple if-then rules (Puri et al., 2017) or decision trees (Hall, 2018).
However, these explanations are simplifications of models and may be inaccurate. As a consequence, they may be
misleading or even harmful. Hence, in many applications it is better to train a transparent, interpretable model than
apply explanations to a complex model (Tan et al., 2017; Rudin, 2018). Therefore, automated methods of obtaining
interpretable models, while maintaining the predictive capabilities of a complex model, are extremely important.
In this article, we present a method for Surrogate Assisted Feature Extraction for Model Learning (SAFE ML). This
method uses a surrogate model to assist feature engineering and lead to training accurate and transparent glass-box
model. In this approach, surrogate model should be accurate to produce best feature transformation, yet it does not
have to be interpretable. Based on the new features, the transparent glass-box model is trained. In many cases the high
accuracy of black-box models comes from good data representation and this is something than can be next extracted
from the model.
The SAFE ML method is flexible and model agnostic, any class of models may be used as a surrogate model and as
a glass-box model. Therefore, surrogate model may be selected to fit the data as best as possible, while glass-box model
one can be selected according to the particular task or abilities of the end-users to interpreting models.
An advantage of this methodology is that the final glass-box model has a performance close to the surrogate model.
By changing the representation of the data, SAFE ML allows to gain interpretability with minimal or no reduction of
model performance.
The SAFE ML method can be used as a step in training a model with AutoML methods. We can use AutoML to fit
elastic and complex model, then use SAFE to obtain a transparent model.
The paper is organized as follows. Section 2 provides a description of the SAFE algorithm. Section 3 contains
illustrations and benchmarks for the SAFE method for regression and classification problems. Extensions for instance-
level approaches and interactions are discussed in Section 4. Conclusions are in Section 5.
2 Description of the SAFE Algorithm
The SAFE ML algorithm uses a complex model as a surrogate. New binary features are created on the basis of surrogate
predictions. These new features are used to train a simple refined model.
Illustration of the SAFE ML method is presented in Figure 1. In the Algorithm 1 we describe how data transformations
are extracted from the surrogate model while in Algorithm 2 we show how to train a new refined model based on
transformed features. Below, we explain details of the terminology being used in algorithms. Let x1, x2, ..., xp be
features in the surrogate model M . A subset of all features except xi we denote as x−i.
The partial dependence profile (Friedman, 2001) is defined as
fi(xi) = Ex−i [M(xi, x−i)],
and calculated as
fˆi(xi) =
1
n
n∑
j=1
M(xji , x
j
−i),
where n is the number of observations and xji is a value of the i-th feature for the j-th instance. Partial dependence
function describes the expected output condition on a selected variable. The visualization of this function is Partial
Dependence Plot (Greenwell, 2017), an example plot is presented in Step 1 in Figure 1.
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Figure 1: The SAFE ML algorithm in four steps, 1. train elastic surrogate model, 2. approximate model response,
3. extract transformations and new features, 4. train refined model.
Algorithm 1 Surrogate Assisted Feature Extraction
Input: data Xn×p, surrogate model M , regularization penalty λ.
Start:
for i = 1 to p do
Let xi be i-th feature.
if xi is numerical then
Calculate partial dependence profile fi(x) for feature xi.
Approximate fi(x) with interpretable features x∗i , for example, use the change point method to discretize the
variable with regularization penalty λi.
Save transformation ti(x) that transforms xi into x∗i .
end if
if xi is categorical then
Calculate model responses for each observation with imputed each possible value of xi.
Merge levels of fi(x) with similar model responses, for example use the hierarchical clustering with number of
clusters λi.
Save transformation ti(x) that transforms xi into x∗i .
end if
end for
Sets of transformations T ∗ = {t1, ..., tp} may be used to create new data X∗ from features x∗i = ti(xi).
The change point method (Truong et al., 2018) is used to identify times when the probability distribution of a time
series changes. The hierarchical clustering (Rokach and Maimon, 2005) is an algorithm that groups observations into
clusters. It involves creating a hierarchy of clusters that have a predetermined ordering. Step 2 in Figure 1 corresponds
to both change point method and hierarchical clustering.
Algorithm 2 Model Learning with Surrogate Assisted Feature Extraction
Input: data Xnewm×p, set of transformations T ∗ derived from surrogate model M .
Start:
Transform dataset X into X∗,new = T ∗(Xnew).
Create transparent model Mnew based on X∗,new.
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3 Application and Benchmarks
In this section, we perform SAFE ML on selected data sets for regression and classification problems. A summary
discussion of the results is conducted at the end of this section.
Examples are generated with scikit-learn models (Pedregosa et al., 2011) and SafeTransformer. SafeTransformer is
a Python library that implements SAFE ML method.
Code that generates artificial data sets and performs SAFE ML method and can be found in the GitHub repository:
https://github.com/agosiewska/SAFE_examples.
3.1 Classification - Artificial Data Set
We compare performance of naïve logistic regression, surrogate xgboost, and refined logistic regression. Here naïve
regression means that we fill vanilla regression model without any feature engineering.
This example is performed on the artificial data set SIMULD2 for binary classification. SIMULD2 consists of 500
observations and three variables. Variable y is a binary target. Variable X1 is continuous, uniform distributed at range
from −5 to 5 with normally distributed noise. Variable X2 is categorical with 40 levels.
As can be seen in Table 1, refined logistic regression performs better than the other two models. Refined logistic
regression achieves even better accuracy and AUC than xgboost model, while being a more transparent model.
It may be surprising that the refined model is better than the surrogate one, however there are some reasons for that.
Elastic models are better to capture non-linear relations but at the price of larger variance for parameter estimation. In
some cases the refined models will work on better features and will have less parameters to train, thus it can outperform
the surrogate model.
Table 1: Results of the SAFE method for models trained on the SIMULD2 data set. SAFE was performed with penalty
equals 0.42625.
MODEL ACCURACY AUC
NAÏVE LOGISTIC REGRESSION 0.736 0.897
SURROGATE XGBOOST 0.960 0.982
REFINED LOGISTIC REGRESSION 0.976 0.989
Partial Dependence Plot in Figure 2 shows the relationship between variable X1 and output of the xgboost model. This
pattern is close to real association, which is a step function with discontinuities in −3 and 2.5. This relationship could
not be caught by logistic regression. However, in Figure 2, we can see that SAFE ML method divided X1 variable into
three binary variables. This make it possible for refined logistic regression to capture the non-linearity.
Variable X2 consists of 40 levels, yet process of generating target variable y distinguishes between variables in three
groups. When examining how SAFE ML has grouped variables, one can see that groups almost match up with real
dependencies. This caused that instead of one variable of 40 levels, the new model was trained on 3 binary variables.
This means that transformed features better reflected the real relationships.
3.2 Regression - Boston Housing
Second example is performed on Boston Housing data set (Harrison and Rubinfeld, 1978). Boston Housing consists of
506 rows and 14 columns. The target variable is medv (median value of owner-occupied homes).
We compare performances of naïve linear regression, surrogate xgboost, and refined linear regression.
As described in Section 2, feature extraction in SAFE ML algorithm depends on a choice of a regularization penalty
λ. Figure 3 shows performances of models as functions of penalty. Mean Square Errors (MSE) of the refined linear
regression models are, in general, close to MSE of surrogate model. Thus, the use of a simpler model did not negatively
affect the performance. At the same time, we gained transparency.
Partial Dependence Plot for xgboost model and variable ZN is presented in Figure 4. Flexible boosting model captured
the non-linear relationship between variable ZN and target medv. As a result, SAFE ML method divided ZN variable
into two binary features to improve performance of refined model.
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Figure 2: An expected response of the xgboost model conditioned on the variable X1. Black vertical lines marks points
of the discretization calculated with SAFE ML.
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Figure 3: Dependence between SAFE ML method’s penalty and MSE for refined model.
3.3 Benchmark on a Number of Tabular Data Sets
In this section we benchmark the SAFE ML method on a number of tabular data sets for regression and classification
problems. We compare performances of three groups of models: simple models trained without SAFE ML feature
transformation, complex surrogate models, and refined interpretable models.
3.3.1 Benchmark for Classification
We train classification models on six different data sets. They are two simulated data sets, Titanic from Kaggle, Blood
Transfusion Service Center (Yeh et al., 2009), Teaching Assistant Evaluation form UCI Machine Learning Repository
(Dheeru and Karra Taniskidou, 2017), and Pima Indian Diabetes (Johannes, 1988).
We use Accuracy and AUC metrics to evaluate models. Logistic regression and classification trees trained without any
feature extraction are baselines. Complex xgboost models are surrogates required to perform SAFE ML algorithm.
5
20 40 60 80 100
ZN
1.2
1.3
1.4
1.5
1.6
Pa
rti
al
 d
ep
en
de
nc
e
Figure 4: Partial Dependence Plot (PDP) of the gradient boosting model and ZN variable . Black vertical line indicates
variable split generated with SAFE ML method.
Parameters of surrogate models differ between data sets. Refined models are logistic regression models and classification
trees. To chose best penalty for SAFE ML transformations, for each surrogate model we examined 25 equally spaced
penalties in the range from 0.01 to 10. The criterion was performance of a refined model.
Results of benchmarking are in Table 2. For 22 out of 24 cases, refined model surpasses baseline model. In more than
half cases, refined model outperforms baseline and surrogate model.
3.3.2 Benchmark for regression
In this section, we examine performance of the SAFE ML method on 5 data sets for regression problems. They are
Energy Efficiency and Yacht Hydrodynamics form UCI Machine Learning Repository (Dheeru and Karra Taniskidou,
2017), Boston Housing (Harrison and Rubinfeld, 1978), Warsaw Apartments (Biecek, 2018), and Real Estates (Yeh and
Hsu, 2018).
Base and refined models are linear regression models. We use xgboosts as a surrogate model, xgboost parameters differ
between data sets. To chose best penalty for SAFE ML transformations we examine 25 equally spaced penalties in the
range from 0.01 to 10 and MSE criterion.
Results are presented in Table 3. For all data sets, baseline models outperform base models. For 3 out of 5 data sets,
refined linear model achieves better performance than xgboost model.
3.4 Benchmark Summary
We examined 6 data sets for regression and 5 data sets for classification. In more than half of the cases, refined model
had outperformed surrogate model. In majority of the rest examples performance differences between surrogate and
refined models were minimal.
Refined models are simple, with a small number of parameters, therefore one could conclude that refined models
generalize data better than complex models. However, it is worth noting that the refined models generalize relationships
that were captured by surrogate models. Thus, without a complex model as a surrogate, it would not have been possible.
With SAFE ML method, transferring knowledge about relationships to a simple model is automatic and do not require
detailed investigation of the complex model.
Even if black-box model gains better results, it is still worth considering applying transparent glass-box model. As we
have seen in previous examples, performance of surrogate and refined model were, in general, close to each other. The
advantage of a simpler model is that we gain transparency, interpretability and auditability.
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Table 2: Performances of models trained on six data sets for classification. Artificial data sets are marked by (A).
Headers indicate class of baseline model (BASE.) and refined model (REF.). In each case, surrogate model (SURR.)
is xgboost.
LOGISTIC REGRESSION - AUC
DATA SET BASE. SURR. REF.
SIMULD1 (A) 0.833 0.980 0.963
SIMULD2 (A) 0.897 0.982 0.989
TITANIC 0.861 0.896 0.870
BLOOD TRANSFUSION 0.670 0.679 0.668
TEACHING EVALUATION 0.725 0.838 0.821
PIMA INDIAN DIABETES 0.814 0.822 0.838
LOGISTIC REGRESSION - ACCURACY
DATA SET BASE. SURR. REF.
SIMULD1 (A) 0.744 0.888 0.912
SIMULD2 (A) 0.736 0.960 0.976
TITANIC 0.798 0.834 0.834
BLOOD TRANSFUSION 0.749 0.754 0.668
TEACHING EVALUATION 0.842 0.842 0.868
PIMA INDIAN DIABETES 0.745 0.734 0.771
CLASSIFICATION TREE - AUC
DATA SET BASE. SURR. REF.
SIMULD1 (A) 0.877 0.980 0.972
SIMULD2 (A) 0.928 0 982 0.983
TITANIC 0.777 0.896 0.878
BLOOD TRANSFUSION 0.598 0.667 0.683
TEACHING EVALUATION 0.763 0.817 0.842
PIMA INDIAN DIABETES 0.665 0.822 0.767
CLASSIFICATION TREE - ACCURACY
DATA SET BASE. SURR. REF.
SIMULD1 (A) 0.896 0.888 0.912
SIMULD2 (A) 0.928 0.96 0.976
TITANIC 0.794 0.834 0.839
BLOOD TRANSFUSION 0.738 0.775 0.759
TEACHING EVALUATION 0.842 0.842 0.895
PIMA INDIAN DIABETES 0.688 0.734 0.760
Table 3: Performances of models trained on five data sets for regression problem. Artificial data sets are marked by
(A). Baseline models (BASE.) and refined models (REF.) are linear regression models. Surrogate models (SURR.) are
xgboost models. Performance metric is MSE, values in columns are scaled to MSE for baseline model.
DATA SET BASE. SURR. REF.
WARSAW APARTMENTS (A) 1 7.12 64.99
REAL ESTATES 1 1.02 1.38
BOSTON HOUSING 1 1.27 1.32
ENERGY EFFICIENCY 1 43.09 8.88
YACHT HYDRODYNAMICS 1 267.75 105.17
4 Future extensions of the SAFE ML method
4.1 Instance Level Problems
In previous sections, we showed how to use complex surrogate models to extract global, interpretable features. SAFE
ML method could be also extended to instance level feature extraction. A complex model can capture local relationships
between variables. Therefore, we may consider several local, interpretable models, instead of one global model.
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There are several approaches to obtain locality, we can subset data set, reweight original data, or simulate instances
from the original data distribution. One of the examples of local model approximations is LIME (Local interpretable
model-agnostic explanations) (Ribeiro et al., 2016). It is a method for generating local models that approximate the
predictions of the underlying complex model. Local models are simple, such as, LASSO regression. Since LASSO is
a method for selecting variables, while applying LIME we perform also a feature extraction. However, this method is
not capable of extracting new interpretable features.
An extension of the LIME that includes extraction of interpretable features is localModel (Local Explanations of
Machine Learning Models for Tabular Data) (Staniak and Biecek, 2019). Local interpretable features are created by
discretization of numerical features due to the splits of the decision tree. Categorical features are discretized by merging
levels using the marginal relationship between the feature and the model response. Locality is obtained by generating
a random number of interpretable inputs around the explained instance. Then, LASSO regression model is fitted to new
features and original model’s responses.
The idea behind localModel is similiar to SAFE ML. However, localModel is used to make statements about predictions
and behaviour of the underlying black-box model, while the idea of SAFE is to create new refined model to make its
own predictions.
4.2 Interactions Extractions
SAFE ML algorithm is used for transforming single features. One can consider extending this approach of interactions.
There are methods of capturing interactions from random forest (Paluszynska and Biecek, 2017) or xgboost (Foster,
2017). This can be used for extraction of new features which contain information about interactions between variables.
5 Discussion
In this article, we presented SAFE ML algorithm that uses surrogate model to feature transformations. New features are
then used to train refined glass-box model.
We benchmarked SAFE ML for regression and classification problems. The results confirmed that SAFE ML algorithm
produces features that can be further used to fit accurate and transparent model. We also justified the advantage of
refined models over surrogate black-boxes.
We also discussed possible extensions of SAFE ML to instance level problems. In addition, we see the possibility of
extending the SAFE ML method to include interaction extraction.
5.1 Benchmarking Methodology
Benchmarks in Section 3 were based on a single split into training and test data sets. In further research, benchmarks
could include k-fold cross-validation technique. However, while applying cross-validation, it would be necessary to
take into account values of penalty. In Section 3 we were selecting a penalty on the basis of the model performance on
a test data. The use of cross-validation will cause that values of penalty for each fold will be different. Thus it will not
be possible to point the best penalty.
5.2 Conclusions
The SAFE ML method allows us to fulfill four requirements of trustworthy predictive model, stated in Section 1.
One can choose a final refined model, accordingly to the simplicity and transparency, therefore statement (3) about
interpretability is accomplished. Simple models, such as, linear regression and logistic regression are extensively
described from a mathematical point of view. As a result, there are many methods to diagnose such models. Therefore,
requirement of the (2) auditability is also fulfilled. In Section 3 we showed that performances of refined models are
close to performance of complex surrogate models. Therefore, SAFE ML method allows to gain (1) high model
performance. In Section 3 we also argued that SAFE ML algorithm allows automatic feature transformation for the
purpose of fitting refined model. This approach allows you to omit examining a complex model. Thus (4) automaticity
is also accomplished.
5.3 Similar Nomenclature
The phrase surrogate model is occasionally referred to an interpretable glass-box model that approximates predictions
of a black-box model (Hall et al., 2017). The surrogate model in this sense mimics most of the properties of the model
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under consideration, and is used to makes statements about the black-box model and not about the real world. However,
there is no unambiguous nomenclature for this kind of problem. Models that mimic black-boxes are called also proxy
models, shadow models, metamodels, response surface models, emulators (Molnar, 2018; Hall, 2018).
Therefore, our meaning of the term surrogate model is not a duplication the meaning of the existing phrase. In this
article, we refer surrogate model to a complex model that supports training interpretable model.
5.4 Software and Code
Benchmarks from Section 3 were generated with SafeTransformer Python library available at (https://github.com/
olagacek/SAFE). Code that generates benchmarks is availible on Github: (https://github.com/agosiewska/
SAFE_examples).
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