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Abstract. A systematic literature review is a scientific means of identifying, 
evaluating and interpreting all available research relevant to a particular 
research topic, enabling its evaluation, pointing the results and gaps between 
researches. Due its guidelines, the systematic review is a laborious process 
that requires a rigorous documented protocol for scientific recognition. In this 
context, this review aims to contribute with a critical analysis of automated 
approaches that use artificial intelligence concepts to support the systematic 
reviews, facilitating its application and ensuring the quality of the process. 
Keywords: Systematic Literature Review, Neural Networks, Artificial 
Intelligence.  
Resumo. Revisão sistemática compreende um método científico utilizado para 
identificar e avaliar todos os estudos realizados sobre um tema de pesquisa 
específico, possibilitando a avaliação deste e evidenciando resultados obtidos 
e lacunas entre as pesquisas. Devido às suas diretrizes, a revisão sistemática 
caracteriza-se como um processo laborioso que exige um protocolo 
devidamente documentado para obter reconhecimento científico. Neste 
contexto, esta resenha busca contribuir com a análise crítica de abordagens 
automatizadas que utilizam conceitos de inteligência artificial como 
embasamento para apoio à condução de revisões sistemáticas, facilitando a 
aplicação da metodologia e assegurando a qualidade do processo. 
Palavras-chave: Revisão Sistemática da Literatura, Redes Neurais, 
Inteligência Artificial. 
1. Introdução 
Um estudo empírico, em um sentido amplo, é um ato ou operação com o objetivo de 
descobrir algo desconhecido ou de testar uma hipótese, envolvendo um pesquisador 
coletando dados e realizando análises para determinar o que significam [Basili, 1999]. 
Este processo é usado geralmente para explicar fenômenos em ciências maduras, como a 
física, química ou biologia. Através da coleta de informações mensuráveis e observáveis, 
aliados a uma documentação clara e abrangente, evidências são reunidas para a 
comprovação de um resultado. O processo visa facilitar a análise e replicação 
independente desses resultados pelos pares, reduzindo assim os vieses introduzidos pelos 
pesquisadores [Goulão, Brito e Abreu 2007]. 
 Os estudos empíricos dividem-se em dois tipos de pesquisa: os estudos primários 
e secundários. Os estudos primários compreendem a pesquisa específica de processos 
metodológicos, com objetivo de avaliar uma hipótese formulada pelo pesquisador, 
testando-a em condições bem estabelecidas de observação ou experimentação [Biolchini 
et al. 2007]. A condução de estudos primários contribui para o incremento do 
conhecimento científico através do refinamento de técnicas, métodos e ferramentas, e da 
geração de novas hipóteses [Travassos et al. 2008]. 
No entanto, uma experiência isolada não é suficiente para fornecer evidências 
definitivas sobre um determinado fenômeno. Mesmo quando planejados de acordo com 
as orientações adequadas, estudos primários estão sujeitos a vieses que podem 
influenciar a conclusão dos mesmos. A replicação das experiências pode atenuar esse 
risco, e embora estas repetições diferenciadas possam ter também suas próprias 
deficiências, as evidências colhidas em diversas repetições podem ser utilizadas para 
confirmar ou refutar as conclusões do experimento original [Goulão, Brito e Abreu 
2007]. 
Estudos secundários são destinados a produzir comparações sistemáticas entre 
estudos primários, permitindo a geração de generalizações a partir destes. Do ponto de 
vista metodológico, este tipo de estudo é chamado revisão sistemática (RS) ou revisão 
sistemática da literatura (RSL) [Biolchini et al. 2007] e utiliza-se de uma metodologia 
bem-definida para identificar, avaliar e interpretar toda pesquisa disponível e relevante 
sobre uma questão, tópico ou fenômeno de interesse em particular.  
A condução de uma revisão sistemática tem por objetivo apresentar uma 
avaliação justa do tópico de pesquisa à medida que utiliza uma metodologia de revisão 
rigorosa, confiável e passível de auditoria [Kitchenham 2004]. Visando colaborar em 
fornecer diretrizes para orientar na realização de revisões sistemáticas na área de 
engenharia de software, Kitchenham e Charters (2007) apresentam um processo de 
revisão sistemática em três etapas principais: (i) planejamento, que envolve o 
desenvolvimento de um protocolo de busca contendo, entre outros, a questão de 
pesquisa a ser esclarecida e a metodologia para tal estudo; (ii) execução, que contempla 
a identificação da pesquisa, seleção de estudos primários, avaliação da qualidade do 
estudo, extração e síntese dos dados coletados; e (iii) análise dos resultados da revisão, 
que objetiva a sumarização e publicação dos resultados em um relatório adequado. 
Apesar de sua importância, a condução de uma revisão sistemática não é tarefa 
simples, visto que utiliza conceitos e termos específicos potencialmente desconhecidos a 
pesquisadores acostumados a realizar revisões informais. Mesmo quando conduzidas de 
acordo com as “boas práticas”, carecem da falta de rigor científico na execução das suas 
diferentes etapas. A condução assistemática deste tipo de revisão pode introduzir alguns 
vieses de pesquisa em diferentes estágios do processo, que vão desde a formulação da 
questão, até a coleta, avaliação, análise, interpretação, síntese e apresentação dos dados. 
O desenvolvimento de uma ferramenta de apoio a este processo mais formal e 
controlado para a condução desse tipo de pesquisa pode evitar a introdução dos vieses 
da análise assistemática [Biolchini et al. 2005]. 
Além disso, as revisões sistemáticas requerem consideravelmente mais esforço do 
que as revisões de literatura tradicionais, visto que fornecem informações sobre 
variações nos estudos primários em uma ampla variedade de métodos empíricos 
[Kitchenham e Charters, 2007]. Produzem também um grande volume de informações de 
complexo gerenciamento, dependendo fortemente de uma infraestrutura informatizada 
para apoiar sua condução [Shull et al., 2004 apud Travassos et al., 2008]. 
Diante das dificuldades encontradas durante a execução de revisões sistemáticas, 
Biolchini et al. (2005) apontam para a necessidade de investir esforços de pesquisa de 
metodologias de planejamento e execução de revisões sistemáticas. O apoio de uma 
ferramenta computacional é imprescindível para dar maior qualidade e facilitar a 
aplicação de uma revisão sistemática [Zamboni et al. 2010]. 
A inteligência artificial (IA) sistematiza e automatiza tarefas intelectuais e, 
portanto, é potencialmente relevante para qualquer esfera da atividade intelectual 
humana [Silva 2005]. A IA é um dos campos mais recentes da ciência e da engenharia e 
tenta não apenas compreender, mas também desenvolver entidades inteligentes [Russel e 
Norvig 2003].  Neste contexto, identifica-se um campo de pesquisa na aplicação de 
conceitos de inteligência artificial para o desenvolvimento de ferramentas que forneçam 
apoio à condução de revisões sistemáticas, especialmente na redução de esforço e 
garantia da qualidade do processo. 
2. Descrição do Assunto 
Esta resenha crítica tem como objetivo evidenciar a aplicação de conceitos de 
inteligência artificial na condução de revisões sistemáticas, especialmente no que se 
refere, na etapa de execução, as  tarefas de coleta e seleção dos estudos. Segundo 
Ananiadou et al. (2009), atualmente as RSLs são realizadas manualmente, e em virtude 
da vasta quantidade de estudos relevantes identificados, existe a necessidade dos 
pesquisadores em conduzir estas tarefas em uma escala de tempo muito mais curto do 
que os métodos atuais permitem. 
Esta resenha não almeja o estado da arte de aplicação destes conceitos, mas sim a 
descrição de modo crítico de algumas das iniciativas e aplicações de inteligência artificial, 
apoiadas em técnicas de Mineração de Texto e Redes Neurais Artificiais (RNA). Os 
estudos identificados neste artigo fazem parte de um contexto mais amplo, visto que 
foram coletados em uma pesquisa sistemática para a identificação de ferramentas que 
suportem uma abordagem automatizada de apoio a condução de revisões sistemáticas. 
2.1. Mineração de Texto 
Como solução ao problema apontado acima, Ananiadou et al. (2009) descrevem o 
projeto ASSERT, que serve como prova de conceito na utilização de ferramentas de 
mineração de texto para incrementar a condução de revisões sistemáticas da seguinte 
forma: (i) aperfeiçoada da coleta de estudo através de técnicas de expansão de consulta 
baseada nos termos mais importantes, semelhanças entre os termos, mas também 
ontologias e tesauros; (ii) na seleção dos estudos, com o agrupamento (clustering) de 
estudos primários em temas que permitem ao revisor evidenciar as associações entre eles 
e a relevância com relação a múltiplos tópicos; e (iii) na síntese, através da seleção de 
sentenças proeminentes, que fornecem um resumo mais informativo dos estudos. 
A utilização de técnicas semi-automatizadas na execução de algumas das tarefas 
mais morosas da revisão sistemática garantem uma execução mais ágil e de forma mais 
sistemática, conforme os dados são colhidos, filtrados e sumarizados. Além disto, a 
coleta, seleção e síntese dos estudos relevantes é personalizada com enfoque nos termos 
mais pertinentes. Os aspectos críticos identificados na adoção destas tecnologias de 
mineração de texto envolvem a robustez, escalabilidade, eficiência e rapidez de resposta 
na consulta de recursos (especialmente ontologias e  glossários), além do equilíbrio entre 
a automação do processo e intervenção do usuário [Ananiadou et al., 2009]. 
Outra abordagem proposta por Felizardo et al. (2009) faz uso combinado de 
técnicas de Visual Text Mining (VTM) para auxiliar na seleção dos estudos primários, 
oferecendo as seguintes contribuições: (i) nas RSL com dois ou mais revisores, auxilia na 
discussão das divergências, oferecendo recursos para apoiar a tomada de decisão; e (ii) 
na individual conta com a sugestão automatizada dos indícios sobre quais artigos devem 
ser revistos, tanto para inclusão, quanto para exclusão de estudos. 
A abordagem faz uso de técnicas de VTM através de uma ferramenta 
denominada Projection Explorer (PEx) que disponibiliza diversas facilidades para 
manipulação de textos e exploração de uma coleção de documentos. Esta ferramenta 
utiliza um espaço vetorial para estruturar, comparar e calcular distâncias entre 
documentos, que são apresentados em um mapa ou uma representação gráfica da 
coleção de estudos. Nesta representação, cada ponto no espaço bidimensional representa 
um documento e é possível ao usuário interagir com o resultado, explorando e extraindo 
informações relevantes [Felizardo et al. 2009]. 
A ferramenta também possui recursos baseados em conteúdo para apoiar a 
análise visual dos agrupamentos de documentos: (i) Histórico de Exclusões, que destaca 
por meio de cores o histórico de estudos que foram excluídos nas diferentes etapas da 
seleção; e (ii) Classificação da Qualidade dos Estudos, que destaca os estudos de acordo 
com a qualidade definida e atribuída pelos revisores. Apesar disto, o conteúdo dos 
estudos primários pode não refletir adequadamente sua qualidade, de forma que é 
possível utilizar uma Rede de Citações para complementar este aspecto, através da qual é 
possível identificar estudos que não compartilham referências, assim como os estudos 
com diversas conexões [Felizardo et al. 2009]. 
2.2. Redes Neurais Artificiais 
Uma abordagem utilizando Redes Neurais foi estudada por Cohen et al. (2006) a fim de 
determinar se a classificação automática de citações poderia ser útil na redução do 
esforço ao revisar artigos na condução de revisões sistemáticas sobre a eficácia da 
terapia com medicamentos. O desenvolvimento e experimentação do sistema de 
classificação procedeu em três fases: (i) construção de conjuntos de testes; (ii) 
treinamento de um mecanismo de aprendizagem baseado nestes casos de teste; e (iii) 
avaliação da abordagem em cada um dos tópicos de revisão. 
A abordagem constitui-se na inclusão de todas as palavras contidas no título e 
resumo do artigo, assim como termos específicos das bases de dados da área médica em 
uma “bag-of-words”. A frequência de cada um destes termos é então contabilizada, 
extraindo os recursos estatisticamente mais significantes como características relevantes 
para o sistema classificador. Um perceptron, que é essencialmente uma equação para a 
combinação linear dos valores no conjunto de recursos, foi utilizada com sucesso como 
mecanismo para aprendizado para o sistema classificador, mostrando-se fácil de 
implementar e apresentando agilidade na execução [Cohen et al. 2006]. 
Através do experimento de avaliação, evidenciou-se que em mais de 70% dos 
casos de teste a classificação automatizada mostrou uma economia significativa em 
esforço de revisão, sendo que, em cerca de 20% destes casos a economia foi maior do 
que 50% do esforço. Desta forma, o estudo demonstra um método para 
desenvolvimento de sistemas para classificação automática de seleção de artigos com 
probabilidade maior de conter evidências de alta qualidade e potencial para auxiliar no 
intensivo processo de revisão sistemática [Cohen et al. 2006]. 
Um estudo recente apresenta uma estratégia diferenciada de classificação de 
artigos através da utilização de Máquinas de Vetores de Suporte (Support Vector 
Machines, SVMs) treinados de forma interativa por revisores em processos de condução 
de revisões sistemáticas. Este sistema de classificação é constituído por dois 
componentes principais: (i) uma abordagem para representação dos documentos; e (ii) a 
estratégia de aprendizagem de classificação ativa, onde o sistema classificador seleciona 
ativamente os dados com o qual será treinado [Wallace et al. 2010]. 
A estratégia semi-automatizada para a seleção de estudos em revisões 
sistemáticas proposta por Wallace et al. (2010) apresentou evidências de redução 
significativa no esforço realizado pelos revisores, sem sacrificar o rigor científico e a 
qualidade das revisões realizadas. Uma experimentação realizada sobre um conjunto de 
três casos de teste constituídos por revisões sistemáticas reais apresentou uma redução 
de quase 50% no número de estudos a serem selecionados manualmente. 
3. Apreciação Crítica 
Com a realização desta resenha, tornou-se possível o exame e apreciação em caráter 
impessoal dos estudos acima descritos, permitindo a identificação de características de 
ordem técnica, um resumo do conteúdo e demonstração de sua importância para o 
campo de estudo, além da tabulação de aspectos relevantes (Tabela 1), a saber: (i) 
técnica de IA descrita pelo estudo; (ii) etapas do processo de RSL contemplados; (iii) 
resultados observados; e consequente a isso a (iv) análise opinativa dos objetivos 
alcançados; e (v) pontos a serem ponderados sobre o estudo. 
Tabela 1. Características Relevantes dos Estudos Identificados 
Técnica Estudo Etapas do 
processo 
Resultados 
observados 
Análise 
positiva 
Pontos a 
ponderar 
Mineração 
de texto 
Ananiadou 
et al. (2009) 
Execução e 
Análise dos 
Resultados 
Melhoria na 
produção de RSL e 
prova de conceito 
para o 
desenvolvimento 
de ferramentas de 
VTM 
Colaboração 
com centro de 
pesquisa 
assegura 
pesquisas 
futuras 
Enfoque  nas 
área de ciências 
sociais 
Felizardo et 
al. (2009) 
Execução Apoio na seleção e 
garantia de que 
estudos relevantes 
não foram 
eliminados 
Apresentação 
dos estudos em 
mapa visual 
permite  
melhor 
compreensão 
Ausência de 
automatização 
Rede 
Neural 
Cohen et al. 
(2006) 
Execução Classificação 
automática de 
estudos reduz o 
número de revisões 
manuais 
Rigor na 
experimentação 
e apresentação 
dos resultados 
De acordo com 
o conjunto de 
estudos pode 
não apresentar 
resultados 
significativos 
Wallace et 
al. (2010) 
Execução Seleção semi-
automatizada 
reduz o esforço na 
seleção de estudos 
sem afetar a 
qualidade da 
revisão 
Treinamento 
interativo 
durante a tarefa 
de seleção dos 
estudos 
Pequena 
amostragem na 
experimentação
/validação 
 A busca por estudos que utilizem conceitos de mineração de textos retornou as 
abordagens propostas por Ananiadou et al. (2009) e Felizardo et al. (2009), ambas 
publicações recentes que apresentam ferramentas desenvolvidas com este intuito. Torna-
se evidente a maturidade desta área, conforme os estudos se traduzem no 
desenvolvimento de aplicações, mas a carência por avaliações e experimentos sugere 
estudos futuros necessários para a concretização deste conhecimento. 
O projeto proposto por Ananiadou et al. (2009) apresenta uma aplicação em 
colaboração com grandes centros de pesquisa na área de gestão de conhecimento, o 
National Centre for e-Social Science (NCeSS) e Evidence for Policy and Practice 
Information Centre (EPPI) e possui diversas publicações e documentação de uso, 
embora sua aplicação esteja concentrada nas área de ciências sociais. 
Em contrapartida, a abordagem proposta por Felizardo et al. (2009) descreve 
uma variedade de aplicações de métodos de VTM para o suporte na classificação e 
seleção dos estudos, apresentando-os através de um mapa que permite ao pesquisador 
sintetizar e analisar de forma mais adequada com a representação do conhecimento pelo 
ser humano. Além disto, posiciona de forma notável a pesquisa e aplicação de conceitos 
integrados de inteligência artificial e engenharia de software empírica no país. 
As aplicações de redes neurais em revisões sistemáticas mencionadas nesta 
revisão, Cohen et al. (2006) e Wallace et al. (2010), foram selecionadas a partir do 
Journal of the American Medical Informatics Association, o que evidencia a área de 
aplicação médica das abordagens propostas. Estes estudos possuem elevado rigor na 
experimentação e apresentação dos resultados obtidos, além de demonstrar as equações 
que servem de núcleo para mecanismo de aprendizado. 
Um dos grandes vieses na utilização de redes neurais em RSL envolve o 
desenvolvimento destes mecanismos, visto que cada rede deve ser desenvolvida 
exclusivamente para uma revisão sistemática e seu conjunto de estudos. A pesquisa de 
Wallace et al. (2010) visa reduzir este viés com um sistema de aprendizagem ativa 
baseada em Máquinas de Vetores de Suporte durante a própria etapa de seleção de 
estudos. 
A abordagem de Cohen et al. (2006) utilizou perceptrons como mecanismos de 
treinamento sobre uma amostragem de quinze RSL, enquanto Wallace et al. (2010) 
implementou um sistema de aprendizagem sobre SVMs e aplicou-o em três diferentes 
casos. Ambos os experimentos apresentaram alto grau de sucesso na redução dos 
esforços em seleção semi-automatizada de estudos. Os estudos de Cohen et al. (2006) 
demonstraram ainda uma variação bastante elevada neste grau, tendo alguns dos 
experimentos retornado valores de economia de esforço em mais de 50% contra outros 
que não apresentaram resultados significativos. 
4. Considerações Finais 
É possível evidenciar através dos estudos mencionados nesta resenha a aplicação de 
conceitos de inteligência artificial na pesquisa por abordagens e estratégias de suporte à 
execução de algumas das tarefas mais morosas do processo de condução de revisões 
sistemáticas. A aplicação de técnicas de mineração de texto, que permite a coleta de 
informações adicionais sobre os estudos primários oferece suporte também para as 
tarefas de seleção dos estudos. As redes neurais despontam com aplicações mais 
autônomas, que fornecem sugestões ativas ao revisor na classificação dos estudos, mas 
que necessitam de treinamento adequado. 
Tendo-se estabelecido que a resenha não almeja apresentar o estado da arte da 
aplicação destes conceitos, esta descreve um par de pesquisas específicas em cada um 
dos campos mencionados. De forma semelhante, não busca-se com esta revisão 
considerar outros ramos de inteligência artificial, como Programação Orientada a 
Agentes e Prova Automática de Teoremas (PAT) que, como citado por Russel e Norvig 
(2003), fornecem fontes de pesquisa adicionais. No entanto, acredita-se ter alcançado o 
objetivo desta revisão ao analisar criticamente as diferenças entre os estudos, 
evidenciando seus resultados e possibilidades de aplicação dos conceitos para processos 
de condução de revisões sistemáticas da literatura. 
Considerando as lacunas evidenciadas, esta resenha serve também como base 
para esforços futuros na busca por evidências de melhoria na condução de RSL e 
implementação de suporte ao processo através de técnicas de inteligência artificial. 
Almeja-se ainda a proposição de uma abordagem automatizada de apoio ao processo, 
contemplando todas as suas fases e etapas. Para tanto, os mecanismos aqui avaliados 
tornam-se desejáveis como componentes de automatização da abordagem, que deverá 
ser avaliada formalmente em busca de evidências que comprovem ou refutem os 
resultados apresentados nos estudos avaliados nesta resenha. 
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