We analyze the stability of a method for estimating the risk-neutral density (RND) for the price of an asset from option prices. The method first applies the principle of maximum entropy, where the maximum entropy solution (MES) corresponds to the estimated RND. Next, it provides an effective characterization of the constraint qualification (CQ) under which the MES can be computed by solving the dual problem, where an explicit function in finitely many variables is minimized. In our analysis, we show that the MES is stable under parameter perturbation, but the parameters are unstable under data perturbation. When noisy data are used, we show how to project the data so that the CQ is satisfied and the method can be used. To stabilize the method, we use Tikhonov regularization and choose the penalty parameter via the L-curve method. We demonstrate with numerical examples that the method becomes then much more stable to perturbation in data. Accordingly, we perform a convergence analysis of the regularized solution.
Introduction
The link between option prices and the risk-neutral density (RND) for the price of an asset was established in 1976 when Cox and Ross [8] showed that the valuation of an option with expiration date T amounts to the calculation of its discounted expected payoff under the risk-neutral probability distribution of the asset price at time T . Since option prices are usually available for a variety of strike prices while the RND is unknown, it is the inverse problem of estimating the RND from the available option prices that needs to be addressed. Hidden in the option prices are the market beliefs that are driven by political and economic events. Investment professionals can assess these market beliefs by means of the RND. In addition, the RND estimated from option prices corresponding to a particular underlying asset and expiration date can be used to valuate any other exotic derivatives with the same underlying and expiry.
Almost twenty years after the relationship between option prices and the RND was pinpointed, a variety of methods to solve the inverse problem were quickly developed when, in the mid-1990s, both powerful computers and large option databases were made available to the public. Some of the methods were based on the risk-neutral valuation equation mentioned above, but many others were based on the equation proposed by Breeden and Litzenberger [5] , which states that the RND is proportional to the second derivative of the call (put) price viewed as a function of the strike price.
1 To date, the risk-neutral valuation equation and the second derivative equation remain the core of RND estimation from option prices. Current research is mainly focused on improving the features of both the methods and the estimates by resorting to mathematical tools that had not been employed in the past.
One of the approaches used in the estimation of the RND is to apply the principle of maximum entropy. Entropy optimization for the estimation of a probability distribution from information on a finite number of its moments is a Bayesian method of statistical inference well established throughout the sciences [13] . Buchen and Kelly [6] first applied this idea to estimate the RND. In their approach, the entropy is a functional on L 1 whose maximizer is taken to be the RND. The risk-neutral valuation equations are the moments of the RND which serve as constraints. The main motivation to apply the principle of maximum entropy in this context is that the RND obtained is the least prejudiced estimate in the sense that it is least committal with respect to unknown or missing information (see [6] and the references therein). One of its main advantages over other approaches is that this method produces RNDs that are strictly positive. 2 On the other hand, the Hessian that appears in the estimation of the RND in this method (see [6, 1] ) becomes more illconditioned as the number of available option prices increases.
Research that has followed in this stream of work includes that of Stutzer [19] , who also estimates the RND via the principle of maximum entropy, but instead of using option prices, he uses historical data of the underlying asset. Avellaneda et al. [2] calibrate volatility surfaces to a prescribed set of option prices via the maximum entropy principle. Neri and Schneider [14] also estimate the RND from call option prices via the maximum entropy principle, but they additionally include constraints based on binary options, which have been available to the public only very recently. Also very recently, in order to avoid the ill-conditioned Hessian mentioned above, Rompolis [18] does not directly use the set of option prices in the constraints when applying the principle of maximum entropy. Instead, he uses the non-central moments of the RND implied by this set. Borwein et al. [4] provide an effective characterization of the constraint qualification (CQ) under which the problem, as proposed by Buchen and Kelley [6] or Avellaneda [1] , reduces to optimizing an explicit function in finitely many variables.
A routine procedure to maximize the entropy, which is subject to a set of constraints, is to use the theory of Lagrange multipliers. In the case of RND estimation, one "differentiates" the Lagrangian with respect to density functions p ∈ L 1 [6, 2, 1] . Borwein et al. [4] circumvent this differentiation by using the theory of convex duality and partially finite convex programming.
In this paper, we analyze the stability of the method by Borwein et al. [4] for estimating the RND for the price of an asset from option prices. We benefit from their approach, for it provides the alternative to analyze the stability of optimizers in R n rather than in L 1 . We also benefit from their characterization of the CQ when using the data, and we show that it suffices to regularize the optimizers of the dual problem in R n in order to obtain a stable solution (RND estimate) in L 1 . In their method, the estimated RND corresponds to the so-called maximum entropy solution (MES). Hence, throughout the paper, we always refer to the estimated RND as the MES. The MES depends on a finite number of parameters which in turn depend on the available option prices (the data). In our anaysis, we show that the MES is stable to perturbations in the parameters. More specifically, given a parameter vector λ and a perturbed oneλ with corresponding MESs p(λ) and p(λ), we find a Lipschitz constant L such that p(λ) − p(λ) ≤ L λ−λ for some appropriate norms. We also show that, for the parameters to be stable under data perturbation, the Hessian of a cost function required by the method must be well-conditioned. Nonetheless, we illustrate with numerical examples that this Hessian is typically ill-conditioned, and the ill-conditioning is more severe as more data are used.
When noisy data are used, the CQ provided by Borwein et al. is usually not satisfied and the method cannot be used. We show how the original noisy data can be replaced with its projection onto a convenient subset so that the CQ is satisfied. Our numerical examples show that the projected noisy data may have less noise than the original noisy data, but ill-conditioning of the Hessian of the cost function is still present.
For this Hessian to become well-conditioned, we show that it suffices to add to the cost function an appropriate term which includes a new parameter. Ill-conditioning of the Hessian can be interpreted as ill-posedness of the minimization problem. Hence, addition of the new term to the cost function can be viewed as Tikhonov regularization of the ill-posed minimization problem. A MES obtained by minimizing the modified cost function is then called a regularized MES, the additional term in the cost function is referred to as the penalty term, and the new parameter is called the regularization parameter. We show that, using the L-curve method, an adequate regularization parameter can be selected. We demonstrate with numerical examples that the modified method is much more stable to perturbation in data.
Finally, we supply the regularization procedure with an analysis that shows that the regularized MES enjoys the classical convergence property.
The paper is organized as follows. Section 2 states the problem that must be solved when the principle of maximum entropy is applied to the problem of RND estimation. The method by Borwein et al. to solve this problem is also described in this section. Section 3 provides a calculation of a Lipschitz constant that shows the stability of the MES under parameter perturbation. The link between the ill-conditioning of a Hessian required by the method and the instability of the parameters under data perturbation is established in section 4. Numerical examples with noiseless, noisy, and projected noisy data are also preseneted in section 4. The regularization of the ill-posed problem and the use of the L-curve method in this setting is treated in section 5. Regularized MESs of the numerical examples as well as a convergence analysis are also found in section 5. The paper ends with a discussion in section 6.
Preliminaries

The maximum entropy problem
We want to infer, from some available data, the risk-neutral probability distribution p(x) for the price x of an asset at a set future time T . The available data are the current price d 1 of the asset, the prices d 2 , . . . , d m of a finite number of European call options, as well as the associated strike prices k 1 , . . . , k m , where k 1 = 0. The options are assumed to be sorted so that 0 = k 1 < k 2 < · · · < k m . The interval I of possible prices for the asset is of the form [0, K), where K is either some fixed positive number or K = +∞. Moreover, we assume risk-neutrality; that is, all assets have the same expected return, so that the price of a synthetic asset is the present value of its expected payoff.
According to the maximum-entropy principle, p(x) should be estimated as the minimizer of the following primal problem (see [4] ):
where
is the payoff of the jth option, h : R → R is a convex function representing the entropy functional, and DC(T ) is the riskless discount factor up to time T .
Given the expected return r, DC(T ) is often taken to be equal to e −rT . Throughout this paper we assume, without loss of generality, that DC(T ) = 1. We also assume that p ∈ L 1 (I). The main result will be stated for the entropy functional
which is known as the Boltzmann-Shannon entropy.
The minimizer of problem (1) is referred to as the maximum entropy solution (MES). Strictly speaking, the maximum entropy principle in this context gives rise to the maximization of I −h (p) = −I h (p).
Buchen and Kelley [6] and Avellaneda [1] further extend problem (1) to the case where the Kullback's cross-entropy function,
is minimized. In this way, if it is known a priori that the asset price distribution should look like q(x), this information can be incorporated into the method. 3 However, the derivation of an explicit dual function of finitely many variables can only be carried out when the Boltzmann-Shannon entropy is used [4] . In this paper, we restrict ourselves to the use of (3) in problem (1).
A method to calculate the maximum entropy solution
We summarize in three steps the method described by Borwein et al. [4] to find a solution to problem (1) with h given by (3).
STEP 1.
Calculate matrices required for the constraint qualification (CQ).
Let u be a vector of length m − 1 whose entries are all ones, and let N be the (m − 1) × (m − 1) matrix given by
Let B and B K be the (m − 1) × m matrices given by
STEP 2. Verify the CQ under which the problem has a unique solution.
In the case of K = +∞, verify whether
In the case of 0 < K < ∞, verify whether d satisfies
STEP 3. Calculate the maximum entropy solution.
If the CQ is satisfied, then problem (1), with h given by (3), has a unique solution, namely
Here,
This completes the method. An important fact also shown by Borwein et al. [4] , which we use during the analysis, is that the minimizer λ * is unique and has the property that m i=1 λ * i < 0 whenever K = +∞. Notice also that the integrand in (8) is always positive, so Z(λ) > 0.
Buchen and Kelley [6] and Avellaneda [1] also arrive to (6) and (7) using the theory of Lagrange multipliers. The CQ, however, is only obtained within the framework of partially finite programming. Originally, the CQ states that for the MES to exist, the data must lie in the relative interior of the set of points d such that, given p with I h (p) finite, d j = I c j (x)p(x)dx [4] . This set is an open polyhedral, and (4) ( (5)) is an effective characterization of that set. Note, on the other hand, that the feasible set of problem (1) is not relatively open. In fact, there can be feasible boundary points that fail to satisfy the CQ for which the analysis via the Lagrange multipliers will fail [4] .
Stability of the MES under parameter perturbation
Avellaneda [1] and Buchen and Kelley [6] show that
and since covariance matrices are nonnegative definite, the objective function in (7), log Z(λ)− m i=1 λ i d i is convex. Moreover, strict convexity follows if the m payoff functions c j are linearly independent. Avellaneda [1] further proves via convex duality that, assuming linear independence of the payoff functions, stability of the minimizer of the objective in (7) is guaranteed. However, as Buchen and Kelley [6] observe, linearly independent payoff functions can be close enough to linear dependence in some sense when strike prices are close to each other. This causes the Hessian of log Z(λ) − m i=1 λ i d i to be poorly conditioned so that the corresponding minimizer may become unstable to perturbations in the data. We analyze this issue in more detail in the next section.
In this section, we show that the MES is stable to perturbations of the minimizers of the objective in (7). Hence, it suffices to regularize the dual problem (i.e. the problem of solving (7)) in order to obtain a MES that is stable to perturbations in the data.
In fact, it is clear that the MES, which is available analytically as a function of the minimizers λ of the dual problem (7), is differentiable with respect to λ. Hence, continuous dependence of the MES on λ is guaranteed. Nonetheless, for a more thorough stability analysis, we find a Lipschitz constant L such that for MESs p λ and pλ given as in (6), we have that 4 We first state and prove the following result.
where either K < +∞ or K = +∞, Z(λ) is given by (8) , and c i (x) is given by (2) . Given p λ and pλ,
where, for j = 1, . . . , m − 1 and arbitrary K, or j = m if K is finite,
k j are the strike prices, k m+1 := K; and for K = +∞,
In the case where K = +∞, adding the condition that
. In addition, from (8), we see that
Proof. We first prove the case where K is finite. By definition,
Now we factor the common denominator out of the integral and add the term 0 = Z(λ)eλ
T . Then we use the triangle inequality. Next, we replace Z(λ) in the numerator with its definition (8) and use the fact that the absolute value of the integral is no greater than the integral of the absolute value. We then arrive to
Using (2), and the notation given by (12), we further notice that
Let ϕ j (x) := e −ν j +µ j x − e −ν j +μ j x for all x. From calculus, we see that |ϕ(x)| has one local maximum if µ j =μ j , or none if µ j =μ j . Hence, |ϕ(x)| ≤ |ϕ(w j )| on the interval [k j , k j+1 ], where w j is either k j , or k j+1 , or the local maximizer if it is between k j and k j+1 . Therefore,
Now, we use the fact that, for a < b,
to obtain (11)). Back in terms of λ andλ, this leads to
Estimate (10) follows from (13), (14) and (16) .
To prove the case where K = +∞ it remains to estimate I m . Let
α+βx − eᾱ +βx . After direct integration of the right hand side and the use of the triangle inequality, we have that
Much in the same fashion as after (15), we obtain
We now derive the Lipschitz constant from the above result.
Corollary 3.1. Consider p λ and pλ as in (9), but with the additional as-
. . , m − 1 and j = m if K is finite, and
Proof. L given by (17) follows from (10) if Z(λ) ≥ Z min and M j ≤ L j . It follows directly from the assumptions that M j ≤ L j for all j and arbitrary K. To prove that Z(λ) ≥ Z min given by (18) , notice that
Let
. Direct integration of the latter term for each j and (19) lead to (18) . This result confirms the stability of the MES to perturbations on λ, but in addition, the Lipschitz constant (17) shows that stability remains even if more option prices with strike prices closer to each other are used. This is because of the proportionality of L j to (k j+1 − k j ).
Instability of the dual minimizer under data perturbation
Problem (7) is known as the dual of problem (1) [4] . In this section we view the dual functional as a function D of λ and d,
Given data d * , the minimizer λ * of D is unique [4] . At λ * the gradient vanishes, that is,
If we assume that the Jacobian ∇ λ h of h with respect to λ is nonsingular at (λ * , d * ), then, by the implicit function theorem, there exist open sets N λ ⊂ R m and N d ⊂ R m containing λ * and d * , respectively, and a continuous function λ :
[15] (See, for example, the appendix of reference [16] ). Hence, given data d and d δ with d δ − d ≤ δ, and corresponding minimizers λ(d) and λ(d δ ) of D, as long as it is true that ∇ λ h(λ, d) is nonsingular, we can speak of a first order Taylor approximation
where E(d, δ) → 0 as δ → 0; from which it follows that
From (22), we can solve for the Jacobian ∇λ(d) of λ(d),
From (21), we see that ∇ d h(λ, d) is equal to the negative of the identity matrix, so that
Furthermore, the Jacobian
Combining (24) and (25) and substituting into (23), we obtain
Thus, the norm of the inverse of the Hessian of the dual objective, if it exists, can be used as an indicator of how far apart λ(d δ ) and λ(d) might be. Given a specific numerical example, we can compute the Hessian of the dual objective. A numerically noninvertible Hessian, or an invertible Hessian with an inverse whose norm is large, would be evidence of the ill-conditioning of the dual of the option-maximum entropy problem.
In the following section we analyze some numerical examples to observe the behavior of both the aforementioned Hessian and the MESs. The explicit function provided by Borwein et al.'s method allows for the symbolic calculation of the Hessian, which can then be supplied to the Newton's method for the search of the minimizer of the unconstrained dual problem. For reference, we state the Hessian of D,
The partial derivatives of Z of first and second order with respect to λ i are explicitly as follows,
Analysis of numerical examples
It is a nontrivial task to model stock price behavior. The most celebrated model is that by Black and Scholes, which is discussed on any reference dedicated to derivative securities (see e.g. [11] ). They model stock price behavior as geometric Brownian motion [11] . This model requires two parameters: the expected return r and the volatility σ. Given the price d 1 of a stock today, this model implies that the probability distribution of the stock price x after T years is log-normal [11] . More specifically,
where N (µ, σ 2 ) denotes a normal distribution with mean µ and variance σ 2 . Typical values of σ range from 0.15 to 0.60 [11] . For our numerical examples, all we need is a specific model which will give a prescribed RND to solve the direct problem of valuating European call options. We assumed a stock price distribution given as above. We considered a current stock price of d 1 = 40 dollars, a time in the future of T = 0.5 years, an expected return of r = 0.16, and two different values of volatility, namely, σ = 0.5 and σ = 0.2. Figure 1 shows the probability distributions in both cases. We use the value σ as a label to identify each distribution.
Given a set of different strike prices k j and a prescribed stock price density function p(x), the prices d j of European call options are calculated as the risk neutral expected payoffs (see the second constraint of the option-maximum entropy problem (1)),
The first four examples that we considered were generated from the density function where the volatility is σ = 0.5, and vectors of strike prices that are as follows: The respective number of data were 6, 9, 16, and 20.
When the second density function is assumed, prices on the range (0, 25) are unlikely. Hence, no strike prices are considered on that range. In fact, for the second density function, option prices based upon strike prices in (0, 25) do not satisfy the constraint qualification provided by Borwein et al. [4] Once the option prices were calculated, we obtained the maximum entropy solution given by eq. (6) by minimizing the dual objective given in problem (7) . For this minimization problem we used MATLAB's built-in function fminunc. We first used a quasi-Newton line search method to get closer to the minimizer. Then we switched to Newton's method, which requires the inverse of the Hessian of the dual objective. We accepted a numerical solution until the decrease in the value of the objective function was less than 10 −12 . Under this criterion, a numerical solution was found only for those examples with 9 or less data points. For the examples with more than 9 data points, the Hessian became singular to numerical precision before the method was able to find an acceptable solution. In those cases, we accepted as a minimizer the solution obtained a few iterations before numerical singularity of the Hessian occurred. Figure 2 shows the maximum entropy solutions found for σ = 0.5. Similar plots are obtained for σ = 0.2. Note the presence of "spikes" near x = 0 in figure2. These spikes reach a high value and appear in the bottom two subfigures of figure 2 as well, although their supports are narrower. We believe this is an artifact of instability since they disappear under regularization (see section 5).
Let us denote the Hessian of the dual objective by H. Table 1 shows the 2-norm of the inverse of the Hessian evaluated at the accepted numerical minimizers. Only the first of all of these examples shows a small norm of the inverse, which suggests a stable solution. As m increases, the solution becomes more unstable until it is impossible to be found numerically.
So far we have used only noiseless data. However, in the real world, there are inherent uncertainties, which can be interpreted as noise in the data. For option prices, we usually have only the bid and the ask prices, and these are at best accurate to a few decimal places, so there is always a difference between the estimated option price (say, the midpoint between bid and ask price) and the unavailable true value. There could be additional unknown sources of error. For such reasons, we would like to quantify how much the MESs are altered when using noisy data instead of noiseless data. Let d denote the noiseless data, and letd := d + η denote the noisy data, where η is some noise. Let λ andλ denote the minimizers of the dual obtained when using data d andd respectively. For our numerical examples, we chose the noise so that the ratio d 
)). Even when the ratio d −d 2 / d 2 is as low as 10
−4 , some of the data fail to satisfy the CQ. When using the dual objective with these nonadmissible data, the minimization algorithm runs into difficulties, typically being trapped in a local minimum, and finding minimizersλ with Table 2 : The first column indicates the assumed volatility σ. The second column shows the number of data points. The third column shows the error level of the noisy data relative to the size of the noiseless data. The fourth column shows the error level of the MES pλ with noisy data relative to the size of the MES p λ with noiseless data.
One possibility to overcome this difficulty would be to omit some data points until the remaining data satisfy the CQ. If we do this with our examples, where the original number of available data points is between 16 and 21, then we end up using only 10 to 11 data points, so a significant amount of available information is lost. A much better approach is to project the data onto the open polyhedral described by the CQ (4) (or (5) if K is finite). Given the noisy datad, and the matrices N , B, and u introduced in STEP 1 of the method above, the projected datad can be obtained by solving the constrained linear least-squares problem of the form
where ǫ > 0. That is, we seek a vectord of data constrained to the open set described by the CQ which is as close as possible to the original data. We introduce ǫ since inequality constraints in linear programs cannot be strict. For our numerical examples, ǫ = 10 −4 was suitable. The constraint d m > 0 is usually satisfied, so we omitted it from the program. By using this preliminary step, we were able to use all of the available data. Local minima are removed and the iterations approach the unique minimizer, but ill-conditioning of the Hessian of the objective is still present. Hence, we again accepted as a minimizer the solution obtained a few iterations before numerical singularity of the Hessian ocurred. Table 2 shows the error level p λ − pλ 1 of the MES pλ with the projected noisy datad relative to the size of the MES p λα with noiseless data d. The bottom two subplots of figure 3 show the graphs of the MESs pλ for each example when σ = 0.5.
Projection of the noisy data onto the open polyhedral described by the CQ provide an additional benefit, as the error levels in the projected data are consistently and significantly reduced compared to the error levels in the original noisy data of our numerical examples. This is reported in table (3). As a consequence, this shows empirically that such projection of the data can be used advantageously as a preliminary step in any method which extracts information from option prices.
Regularization of the dual problem
The problem min where
is ill-posed. As we saw in the previous section, the norm of the inverse of the Hessian of the cost function D is an indicator of the instability of the minimizer λ * of D. Table 1 shows that this norm is usually very large. As a consequence, even when the errors in the data are small, the errors in the estimated distributions can be very large. This is evident in figure 3 .
Since problem (27) is ill-posed, it must be regularized. This can be done by adding the term α λ 2 2 with α > 0 to D(λ, d). This procedure is called Tikhonov regularization, which is widely used to regularize ill-posed inverse problems, but Tikhonov himself used it to regularize ill-posed minimization problems (see e.g. [20] ). The regularized solution corresponds then to the solution of min
where Notice from figure 3 that the MESs present very high spikes at some strike prices k j . At those, lim x→k
. We show that this gap between the left and right derivatives at k j is related to the size of λ. Taking natural logarithms on both sides of (9), we have that
Differentiating with respect to x, this gives
whose limits as x approaches k j from left and right are, respectively,
for j = 2, . . . , m. For j = 1, only the right derivative is defined so, for convenience, we will define the left derivative at 0 as 0. Hence,
Thus, it can be said that Tikhonov regularization of the dual problem (27) penalizes MESs with large mean square jumps in their logarithmic derivatives at the strike prices.
Selection of the regularization parameter α
In order to select a regularization parameter α, we must first determine a range [α min , α max ] of possible values for such parameter. This is typically done simply by trial and error. For example, we can try α = 10 −4 , 10 −3 , and so on until we find α large enough so that the Hessian of D α (λ, d) becomes sufficiently well-conditioned. This gives a way of determining α min . On the other hand, if α is too large, the penalty functional λ 2 2 will have too much weight, the components of the minimizer λ α will be too small, and the graph of p λα will be too flat. By avoiding that situation we find α max .
There are a variety of methods which attempt to select an appropriate value of α in the range [α min , α max ]. Vogel [21] lists and briefly explains some of the most well-known methods, including the L-curve method, which is the one we implemented. Hansen and O'Leary [10] give a detailed explanation on how to implement the L-curve method when dealing with discrete ill-posed problems. In discrete ill-posed problems, Tikhonov regularization chooses the solution x α that solves the minimization problem
where A is a rectangular matrix, b is a vector of known data, and x is the vector to be recovered. The parametric plot of ( Ax α − b 2 ) is exactly on the corner of that L-curve. In our case, the L-curve is the parametric plot of (log Z(λ α )−λ
Hansen and O'Leary [10] argue that, for discrete ill-posed problems, it is more appropriate to plot in a log-log scale. This is not the case for our problem, where often the log-log scale of the original plot is no longer an L-curve. Moreover, the x-coordinate of our L-curve is the original dual objective, whose value can be negative. This prevents the use of a log-log scale.
By computing the curvature κ of the L-curve as a function of α and finding its maximum, it is possible to locate the corner. Given a parametric curve (X(α), Y (α)), its curvature function is
In our case, X(α) = log Z(λ α )−λ α, and we only have the values of X and Y at a limited number of values of α. Furthermore, we wish not to compute too many points (X(α), Y (α)) on the L-curve, as the computational effort required for each point is significant. Fortunately, even though the interval [α min , α max ] might be large, in practice, the interval [log(α min ), log(α max )] is not that large. Hence, enough points in that range can be computed so that κ(t) with t = log(α) can be evaluated approximately at the available points by numerical differentiation. For each of our examples, we used 20 values of α in [α max , α min ] with log(α i ) equally spaced, and selected the value of α at which κ was the largest. By letting i * := arg max{κ(log(α i )), i = 1, 2, . . . , 20}, it was seen that the graphs of the MESs using α i * , or α i * −1 , or α i * +1 were all very similar, so a more accurate location of the corner of the L-curve seemed unnecessary.
With α selected, we found the minimizers λ α of the regularized dual objective D α (λ, d) and the corresponding regularized MESs p λα for the cases with 16 or more data. We did this for both the noiseless data d and the projected noisy datad that were introduced in the previous section. curve, and MESs obtained with other choices of the parameter α. Table  4 shows the error level p λα − pλ α 1 of the regularized MES pλ α with the projected noisy datad relative to the size of the regularized MES p λα with noiseless data d. A comparison of tables 2 with 4 shows that the error level of the regularized MESs with noisy data is much smaller than that of the original MESs with noisy data.
We are comparing the estimated distributions by means of the L 1 -norm. Another quantity which we can also compare, and is always of interest to investment professionals, is volatility. Our probability distributions were simulated under the assumption of geometric Brownian motion for the stock price behavior. A current stock price d 1 , an expiration date T , an expected return r, and a volatility σ completely determine the probability distribution p(x). Inversely, if we know p(x) and the parameters other than σ, then we can recover
Using the original distributions from figure 1 we can verify that σ = 0.5 and σ = 0.2 respectively. Using the formula above, let us denote by σ(λ), σ(λ α ) and σ(λ α ) the recovered volatilities when using the MES p λ (x) with noiseless data d, the regularized MES p λα (x) with noiseless data d, and the regularized MES pλ α (x) with the projected noisy datad, respectively. We report these values in table 4 as well. The last column shows that the error level of the volatility from the regularized MESs is comparable with the error level of the regularized MESs theirselves. On the other hand, there is a large discrepancy between the volatility recovered from the MESs and the actual volatility, which is more than doubled when σ = 0.2. However, this discrepancy is caused by the nature of the original MES and not by the regularization procedure, as it can be seen by comparing the first and fifth columns of table 4. Specifically, the high value of p λ (x) at x = 0 causes the integrand (x − E(x)) 2 p λ (x) to be significant for small values of x so that V ar(x) is much larger for the MES than what it is for the lognormal distribution (where p(0) = 0).
We can use regularized MESs to estimate stock price distributions with real data. In figure 6 we show the estimated stock price distribution of a The number m of data points used were 23, 18, and 14, respectively. Figure 6 corresponds to m = 14. The option prices were taken to be the average of the bid and the ask. The riskless discount factor DC(T ) (see equation (1)) was set equal to 1, which is good enough for the purposes of this paper. It is possible to obtain more accurate estimates of DC(T ) which will be just slightly less than 1.
Convergence analysis of the regularized minimizer
When a regularization procedure is implemented, the regularized solution must have the property that, as the error level in the data approaches 0, the errors in the regularized solution converge to zero as well. The analysis of this property is known as convergence analysis. We show in this section that a minimizer λ α of D α (λ, d) has this property.
The cost function D depends nonlinearly on λ. Engl et al. [9] have considered the problem of solving for x in F (x) = y, where F is a nonlinear function. When the problem is ill-posed, they analyze the convergence of the regularized solution. We deal, however, with a minimization problem, so the approach is slightly different. To show convergence of the regularized minimizer, we start by following the approach by Engl et al., and then we benefit from the special form of the cost function which depends linearly on d. We should point out that some work on the regularization of nonlinear problems has been done since the book by Engl et al. [9] was published in 1996, including work done in Linz using Bregman divergence (see e.g. [17] ). However, such work deals with operators F : X → Y where X and Y are infinite dimensional Banach spaces. In our case we just have F : R m → R. 
where δ k → 0 as k → ∞ and α k := α(δ k ). Then every such sequence λ δ k α k has a convergent subsequence. The limit of every convergent subsequence is a minimizer of
If in addition, the minimizer λ * of (29) is unique, then
Proof. Let α k and λ δ k α k be as above and let λ * be a minimizer of (29). Then, by definition of λ
By using the definition of λ * on the right hand side of the above equation,
where λ * is the minimizer of log Z(λ) − λ T d.
Proof. Recall that the expression µ −1 j (exp(µ j k j+1 )−exp(µ j k j )) is understood to be k j+1 − k j when µ j = 0. It can then be easily verified that the function Z(λ) is continuous. Hence, so is log Z(λ) − λ T d. Borwein et al. [4] show that log Z(λ) − λ T d has a unique minimizer. Therefore, the result follows from the theorem.
Discussion
In this work we studied the problem of estimating the probability density function of an asset from its European call option prices. Our approach is to investigate the dual formulation of Borwein et al. We found that while the dual problem has a unique solution, and that we can establish that the probability density function is stable under parameter perturbation, it is not stable to perturbation in the data.
This fact is demonstrated in numerical simulations. In the case of noiseless data, figure 2 shows that as the number of data used is increased, the maximum entropy solution (MES) closely resembles the true distribution. Indeed, in the last subplot of figure 2, where 21 data points were used, the MES and the true distribution are almost identical, except for the "spike" near x = 0. On the other hand, we had to stop the Newton iterations after only a few steps because of the inherent instability, reflected by the ill-conditioning of the Hessian as we demonstrate in table 1.
When noise is added to the data, the MES is clearly unstable. Several issues arise. Data with small noise may not satisfy the constraint qualification (4)- (5) . In these cases, only a limited number of the available data do satisfy the constraint qualification. We are then forced to modify the original noisy data if we want to apply the mehtod with all of the available data. We accomplish this by projecting the data onto the open polyhedral described by the constraint qualification. As an interesting consequence, we observe that this projection may reduce the noise of the data, which suggests that this strategy may be used advantageously as a preliminary step at any application which extracts information from option prices. Nonetheless, even when using the projected noisy data and judiciously applying a stopping rule, the resulting probability distributions are far from the true distributions; see figures 3.
The instability of the minimizers of the dual problem is overcomed by adding a penalty functional to the dual objective D(λ, d), as it is done in Tikhonov regularization. A sufficiently large regularization parameter α may be enough to guarantee numerical well-conditioning of the Hessian of the new objective D α (λ, d), but a more subtle selection of α is necessary in order to obtain MESs that do recover stock price distributions that are reasonable, with no spikes present. We achieve this by means of the L-curve method.
Under Tikhonov regularization and using the L-curve method for choosing the penalty parameter, we demonstrate that the method is much more stable to perturbation in data, figures 4 and 5. Table 4 shows that under proper regularization, the MES is stable to data errors in simulations. As a final numerical example, we used published options data to estimate the price distribution of Microsoft stock, figure 6 .
An analysis further shows that the regularized MES enjoys the classical convergence property.
