Abstract. We consider a linear elliptic problem whith Dirichlet boundary conditions, with a potential term b(x)u where the potential function b behaves as
Introduction
We consider Ω an open, bounded and regular set in R n+1 , with n ∈ N, and u ∈ H In the above f is an element of H −1 (Ω) and the function b is positive, regular and "behaves as 1 dist 2 (x,∂Ω) for x close to ∂Ω".
The goal of this paper is to study the influence of the term b(x)u on the H 2 -regularity of the solution of the problem. Suppose for simplicity that the function b is given by the expression:
where b * > 0 is a constant (more general forms of b are given in Section 3). We prove that, under the supplementary hypothesis b * > 3 4 , the solution u belongs to H 2 for any f ∈ L 2 (Ω), and we also have an appropriate inequality. Moreover, we prove that ∂u ∂ν = 0 on ∂Ω, that is, u ∈ H 2 0 (Ω). The H 2 regularity of u in the case b ≡ 0 is a classical result; nevertheless, remark that the regularity result presented in this paper is not an obvious consequence of this classical regularity, since in general the term b(x)u is not an element of L 2 (Ω) under the hypothesis u ∈ H 1 0 (Ω). To the best of our knowledge, the H 2 regularity of the solution of such a problem was never studied in the past. For a related work, we mention the paper [1] where a problem like (1.1) is considered, with a function b of the form b(x) = b * x 2 with b * ∈ R and 0 ∈ Ω. In that paper the authors suppose that b * is negative with small enough absolute value and they study the W 1,p regularity of u under L q regularity hypothesis on f, with p, q ≥ 1.
Our paper is organized as follows: In Section 2 we consider the one dimensional case (n = 0) while in Section 3 the case n ∈ N * is treated. The proof for n ∈ N * is based on the result obtained in the one dimensional case. Notice that these results are stated in a more general setting than described in the beginning of this section. In Section 4 we give an application to a stationnary Fokker-Planck-Smoluchowski equation for FENE models of diluted polymers; this was the initial motivation for the result obtained in this paper.
The one dimensional case
In this section we denote Ω = ]0, a[ with a > 0 a given number.
Our goal is to prove a H 2 -regularity result for u. The main result of this section is the following:
and let us denote
Then for any f ∈ L 2 (Ω) and u ∈ L 2 (Ω) satisfying (2.1) we have:
We also have the estimate
where
Proof. We solve the equation (2.1) by using the change of variables
We easily find that the general solutions of (2.3) is given by
with β 1 , β 2 ∈ R arbitrary. Now passing in the variable x we obtain
The expression of u can be written in the form
From the hypothesis b > 3 4 we deduce
then the function β 1 x α is an element of H 2 (Ω). Let us prove that
We are the following inequalities:
which gives (2.6)
and we obtain in the same manner
We deduce from the above inequalities that
Since u must be an element of L 2 (Ω) we necessarily have β 2 = 0, that is, u is given by
We easily compute
With the help of (2.6) and (2.7) we obtain:
Now using the Hardy inequalities (see for exemple Lemma 6.2.1 of [7] ), we infer that
Then from (2.11) we deduce that u ∈ L 2 (Ω) and
The general dimensional case
In this section we consider n ∈ N * and we denote by Ω an open bounded domain included in R n+1 , with boundary of class C 2 . Let us denote Γ = ∂Ω; for any x ∈ Γ we denote ν ≡ ν(x) ∈ R n+1 the normal vector in x to Γ oriented to the interior of Ω. For any > 0 we denote
It is well-known that there exists 0 > 0 small enough such that for any ∈ ]0, 0 [ we have
We also denote for any ∈ ]0, 0 [
Let us now give a > 0 and consider f ∈ L 2 (Σ a ) and u ∈ H 1 (Σ a ) satisfying
In the above b : Σ a → R is a given regular enough function which "behaves as
for x close" to Γ. For simplicity we suppose that there exists a function
. In all this section we denote by C a generic positive constant. We have the following preliminary result:
b) For any a 1 , a 2 with 0 < a 1 < a 2 < a, we have u ∈ H 2 (Σ 1,2 ) and
where we denoted Σ 1,2 = Σ a2 − Σ a1 .
Proof. a) We consider a cut-off function ϕ ∈ C ∞ (Σ a ) such that ϕ ≡ 1 on Σ a1 and ϕ ≡ 0 on ∂(Σ a ) − Γ. It is clear thatũ ≡ uϕ satisfies
We have thatf is an element of H −1 (Σ a ) and
From the Hardy inequality
we easily deduce that the problem (3.5) has an unique solutionũ ∈ H 1 0 (Σ a ) for anỹ f ∈ H −1 (Σ a ) and
With the help pf (3.6) we obtain the expected result. b) This part is obvious by interior regularity.
We can now state the following result
where C ≥ 0 is a constant independent on u and f. We also have (3.9) ∂u ∂ν = 0 on Γ.
Proof. From Lemma 3.1 b) it suffices to prove that u ∈ H 2 (Σ s0 ) for s 0 > 0 small enough. Let us consider the open sets Ω 1 , Ω 2 , · · · Ω N such that
Let us denote for any k ∈ {1, 2, · · ·N }:
Since u = N k=1 u k , to obtain the regularity result it suffices to prove that u k ∈ H 2 (Ω k ) and to obtain appropriate estimates for u k H 2 (Ωk) . It is clear that
where we denoted
We can suppose thatΩ
We also suppose that every set Γ k is an n-dimensional C 2 -manifold which can be written in the following manner:
where T k is a bounded regular open set in R n and g k : T k → R n+1 is an injective and C 2 -function (for exemple Γ k can be defined as a C 2 -graph in an appropriate local coordinates system). We now introduce the vectors in R n+1 :
These vectors are tangent to the manifold Γ k and we suppose that τ 1 (t), · · · τ n (t) are independent in R n+1 for any t ∈ T k . Let us definẽ
(the vectorial product in R n+1 ) where we recall thatν j = (−1) k+1 det (M j ) with M j the n × n matrix obtained from M by suppresing the line j, where M is the (n + 1) × n matrix whose l-column is τ l . It is clear thatν is normal to Γ k and we suppose that ν is given by
Let us denote Q = T k × [0, s 0 ]. We suppose that s 0 > 0 is small enough such that the function θ : Q →Ω k given by
is injective. It is easy to see that the Jacobian matrix of θ is the matrix A ≡ A(t, s) given by A(t, s) = A 0 (t) + sJ(t) where A 0 and J 0 are written by columns as
We also have
By continuity we deduce that there exists d 0 > 0 such that det (A(t, s)) ≥ d 0 on Q for s 0 small enough. Then the function θ is a diffeomorphisme between Q and Ω k . Let us denote B ≡ B(t, s) = A −1 . It is well-known that the laplacian operator oñ Ω k is given in coordinates (t, s) by
where we set
Then the equation (3.10) is written in coordinates (t, s) under the form
It is clear that for s 0 small enough, we have for any m ∈ N that v ∈ H m (Ω k ) ⇐⇒ v ∈ H m (Q) with equivalence of norms. Let us observe that where R ≡ R(t) is the n × n invertible matrix given by
where we denote in all this paper by O(1) terms which are regular enough on Σ s0 . We remark that det A = d(t) + sO(1).
By a direct calculus we can prove that the operator L can be written in the form (3.14)
, to obtain appropiate L 2 -estimates for these expressions and to conclude using the results of Theorem 2.1. From Lemma 3.1 we deduce that
Let us now observe that for any v we have
with L 3 , L 4 first order linear differential operators in (t, s). Then multiplying (3.12) by s and using (3.18) we obtain
Now we have the following Hardy inequality
which implies
From (3.15), (3.16) and (3.21) we deduce by classical regularity that s u k ∈ H 2 (Q). Then using (3.19) we deduce that s L 2 (u k ) ∈ L 2 (Q) and
On the other hand, we remark that for any j = 1, · · · n we have
with L 5 a second order linear differential operators in (t, s). Now deriving (3.12) with respect to t j we deduce
Denoting by g k the right-hand part of the first equation of (3.24) we prove, with the help of (3.22), that g k ∈ H −1 (Q) and
We now use the fact that the operator −Lv + b0 s 2 v is an isomorphisme from H 1 0 (Q) to H −1 (Q) and that
as a consequence of Lemma 3.1. Then for any j = 1, · · · n we deduce that
Now the equation (3.12) can be written in the form
From (3.17), (3.23) and (3.25) we deduce that h k ∈ L 2 (Q) and
2 (]0, s 0 [) we can apply Theorem 2.1 and deduce that u k (t, ·) ∈ H 2 (]0, s 0 [) a.e. t ∈ T . We also have a.e. t ∈ T k :
with α ≡ α(t) = 1 2 1 + b 0 (t) and C 1 , C 2 given in Theorem 2.1. We also obtain ∂uk ∂s (t, 0) = 0 a.e. t ∈ T k which gives (3.9), where we use the fact that B(t, 0)ν = (0, · · · , 0, 1) T . Integrating in T k and using (3.27) we easily obtain that u belongs to H 2 (Σ a ) and satisfies (3.8).
An application to a FENE model for diluted polymers
We consider the stationary Fokker-Planck-Smoluchowski equation in R d , d = 2 or d = 3, which comes from the modelisation of the diluted polymers where the molecules are considered as elastic springs (FENE models, see for exemple [3] , [4] , [5] and [6] ). We suppose that
(1) The length of the molecules are no larger than a physical constant supposed equal to 1 by normalization. 
