Introduction

67
The ability to inhibit one's own responses is central to action control and indispensable for response inhibition on a single-subject level. In the current study, we hence examine the 93 single-subject predictability of the behavioral outcome of response inhibition based on 94 electrophysiological response inhibition substrates using data-driven classification 95 approaches. In this context, it needs to be stressed that we do not confine our analyses to ERP 96 data within the time frames of the N2 and P3 components. Instead, we examine different time 97 frames over the entire post-stimulus period. One of the main reasons for this is that response 98 times are typically quite low in Go/Nogo tasks (often no more than 300 -350 ms in healthy 99 young subjects, e.g. 10, 32, 54, 57). While the N2 might often still fall within this range, the 100 P3 component usually peaks after the average response time. When rating performance based 101 on hit rates and false alarm rates, whatever cognitive process allows to predict performance 102 should occur before any response is given (i.e. before the mean response time). In this 103 context, some results suggest that early stages of either stimulus-response-activation (29) 104 and/or resource allocation processes, as reflected in a P2 component (12, 14, 57, 61), may also 105 be important for response inhibition processes (12, 28, 57 
Methods
133
Sample
134
A sample of n =262 healthy subjects between 18 and 30 years of age (mean age 23.9 SD = 135 3.06) was recruited for the study. 114 of the subjects were females. None of the participants 136 enrolled in the study reported a history of neurological or mental illness. The study was 137 approved by the Ethics committee of the Ruhr-Universität Bochum, Germany. The study was 138 conducted in accordance with the Declaration of Helsinki. All participants gave written 139 informed consent and received 10 € reimbursement or course credits for their participation.
141
Task
142
We used a standard Go/Nogo task, which has frequently been used by our group to assess 
EEG recording and analysis
156
The EEG was recorded from 64 Ag/AgCl electrodes using the extended 10/20 system against 157 a reference electrode placed at electrode FCz. The sampling rate was 1 kHz. Electrode 158 impedances were kept below 5 kΩ. After recording, the data were down-sampled to 256 Hz.
159
Off-line, the EEG was digitally filtered using IIR band-width filters at 0.5 and 20 Hz (each 160 with a slope of 48dB/oct). Then, the data were visually inspected and gross artifacts were 161 manually removed from the EEG. Horizontal and vertical eye-movements as well as pulse 162 artifacts were removed using an independent component analysis (ICA) (infomax algorithm).
163
After reconstructing the rectified EEG from the remaining components, electrode FCz was 164 topographically interpolated. The EEG was then segmented into epochs of 800 ms length were chosen based on scalp topographies of the averaged event-related potentials in Go and
186
Nogo trials across the entire sample (refer Figure 1) .
Insert Figure 1 about here independent samples t-tests were used. The ERP data were analyzed using mixed effects
196
ANOVAs using "condition" (Go vs. Nogo) and "electrode" as within-subject factors and
197
"performance group" (accurate/slow vs. less accurate/fast) as a between-subject factor. rate, from electrophysiological data on a single-subject level. As described above, participants
213
were grouped based on a median split involving the Nogo condition). Irrespective of group 214 membership, the whole sample was then randomly split into two groups to obtain a training 215 set (2/3; n = 173) for hypothesis formation and another, albeit smaller validation set (1/3; n = 216 89) for validation and discrimination, in order to minimize the chance of over-fit.
217
In the first stage (data preparation), ERP data were reduced in dimensionality, which is 
---------------------------------
247
Insert Figure 2 about here 
Insert Equation 1 and 2 about here
And based on that, the recursively defined predicted accuracy function:
Insert equations 2 and 3 about here
Where is the Shannon entropy of a binary channel with accuracy , is the inverse of 274 this function taken at the upper (of two) roots, and .. , ≜ min ..
| |. 275
The order of evaluation of multi-dimensional hypotheses (i.e. with more than 1 predictor 276 combined) is then done in order of decreasing .
277
The applied classifiers are common classification algorithms used in machine learning 
284
In the fourth and final step (validation), hypotheses are evaluated (best-to-worst) on 285 the validation subset, i.e. 1/3 remaining from the original split, which until this step has not 286 played a part in any fitting or optimization. Hypotheses that resulted in tested over-fit 287 according to a 2-sided binomial test were discarded. Table I .
Insert Table 1 about here
As the high and low performance groups were based on the rate of false alarms, the rate of termed as "accurate/slow" and "less accurate/fast".
306
Standard analysis of ERP data
308 Figure 3A shows the ERPs on Go and Nogo trials for electrodes Cz, FC1 and FCz.
309
- ------------------------------- 
310
Insert Figure 3 about here
Concerning the N2 data, the results showed significant main effects of "condition", 
326
For the P3 data, there were main effects of "condition" and "electrode" as well as an however trivial because the groups were built upon a median split on the false alarm rate data.
344
Neither the Nogo-N2 amplitude, nor the Nogo-P3 amplitude were significant predictors in the 345 regression model (all β < -.054; t < -1.16; p > .2). performers displaying a larger activation than high performers (refer Figure 3C ).
360
Aside from the analysis of these classical response inhibition-related ERPs (i.e.
361
(No)Go-N2 and (No)Go-P3) we also analyzed the P2, which could be of importance as some 362 studies suggest that early stages of either stimulus-response-activation (29) 
Single-subject classification (data-driven analysis)
371
The top hypotheses derived by machine learning are shown in Table II , in terms of 372 classification accuracy of both the training and (independent) test set.
373
The first hypothesized estimate is the top row, and has a 64% test accuracy rate (P < .07) on electrodes, which may compromise the reliability of data.
---------------------------------
390
Insert Figure 4 about here
---------------------------------
392
Comparing the "accurate/slow" to the "less accurate/fast" group on these extracted features 393 using independent samples t-tests revealed that for feature 1, there was a significant difference 394 between the "accurate/slow" (5.3 ± 1.4) and the "less accurate/fast" group (0.16 ± 1. 
405
We further investigated feature 1 (Figure 4 top) that likely reflects processes related to 406 P2 amplitude variation. To examine this feature variation between the "accurate/slow" and the
407
"less accurate/fast" group on a systems level, we ran an sLORETA analysis, contrasting the 
Discussion
415
In the current study, we examined the predictability of behavioral performance by supporting the importance of reduced pre-motor inhibition in the "less accurate/fast" group,
435
we found that this group shows faster responding than in the "accurate/slow" group. It is 436 possible that compared to "accurate/slow" group, the "less accurate/fast" group seems to that in many EEG studies, the sample sizes are rather small, with often no more than 15-25 470 subjects per group. In such setups, it cannot be ruled out that some of the observed differences 471 are due to special sample characteristics (54). figure 4, middle row) .
525
In summary, the study shows that it is possible to predict on a single-subject level by There are no conflicts of interest. PO9_Go_250-310ms
O1_Nogo_145-210ms
