Abstract: Robotic surgeries are still limited with respect to the surgeon's natural senses. The tactile sense is exceptional important in conventional clinical procedures. To identify critical structures inside the tissue, palpation is a commonly used technique in conventional open surgeries. The underlying organ or pathological structures conditions (healthy, abnormally hard or soft) can for example be localized and assessed through this process. Palpation needs a tactile sense; however, that is commonly not available or limited in robotic surgeries. The palpation need was already addressed by several research groups that integrated complex sensor-feedback-systems into prototype surgical instruments for robotic systems. We propose a new technique to acquire data of the tissue tool interaction of the surgical instruments. The structure borne transmission path is used to measure acoustic emission (AE) at the outpatient (proximal) end of the instruments with the help of different sensors attached to the surface of the surgical tool. Initial tests were performed using a microphone in combination with a stethoscope. This setup showed promising results and a more integrated prototype was subsequently designed. A piezoelectric charge accelerometer was used as vibration sensor and compared to a MEMS microphone. A signal acquisition system was developed to acquire signals from both sensors in parallel. The sensors were then attached onto the shaft of a daVinci Prograsp Forceps instrument. According to the surgery observation, a series of simulated experiments was conducted. The tip of the grasper was swiped manually over a human subject's dorsal and palmar hand side, lateral side of neck and over the carotid artery. Additionally, contact with soft tissue and other instruments were evaluated since these are events of interest during surgery. Advanced signal processing techniques allowed the identification and characterization of significant events such as palpation dynamics, contact and pulsation.
Introduction
Palpation is an essential technique for surgeons to correctly identify target structures and to prevent damage to healthy tissue or vessels during the traditional open surgery, especially at the abdominal area. However, within robotic minimally invasive surgery (RMIS), these haptic and tactile sensations for surgeons are still not present at all, are rather limited in scope, or come with additional tethered sensor elements at or around the tip of the instrument. In addition, the small field of view (FOV) of the optical imaging system may slow down the procedure since tools outside the FOV could lead to unexpected harm to surrounding fragile organs or structures.
In conventional surgeries surgeons rely heavily on a combination of visual and haptic information that also allows them to differentiate healthy and pathological tissue (e.g. tumour tissue) by observing the surface deformity when certain forces are applied with robotic instruments [1] . This technique is available on the visible surface, but not applicable for underlying structures like blood vessels or nerves. Besides, the prerequisite of surgeon's experiences of the tissue-tool interaction and huge amount of time on surgical training are an entry barrier for young surgeons to perform robotic surgeries.
Even if a surgeon has accumulated plenty of experiences in open surgery or conventional laparoscopic surgery, the skills for operating with a robotic platform still requires new and different skills [2] . Hence, it is important to establish a robust tissue-tool interaction feedback system to reduce unwanted complications and enhance the safety during operation.
Except for visual or haptic feedback, an alternative noninvasive acoustic emission method for early detecting ongoing vessel perforation during minimally invasive surgery has been investigated by Illanes et al. [3] .
In this study, it was proposed to use an audio-based palpation approach by acquiring acoustic emission (AE) signals with structure-borne vibration sensor and air-borne audio sensors, while the robotic instrument tip touches and swipes over different tissues or gets in contact with other instruments.
Methods

Experimental Setup
To evaluate the potential and the feasibility of the audio palpation feedback system, an airborne audio sensor (MEMS microphone SPH0645LM4H-B, Knowles, Illinois, USA) was compared to a structure borne vibration sensor (piezoelectric charge accelerometer 4517-C-001, Brüel & Kjaer, Naerum, Denmark). Both sensors were integrated in a customized 3D printed housing and mounted on the shaft of a daVinci Prograsp Forceps (Intuitive Surgical, California, USA). The system was attached at the proximal part close to the steering unit of the manipulator to capture audio and vibration signals transmitted via the shaft of the instrument (Fig. 1 ).
For signal conditioning, the small current output of the piezoelectric sensor was boosted with a multi-range charge amplifier (Type 5011B, Kistler, Sindelfingen, Germany) and digitally converted and recorded using a USB-Oscilloscope system (PicoScope 2000 Series, Pico Technology Ltd., England, UK) with a sampling frequency of 44.8 kHz (Fig.  2) .
The MEMS microphone comes with an internal signal conditioning unit consisting of amplifier, analog to digital converter (ΣΔ-converter) and interface providing an industry standard 24 bits I2S format as output. The digital I2S audio output simplifies the integration and connection to a host and processing unit (Raspberry Pi 3 Model B+, Raspberry Pi Foundation, UK). The signals were recorded by the host unit with a built-in volume gain of 50%.
Data Acquisition
To test the functionality of the proposed acoustic palpation feedback system, the instrument was fixed on a heavy stand to reduce potential influences of external vibrations. Both audio and vibration signals were acquired simultaneously. In this work, the following experiments were conducted ( Meanwhile, each time that the instrument was touched, it was counted as an event for later analysis.
Audio and vibration signal processing
For the experiments were the instrument tip swipes over the hand and tendons and the carotid pulsation acquisition, the same approach was used for the audio processing. The audio signal was first bandpass filtered using a 7th order Butterworth filter with a bandpass of 7 − 10KHz and then a Discrete Wavelet Transform (DWT) based signal decomposition was employed for low frequency dynamic extraction corresponding to the dynamics produced in the tip when it swipes over hard and soft structures. For that, the signal was decomposed in 12 scales using a Daubechies DWT and finally reconstructed with selected low-frequency wavelet scales as reported in [4] . For the tip contact with the skin and for the instrument collision experiments, no processing was required since the dynamical changes produced by these events were already clearly evident in the raw audio signal.
Simultaneous recordings of audio and vibration were acquired only for the first two experiments (a and b in Figure  3 ). The vibration signal was bandpass filtered using the same DWT-based decomposition approach employed for the audio but the signal was reconstructed using selected middlefrequency components.
Results
In Figure 4 , the results for the experiments with the Prograsp tip over the dorsal (Figure 4a ) and the palmar (Figure 4b ) side of hand are displayed. The labels "on" and "off" in the figure indicate the time instant of tissue contact and non-contact (when the tip leaves the skin) respectively.
In both experiments the MEMS sensor provides clearly recognizable dynamical changes of the signal when the tip of the device is swiping over the hand structures. In case of hard underlying structures, such as tendons located over the dorsal part of the hand, we can see the delineation of each tendon in the processed audio signal. In the case of the soft structured surface of the palmar side of the hand important dynamical changes are presented in the processed audio signal.
In the case of the signal of the vibration sensor, it is possible to observe a rough signal change but no detailed dynamical information is clearly provided. Figure 5 shows the audio recordings obtained during the experiments performed on the top of the carotid (see Figure  3d) where the signal shows pulsations with period around 750 ms that correspond to the carotid flow. This pulsation is even visible in the raw signal but easily assessed in the processed signal. Figure 6 shows raw audio recordings for experiments performed by forceps tip contact (Figure 6a ) and collision of the forceps with another instrument (Figure 6b ). For both experiments the events were generated periodically and the signals were not processed. In both cases the generated events are clearly observable. It is important to notice that the contact/noncontact tissue-forceps interaction events were generated by only slightly touching the skin of the hand.
Discussion and conclusion
The concept of audio palpation system for robotic surgery was preliminary verified in this study. The audio signals helped us to extract detailed information regarding dynamical characteristics of interaction between the instrument tip and structures, but it also picks up lots of audio artefacts and noise due to the high sensitivity.
On the other hand, vibration signals comprise less noise but have lower sensitivity, so they are not suitable for identifying tissue types. However, they can be used as a hint when a tissue-tool interaction occurs. Therefore, an integration of both audio and vibration sensors can help to accurately identify when the instrument tip swipes over tissues during surgery.
In a next step, the housing design and the signal processing algorithm have to be improved to provide more insight of the acquired signals. Moreover, a wireless or Bluetooth data transmission protocol can be integrated to simplify the system setup.
Based on the signals, an intuitive interactive user interface will need to be developed. It should translate realtime audio signals into meaningful and readable information for the surgeon. This system could be used together with the daVinci robotic system for further clinical test with various organ phantoms inside real surgery room.
We are sure that real clinical scenarios will provide a completely different set of challenges for the audio emission measurement, but believe that the current results are quite promising to justify that step. 
