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PLURIPOTENTIAL ENERGY AND LARGE
DEVIATION
T. BLOOM* AND N. LEVENBERG
Abstract. We generalize results from [13] relating pluripotential
energy with the electrostatic energy of a measure given in [5]. As a
consequence, we obtain a large deviation principle for a canonical
sequence of probability measures on a nonpluripolar compact set
K ⊂ Cn. This is a special case of a result of R. Berman [3]. For
n = 1, we include a proof that uses only standard techniques of
weighted potential theory.
1. Introduction.
In [5], Berman, Boucksom, Guedj and Zeriahi defined the notion of
electrostatic energy E∗(µ) associated with a probability measure µ on a
compact Ka¨hler manifold X of dimension n. In [13], after specializing
to the case of a compact set K ⊂ Cn ⊂ Pn we studied two related func-
tionals J(µ), W (µ) and their weighted counterparts JQ(µ), WQ(µ).
The functionals involve weak-* approximations of µ by discrete mea-
sures. The relation is given as Corollaries 5.7 and 5.8 in [13]. They give
another interpretation of E∗(µ) which we called pluripotential energy.
Our main goals in this paper are Theorems 4.4, 4.6 and 5.1:
(1) Theorems 4.4 and 4.6 sharpen and clarify the relation between
E∗ (Definition 2.2) and the J, JQ and W,WQ functionals (Defi-
nitions 4.1 and 4.2) for measures with compact supportK ⊂ Cn.
In [13] these functionals were defined using a compact, convex
setH ⊃ K, although their values were independent of the choice
of H . In this paper the functionals are defined directly in terms
of K; moreover K can be any nonpluripolar compact set.
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(2) The functionals J, JQ and W,WQ can be defined using either
a “lim sup” or a “lim inf” and the equality of these two, which
we demonstrate in Theorems 4.4 and 4.6, leads immediately
to a large deviation principle (LDP) in Theorem 5.1 with rate
function given in terms of these functionals. In this setting
there is a second approach to a LDP using a Legendre transform
which leads to the E∗ functional; hence the relation between E∗
and the J, JQ and W,WQ functionals may be deduced from the
uniqueness of the rate function (see Remark 5.7).
(3) A key ingredient in the proofs is a deep result of Berman, Bouck-
som and Nystrom [6] on the convergence of the empirical mea-
sures of Fekete points, restated here as Theorem 2.4. The tran-
sition from an energy of measures to discrete approximations
of this energy yielding a LDP – without utilizing a Legendre
transform – can be achieved in other potential-theoretic situ-
ations when one has the analogue of Theorem 2.4, cf., [8] for
Angelsco ensembles. The authors are preparing a subsequent
work on a LDP in a more general “vector energy” setting in the
univariate case.
(4) The utilization of a strong Bernstein-Markov measure (Defini-
tion 3.7) is crucial for either approach to the LDP. In Corollary
3.5 we show that any compact set admits a Bernstein-Markov
measure and thus (Corollary 3.8) any nonpluripolar compact set
admits a strong Bernstein-Markov measure.
Theorem 5.1 states a LDP for a canonical sequence {σk} of measures
on M(K), the space of probability measures on K. The measures
σk, which form a determinantal process, are the push-forwards of mea-
sures on products of K and they are canonical in the sense that in the
univariate case, i.e., K ⊂ C, they include the joint probability distribu-
tions of the eigenvalues of ensembles of unitary matrices restricted to
K. Robert Berman [3] has given two proofs of such a LDP in a more
general context. In this paper we also include two proofs. Our first
proof is similar in spirit to Berman’s first proof in the sense that one
establishes an “easy” upper bound and then a less-trivial lower bound.
Here the effort is concealed in Theorems 4.4 and 4.6. Precisely, The-
orem 4.4 shows the equivalence of the appropriate form of E∗(µ) and
an L∞−type discretization W (µ) for µ ∈ M(K); the equivalence with
the L2−type discretization J(µ) follows for a J functional defined with
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a Bernstein-Markov measure ν. From this latter equivalence the LDP
is obtained if ν is a strong Bernstein-Markov measure using a stan-
dard result (Theorem 4.1.11 [14]). As mentioned in item (3) above,
this procedure can be exploited in other settings. Indeed, in section 6
we indicate how in the univariate setting our approach relies solely on
standard techniques and results from weighted potential theory.
The second proof is the same as in Berman’s work and was described
to us by Se´bastien Boucksom. It relies on a result in [14] which states
under general conditions that there is a LDP if a certain functional is
Gateau differentiable; moreover the rate function is given as a Legendre
transform. In this setting the rate function is given directly in terms of
E∗. The differentiability follows from a fundamental result of Berman
and Boucksom [4] restated here as Theorem 2.1. Indeed, in the mul-
tivariate setting, Theorem 2.4 is ultimately a consequence of Theorem
2.1.
Ben Arous and Guionnet [2], building on work of Voiculescu, first
established an LDP for the Gaussian unitary ensemble (GUE). Their
method was extended to more general ensembles by Hiai and Petz [16]
and other authors. In the univariate case, the method utilized in each
of the two proofs of the LDP on compact sets presented here are differ-
ent from that utilized in [2]. Furthermore, given that there exist strong
Bernstein-Markov measures which are not absolutely continuous with
respect to Lebesgue measure (see Remark 3.6 and Corollary 3.8), these
methods give a LDP in the univariate case not included in [2] or [16].
Berman [3] has proved a LDP on closed and unbounded sets by mod-
ifying his second proof in the compact case. This includes the GUE
setting (see Remark 6.4).
Acknowledgements. We thank Robert Berman and Se´bastien Bouck-
som for valuable correspondence. Special thanks are due to the referee
for many useful comments and suggestions on organization and expo-
sition which greatly improved the paper.
2. Preliminaries.
In this section, we summarize important results in [4], [5] and [6]
adapted to our Cn setting. We write L(Cn) for the set of all plurisub-
harmonic (psh) functions u on Cn with the property that u(z)− log |z|
is bounded above as |z| → ∞ and
L+(Cn) = {u ∈ L(Cn) : u(z) ≥ log+ |z| + C}
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where C is a constant depending on u. For locally bounded psh func-
tions, e.g., for u ∈ L+(Cn), the complex Monge-Ampe`re operator
(ddcu)n is well-defined as a positive measure. Here we normalize our
definition of ddc = i
π
∂∂ so that∫
Cn
(ddcu)n = 1 for all u ∈ L+(Cn).
For arbitrary u ∈ L(Cn) one can define the weak-* limit
NP (ddcu)n := lim
j→∞
(
1{u>−j} · (ddcmax[u,−j])n
)
(cf., [1]). For u ∈ L(Cn) with
(2.1)
∫
Cn
NP (ddcu)n = 1,
we write (ddcu)n := NP (ddcu)n. As in [13], we only consider u ∈ L(Cn)
satisfying (2.1). For such u, (ddcu)n puts no mass on pluripolar sets.
Let K ⊂ Cn be compact – an assumption remaining in force through-
out the paper – and let Q be a lowersemicontinuous function with
{z ∈ K : e−Q(z) > 0} nonpluripolar (note that this implies K be non-
pluripolar). We denote the collection of such Q as A(K) and we call
Q an admissible weight. We define the weighted pluricomplex Green
function V ∗K,Q(z) := lim supζ→z VK,Q(ζ) where
VK,Q(z) := sup{u(z) : u ∈ L(Cn), u ≤ Q on K}.
The case Q ≡ 0 is the “unweighted” case and we simply write VK . We
have V ∗K,Q ∈ L+(Cn) and we call the measure
µK,Q := (dd
cV ∗K,Q)
n,
which has support in K, the weighted equilibrium measure; if Q ≡ 0 we
write µK = (dd
cV ∗K)
n. An example is the n−torus T = {z ∈ Cn : |zj| =
1, j = 1, ..., n} where
VT (z) = max
j
[log |zj|, 0] and µT = 1
2π
dθ × · · · × 1
2π
dθ.
We say K is locally regular if for each z ∈ K the unweighted pluricom-
plex Green function for the setK∩B(z, r) is continuous for r = r(z) > 0
sufficiently small. Here B(z, r) denotes the Euclidean ball with center z
and radius r. We say K is L−regular if VK = V ∗K ; i.e., VK is continuous.
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If K is locally regular and Q is continuous, then VK,Q is continuous. In
general, it is known that
(2.2) supp(µK,Q) ⊂ {z ∈ K : V ∗K,Q(z) ≥ Q(z)}
and that V ∗K,Q = Q on supp(µK,Q) q.e., i.e., except perhaps for a
pluripolar set.
The strictly psh function u0(z) :=
1
2
log(1+ |z|2) belongs to the class
L+(Cn). For u ∈ L+(Cn) define
(2.3) E(u) :=
1
n+ 1
∫
Cn
n∑
j=0
(u− u0)(ddcu)j ∧ (ddcu0)n−j.
The functional E is a primitive for the complex Monge-Ampe`re operator
(see Propositions 4.1 and 4.4 of [4]).
For Q ∈ A(K), define
P (Q) := V ∗K,Q.
The composition of the E and P operators is Gateaux differentiable;
this non-obvious result (Theorem 2.1) was proved by Berman and Bouck-
som in [4]. It is the key ingredient in proving Theorem 2.4.
Theorem 2.1. The functional E ◦P is Gateaux differentiable; i.e., for
K ⊂ Cn nonpluripolar and Q ∈ A(K), F (t) := (E ◦ P )(Q + tv) is
differentiable for all v ∈ C(K) and t ∈ R. Furthermore,
F ′(0) =
∫
K
v(ddcP (Q))n.
Next, for k = 1, 2, ... let Pk denote the space of holomorphic poly-
nomials of degree at most k. We let dimPk = Nk =
(
n+k
k
)
and∑Nk
j=1 deg(ej) =
n
n+1
kNk where {e1, ..., eNk} is the standard monomial
basis for Pk. The weighted k−th order diameter of K with Q ∈ A(K)
is
δQ,k(K) :=
(
max
x1,...,xNk∈K
|V DMk(x1, ..., xNk)|e−kQ(x1) · · · e−kQ(xNk)
) n+1
nkNk
where
(2.4) V DMk(x1, ..., xNk) = det[ei(xj)]i,j=1,...,Nk.
We introduce the shorthand notation
V DMQk (x1, ..., xNk) := V DMk(x1, ..., xNk)e
−kQ(x1) · · · e−kQ(xNk ).
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The limit
(2.5) lim
k→∞
(
δQ,k(K)
) n
n+1 =: δ
Q
(K)
exists (cf., [4] or [12]) and is called the (normalized) weighted transfinite
diameter of K with Q ∈ A(K); moreover δQ(K) > 0 since Q is admis-
sible. The nonstandard n
n+1
in (2.5) is to achieve a nicer Rumely-type
formula ([4], p. 383 and see [19]):
(2.6) − log δQ(K) = E(V ∗K,Q)−E(VT ).
Definition 2.2. The electrostatic or pluripotential energy E∗(µ) of a
measure µ ∈M(K) from [5] is a Legendre-type transform of the func-
tional E:
(2.7) E∗(µ) = sup
Q∈C(K)
[E(V ∗K,Q)−
∫
K
Qdµ] +
∫
K
u0dµ
(see also Proposition 5.6 in [13]).
In [5] it is shown that µK,Q minimizes the functional
(2.8) E∗(µ) +
∫
K
(Q− u0)dµ
over all µ ∈ M(K); the minimal value is E(V ∗K,Q). This gives a re-
markable generalization of the univariate setting (see Remark 4.5 and
section 6). Moreover, in [5], a variational approach to the following
special case of a result of Guedj and Zeriahi [15] was given.
Theorem 2.3. Let µ ∈ M(K) with E∗(µ) < +∞. Then there exists
u ∈ L(Cn) with (ddcu)n = µ and ∫
K
udµ > −∞.
Finally, we recall a crucial result from [6] on “asymptotic weighted
Fekete arrays.”
Theorem 2.4. Let K ⊂ Cn be nonpluripolar and let Q ∈ A(K). For
each k, take Nk points x
(k)
1 , ..., x
(k)
Nk
∈ K for which
lim
k→∞
(|V DMQk (x(k)1 , ..., x(k)Nk)|
) 1
kNk = δ
Q
(K).
Then νk :=
1
Nk
∑Nk
j=1 δx(k)j
→ µK,Q weak-*.
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3. Bernstein-Markov Property.
Given a compact set K ⊂ Cn and a measure ν on K, we say that
(K, ν) satisfies a Bernstein-Markov property if for all pk ∈ Pk,
||pk||K := sup
z∈K
|pk(z)| ≤ Mk||pk||L2(ν) with lim sup
k→∞
M
1/k
k = 1.
More generally, for K ⊂ Cn compact, Q ∈ A(K), and ν a measure
on K, we say that the triple (K, ν,Q) satisfies a weighted Bernstein-
Markov property if for all pk ∈ Pk,
||e−kQpk||K ≤Mk||e−kQpk||L2(ν) with lim sup
k→∞
M
1/k
k = 1.
If K is locally regular and Q is continuous, for ν = (ddcVK,Q)
n it is
known that (K, ν,Q) satisfies a weighted Bernstein-Markov property
[9]. For Q = 0 and K L−regular this was proved in [18].
For ν ∈M(K) and Q ∈ A(K), define
(3.1)
Zk := Zk(K,Q, ν) :=
∫
K
· · ·
∫
K
|V DMQk (z1, ..., zNk)|2dν(z1) · · ·dν(zNk).
The following result is from [4] (see also [6]).
Proposition 3.1. Let K ⊂ Cn be a compact set and let Q ∈ A(K).
If ν is a measure on K with (K, ν,Q) satisfying a weighted Bernstein-
Markov property, then
(3.2) lim
k→∞
Z
1
2kNk
k = δ
Q
(K).
Given ν as in Proposition 3.1, we define a probability measure Probk
on KNk via, for a Borel set A ⊂ KNk ,
(3.3) Probk(A) :=
1
Zk
·
∫
A
|V DMQk (z1, ..., zNk)|2 · dν(z1) · · · dν(zNk).
We immediately obtain the following (cf., Proposition 3.3 of [12]).
Corollary 3.2. Given η > 0, define
(3.4)
Ak,η := {(z1, ..., zNk) ∈ KNk : |V DMQk (z1, ..., zNk)|2 ≥ (δ
Q
(K)−η)2kNk}.
Then there exists k∗ = k∗(η) such that for all k > k∗,
Probk(K
Nk \Ak,η) ≤ (1− η
2δ
Q
(K)
)2kNk .
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Proof. From Proposition 3.1, given ǫ > 0,
Zk ≥ [δQ(K)− ǫ]2kNk
for k ≥ k(ǫ). Thus
Probk(K
Nk \ Ak,η) =
1
Zk
∫
KNk\Ak,η
|V DMQk (z1, ..., zNk)|2dν(z1) · · ·dν(zNk)
≤ [δ
Q
(K)− η]2kNk
[δ
Q
(K)− ǫ]2kNk
if k ≥ k(ǫ). Choosing ǫ < η/2 and k∗ = k(ǫ) gives the result. 
Using (3.3), we get an induced probability measure P on the infinite
product space of arrays χ := {X = {x(k)j }k=1,2,...; j=1,...,Nk : x(k)j ∈ K}:
(χ,P) :=
∞∏
k=1
(KNk , P robk).
Corollary 3.3. Let (K, ν,Q) satisfy a weighted Bernstein-Markov prop-
erty. For P-a.e. array X = {x(k)j } ∈ χ,
νk :=
1
Nk
Nk∑
j=1
δ
x
(k)
j
→ µK,Q weak-*.
Proof. (cf., [17], p. 211) From Theorem 2.4 it suffices to verify for P-a.e.
(3.5) lim inf
k→∞
(|V DMQk (x(k)1 , ..., x(k)Nk)|
) 1
kNk = δ
Q
(K).
Given η > 0, the condition that for a given array X = {x(k)j } we have
lim inf
k→∞
(|V DMQk (x(k)1 , ..., x(k)Nk)|
) 1
kNk ≤ δQ(K)− η
means that (x
(k)
1 , ..., x
(k)
Nk
) ∈ KNk \ Ak,η for infinitely many k. Thus
setting
Ek := {X ∈ χ : (x(k)1 , ..., x(k)Nk) ∈ KNk \ Ak,η},
we have
P(Ek) ≤ Probk(KNk \ Ak,η) ≤ (1− η
2δ
Q
(K)
)2kNk
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and
∑∞
k=1P(Ek) < +∞. By the Borel-Cantelli lemma,
P(lim sup
k→∞
Ek) = 0.
Thus, with probability one, only finitely many Ek occur, and (3.5)
follows. 
A stronger version of Corollary 3.3 will be given in section 5. We now
show that every compact set admits a measure satisfying a Bernstein-
Markov property. Indeed, the following stronger statement is true.
Proposition 3.4. Let K ⊂ Rn. There exists a measure ν ∈ M(K)
such that for all complex-valued polynomials p of degree at most k in
the (real) coordinates x = (x1, ..., xn) we have
||p||K ≤Mk||p||L2(dν)
where limk→∞M
1/k
k = 1.
Proof. To construct ν, we first observe that if K is a finite set, any
measure ν which puts positive mass at each point of K will work. If
K has infinitely many points, for each k = 1, 2, ... let mk =dimPk(K)
where Pk(K) denotes the complex-valued polynomials on Rn of degree
at most k restricted to K. Then limk→∞mk = ∞ and mk ≤
(
n+k
k
)
=
0(kn). For each k, let
νk :=
1
mk
mk∑
j=1
δ(x
(k)
j )
where {x(k)j }j=1,...,mk is a set of Fekete points of order k for K; i.e., if
{e1, ..., emk} is any basis for Pk(K),
(3.6)
∣∣det[ei(x(k)j )]i,j=1,...,mk∣∣ = max
q1,...,qmk∈K
∣∣det[ei(qj)]i,j=1,...,mk∣∣.
Define
ν := c
∞∑
k=1
1
k2
νk
where c > 0 is chosen so that ν ∈ M(K). If p ∈ Pk(K), we have
p(x) =
mk∑
j=1
p(x
(k)
j )l
(k)
j (x)
10 T. BLOOM* AND N. LEVENBERG
where, following the notation in (2.4) with Nk replaced by mk but using
real variables,
l
(k)
j (x) =
V DMk(x
(k)
1 , ..., x
(k)
j−1, x, x
(k)
j+1, ..., x
(k)
mk)
det[ei(x
(k)
j )]
∈ Pk(K)
so l
(k)
j (x
(k)
j ) = δjk. Since ||l(k)j ||K = 1 from (3.6) we have
||p||K ≤
mk∑
j=1
|p(x(k)j )|.
On the other hand,
||p||L2(dν) ≥ ||p||L1(dν) ≥ c
k2
∫
K
|p|dνk
=
c
mkk2
mk∑
j=1
|p(x(k)j )|.
Thus we have
||p||K ≤ mkk
2
c
||p||L2(dν).

Since the holomorphic polynomials in Cn are a subset of the complex-
valued polynomials in the underlying real coordinates in Cn = R2n, we
immediately obtain the following.
Corollary 3.5. Let K ⊂ Cn be a compact set. Then there exists a mea-
sure ν ∈M(K) such that (K, ν) satisfies a Bernstein-Markov property.
Remark 3.6. Note that the measure ν constructed in Proposition 3.4
(and hence in Corollary 3.5) is discrete. In [7] it was shown using a
different procedure that any L−regular compact set admits a discrete
measure satisfying a Bernstein-Markov property.
Definition 3.7. Given a compact set K ⊂ Cn, we say ν ∈M(K) satis-
fies a strong Bernstein-Markov property if (K, ν,Q) satisfies a weighted
Bernstein-Markov property for all Q ∈ C(K).
Corollary 3.8. Let K ⊂ Cn be a nonpluripolar compact set. Then
there exists a measure ν ∈M(K) satisfying a strong Bernstein-Markov
property.
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Proof. We consider Cn = R2n ⊂ C2n and we use Corollary 3.5 to con-
struct a measure ν on K such that (K, ν) satisfies a Bernstein-Markov
property with respect to holomorphic polynomials on C2n. Theorem 3.2
of [9] then shows that (K, ν,Q) satisfies a weighted Bernstein-Markov
property for all Q ∈ C(K). 
It is convenient to have a simple sufficient condition for a measure
to satisfy the strong Bernstein-Markov property. We say that (K, ν)
satisfies a mass-density property if there exists T > 0 so that
ν(B(z0, r)) ≥ rT
for all z0 ∈ K and all r < r(z0) where r(z0) > 0. In [11] it was shown
that for K L−regular, this property (indeed, a weaker mass-density
property will suffice) implies that (K, ν) satisfies a Bernstein-Markov
property. Thus if K ⊂ Rn ⊂ Cn is L−regular and (K, ν) satisfies a
mass-density property, then (K, ν) satisfies a strong Bernstein-Markov
property. In particular, if K = D when D is a bounded domain in Rn
with C1− boundary, any ν which is a positive, continuous multiple of
Lebesgue measure on D is a strong Bernstein-Markov measure for K.
4. Relation between E∗ and J, JQ,W,WQ functionals.
We begin by sharpening Theorem 2.2 in [13] in two ways:
(1) the result applies to all nonpluripolar compact sets K ⊂ Cn;
(2) the functionals defined using a “lim sup” and a “lim inf” coincide
(see Definitions 4.1 and 4.2) – and this is the essence of the large
deviation principle in Theorem 5.1.
We remark thatM(K), with the weak-* topology, is a Polish space;
i.e., a separable, complete metrizable space. A neighborhood basis of
µ ∈M(K) is given by sets of the form
(4.1) G(µ, k, ǫ) := {σ ∈M(K) : |
∫
K
(Rez)α(Imz)β(dµ− dσ)| < ǫ
for 0 ≤ |α|+ |β| ≤ k} where Rez = (Rez1, ...,Rezn).
Fix a nonpluripolar compact set K and a strong Bernstein-Markov
measure ν. Given G ⊂M(K), for each s = 1, 2, ... we set
(4.2) G˜s := {a = (a1, ..., as) ∈ Ks : 1
s
s∑
j=1
δaj ∈ G}.
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Then we define, for k = 1, 2, ...,
Jk(G) := [
∫
G˜Nk
|V DMk(a)|2dν(a)]1/2kNk
and
Wk(G) := sup{|V DMk(a)|1/kNk : a ∈ G˜Nk}.
Definition 4.1. For µ ∈M(K) we define
J(µ) := inf
G∋µ
J(G) where J(G) := lim sup
k→∞
Jk(G);
J(µ) := inf
G∋µ
J(G) where J(G) := lim inf
k→∞
Jk(G);
and
W (µ) := inf
G∋µ
W (G) where W (G) := lim sup
k→∞
Wk(G);
W (µ) := inf
G∋µ
W (G) where W (G) := lim inf
k→∞
Wk(G).
Here the infima are taken over all neighborhoods G of the measure
µ in M(K). Note that W,W are independent of ν but, a priori, J, J
depend on ν. These functionals are clearly nonnegative but can take
the value zero. The weighted versions of these functionals are defined
for Q ∈ A(K) starting with
(4.3) JQk (G) := [
∫
G˜Nk
|V DMQk (a)|2dν(a)]1/2kNk
and
WQk (G) := sup{|V DMQk (a)|1/kNk : a ∈ G˜Nk}.
Definition 4.2. For µ ∈M(K) we define
J
Q
(µ) := inf
G∋µ
J
Q
(G) where J
Q
(G) := lim sup
k→∞
JQk (G);
JQ(µ) := inf
G∋µ
JQ(G) where JQ(G) := lim inf
k→∞
JQk (G);
and
W
Q
(µ) := inf
G∋µ
W
Q
(G) where W
Q
(G) := lim sup
k→∞
WQk (G);
WQ(µ) := inf
G∋µ
WQ(G) where WQ(G) := lim inf
k→∞
WQk (G).
It is straightforward from the definitions (cf., [13]) that
(1) J
Q
(µ) ≤WQ(µ) ≤ δQ(K) for Q ∈ A(K);
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(2) J(µ) = J
Q
(µ) · e
∫
K Qdµ and W (µ) = W
Q
(µ) · e
∫
K Qdµ for Q ∈
C(K); hence
(3) log J(µ) ≤ logW (µ) ≤ infv∈C(K)[log δv(K) +
∫
K
vdµ]; similarly
(4) log J
Q
(µ) ≤ logWQ(µ) ≤ infv∈C(K)[log δv(K)+
∫
K
vdµ]−∫
K
Qdµ
for Q ∈ C(K).
Properties (1)-(4) hold for the functionals J,W, JQ,WQ using the
same proofs as in section 3 of [13]. The uppersemicontinuity of all
eight functionals on M(K) (with the weak-* topology) follows as well.
We note the following.
Proposition 4.3. The measure µK,Q is the unique maximizer of the
functional µ→ WQ(µ) and WQ(µK,Q) = δQ(K).
Proof. It follows from its definition that
W
Q
(µ) = sup{lim sup
k→∞
|V DMQk (a(k))|1/kNk} ≤ δ
Q
(K)
where the supremum is taken over all arrays {a(k)}k=1,2... of Nk−tuples
a(k) whose normalized counting measures µk converges to µ weak*. If
W
Q
(µ) = δ
Q
(K) then there is an asymptotic weighted Fekete array
{a(k)}k=1,2... as in the statement of Theorem 2.4 with µk → µ weak*.
From this theorem, µ = µK,Q. 
Theorems 4.4 and 4.6 show that the inequalities in (3) and (4) are
equalities, and that the J,W, J
Q
,W
Q
functionals coincide with their
J,W, JQ,WQ counterparts.
Theorem 4.4. Let K ⊂ Cn be a nonpluripolar compact set and Q ∈
C(K). Then for any µ ∈M(K),
(4.4) logW (µ) = logW (µ) = inf
v∈C(K)
[log δ
v
(K) +
∫
K
vdµ] and
(4.5) logW
Q
(µ) = logWQ(µ) = inf
v∈C(K)
[log δ
v
(K)+
∫
K
vdµ]−
∫
K
Qdµ.
Remark 4.5. Note that using (2.7) and (2.6) equation (4.4) says that
− logW (µ) = − logW (µ) = E∗(µ)−
∫
K
u0dµ− E(VT )
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while (4.5) says that
− logWQ(µ) = − logWQ(µ) = E∗(µ) +
∫
K
(Q− u0)dµ−E(VT ).
Thus from (2.8) we recover Proposition 4.3.
Proof. It suffices to prove (4.4) as then (4.5) follows from property (2).
We have the upper bound
(4.6) logW (µ) ≤ logW (µ) ≤ inf
v∈C(K)
[log δ
v
(K) +
∫
K
vdµ]
from (3).
For the lower bound, we consider cases.
Case I: µ = µK,v for some v ∈ C(K).
Using Theorem 2.4, if we consider arrays of points {x(k)1 , ..., x(k)Nk}k=1,2,...
in K for which
lim
k→∞
(|V DMvk (x(k)1 , ..., x(k)Nk)|
) 1
kNk = δ
v
(K),
we have 1
Nk
∑Nk
j=1 δx(k)j
→ µK,v weak-*. Thus for any neighborhood G of
µK,v we have δ
v
(K) ≤W v(µK,v, G); hence
(4.7) W v(µK,v) =W
v
(µK,v) = δ
v
(K).
Applying (2) to (4.7) we obtain (4.4) for µ = µK,v:
(4.8) logW (µK,v) = logW (µK,v) = log δ
v
(K) +
∫
K
vdµK,v.
Case II: µ ∈M(K) with the property that E∗(µ) <∞.
From Theorem 2.3 there exists u ∈ L(Cn) with µ = (ddcu)n and∫
K
udµ > −∞ (see also Proposition 5.6 of [13]). However, since u is
only usc on K, µ is not necessarily of the form µK,v for some v ∈ C(K).
Following the argument in Proposition 4.3 of [13], taking a sequence
of functions {Qj} ⊂ C(K) with Qj ↓ u on K, the weighted extremal
functions V ∗K,Qj decrease to u on C
n;
µj := (dd
cVK,Qj)
n → µ = (ddcu)n weak-∗;
and
(4.9) lim
j→∞
∫
K
V ∗K,Qjdµj = limj→∞
∫
K
V ∗K,Qjdµ =
∫
K
udµ.
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(Note that in this case, since VK,Qj is not necessarily continuous, we
get u˜ := limj→∞ V
∗
K,Qj
≥ u on Cn and u˜ = u q.e. on K which suffices
for the application of the domination principle, Corollary A.2 of [13]).
From the previous case (4.8), we have
logW (µj) = logW (µj) = log δ
Qj
(K) +
∫
K
Qjdµj.
Using uppersemicontinuity of the functional µ→W (µ),
lim sup
j→∞
W (µj) = lim sup
j→∞
W (µj) ≤W (µ).
Since Qj ↓ u on K,
(4.10) lim sup
j→∞
log δ
Qj
(K) = lim
j→∞
log δ
Qj
(K)
exists. Since V ∗K,Qj = Qj q.e. on suppµj , from (4.9),
lim
j→∞
∫
K
Qjdµj =
∫
K
udµ.
Thus, together with (4.10), we see that
lim
j→∞
logW (µj) = lim
j→∞
(
log δ
Qj
(K) +
∫
K
Qjdµj
)
:= M
exists and is less than or equal to logW (µ). We want to show that
(4.11) inf
v
[log δ
v
(K) +
∫
K
vdµ] ≤M.
By monotone convergence, limj→∞
∫
K
Qjdµ =
∫
K
udµ. Since we also
have limj→∞
∫
K
Qjdµj =
∫
K
udµ, given ǫ > 0, for j ≥ j0(ǫ),∫
K
Qjdµj ≥
∫
K
Qjdµ− ǫ and logW (µj) < M + ǫ.
Hence for such j,
inf
w
[log δ
v
(K) +
∫
K
vdµ] ≤ log δQj(K) +
∫
K
Qjdµ
≤ log δQj(K) +
∫
K
Qjdµj + ǫ = logW (µj) + ǫ < M + 2ǫ,
yielding (4.11). This finishes the proof in Case II. Note that from (2.7)
we have
inf
v
[log δ
v
(K) +
∫
K
vdµ] > −∞
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in this case.
Case III: µ ∈M(K) with the property that infv[log δv(K) +
∫
K
vdµ] =
−∞.
As in [13], we must show that W (µ) = 0. This follows trivially from
the upper bound (4.6). 
We next turn to the J, J, J
Q
and JQ functionals. The key step in
the proof of Theorem 4.6 is to verify (4.7) for J
v
(µK,v) and J
v(µK,v).
Theorem 4.6. Let K ⊂ Cn be a nonpluripolar compact set and let ν
satisfy a strong Bernstein-Markov property. Fix Q ∈ C(K). Then for
any µ ∈M(K),
log J(µ) = logW (µ) = log J(µ) = logW (µ)(4.12)
= inf
v∈C(K)
[log δ
v
(K) +
∫
K
vdµ]
and
(4.13) log J
Q
(µ) = logW
Q
(µ) = log JQ(µ) = logWQ(µ)
= inf
v∈C(K)
[log δ
v
(K) +
∫
K
vdµ]−
∫
K
Qdµ.
Proof. As in the previous proof, it suffices to prove (4.12) since (4.13)
follows from property (2). Again we have the upper bound
log J(µ) ≤ logW (µ) ≤ inf
v∈C(K)
[log δ
v
(K) +
∫
K
vdµ]
from (3); for the lower bound, we need only consider Case I where
µ = µK,v for v ∈ C(K). We show the analogue of (4.8) for J, J :
(4.14) log J(µK,v) = log J(µK,v) = log δ
v
(K) +
∫
K
vdµK,v.
This shows, in particular, that
log J(µK,v) = logW (µK,v) = log J(µK,vu) = logW (µK,v)
and hence we have
log J(µ) = logW (µ) = log J(µ) = logW (µ)
for arbitrary µ ∈ M(K) following the proof of Theorem 4.4. This
proves (4.12). To prove (4.14), we first verify the following.
PLURIPOTENTIAL ENERGY AND LARGE DEVIATION 17
Claim: Fix a neighborhood G of µK,v. We can find k0 such that
(4.15) Ak,1/k ⊂ G˜Nk for all k ≥ k0
where Ak,1/k is defined in (3.4) with Q = v and η = 1/k.
We prove (4.15) by contradiction: if false, then there is a sequence {kj}
with kj ↑ ∞ such that for all j sufficiently large we can find a point
xj = (xj1, ..., x
j
Nkj
) ∈ Akj ,1/kj \ G˜Nkj . But µj := 1Nkj
∑Nkj
i=1 δxji
6∈ G˜Nkj
for j sufficiently large contradicts Theorem 2.4 since µj ∈ Akj ,1/kj and
kj ↑ ∞ imply µj → µK,v weak-*. This proves the claim.
We observe that since Nk =
(
n+k
k
)
(1− 1/k
2δ
v
(K)
)2kNk → 0 as k →∞.
Using (4.15) and Corollary 3.2,
1
Zk
∫
G˜Nk
|V DMvk (z1, ..., zNk)|2 · dν(z1) · · ·dν(zNk)
≥ 1
Zk
∫
Ak,1/k
|V DMvk (z1, ..., zNk)|2 · dν(z1) · · ·dν(zNk)
≥ 1− (1− 1/k
2δ
v
(K)
)2kNk → 1 as k →∞.
Since ν satisfies a strong Bernstein-Markov property and v ∈ C(K),
using Proposition 3.1 we conclude that
lim inf
k→∞
1
2kNk
log
∫
G˜Nk
|V DMvk (z1, ..., zNk)|2dν(z1) · · ·dν(zNk)
≥ log δv(K).
Taking the infimum over all neighborhoods G of µK,v we obtain
log Jv(µK,v) ≥ log δv(K).
Thus we have the version of (4.7) with J
v
and Jv:
(4.16) log Jv(µK,v) = log J
v
(µK,v) = log δ
v
(K).
Using (2) with µ = µK,v we obtain (4.14).

Remark 4.7. From now on, we simply use the notation J, JQ,W,WQ
without the overline or underline.
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5. Large deviation.
In this section we take K ⊂ Cn a nonpluripolar compact set and a
measure ν satisfying a strong Bernstein-Markov property. Fix Q ∈
C(K). For x1, ..., xNk ∈ K, we get a discrete probability measure
κk(x) :=
1
Nk
∑Nk
j=1 δxj . Define jk : K
Nk →M(K) via
jk(x1, ..., xNk) = κk(x) :=
1
Nk
Nk∑
j=1
δxj .
From (3.3), σk := (jk)∗(Probk) is a probability measure on M(K): for
a Borel set B ⊂M(K),
(5.1) σk(B) =
1
Zk
∫
B˜Nk
|V DMQk (x1, ..., xNk)|2dν(x1) · · · dν(xNk)
(recall (3.3) and (4.2); here, Zk := Zk(K,Q, ν)). In addition, suppose
we have a function F : R→ R and a function v ∈ C(K). We write, for
µ ∈M(K),
< v, µ >:=
∫
K
vdµ
and then
(5.2)
∫
M(K)
F (< v, µ >)dσk(µ) :=
1
Zk
∫
K
· · ·
∫
K
|V DMQk (x1, ..., xNk)|2F
( 1
Nk
Nk∑
j=1
v(xj)
)
dν(x1) · · · dν(xNk).
Theorem 5.1. The sequence {σk = (jk)∗(Probk)} of probability mea-
sures onM(K) satisfies a large deviation principle with speed 2kNk
and good rate function I := IK,Q where, for µ ∈M(K),
(5.3) I(µ) := log JQ(µK,Q)− log JQ(µ) = logWQ(µK,Q)− logWQ(µ).
This means that I :M(K)→ [0,∞] is a lowersemicontinuous map-
ping such that the sublevel sets {µ ∈ M(K) : I(µ) ≤ α} are compact
in the weak-* topology onM(K) for all α ≥ 0 (I is “good”) satisfying
(5.4) and (5.5):
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Definition 5.2. The sequence {µk} of probability measures onM(K)
satisfies a large deviation principle (LDP) with good rate function
I and speed 2kNk if for all measurable sets Γ ⊂M(K),
(5.4) − inf
µ∈Γ0
I(µ) ≤ lim inf
k→∞
1
2kNk
logµk(Γ) and
(5.5) lim sup
k→∞
1
2kNk
log µk(Γ) ≤ − inf
µ∈Γ
I(µ).
In the setting of M(K), to prove a LDP it suffices to work with a
base for the weak-* topology. The following is a special case of a basic
general existence result for a LDP given in Theorem 4.1.11 in [14].
Proposition 5.3. Let {σǫ} be a family of probability measures on
M(K). Let B be a base for the topology of M(K). For µ ∈M(K) let
I(µ) := − inf
{G∈B:µ∈G}
(
lim inf
ǫ→0
ǫ log σǫ(G)
)
.
Suppose for all µ ∈M(K),
I(µ) := − inf
{G∈B:µ∈G}
(
lim sup
ǫ→0
ǫ log σǫ(G)
)
.
Then {σǫ} satisfies a LDP with rate function I(µ) and speed 1/ǫ.
We give our first proof of Theorem 5.1 using Theorem 4.6.
Proof. As a base B for the topology of M(K), we can take the sets
from (4.1) or simply all open sets. For {σǫ}, we take the sequence of
probability measures {σk} onM(K) and we take ǫ = 12kNk . For G ∈ B,
1
2kNk
log σk(G) = log J
Q
k (G)−
1
2kNk
logZk
using (4.3) and (5.1). From Proposition 3.1, and (4.16) with v = Q,
lim
k→∞
1
2kNk
logZk = log δ
Q
(K) = log JQ(µK,Q);
and by Theorem 4.6, if infv[log δ
v
(K) +
∫
K
vdµ] > −∞,
inf
G∋µ
lim sup
k→∞
log JQk (G) = inf
G∋µ
lim inf
k→∞
log JQk (G) = log J
Q(µ).
If, on the other hand, infv[log δ
v
(K) +
∫
K
vdµ] = −∞, then
lim
k→∞
log JQk (G) = −∞.
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Thus by Proposition 5.3 and Theorem 4.6, {σk} satisfies an LDP with
rate function
I(µ) := log JQ(µK,Q)− log JQ(µ) = logWQ(µK,Q)− logWQ(µ)
and speed 2kNk. This rate function is good sinceM(K) is compact. 
Proposition 4.3 shows that µK,Q maximizes the functional
(5.6) µ→ logWQ(µ)
over all µ ∈M(K). Thus
(5.7) IK,Q(µ) ≥ 0 with IK,Q(µ) = 0 ⇐⇒ µ = µK,Q.
To summarize, IK,Q is a good rate function with unique minimizer µK,Q.
There is a converse to Proposition 5.3, Theorem 4.1.18 in [14]. For
M(K), it reads as follows:
Proposition 5.4. Let {σǫ} be a family of probability measures on
M(K). Suppose that {σǫ} satisfies a LDP with rate function I(µ)
and speed 1/ǫ. Then for any base B for the topology of M(K) and any
µ ∈M(K)
I(µ) := − inf
{G∈B:µ∈G}
(
lim inf
ǫ→0
ǫ log σǫ(G)
)
= − inf
{G∈B:µ∈G}
(
lim sup
ǫ→0
ǫ log σǫ(G)
)
.
Remark 5.5. This shows that, starting with a strong Bernstein-Markov
measure ν and the corresponding sequence of probability measures {σk}
onM(K) in (5.1), the existence of an LDP with rate function I(µ) and
speed 2kNk implies that necessarily
(5.8) I(µ) = log JQ(µK,Q)− log JQ(µ).
We mention that uniqueness of the rate function is basic (cf., Lemma
4.1.4 of [14]). The main ingredient utilized here is Theorem 2.4 on
the distribution of asymptotic weighted Fekete points. This in turn
hinges on the differentiability result Theorem 2.1. On the other hand,
in potential-theoretic situations where the analogue of Theorem 2.4 is
easily obtained, this approach to a LDP is fairly straightforward. We
illustrate this in the univariate case in Section 6.
We turn to the second proof of Theorem 5.1. This follows from
Corollary 4.6.14 in [14], which is a general version of the Ga¨rtner-Ellis
theorem. This approach was brought to our attention by S. Boucksom.
Again, we state the version of the [14] result for M(K).
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Proposition 5.6. Let {σǫ} be a family of Borel probability measures on
C(K)∗ equipped with the weak-* topology. Suppose for each λ ∈ C(K),
the limit
Λ(λ) := lim
ǫ→0
ǫ log
∫
C(K)∗
eλ(x)/ǫdσǫ(x)
exists as a finite real number and assume Λ is Gateaux differentiable;
i.e., for each λ, θ ∈ C(K), the function f(t) := Λ(λ+tθ) is differentiable
at t = 0. Then {σǫ} satisfies an LDP in C(K)∗ with the convex, good
rate function Λ∗.
Here
Λ∗(x) := sup
λ∈C(K)
(
< λ, x > −Λ(λ)),
is the Legendre transform of Λ. The upper bound (5.5) in the LDP
holds with rate function Λ∗ under the assumption that the limit Λ(λ)
exists and is finite; the Gateaux differentiability of Λ is needed for the
lower bound (5.4). We proceed with the second proof of Theorem 5.1.
Proof. We show that for each v ∈ C(K),
lim
k→∞
1
2kNk
log
∫
C(K)∗
e2kNk<v,µ>dσk(µ)
exists as a finite real number. First, since σk is in M(K), the integral
can be taken over M(K). Consider
1
2kNk
log
∫
M(K)
e2kNk<v,µ>dσk(µ).
By (5.2), this is equal to
1
2kNk
log
1
Zk
·
∫
KNk
|V DMQ−vk (x1, ..., xNk)|2dν(x1) · · ·dν(xNk).
Recall that
Zk =
∫
KNk
|V DMQk (x1, ..., xNk))|2dν(x1) · · ·dν(xNk).
Define
Z˜k :=
∫
KNk
|V DMQ−vk (x1, ..., xNk)|2dν(x1) · · · dν(xNk).
Then we have
lim
k→∞
Z˜
1
2kNk
k = δ
Q−v
(K) and lim
k→∞
Z
1
2kNk
k = δ
Q
(K)
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from (3.2) in Proposition 3.1 and the assumption that (K, ν, Q˜) satisfies
the weighted Bernstein-Markov property for all Q˜ ∈ C(K). Thus
(5.9) Λ(v) = lim
k→∞
1
2kNk
log
Z˜k
Zk
= log
δ
Q−v
(K)
δ
Q
(K)
.
Define now, for v, v′ ∈ C(K),
f(t) := E(VK,Q−(v+tv′)).
Theorem 2.1 and (2.6) give that Λ is Gateaux differentiable and Propo-
sition 5.6 gives that Λ∗ is a rate function on C(K)∗.
Since each σk has support inM(K), it follows from (5.4) and (5.5) in
Definition 5.2 of an LDP with Γ ⊂ C(K)∗ that for µ ∈ C(K)∗ \M(K),
Λ∗(µ) = +∞. By Lemma 4.1.5 (b) of [14], the restriction of Λ∗ to
M(K) is a rate function. Since M(K) is compact, it is a good rate
function. Being a Legendre transform, Λ∗ is convex.
To compute Λ∗ and demonstrate (5.3), we have, using (5.9) and (2.6),
Λ∗(µ) = sup
v∈C(K)
(∫
K
vdµ−E(VK,Q) + E(VK,Q−v)
)
.
Thus
Λ∗(µ) + E(VK,Q) = sup
v∈C(K)
(∫
K
vdµ+ E(VK,Q−v)
)
= sup
u∈C(K)
(
E(VK,Q+u)−
∫
K
udµ
)
(taking u = −v).
Rearranging and replacing u in the supremum by v = u+Q,
Λ∗(µ) = sup
u∈C(K)
(
E(VK,Q+u)−
∫
K
udµ
)− E(VK,Q)
(5.10) = sup
v∈C(K)
(
E(VK,v)−
∫
K
vdµ
)−[E(VK,Q)−
∫
K
Qdµ
]
.
Using (2.6) and Theorem 4.6, we obtain (5.3).

Remark 5.7. From the definition of E∗ in Definition 2.2, equation
(5.10) gives, after some manipulation,
(5.11) Λ∗(µ) = E∗(µ) +
∫
K
(Q− u0)dµ− E(VK,Q).
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Recall from (2.8) that µK,Q minimizes the functional
µ→ E∗(µ) +
∫
K
(Q− u0)dµ
and the minimal value is E(VK,Q). Thus Λ
∗(µ) ≥ 0 and Λ∗(µ) = 0
precisely for µ = µK,Q. In this way one obtains the LDP with rate
function arising from the functional E∗ in a very natural manner as this
functional is itself a Legendre-type transform (see [3]). An advantage of
using Proposition 5.6 is that one automatically gets convexity of the rate
functional. Here, the asymptotic weighted Fekete result Theorem 2.4
is not needed, but one clearly uses the differentiability result Theorem
2.1. Finally, to deduce the equalities
− log J(µ) = − log J(µ) = E∗(µ)−
∫
K
u0dµ−E(VT )
and
− log JQ(µ) = − log JQ(µ) = E∗(µ) +
∫
K
(Q− u0)dµ− E(VT ),
one can appeal to the Rumely-type formula (2.6). Alternately, start-
ing with a strong Bernstein-Markov measure ν and the corresponding
sequence of probability measures {σk} onM(K) in (5.1), the Ga¨rtner-
Ellis approach gives the LDP with rate function Λ∗ in (5.11) using
Proposition 3.1 and the differentiability result Theorem 2.1. Then the
uniqueness of the rate function gives, as mentioned in Remark 5.5, that
this rate function Λ∗ is given by I in (5.8). Thus one obtains the
equalities above relating E∗, J and JQ.
The differentiability result Theorem 2.1 is crucial in either proof of
the LDP. In the Angelesco ensemble case studied in [8] as well as more
general univariate vector energy settings, a natural formulation of an
analogue of this result is unclear. However, in these settings, the ana-
logue of the asymptotic weighted Fekete result Theorem 2.4 is straight-
forward. We illustrate the ease in obtaining an LDP in the next section
in the classical weighted potential-theoretic setting in one variable.
6. The univariate situation.
Let K ⊂ C be compact and non-polar. For µ ∈M(K), we write
pµ(z) :=
∫
K
log
1
|z − ζ |dµ(ζ),
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the logarithmic potential function of µ;
I(µ) :=
∫
K
∫
K
log
1
|z − ζ |dµ(ζ)dµ(z),
the logarithmic energy of µ; and, if Q ∈ A(K),
IQ(µ) := I(µ) + 2
∫
K
Qdµ
is the weighted logarithmic energy of µ with respect to the weight Q.
The measure µK,Q = dd
cV ∗K,Q satisfies infν∈M(K) I
Q(ν) = IQ(µK,Q). For
compact sets and admissible weights in C, (2.5) and Theorem 2.4 are
standard facts, requiring no more effort than the classical unweighted
case (cf., [20]). The version of Corollary 3.2 proved in [12] follows
immediately from the univariate version of Proposition 3.1. Theorem
2.4 immediately yields Proposition 4.3 in this setting. In addition, the
version of the domination principle used in the proof of Theorem 4.4 in
the univariate situation is Theorem 3.2 in Chapter II of [20].
Thus, a priori, the only nonstandard ingredient required to prove
Theorems 4.4, 4.6 and 5.1 in C is (4.9). We show this result also
follows from standard potential-theoretic arguments. We begin with
µ ∈ M(K) having I(µ) < +∞ and we let u(z) := −pµ(z). As in
the proof of Theorem 4.4, the problem is that u is only usc and thus
µ is not necessarily of the form µK,Q for Q ∈ A(K). Proceeding as
in Theorem 4.4, we take a sequence of continuous admissible weights
{Qj} with Qj ↓ u on K. By the domination principle, we get
(6.1) uj := V
∗
K,Qj
↓ u = −pµ on C.
We have µj := µK,Qj → µ weak-*. Note that ddcuj = −ddcpµj = µj
implies
(6.2) pµj + uj = Fj on C
for some constant Fj. Finally, for z 6∈ K, the function ζ → log |z − ζ |
is continuous on K and thus µj → µ weak-* implies that
(6.3) lim
j→∞
pµj (z) = pµ(z) for z ∈ C \K.
Proposition 6.1. With the preceding notation,
lim
j→∞
Fj = 0; lim
j→∞
I(µj) = I(µ); and lim
j→∞
∫
K
ujdµj =
∫
K
udµ.
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Proof. That limj→∞ Fj = 0 follows immediately from (6.1), (6.2) and
(6.3). Noting that I(µj) =
∫
K
pµjdµj, this fact and (6.2) imply that the
conditions
lim
j→∞
I(µj) = I(µ) and lim
j→∞
∫
K
ujdµj =
∫
K
udµ
are equivalent.
Since uj+1 ≤ uj, for all ν ∈M(K)
I(ν) + 2
∫
K
uj+1dν ≤ I(ν) + 2
∫
K
ujdν; thus I
Qj+1(µj+1) ≤ IQj(µj)
and limj→∞ I
Qj(µj) = limj→∞[I(µj) + 2
∫
K
ujdµj] exists.
We claim that for all ν ∈M(K)
(6.4) I(ν) + 2
∫
K
udν ≥ I(µ) + 2
∫
K
udµ.
Clearly we need only show this for ν with I(ν) < +∞. Since I(µ) <
+∞, and µ − ν is a signed measure of total mass 0 and of compact
support, I(µ− ν) ≥ 0 (cf., Lemma I.1.8 in [20]). Using
−
∫
K
udν =
∫
K
pµdν =
∫
K
pνdµ and I(µ) =
∫
K
pµdµ = −
∫
K
udµ
we have
0 ≤ I(µ− ν) = I(µ) + I(ν)− 2
∫
K
pµdν = I(µ) + I(ν) + 2
∫
K
udν
so that
I(ν) + 2
∫
K
udν ≥ −I(µ) = I(µ) + 2
∫
K
udµ
as desired.
Since uj ≥ u,
(6.5) I(µj) + 2
∫
K
ujdµj ≥ I(µj) + 2
∫
K
udµj ≥ I(µ) + 2
∫
K
udµ
where the last inequality comes from taking ν = µj in (6.4).
We have IQj(µj) ≤ IQj(µ) (since µj minimizes this weighted energy);
by monotone convergence using (6.1),
I(µ) + 2
∫
K
udµ = lim
j→∞
[I(µ) + 2
∫
K
ujdµ] ≥ lim
j→∞
[I(µj) + 2
∫
K
ujdµj].
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Combining this with (6.5), we have
(6.6)
I(µ) + 2
∫
K
udµ = lim
j→∞
[I(µ) + 2
∫
K
ujdµ] = lim
j→∞
[I(µj) + 2
∫
K
ujdµj].
We already know that
(6.7) lim
j→∞
Fj = lim
j→∞
[I(µj) +
∫
K
ujdµj] = 0;
subtracting (6.7) from (6.6) gives the result:
lim
j→∞
∫
K
ujdµj = I(µ) + 2
∫
K
udµ =
∫
K
udµ.

As in [10], our functionals J(µ),W (µ) are related to I(µ).
Proposition 6.2. Let µ ∈M(K). Then
(6.8) − logW (µ) = − log J(µ) = 1
2
I(µ).
Proof. Observe that if I(µ) < +∞, the logarithmic potential function
pµ satisfies u := −pµ ∈ L(C) with ddcu = µ and
∫
K
udµ > −∞. In
particular, if µ = µK,Q for Q ∈ C(K), (4.7) and Theorem III.1.3 of [20]
show that
− logW (µK,Q) = 1
2
I(µK,Q) < +∞.
For µ ∈M(K) with I(µ) < +∞, as in the proof of Theorem 4.4, there
exists a sequence of continuous admissible weights {Qj} with Qj ↓ −pµ
on K, µK,Qj → µ weak-* and
lim
j→∞
W (µK,Qj) =W (µ)
Proposition 6.1 gives (6.8) in this case. It remains to show that
(6.9) I(µ) = +∞ implies W (µ) = 0.
The proof of Theorem 4.1 (a) of [10] that logW (µ) ≤ −1
2
I(µ) follows
directly from the definition of these functionals and usc of (ζ, z) →
log |z − ζ |. Thus (6.9) holds.

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Corollary 6.3. Let Q ∈ C(K). For µ ∈M(K)
(6.10) − logWQ(µ) = − log JQ(µ) = 1
2
I(µ) +
∫
K
Qdµ =
1
2
IQ(µ).
Note that the rate function is
IK,Q(µ) = 1
2
[log IQ(µ)− log IQ(µK,Q)]
and the speed is 2k2.
Remark 6.4. The GUE has joint probability distribution Probk on
Rk+1 given by
Probk(A) :=
1
Zk
·
∫
A
|V DMQk (x1, ..., xk+1)|2 · dx1 · · · dxk+1
for a Borel set A ⊂ Rk+1 where Q(x) = x2 and
Zk =
∫
Rk+1
|V DMQk (x1, ..., xk+1)|2 · dx1 · · · dxk+1.
Here, µR,Q =
1
π
√
2− x2dx on the interval −√2 ≤ x ≤ √2.
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