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 In the recent years, increased energy demand and severe global warming 
are two major but contradictory challenges. Fossil fuels (coal, oil, and gas) are 
supplying nearly 85% of total energy demand and their combustion releases 
approximately 30 gigatons per year of CO2 into the atmosphere. In this 
perspective, there has been considerable interest in search of environmentally 
benign energy sources and capturing CO2 to reduce global warming. As the 
most abundant, biodegradable, natural material on the earth, cellulose is 
considered to be a viable energy source to produce biofuels (a class of 
renewable fuels). However, cellulose is not readily dissolve/regenerate in 
common solvents due to the highly ordered structure and complex hydrogen-
bonding network. In this context, ionic liquids (ILs) as a unique class of green 
solvents have been considered promising solvents for both cellulose 
processing (energy surrogate) and CO2 capture (counter global warming).  
Though a number of experimental and simulation studies have been 
reported, fundamental understandings of cellulose processing and CO2 capture 
in ILs are elusive and act as a practical bottleneck toward the pathway from 
laboratory synthesis and testing to industrial utilization. With rapid growth in 
computer power, molecular computation has emerged as a robust tool for 
materials characterization, screening and design. Starting from a molecular 
level, it can provides microscopic insight that otherwise is experimentally 
inaccessible.  
The objectives of this thesis are to quantitatively understand, from 
computational approach, the underlying physics of cellulose processing 
(dissolution/regeneration) and CO2 capture in ILs. The whole thesis consists of 
three parts. Firstly, the mechanisms of cellulose dissolution/regeneration in 
ILs are unraveled. Towards this end, three solvents including [BMIM][PF6], 
[BMIM][Ac] and water are examined. Upon contact with solvents, the number 
of inter-chain H-bonds at the cellulose surface are found to decrease, 
particularly in [BMIM][Ac]. Furthermore, cellulose regeneration is 
investigated from cellulose/[BMIM][Ac] mixture using water as anti-solvent. 





decreases, while the number of cellulose-cellulose H-bonds increases  
resulting cellulose regeneration. Cellulose regeneration is found to be 
prompted at a higher temperature. Thereafter, the role of different anti-
solvents (water, ethanol, and acetone) is examined for cellulose regeneration. 
Insightful structural and dynamic properties at a microscopic level reflect that 
water is a better candidate, rather than ethanol and acetone. Overall, the 
computational results reveal that H-bonds are critical to govern cellulose 
dissolution/regeneration.   
Secondly, as a novel class of porous materials, metal-organic frameworks 
(MOFs) are used as solid supports to produce IL membranes for CO2 capture. 
Initially, four ILs ([BMIM][PF6], [BMIM][BF4], [BMIM][Tf2N], and 
[BMIM][SCN]) are supported on IRMOF-1, and CO2/N2 separation is studied. 
In each membrane, the limiting selectivity of CO2/N2 at infinite dilution is 
found to enhance with increasing the weight ratio of IL to IRMOF-1. Among 
examined membranes, [BMIM][SCN]/IRMOF-1 is identified as the best 
candidate. Furthermore, CO2/N2 separation has been simulated in 
[BMIM][SCN] membranes supported on two different MOFs (hydrophobic 
ZIF-71 and hydrophilic Na-rho-ZMOF). The results reveal that the 
hydrophilic support (Na-rho-ZMOF) outperforms the hydrophobic counterpart 
(ZIF-71) in separation performance.  
Finally, aiming to provide microscopic insight into effect of nitrile (-CN) 
groups for CO2 sorption and diffusion, four ILs namely, [BMIM][SCN], 
[BMIM][N(CN)2], [BMIM][C(CN)3], and [BMIM][B(CN)4] are considered. 
Both solubility and diffusivity of CO2 increase with increasing number of –CN 
groups. Thus, [BMIM][B(CN)4] appears to be the best among the four ILs for 
CO2 capture.  
Overall, this thesis aims to provide microscopic insights into cellulose 
dissolution/regeneration and CO2 capture in ILs. It is revealed that H-bonding 
is crucial to govern both cellulose dissolution and regeneration, and would 
facilitate the development of new ILs for cellulose processing. Additionally, 
CO2 separation from flue gas in MOF-supported IL membranes surpassed the 
Robeson’s upper bound. Therefore, MOF-supported IL membranes are 
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Chapter 1. Introduction 
1.1 Development of Ionic Liquids 
Environmental benign materials/solvents are of scientific and 
technological interest globally due to ecological protection and sustainability 
development. In this perspective, ionic liquids (ILs) have emerged as a unique 
class of materials with melting temperatures lower than 100 °C or 
substantially lower than normal salts (e.g. NaCl). Particularly, if the melting 
temperatures are below room temperature, they are coined as room 
temperature ionic liquids (RTILs). In the middle of 19
th
 century, a liquid phase 
called as “red oil” in Friedel-Craft reactions was observed, which indeed was 
an IL. In the early of 20
th
 century, Walden predicted that some alkyl 
ammonium salts could exist in liquid state.
1
 Thereafter, the U.S. Air Force 
Academy (AFA) started to develop ILs to replace LiCl-KCl molten 
electrolytes in thermal batteries. After several attempts, AFA identified 1-
butyl pyridinium chloride-AlCl3 as a suitable substitute for electrolytes.
2
 This 
initiated the modern era for ILs as a new type of solvents. In 1986, Boon et al. 
found some ILs could act as both solvents and catalysts in organic reactions 
like Friedal-Crafts chemistry.
3
 These ILs were initially derived for battery 
electrolytes. With continuous effort by researchers in both academia and 
industry worldwide, however, they have gained increasing attention in other 
applications as well.  
With the promising chemical and physical properties such as low vapor 
pressure, conventional non-flammability, low melting point, high thermal 
stability, and exceptional solvation potential, ILs are good substitute for 
traditional volatile solvents and hence classified as “green” solvents.4-6 Their 
potential is further explored by several industries, namely, BASF (BASIL, 
aluminium plating, cellulose dissolution), Degussa (paint additives), Linde 
(hydraulic ionic liquid compressor), Pionics (batteries), and G24i (solar cells), 
etc. There have been significant studies for ILs in both industries and 
academics, as reflect in the continuously increasing number of publications 
and patents (publications > 10000 and patents > 2000) till early 2012.
7
 Figure 
1.1 illustrates the increasing number of publications (journal articles and 
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books) with term “ILs” from 2001 to 2012.8 Due to the exponential growth in 
their demand and widespread applications, ILs are commercially supplied by 
several companies (e.g., Io-Li-Tec, Merck chemicals, Sigma-Aldrich, 
SACHEM, Kanto Chemical Co., Solchemar, DuPont, BASF, etc.). Very 
recently, Zhaofu Fei and Paul J. Dyson have given name of ILs as iLiquids as 
the chemist’s equivalent of the iPhone.9 In addition, the term “diversity” has 
been allotted to ILs in considering various aspects, e.g., cation-anion 
combinations, ways of preparation, properties, uses, and applications. These 
diversities play a key role to draw attention of researchers in this field.  
 
Figure 1.1. Number of publications with term “ILs”. 
                    (From Chemical Communications, 2013, 49, 6011). 
 
1.2 Structures of Ionic Liquids 
As the name suggests, ILs are solely composed of ions (cations and 
anions). The most common cations are bulky and asymmetric (organic) in 
nature, such as imidazolium, pyridinium, pyrrolidinium, ammonium, 
phosphonium, piperidinium, pyrazolium, thiazolium, and sulfonium. Figure 
1.2 depicts the chemical structures of typical cations.
5
 Anions may range from 
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Figure 1.2. Typical cations of ILs. 
 
Various types of ILs are suggested corresponding to their features, e.g., 
acidic/basic, protic/aprotic, chiral, multi-functional (task-specific). On the 
basis of acidity or basicity, ILs are classified as acidic, basic or neutral:
10
  
 Acidic: protic cations (e.g. ammonium, pyrrolidinum, and 









 are also identified as amphoteric.  














toluenesulfonate, tetraalkyl-ammonium, and tetraalkyl-phosphonium.  
Generally, two types of interactions, namely Coulombic and dispersive 
(hydrogen-bonding, - stacking, and van der Waals) are present in ILs, 
particularly the former interaction dominates. It was found that the hydrogen-
bonding (H-bonding) strength of [BMIM]
+
 with [Cl]ˉ is higher than 
phosphonium cation.
11
 Bini et al. investigated cation-anion interaction strength 









 anions are closely 
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R1,2,3,4 = CH3(CH2)n  (n=1,3,5,7,9), aryl, etc. 
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 anions weakly interact with cations.
12
  
Starting from the discovery of ethylammonium nitrate [EtNH3][NO3] salt 
as a novel IL with melting point of 12 °C by Walden, there exist enormous 
number (10
18
) of plausible ILs by tuning cations and anions.
13
 Several hundred 
of these ILs are indeed commercial available.
14, 15
 In other words, they are 
recognized as “designer solvents”. With nearly infinite candidates, it is 
possible to tailor ILs for specific purpose. For example, bulky and 
unsymmetrical ions with delocalized charges should be considered for low 
melting temperature ILs. The length and nature of substituted groups also 
affect melting point, thermal stability, and glass transition temperature.
16,17
 
However, a higher charge delocalization improves ion transport properties.
18
 
These guidelines can be used to screen and design task-specific ILs.
19
 
1.3 Physical and Chemical Properties of Ionic Liquids 
The unique characteristics distinguishing ILs from conventional solvents 
are wide range of melting temperature (40 to 400 °C), high thermal stability 
(up to 400 °C), low vapor pressure, weakly coordinating properties, low 
flammability, high conductivity (both ionic and thermal), and broad 
electrochemical potential window (4 to 4V). Their physical and chemical 
properties can be tuned by permutation of cations and anions, which is barely 
possible in conventional solvents.
20
 In addition, ILs provide a platform on 
which properties of both cation and anion can be modified independently, 
whereby resulting new types of materials. Nevertheless, the applications of ILs 
in various fields require knowledge of thermo-physical/chemical properties. 
Several review articles have summarized important physico–chemical 
properties of ILs as outlined below.
19,21
  
Density: The density of ILs is generally higher than organic solvents or water 
and typically varies between 1-1.6 g/cm
3
. As reported by Chiappe et al, the 
molar mass of anions has a greater impact than that of cations on density.
22
 
For example, the density of bis(methanesulfonyl)amide [Ms2N]

-based ILs is 
higher than [Tf2N]

-based counterparts, despite comparable molar volume of 
both anions.  
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Melting Point: The typical melting point Tm of an IL is lower than 100 °C. 
Anions play a significant role in determining Tm, whereas cations have a weak 
effect.
23
 Tm also depends on the acidic/basic nature of ions. Neutral anions 
exhibit lower Tm than acidic and basic ions. The presence/absence of H-bonds 
also affects Tm. Compared to tetrafluorborate or hexafluorophosphate, halide 
salts tend to have higher Tm.  
Volatility: Initially, ILs (with quaternized nitrogen cations) were considered 
to be non-volatile. This unique property enhances the recyclability of ILs and 
attributes to the character of green solvents. However, Earle et al. found later 
that ILs can evaporate under significantly reduced pressure and high 




Viscosity: Viscosity plays a crucial role in the practical applications of ILs. 
Generally, the viscosity of ILs is higher than water and comparable to oils. 
Contamination or impurities have a large effect on viscosity. For example, the 
viscosity decreases in the presence of water, but increases with chloride 
contaminant.
25,26
 Experimentally, the viscosity was found to decrease with co-
solvents.
27
 It was also observed that viscosity decreases with branching of 




Thermal and Chemical Stability: The thermal stability of ILs is defined in 
terms of decomposition temperature, generally in the range of 300400 °C. 
The decomposition temperature is found to be largely independent of cations, 
but decreases with increasing hydrophilicity of anions.
28
 From a molecular 
aspect, van der Waals and electrostatic forces are responsible for the thermal 
strength of ILs, and are mainly governed by size, symmetry, H-bonding, and 
charge delocalization of ions.
29
 Literature suggests that imidazolium ILs are 
more stable than tetra-alkyl ammonium ILs.
30





 anions decompose entirely to volatile products, whereas 
ILs with N-containing cations results in char residues.
31
 It was also observed 




-based ILs leads 
to instability due to the production of HF.
32
 Recently, Stevens and coworkers 
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Conductivity: Conductivity of ILs ranges from 0.1 mS cm
-1
 to 20 mS cm
-1
. 
Compared to ammonium-based ILs, imidazolium-based have higher 
conductivity. Viscosity, density, ion size, anionic charge delocalization and 
aggregation have direct or indirect effect on conductivity.
34
 
Miscibility with Water: The miscibility of ILs with water is critical to the 
regeneration of ILs. The basic criteria are the hydrophilicity of anions and 









 are completely miscible with water, while [PF6]

 and other 
perfluorinated anions show very low miscibility. The hydrophobic nature of 
cations is mainly determined by the length of alkyl chains.
28
 For imadazolium-
based ILs, water molecules prefer to interact with H1, H2, and H3 protons as 
shown in Figure 1.3, resulting in a 3D weak network.
35
 In addition, it was 
found that the miscibility of ILs in water decreases with temperature. 











Figure 1.3. Atomic types in imidazoliun cation. 
 
Polarity: The polarity of ILs cannot be precisely quantified because it 
depends on various factors, e.g., dispersion, H-bonding, electronic 
donor/acceptor, Coulombic interactions, etc.
28
 Generally, it has been found 
that ILs are identified as polar solvents and have similar nature to medium-
chain alcohols.
38
 Impurity like water has a small effect on polarity. 
Toxicity: Although ILs are regarded as new type of solvents within green 
chemistry community. Some studies have explored the cytoplasmic toxicity of 
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increases with increasing length of alkyl chain of cations.
39
 Recently, Petkovic 
et al. have studied environmental acceptability of ILs considering their 
toxicities.
7
   
Because of approximately 10
18
 cation-anion combinations, it is impossible 
to experimentally investigate the properties of all possible ILs. To overcome 
this problem, computational methods have become a principal tool in the 









 and ionic conductivity
42
 of 
several ILs have been predicted by computation. Recently, Oliveia and 
coworkers reviewed  various predictive methods to estimate the thermo-
physical properties of ILs.
43
  
1.4 Applications of Ionic Liquids 
Even though 600 conventional solvents are being extensively used 
worldwide, ILs open a broad spectrum of applications in both industry and 
academia.  
1.4.1 Industrial-Scale Applications 
 Several ILs are being used in chemical industries across the world for 
various processes. Seddon and coworker published an extensive review article 
to describe the applications of ILs in chemical industry, and a few of them are 
briefly summarized here.
5
 In 2002, BASF first publically announced an IL 
technology in BASIL (Biphasic Acid Scavenging utilizing Ionic Liquids) 
process, and now BASF is using ILs for different applications, such as 
breaking azeotropes (water-ethanol and water-tetrahydofuran), cellulose 
dissolution, and aluminium plating. Thereafter, Eastman Chemical Company 
used ILs for isomerization of 3,4-epoxybut-1-ene to 2,5-dihydrofuran. 
Degussa explored further applications of ILs such as hydrosilylation process, 
paint additives, and Lithium-ion batteries. Central Glass Co. used IL 
technology to produce pharmaceutical intermediates. IoLiTec marketed ILs, 
and also developed their uses for medicine, food, analytics, sensors and heat 
pumps. In addition, several industries such as SASOL, BP, ExxonMobil, 
Chevron and Chevron Philips, PetroChina, Linde, Scionix, and Eli Lilly are 
also using ILs for various processes. 
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1.4.2 Laboratory or Pilot-Scale Applications  
Along with industrial applications, ILs have been explored in laboratory or 




Figure 1.4. Potential application of ILs. 
 
1.4.2.1 Solvents 
ILs are widely used as solvents in different reactions, e.g., biomass 
conversion, dimerization and oligomerisation of olefins, Friedal-Craft 
alkylation and acylation of aromatic hydrocarbons, chlorination and 
fluorination reactions, ether cleavage, acid scavenging, hydrosilylation, 
isomerisation, etc.
21,44,45
 Biomass conversion using ILs is carried out by 
processing of ligno-cellulosic and cellulosic materials and then dissolution of 
ligno-cellulosic materials.
21
 As a representative of biomass, cellulose is the 
most abundant, biodegradable, natural material on the earth surface. In 
addition, cellulose has been suggested as a feasible energy source considering 
the depletion of fossil fuels.
46
 Therefore, the utilization of cellulose to produce 
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1.4.2.2 Separation  







 and liquid and solid phase 
microextraction.
55,56
 The solubility capacity, viscosity, and thermal stability of 
ILs play dominant role in gas separation.
57
 The solubility in ILs is affected by 
several factors. Carvalho et al. emphasized entropic effects on gas solubility in 
ILs.
58
 Brennecke and co-workers demonstrated that the fluorination of cations 
and anions enhances gas solubility.
59
 Noble and co-workers examined the 
effects of IL structure and temperature on gas (mainly CO2) solubility.
60
 Since 
ILs are expensive and highly viscous, researchers have come up with a new 
strategy named supported IL membranes (SILMs) to avoid these drawbacks. 
Furthermore, SILMs found not to be only addressing these drawbacks, but 
also enhance the separation efficiency. In this perspective, several reviews 
have been reported for gas separation using SILMs.
54,60-63
  
1.4.2.3 Other Applications  
In the prospect of energy application, ILs are frequently used in batteries, 
fuel cells, super capacitors, and electrochemical synthesis.
64
  Zheng et al. 
suggested a new class of dicationic ILs with bridging moiety meeting the 
criteria of high-temperature lubricants.
65
 Roger and coworkers determined the 
specific heat of five ILs at 100 °C and compared with common organic 
thermal fluids. They demonstrated that these ILs could be promising candidate 
as thermal fluids for heat transfer applications.
66
 Considering as liquid crystal 
in display application, 1-alkyl-3-methylimidazolium tetrafluoroborate with 
longer alkyl chain was found to behave like low melting mesomorphic 
crystalline solid.
67
 Lu et al. found that ILs could be used as electroelastic 
materials for actuators and artiﬁcial muscles.68 In the context of analytic 
application, several ILs were synthesized and tested using peptides, proteins, 
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1.5 Cellulose Dissolution/Regeneration 
Ever increasing demand for energy and severe global warming are two 
major but contradictory challenges. The growth in energy demand is attributed 
to population explosion and economic development. International Energy 
Outlook predicted that global energy demand would rise by 45% from 2010 to 
2035.
70
 Currently, fossil fuels (coal, oil, and gas) are supplying nearly 85% of 
total world energy demand.
71
 However, fossil fuels are continuously 
diminishing and the life times of coal, oil, and gas are expected to be 
approximately 107, 35, and 37 years, respectively.
72
 Concerning the depletion 
of fossil fuels and environmental pollution, there is a critical need to develop 
green surrogate for energy production. In this context, conversion of biomass 
to biofuels and biobased chemicals is of central importance, which will reduce 
the dependence on fossil fuels as well as reduce environmental pollution.
73
 As 
a major component of biomass, cellulose is the most abundant, naturally 
occurring, renewable and biodegradable carbon source on the earth.
74,75
 The 
global quantity of cellulose is 700,000 billion tons, whereas only 0.1 billion 
tons is currently used as feedstock in industrial applications such as the 
production of paper, textiles, pharmaceutical compounds, etc.
21
 However, this 
large natural source is still untapped and requires significant attention for its 
extraction, purification, and subsequent processing. 
To convert cellulose to biofuels, the prime step is the depolymerization of 
cellulose to simple sugars or partial depolymerization to dimmers, trimers and 
other oligomers. Cellulose is a polysaccharide composed of linear chains from 
several hundred to over ten thousand linked with β (1→4) D-glucose units (i.e. 
glucosidic linkage). These chains are H-bonded via –OH groups in both 
parallel and anti-parallel fashion leading to the structural strength of cellulose. 
This strength restricts cellulose dissolution in various organic/inorganic 
solvents. Figure 1.5 represent the cellulose network in plant biomass.
76
  
Without a suitable solvent, the full potential of cellulosic biomass is yet to 
be exploited. While some solvents such as N,N-dimethylacetamide/lithium 
chloride, N,N-dimethylformamide/nitrogen tetroxide, N-methylmorpholine-N-
oxide, dimethylsulfoxide/tetrabutylammonium fluride trihydrate could be used 
for cellulose dissolution, they are not environmentally benign.
77,78
 Therefore, it 
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is crucial to develop alternative solvents to process (dissolve/regenerate) 
cellulose for its widespread utilization.  
 
Figure 1.5. Cellulose network in plant biomass. 
 
To reduce energy dependency on fossil fuels, it is desirable to have green 
surrogate materials for cellulose processing. In this regard, ILs have been 
identified as promising solvents for cellulose dissolution/regeneration. A large 
number of experimental and simulation studies have been conducted (see 
detailed review in Section 2.1). Nevertheless, most of the studies have found 
cellulose solubility in ILs is in the range of 10% to 20%. To further enhance 
the solubility and to design new ILs for high-performance cellulose 
processing, molecular insights/mechanisms of cellulose 
dissolution/regeneration in ILs are essential, which will be explored in this 
thesis. 
1.6 CO2 Capture 
As mentioned above, combustion of fossil fuels (currently the main source 
of energy) releases approximately 30 gigatons per year of CO2 into the 
atmosphere. Since the industrial revolution, CO2 concentration in the 
atmosphere has increased from 280 to 385 ppm.
79
 It was estimated that the 
atmospheric CO2 concentration would increase up to 570 ppm by 2100, which 
could lead to the global temperature increase by 1.9 ºC and the sea level 
increase by 38 cm.
80






Cellulose micro fibrils 
 
 Chapter 1. Introduction 
12 
 
issue for environmental protection and sustainable development. As a key step 
toward that end, CO2 is required to be captured from CO2 emissions. To 
capture CO2, several techniques such as amine scrubbing, cryogenic 
distillation, sorbent adsorption, and membrane separation have been proposed. 
Among these, amine-based CO2 capture technologies are suggested as an 
industry benchmark.
81
 Due to the drawbacks of amines (degradation, corrosion 
and requirement of high thermal energy for regeneration), however, both 
academia and industry are still searching for new surrogates.
82-84
  
To encounter environmental pollution, it is necessary to have green 
surrogate materials for CO2 capture. In this perspective, ILs have also been 
recognized as promising solvents for CO2 capture. Though a large number of 
experimental and simulation studies have been performed in pure as well as 
supported ILs (see detailed review in Section 2.2), the separation performance 
(selectivity vs. permeability) has not been achieved to the level (Robeson’s 
upper bound) required for practical industrial applications. To enhance the 
performance, microscopic insights of the process as well as suitable materials 
to support ILs are desired.  
1.7 Objectives and Outline of the Thesis 
 The objectives are to provide atomic-level understanding by 
computational methods for cellulose processing and CO2 capture in ILs. 
Nowadays, computational approach has become a robust tool in chemical 
science and engineering. The outline of the thesis is as follows: 
(a) Cellulose Processing 
 To reveal the mechanism of cellulose dissolution in ILs. 
 To provide molecular insight into cellulose regeneration from 
cellulose/IL mixture by adding water as anti-solvent. 
 To examine the role of anti-solvents in cellulose regeneration. 
(b) CO2 Capture 
 To investigate MOF-supported IL membranes for CO2/N2 separation. 
 To analyze the effect of different supports (hydrophilic/hydrophobic 
MOFs). 
 To explore nitrile-based ILs in CO2 separation efficiency. 
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The entire thesis is organized into ten chapters. Chapter 1 introduces the 
development, structures, physio-chemical properties, industrial and pilot/lab-
scale applications of ILs, and the scope of the thesis. A comprehensive 
literature review of experimental and simulation studies for cellulose 
processing and CO2 capture in ILs are presented in Chapter 2. In Chapter 3, 
simulation methodology used in this thesis is briefly discussed. Chapters 4-6 
address the molecular understanding for cellulose processing in ILs. Chapters 
7-9 examine CO2 separation in MOF-supported IL membranes and nitrile-
based ILs. Finally, the concluding remarks and future recommendations are 

























Chapter 2. Literature Review  
Experimental and theoretical studies have been conducted on cellulose 
processing and CO2 capture in ILs. In this section, extensive literature reviews 
on these topics are presented. 
2.1 Cellulose Dissolution/Regeneration  
Cellulose dissolution/regeneration is a preliminary step in the production 
of biofuels. It has been shown in literature that ILs are promising solvents for 
cellulose dissolution, and thereafter cellulose could be easily regenerated from 
cellulose/IL solution. This finding has encouraged researchers to harness the 
full potential of ILs for cellulose processing.  
2.1.1 Cellulose Dissolution 
2.1.1.1 Experimental Studies 
Common solvents including water cannot dissolve cellulose due to the 
strong H-bonding network within cellulose. The first attempt of IL for 
cellulose dissolution was dated back to 1934 by Graenacher, who used N-
ethylpyridinium chloride in the presence of nitrogen-containing bases. 
However, at that time the practical importance of ILs was not realized.
85
 Only 











) and found that [BMIM][Cl] has a 
high solubility capability for cellulose (up to 25 wt% by microwave heating).
86
 
It was speculated that the basicity and H-bonds accepting capacity of anions 
are two important factors to govern cellulose dissolution. The authors also 
reported that microwave heating is more efficient than conventional heating 
for cellulose dissolution, and even 0.01 wt% of water could reduce the 
solubility. This initiated the modern era for cellulose dissolution, and 
extensive studies have been subsequently performed as summarized in Table 
1. Cellulose solubility is affected by a number of factors, such as the 
interaction strength with cation/anion, the source and degree of polymerization 








Table 2.1. Cellulose dissolution in ILs. 
ILs 
Solubility 
(wt%) T (°C) DP Source 
[EMIM][Cl] 10 100 - Erdmenger et al.
88
 
[ProMIM][Cl] 0.5 100 - Erdmenger et al.
88
 

















[PMIM][Cl] 1.5 100 - Erdmenger et al.
88
 
[HMIM][Cl] 6.5 100 - Erdmenger et al.
88
 
[HeMIM][Cl] 5 100 - Erdmenger et al.
88
 
[OMIM][Cl] 4 100 - Erdmenger et al.
88
 
[BMpy][Cl] 39 95 286 Heinze et al.
89
 
[BMpy][Cl] 37 95 593 Heinze et al.
89
 
[BMpy][Cl] 12 95 1198 Heinze et al.
89
 
[AMIM][Cl] 14.5 80 220,650 Zhang et al.
90
 
[BDMIM][Cl] 9 80 286 Barthel et al.
91
 
[BDMIM][Cl] 6 80 593 Barthel et al.
91
 
[BDMIM][Cl] 4 80 1198 Barthel et al.
91
 
[ADMIM][Br] 12 80 286 Barthel et al.
91
 
[ADMIM][Br] 4 80 593 Barthel et al.
91
 
[ADMIM][Br] 4 80 1198 Barthel et al.
91
 
[EMIM][Ac] 20 80 795 Hermanutz et al.
92
  
[EMIM][Ac] 13.5 80 569 Kosan et al.
93
   
[EMIM][Ac] 16 100 α-cellulose Zhao et al.94 
[DMIM][Ac] 11 100 α-cellulose Zhao et al.94 
[EMIM][Ac] 13.5 80 α-cellulose Zhao et al.94 
[BMIM][Ac] 13.2 - 569 Kosan et al.
93
  




n = 2,3,4 




n = 2,3 
10 110 225 Zhao et al.
96
 
[H(OEt)2-Me-Im][Ac] 5 110 225 Zhao et al.
96
 
[Me(OEt)7-Me-Im][Ac] 3 110 225 Zhao et al.
96
 
[H(OEt)3-Me-Im][Ac] 2 110 225 Zhao et al.
96
 
[PEG400-(Et3N)2][Ac]2 9 110 - Tang et al.
97
 




[Me(OEt)3-Et3N][Ac] 12 110  Tang et al.
97
 
[Me(OEt)2-Et-Pip][Ac] 8 110  Tang et al.
97
 
[OMIM][Ac] <1 110 225 Zhao et al.
96
 
[BMIM][HCOO] < 20 85 250 Fukaya et al.
98
 
[BMIM][HCOO] 12.5 70 - Xu et al. 
95
 
[BMIM][H2NCH2COO] 12 70 - Xu et al. 
95
 
[BMIM][HOCH2COO] 10.5 70 - Xu et al. 
95
 
[BMIM][CH3CHOHCOO] 9.5 70 - Xu et al. 
95
 
[BMIM][(C6H5)COO] 12 70 - Xu et al. 
95
 
[Bu4P][HCOO] 6 110 225 Zhao et al.
96
 
[Bu4N][HCOO] 1.5 110 225 Zhao et al.
96
 
[AMIM][HCOO] 22 80 250 Fukaya et al.
98
 
[AMIM][HCOO] 10 60 250 Fukaya et al.
98
 
[EMIM][(MeO)MePO2] 10 55 250 Fukaya et al.
99
 
[EMIM][(MeO)HPO2] 10 45 250 Fukaya et al.
99
 
[EMIM][(MeO)2PO2] 10 65 250 Fukaya et al.
99
 
[MMIM][(MeO)2PO4] 10 100 - Vitz et al.
100
 
[EMIM][Et2PO4] 12-14 100 - Vitz et al.
100
 
[BMIM][SCN] 5-7 MW 1000 Swatloski et al.
86
 
[BMIM][BF4] insoluble MW 1000 Swatloski et al.
86
 
[BMIM][PF6] insoluble MW 1000 Swatloski et al.
86
 
[BMIM][Tf2N] < 0.5 110 225 Zhao et al.
96
 
[BMIM][N(CN)2] 1 110 225 Zhao et al.
96
 
[P66614][N(CN)2] < 0.5 110 225 Zhao et al.
96
 
[AMM110][N(CN)2] < 0.5 110 225 Zhao et al.
96
 
[OMIM][N(CN)2] < 1 110 225 Zhao et al.
96
 
[BMIM][CF3SO3] > 50 90 - Lee et al.
101
 
[MMIM][MeSO4] > 50 90 - Lee et al.
101
 
MW: microwave heating,   DP: degree of polymerization 
 
Swatloski et al. first suggested that [BMIM][Cl] has a high solubility 
capability for cellulose.
86
 However, the high viscosity (11000 MPas at 30 °C) 
and melting point (65 °C) of [BMIM][Cl] impedes its practical bottlenecks. 
With reduced viscosity (685 MPas at 30 °C) and melting point (17 °C) , 
[AMIM][Cl] was found to outperform [BMIM][Cl].
90
 It appears that an IL 
with a lower viscosity usually exhibits a higher solubility due to the higher 




mobility of ions. Considering the viscosity and melting point, ILs with 
stronger basicity anions such as formate, acetate, or phosphate were suggested 
as possible surrogate to dissolve cellulose under mild condition.
102
 For 
example, the basicity of formate is stronger than chloride, thus 
[AMIM][HCOO] has a higher cellulose solubility (22 wt%) than [AMIM][Cl] 
(14.5 wt%) and [BMIM][Cl] (18 wt%).
90,98,89
 Additionally, acetate-based ILs 
are better candidate than formate-based counterparts for cellulose dissolution 
due to higher thermal stability. Kosan et al. also observed that [Ac]

-




 With higher thermal stability and 
lower viscosity, however, phosphate-based ILs possess lower extent of 
dissolution compared to acetate-based ILs.
92,99





are not recommended for 
cellulose dissolution.
86,96
 Wang and coworkers reported that H-bond ability of 










Recently, Seddon and coworkers performed in situ viscosity measurement to 
determine relative rate of cellulose dissolution in ILs. For seven ILs with 
common cation ([BMIM]
+
) and three different types of anions (chloride, 
acetate, and dimethylphosphate), they demonstrated that [Ac]

-based ILs 
dissolve cellulose faster than chloride and dimethylphosphate counterparts. 
Particularly, [BMIM][Ac] is the best candidate.
103
 
On the other hand, the effect of cation on cellulose dissolution was also 
examined. Zhao et al. proposed alkyloxyalkyl cations to improve the 
interaction with cellulose as well as lowering the melting point and viscosity 
of ILs, and 1-ethyl-3-(2-(2-methoxyethoxy)ethoxy)ethyl)imidazolium acetate 
[Me(OEt)3-Et-Im][Ac] was suggested to be the optimal candidate.
96
  Liebert 
observed that ILs based on imidazolium, pyridinium, and ammonium cations 
have potential to dissolve cellulose; however, phosphonium and sulfonium-
based are not suitable.
104
 Zhao et al. carried out experiments for cellulose 
dissolution in carboxylate-based anion with three types of cation [EMIM], 
[DMIM] and [DEDMIN], and demonstrated that imidazolium-ILs exhibit 
higher solubility than quaternary ammonium.
94
 Erdmenger et al. found that 




alkyl side chain of imidazolium cation also plays an important role in cellulose 
dissolution, and reported that 1-alkyl-3-methylimidazolium ILs with even 
number of C atoms in alkyl chain have higher dissolution capability than odd 
number.
88
 In their extended study, [EMIM][Et2PO4] was revealed to be better 
for cellulose dissolution compared to examined ILs.
100
 Zhang et al. found that 
H atom in the C1 position of imidazolum ring (see Figure 1.3) prefers to form 
H-bonds with the O atom inOH groups of cellulose.105 Using neutron 
diffraction experiment and simulation, however, Youngs et al. reported that 
there is no direct interaction between sugar hydroxyl groups and the acidic 
hydrogen of imidazolium cation.
106
  
To avoid high viscosity of ILs and high dissolution temperature, a new 
strategy by adding cosolvent has been recommended. In this context, aprotic 
solvents (DMSO, DMF, and DMA) were added by Xu et al. into [BMIM][Ac] 
for cellulose dissolution. Upon addition, cellulose solubility was enhanced 
preferentially due to the solvation of cations. Out of examined cosolvents, 
DMSO was found to be most effective.
107
 Xu et al. also suggested that protic 
solvents (water and methanol) would hinder cellulose dissolution due to the 
solvation of anions. Wang and coworkers demonstrated that the addition of 
lithium salts to [BMIM]
+
-based ILs, specially [BMIM][Ac], can improve 
cellulose solubility because of the interactions between Li
+




The potential of new types of ILs for cellulose dissolution has been 
recently explored. For example, PEG-functionalized ILs, with lower viscosity 
compared to common ILs, were tested and found to be able to dissolve 8-12 
wt% cellulose.
97
 Furthermore, a novel type of magnetic IL, [CMMIM][FeCl4], 
was suggested to dissolve crystalline cellulose, and the authors showed that 
cationic moiety may also play a key role in cellulose dissolution.
108
  
Along with cellulose dissolution, there has been considerable interest in 
biomass dissolution in ILs. Shill et al. demonstrated the potential of 
[BMIM][Ac] or [EMIM][Ac] for biomass pretreatment.
109
 An experimental 
study was performed by Argyropoulos and coworkers to evaluate the 
responsible factor for wood dissolution/regeneration in ILs.
21
 Furthermore, 
they investigated the effects of mechanical treatment and particle size on the 




fractionation of lignocellulosic materials in ILs.
110,111
 Miyafuji et al. reported 
the reaction behavior of wood in [BMIM][Cl].
112
 Separation of wood biomass 
into cellulose, hemicellulose, and lignin was investigated by Hamada et al., 
who found that an amino acid-based IL namely N-methyl-N-(2-
methoxyethyl)-pyrolidin-1-ium 2,6-diaminohexanoate is able to efficiently 
dissolve lignin and cellulose.
113
 In a mixture of [EMIM][Ac] and cosolvents 
(water, ethanol and acetone), hemicellulose and cellulose were separated from 
wood pulp.
114
 The effect of organic solvents (DMA and ethanolamine) on 
biomass treatment in [EMIM][Ac] and [BMIM][Cl] was also investigated.
115
  
In brief, cellulose solubility in ILs depends upon several factors such as 
melting point, viscosity, H-bond ability, basicity, thermal stability, operating 
condition and source of cellulose. There could be over 10
18
 ILs, thus it is  
impossible to explore all the possible cations-anions for cellulose dissolution 
via experiments. Alternatively, researchers have ventured into theoretical 
studies that can provide microscopic guidelines for cellulose dissolution and 
also very efficient for the screening and design of suitable ILs. 
2.1.1.2 Theoretical Studies 
In the 1960’s, molecular simulation was employed to study molten salts 
such as alkali halides.
116
 The first simulation study for ILs was reported only 
in 2001 by Hanke et al,
117









 as anions, as well as liquid state ILs 
were simulated. Later, they further simulated the behavior of water, methanol, 
dimethyl ether, and propane in [BMIM][Cl].
118
 In 2002, Maginn et al. used 
simulation to calculate the physical and chemical properties of [BMIM][PF6], 
and the obtained properties showed 3~5% deviations from experimental 
data.
119
 To improve, they mimicked the same IL with fully atomistic model.
120
 
Since then, numerous simulation studies have been reported for a wide range 
of ILs.  
For cellulose dissolution in ILs, Derecskei and Derecskei-Kovacs in 2006 
calculated the solubility parameters of cellulose and its derivatives in 




. They described that cellulose 
dissolution in ILs cannot be explained simply by traditional solubility 
parameter approach.
121
 In the same year, Youngs et al. carried out simulation 




to analyze glucose solvation in 1,3-dimethylimidazolium chloride and 
demonstrated that [Cl]

 forms H-bonds with glucose.
122
 Furthermore, they 
examined cellulose solvation in 1,3-dimethylimidazolium chloride with 
different concentrations of glucose, and  suggested that weak H-bonding 
between glucose and cation is also present due to acidic hydrogen at the C1 
position of imidazolium ring. In their study, the position of glucose was 
observed to be either above or under imdazolium ring.
123
 Using ab initio 
calculation, Novoselov et al. studied the effect of water on cellulose 
dissolution in [BMIM][Cl] and found the presence of water decreases the 
solvation capability of IL.
124
 Liu et al. preformed simulation for 5 and 10% 
cellulose in [BMIM][Cl] and demonstrated that 1:1 H-bonds were formed 
between OH groups of cellulose and [Cl]ˉ.125 The behavior of cellulose 
(represented by a glucose monomer or a single oligomer) in [EMIM][Ac], 
water, and methanol was simulated by Singh and coworkers, who found that 
[EMIM][Ac] has the strongest interaction with cellulose.
126
 Recently, the same 
group reported that there is a conformational change in methylhydroxyl groups 
of cellulose Iβ by pretreatment with [EMIM][Ac].127 
The thermodynamic aspect of cellulose dissolution in ILs was investigated 
by Chu and coworkers. By considering two extreme states of cellulose: a 
crystalline microfibril and a dissociated state of glucan chain in water and 
[BMIM][Cl], they predicted two important feature of cellulose dissolution: 1) 
perturbation of solvent structures by dissolved glucan chains 2) both cation 
and anion interact with the moieties of glucan residues that form intersheet 
contacts.
128
 By peeling off an 11-residues glucan chain from cellulose 
microfibril in water and [BMIM][Cl], they found that anions interact strongly 
with hydroxyl groups, whereas cations strongly couple to the side chains and 
linker oxygen in peel off state. In contrast, water was found to couple 
hydroxyl and side chain groups of glucose residues more strongly rather than 
sugar rings and linker oxygen. Further, they also predicted that both the 




A number of simulation studies were reported to explore the role of cations 
in cellulose dissolution. For imadazolium-based ILs with varying heterocyclic 




structure and alkyl chain length, Zhang and coworkers found that short alkyl 
chain of cation has a higher solubility than longer one and the inclusion of 
electron-withdrawing groups in alkyl chain enhances cellulose solubility. 
Based on such observation, they suggested some promising groups, such as –
OH, -C≡C-, -C=C- and -R-O-R for cation inclusion.130 From quantum 
chemical (QC) calculation and molecular dynamics (MD) simulation, both 
cation and anion of [BMIM][Cl] were found to interact with cellulose 
oligomer via H-bonds. Nevertheless, the interaction strength and the number 





 Recently, the breakup of small bundles of cellulose 
Iα and Iβ in ILs was simulated. Due to the strong coupling between anion and 
the OH groups of exterior strands of cellulose bundle, negatively charged 
complex was formed, subsequently cations were associated with this complex, 
and initiated the separation of cellulose chains.
132
  
To understand the mechanism of enhanced cellulose solubility by adding 
cosolvents (DMSO, DMF, CH3OH and H2O) in [BMIM][Ac], Zhang and 
coworkers carried out MD simulation and QC calculations. They found 
enhanced cellulose dissolution in IL with aprotic cosolvents (DMSO and 
DMF) is preferentially due to cation solvation; however, cellulose solubility in 
IL with protic cosolvents (water and methanol) is dropped because of anion 
solvation.
133
 Separately, MD simulation was performed by Wang and 
coworkers, who demonstrated that pair energy distribution (PED) between 




Furthermore, thermodynamic modeling studies were also reported to 
examine cellulose dissolution in ILs. Kahlen et al. used COSMO-RS to screen 
more than 2000 ILs and observed that anions rather than cations play a 
dominant role in cellulose dissolution.
135
 Using the excess enthalpy as an 
additional reference property, Casas et al. examined the solubility of both 
cellulose and lignin in ILs and suggested that cellulose is more soluble than 
lignin.
136
 They carried forward their work to predict the solubilities of 
cellulose and lignin in nearly 750 ILs by selecting more appropriate models of 




cellulose and lignin in COSMO-RS calculation, and showed that activity 
coefficient is the most consistent property for predictions.
137
  
2.1.2 Cellulose Regeneration 
Unlike cellulose dissolution, only a few studies on cellulose regeneration 
are available in the literature and are summarized below.  
2.1.2.1 Experimental Studies  
After dissolution in an IL, cellulose is required to be regenerated from 
cellulose/IL mixture. In this context, Swatloski et al. tested the regeneration of 
dissolved cellulose in [BMIM][Cl] and found the dissolved cellulose could be 
readily precipitated by adding anti-solvents such as water, ethanol, and 
acetone.
86
 The prospective of [AMIM][Cl] for cellulose dissolution as well as 
regeneration was explored by Zhang et al.
90





-based ILs and its regeneration using distilled water as anti-solvent 
were investigated, and the regenerated cellulose was found to have 50 to 75% 
lower degree of polymerization than initial.
138
 In addition, it was demonstrated 
that regenerated cellulose is not only amorphous and porous instead of 
crystalline, but also more prone to cellulose saccharification.
21,139
 Hauru et al. 
examined the role of solvent in cellulose regeneration from its solution with 
ILs ([BMIM][Ac], [TMGH][EtCO2] and [TMGH][Ac]) as well as with N-
methylmorpholine N-oxide upon addition of several water contents. They 
characterized cellulose regeneration in terms of Kamlet-Taft (KT) parameter, 
which was found to correlate with precipitated cellulose and decrease almost 
linearly upon addition of water.
140
 
2.1.2.2 Theoretical Studies  
Cellulose dissolution/regeneration behavior in [EMIM][Ac] was 
investigated by Wang and coworkers using density functional theory along 
with experimental measurement. They stated that interaction of [EMIM][Ac] 
with glucose is stronger than that of glucose-glucose, and also reported that 
upon addition of water into [EMIM][Ac] mixture, the H-bonds of 
[EMIM][Ac]-glucose are destroyed and thus resulting in regeneration.
141
 Liu 
et al. carried out MD simulation for binary mixture of [EMIM][Ac]/water and 
ternary mixture of  cellulose/[EMIM][Ac]/water. They  demonstrated that 
upon addition of water into cellulose/[EMIM][Ac], the H-bonds of cellulose-




[EMIM][Ac] diminish, water subsequently diffuses within cellulose surface 
and saturates both hydroxyl groups of cellulose and anion by forming H-
bonds.
142
 Cellulose was represented by glucose chains molecules in Wang and 
coworker’s study, whereas a single cellulose oligomer was adopted by Liu et 
al. To obtain reliable microscopic insight into cellulose regeneration, it is 
important to consider the cellulose content equivalent to experimental 
condition. 
To design new ILs for efficient cellulose dissolution, several factors 
should be taken into account, such as anions with high ability to form H-
bonds, short alky-chains on both cations and anions, non electron-withdrawing 
groups in anions, as well as electron-withdrawing groups in cations. For 
cellulose regeneration, anti-solvents are expected to interact with ILs more 
strongly than with cellulose. Collectively, these studies demonstrate the easy 
recovery of cellulose and have stimulated researchers to explore the full 
potential of ILs for cellulose dissolution/regeneration. However, the 
mechanisms of cellulose dissolution/regeneration in ILs still remain elusive, 
which becomes a practical bottleneck in the design of new ILs for high-
performance cellulose processing.  
2.2 CO2 Capture  
There has been considerable interest to use ILs for CO2 capture. A brief 
literature review of experimental and theoretical studies is described below.  
2.2.1 Experimental Studies  
IL for CO2 sorption was first endeavored by Brennecke and coworkers in 
1999.
143
 It was reported that 0.6 mol% of CO2 was dissolved at 8MPa in 
[BMIM][PF6]. Compared to IL solubility in CO2 phase, CO2 solubility in IL 
was found to be much higher. With this outcome, ILs have gain significant 
attention for CO2 capture via both physical and chemical absorption. Table 2.2 
lists the extensive literature survey of CO2 sorption in ILs.  
Brennecke’s group examined high-pressure behavior of CO2 in six ILs, 
namely [BMIM][PF6], [OMIM][PF6], [OMIM][BF4], [BMIM][NO3], 
[EMIM][EtSO4], and [N-bupy][BF4], and observed that all of them have high 
solubility capacity for CO2. They also pointed out that CO2 solubility depends 
on the nature of both cations and anions.
144
 In a separate study, they analyzed 




the solubilities of nine different gases in [BMIM][PF6] and demonstrated that 
CO2 has the highest solubility.
145
 The high solubility of CO2 at low and high 
pressures was subsequently verified by other research groups.
146,147
 
Combining experimental and simulation approaches, Maginn’s group found 
that [Tf2N]






-based ILs exhibit similar performance.
148
 Aki et al. measured CO2 
solubility in imidazolium-based ILs with different anions and various alkyl 
chains on cations. They found CO2 solubility is marginally influenced by alkyl 
chain length, but strongly affected by anion. More specifically, CO2 solubility 
in [BMIM]
+

















 Shiflett and Yokozeki measured the 
solubilities and diffusivities of CO2 in [BMIM][PF6] and [BMIM][BF4] up to 
2 MPa and illustrated that the magnitude of diffusion coefficient in ILs is 10-
100 times lower than in organic liquids.
150
 The diffusivities of several gases 
including CO2 were estimated by Ferguson et al. in phosphonium-based ILs at 
near ambient pressure.
151
 Gong et al. measured the solubility and diffusivity of 
CO2 in [BMIM][PF6] and [BMIM][BF4] at elevated pressure (up to 20 MPa). 
The diffusivity varies from 3.55  10-10 to 6.064  10-10 in [BMIM][PF6], from 
7.184  10-10 to 9.880  10-10 in [BMIM][BF4] at 2 to 10 MPa.
152
  





















  1.00 0.018 Shiflett et al.
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[HMIM][PF6] 40 15.5 0.198 Shariati et al.
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[NMIM][PF6] 25 19.2 0.357 Kim et al. 
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[EMIM] ][BF4] 25 5.98 0.077 Kim et al. 
155
 
[BMIM][BF4] 25 1.00 0.019 Shiflett et al.
150
 
  12.09 0.193 Aki et al.
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[EMIM][Tf2N] 25 6.04 0.146 Kim et al. 
155
 
[BMIM][Tf2N] 25 11.65 0.253 Aki et al.
149
 
  20.00 0.450 Lee et al.
156
 
 40 1.00 0.024 Carlisle et al.
157
 
[HMIM][Tf2N] 25 2.5 0.0743 Muldoon et al.
158
 
  13.15 0.271 Aki et al.
149
 
  6.09 0.187 Kim et al. 
155
 
[OMIM][Tf2N] 25 13.26 0.303 Aki et al.
149
 
[HMMIM][Tf2N] 25 14.97 0.302 Aki et al.
149
 
[NC-C3MIM][Tf2N] 40 1.00 0.021 Carlisle et al.
157
 
[B(C3HF6)IM][Tf2N] 25 20         0.400 Lee et al.
156
 
[BMIM][SCN] 40 16 0.126 Revelli et al.
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[BMIM][TfO] 25 11.95 0.2471 Aki et al.
149
 
[BMIM][methide] 25 12.58 0.3672 Aki et al.
149
 
[BMIM][N(CN)2] 25 12.71 0.1598 Aki et al.
149
 
[HMIM][eFAP] 25 2.5 0.0943 Muldoon et al.
158
 
[HMIM][pFAP] 25 2.5 0.1110 Muldoon et al.
158
 





















[DMIM][MeSO3] 35 50 0.16 Jung et al.
160
 
[EMIM][MeSO3] 35 50 0.22 Jung et al.
160
 
[BMIM][MeSO3] 35 50 0.25 Jung et al.
160
 




To improve CO2 solubility in ILs, CO2-philic groups have been added on 
cation and/or anion by fluorination, carbonylation or sulfonation. For example, 
a remarkable increase in CO2 solubility was observed by fluorination of 
cation, which is more efficient than sulfate or ether group.
156,161
 Muldoon et al. 
conducted experiment to measure CO2 solubility in a range of ILs and found 
that ILs containing more fluoroalkyl chains on anion improve CO2 solubility. 
They also reported that [bFAP]






 In imidazolium-based ILs with 
methanesulfonate anion, Kim and coworkers observed that CO2 solubility 
increases with increasing alkyl chain length of cation particularly at high 
pressures, but the solubility is lower compared to fluoroalkyl group on 
anion.
160
 Yunus el al. also found that CO2 solubility in pyridinium-based ILs 
increases with increasing alkyl chain length of cation. Additionally, 
[BMIM][Tf2N] and [C4Py][Tf2N] have approximately similar solubility. 
Considering all aspects such as regeneration, recyclability, physical and 
thermal stability, and cost, [C4Py][Tf2N] was recommended as an effective 
candidate for CO2 sorption.
162
 In addition, nitrile groups were also proposed to 
incorporate on anion. It was demonstrated that [HMIM][B(CN)4] possesses 
high CO2 solubility, which is comparable to highly fluorinated ILs, and fast 
mass transfer due to low viscosity.
163
  
Alternatively, task-specific ILs were synthesized by functionalizing or 
tuning the basicity of ILs.
164,165,166
 Sharma et al. examined CO2 solubility in 
amine functionalized cation at 30 and 50 °C and at pressure up to 1.6 bar. 
They found that sorption capacity reaches 0.45 mol of CO2 per mol of IL, 
which was much higher than physical sorption; furthermore, CO2 solubility 





terms of pKa, Ren et al. quantify chemical sorption of CO2 and SO2 in 
functionality of ILs. If the pKa of an organic acid forming anion is larger than 




that of carbonic or sulfurous acid, the ILs are coined as functionalized ILs for 
CO2 and SO2, respectively.
168
  
For CO2-containing mixtures, the separation performance of ILs was 
reported. Nobel and coworkers measured CO2 solubility and CO2/N2 and 
CO2/CH4 selectivities in nitrile-functionalized ILs. The inclusion of nitrile 
groups in cation was found to exhibit lower solubility of CO2, N2 and CH4; 
however, the solubility selectivities for CO2/N2 and CO2/CH4 mixtures 
enhance.
157
 Furthermore, they synthesized imidazolium-based ILs with one, 
two, or three oligo(ethylene glycol) substituents and determined the 
solubilities of CO2, N2, and CH4. Compared to corresponding alkyl analogues, 
these ILs have 30–75% higher ideal solubility selectivities for CO2/N2 and 
CO2/CH4 mixtures.
169
 Similarly, Dai and coworkers observed that CO2 




Two major issues exist in the use of pure ILs for CO2, namely high cost 
and viscosity. To address these, Scovazzo et al. first proposed 
polyethersulfone supported non-hexafluorophosphate ILs for gas separation 
and observed that the ideal-selectivity versus permeability ratios in these 
SILMs were above the Robeson upper-bound.
171
 They further examined the 
separation performance of dry and mixed CO2/CH4 and CO2/N2 in five SILMs, 
and found (i) good mixed gas separation at CO2 partial pressure up to 2 bar 
and (ii) long-term stability without performance degradation.
172
 In an amine-
functionalized IL encapsulated on a cross-linked Nylon support, Brennecke 
and coworkers tested high-temperature separation of CO2/H2 mixture.
173
 
Jindaratsammee et al. studied the effect of temperature and anion on CO2 
permeability in polyvinylidene fluoride (PVDF) supported ILs, which 
exhibited higher CO2 permeability than in [BMIM][Tf2N]. With increasing 
temperature, CO2 permeability increases, whereas CO2/N2 selectivity shows an 
opposite trend.
174
 For high volume fraction of CO2 (0.30.5) in feed stream, 
they analyzed the effects of pressure difference, flow rate at feed side and CO2 
concentration. At a constant pressure difference and flow rate, the selectivity 
at 0.3 volume fraction was found to be the highest.
175
 Since liquid loss is one 
of the genuine problem to use SILMs, Zhao et al. investigated the mechanism 




of liquid loss in SILMs for gas separation under high cross-membrane 
pressure difference. It was revealed that liquid loss is closely related to the 
support-liquid interaction, the pore size and structure of support. They also 
demonstrated that the liquid loss of SILMs could be attributed to membrane 
compression and large pore.
176
  
Dai’s group examined the separation of CO2/N2 on nitrile-containing ILs, 
which exhibited higher CO2 permeance and CO2/N2 selectivity compared to 
[EMIM][Tf2N].
170
 By adding benzyl group into cations such as imidazolium, 
pyridinium, and pyrrolidinium, they demonstrated that gas permeability 
decreases, but CO2/N2 permselectivity significantly enhances.
177
 They further 
used [B(CN)4]

-based ILs (with imidazolium,  pyrrolidinium and piperinium 
cations) for CO2/N2 separation, and found that CO2 permeability versus 
selectivity exceeds the Robeson’s upper bound.178  
For separation in SILMs, several factors such as the loading of IL, the 
type, structure and pore size of support have been examined. Suen and 
coworker tested different loadings of [HMIM][Tf2N] and [EMIM][Tf2N] for 
CO2/CH4 separation. At a low wt%, [HMIM][Tf2N]-based membrane 
performs better. At a high wt%, however, [EMIM][Tf2N]-based membrane is 
more effective.
63
 Using PVDF as a support for [EMIM][Tf2N], Kim and 
coworkers observed a high CO2 permeability (2600 barrers), and the 
membrane stability was affected by support structure.
179
 Neves et al. measured 
gas permeation in 1-n-alkyl-3-methylimidazolium supported by hydrophilic 
and hydrophobic PVDF. The hydrophobic PVDF-IL was found to be more 
stable and possess a higher affinity for CO2. With moisture present in feed, 
CO2/N2 and CO2/CH4 selectivities decrease significantly, whereas 
permeability increases.
180
 Close et al. investigated CO2/N2 separation in seven 
different ILs supported on alumina with various pore sizes, and illustrated that 
with increasing pore size from 20 to 100 nm, CO2 permeance increases by 
one-fold.
181
 For CO2/N2 separation at elevated temperature and pressure, 
[BMIM][C(CN)3] and [EMIM][C(CN)3] supported on ceramics were 
examined by Labropoulos et al. and found to exhibit high CO2 permeability 
and CO2/N2 selectivity.
182
   




Apart from above discussed studies, a few techniques have been adopted 
to enhance CO2 separation performance in SILMs. For example, SILMs 
incorporating amino acid ILs
183
 as well as magnetic ILs
184,185
 were used to 
facilitate CO2 separation. To enhance the separation of CO2/SO2, a 
biocompatible, nontoxic compound named α-D-glucose pentaacetate (GPA) 
was impregnated in SILMs by Zhang and coworker.
186
 In their study, the 
support was hydrophilic polyethersulfone and ILs were [BMIM][BF4] and 
[EMIM][CF3SO3]. Their results demonstrated that the addition of GPA 
increases CO2 permeability and simultaneously reduces N2 permeability; 
thereby improving CO2/N2 and SO2/N2 selectivities. Specifically, CO2 
permeability in [BMIM][BF4]-based membrane with GPA is almost double 
than the case without GPA. The highest CO2/N2 selectivities for humid and 
dry gas are 86 and 79, respectively.
186
 Marrucho and coworker conducted 
CO2/CH4 and CO2/N2 separation in SILMs by inserting pure as well as 
mixture of IL in porous materials.
187
 The results dictate that nitrile-based ILs 
in pure as well as mixture outperforms in CO2/N2 separation over other 
examined ILs. As a new type of support material, zeolite imidazolate 
frameworks (ZIFs) were used to fabricate a hybrid membrane for CO2 
separation. ZIF-69 crystals were grown on porous α-alumina surface by 
Tzialla et al., thereafter IL was used to fill the gap between ZIF-69 crystals. A 
higher selectivity was observed, with CO2 permeate 20 times higher than N2 
and 65 times faster than in bulk IL.
188
 
2.2.2 Theoretical Studies 
As mentioned in previous section, simulation was combined with 
experiment by Maginn group to examine the effect of anions for CO2 
capture.
148
 Thereafter, they calculated the sorption of CO2 and water mixture 
in [HMIM][Tf2N]. At a higher CO2 concentration in IL, the distance between 
cation and anion was observed to increase by about 1 Å due to stretching of 
alkyl chain of cation. The solubilities of pure gases and gaseous mixture 
(CO2/O2, SO2/N2, and CO2/SO2) were also estimated in [HMIM][Tf2N].
189
 To 
obtain insight into CO2 interaction with [BMIM][PF6], Bhargava et al. carried 
out simulation and found that anion plays an important role in CO2 
solubility.
190
 By experimental technique along with simulation, Gomes group 




reported that CO2 can be dissolved near both charged domain and fluorinated 
carbons in a fluorinated IL, but only near charged domain in a non-fluorinated 
IL. Thus, CO2 solubility is higher in the former.
191
 Ghobadi and coworkers 
simulated the solubilities of SO2 and CO2 in imdazolium-based ILs. Therein, a 
new index number namely the ratio of the solute-IL interaction over the 
cation-anion interaction energy density, was introduced to dictate gas 
solubility.
192
 From the microscopic behavior of CO2 in guanidinum-based ILs, 
Zhang et al. inferred that CO2 molecules are primarily distributed around 
anions. With increasing CO2 concentration, the interactions of cation-anion 
and anion-anion decrease, and the diffusion coefficients of ions increase.
193
 
Gurkant et al. performed calculation to design high capacity, low viscosity, 
and chemically tunable ILs for CO2 capture.
194
 Huang at al. investigated the 
structure and dynamics of CO2 in [BMIM][PF6] and reported that there is a 
competition between CO2 and anion on above and below imidazolium ring 
even at a low concentration. At a high concentration, the liquid structure of IL 
is significantly changed to accommodate more CO2.
195
 
Alternatively, Bhargava et al. used quantum chemical calculations to 
estimate the interaction of CO2 with 14 different anions of ILs and 
demonstrate that CO2 solubility increases with decreasing CO2-anion binding 
energy.
196
 This finding is in contrast to in situ-ATR-IR study, which illustrates 
that along with CO2-anion interaction, free volume in ILs  also plays a 
significant role in CO2 dissolution.
197
 From ab-initio calculations, Sudha et al. 
demonstrate that CO2-anion binding energy is inversely proportional to CO2 
solubility in ILs.
198
 Similarly, it was observed that cation-anion interaction 




Along with physical sorption, molecular simulation studies have also been 
reported to investigate chemical sorption in functionalized task specific 
ILs.
200,201
 Chen et al. performed MD simulation and quantum chemical 
calculation to understand CO2 sorption in amino alkyl imidazolium-based IL. 
The chain length of amino alkyl was found to dictate the sorption properties. 
Two cations are involved to seize a CO2 molecule. Specifically, the N of -NH2 
group of the first cation forms a chemical bond with the C of CO2; whereas, 
the H of -NH2 group of another cation form a H-bond with the O of CO2.
202
 




To provide insight into the bulk and interfacial behavior during CO2 
sorption, Blanco et al. simulated vacuum-[BMIM][Tf2N] and CO2-
[BMIM][Tf2N] interfaces. CO2 was found to form a dense layer at the 
interface. In addition, CO2 sorption at interface was rapid, while CO2 diffusion 
into bulk phase was slow.
203
 Dang and coworkers performed simulation to 
examine the interfacial sorption of CO2 and SO2 in [BMIM][BF4]. A layer of 
cation and anion was observed at the interface and the alkyl group of cation 
resided near the interface. Both gases showed a free energy minimum at the 
interface mainly due to the cation. They also predict the mechanism of CO2 
and H2O sorption in [BMIM][Tf2N].
204,205
  
On the other hand, MOF-supported IL adsorbent was proposed by Jiang’s 
group for CO2/N2 separation. Specifically, [BMIM][PF6] was impregnated in 
IRMOF-1 to form a hybrid composite, which shows high sorption 
selectivity.
206
 Later, Calero and coworkers also performed simulation to 
analyze CO2 separation through Cu-BTC supported ILs. They considered 
[EMIM][Tf2N], [EMIM][SCN], [EMIM][NO3], [EMIM][BF4], and 
[EMIM][PF6] and demonstrated that insertion of ILs into Cu-BTC 




In addition to molecular simulation, COSMO-RS method has also been 
implemented to analyze CO2 separation performance in ILs. For example, 
Wang and coworkers predicted the Henry’s constants of CO2 in 408 ILs 
including imidazolium, pyrrolidinium, pyridinium, guanidinium, isouranium, 
and phosphonium. [eFAP]

-based ILs were found to have high CO2 
solubility.
208
 Palomar et al. used COSMO-RS method to examine CO2 
sorption in 170 ILs. Out of three interatomic forces (electrostatic, H-bonds, 
and van der Waals), van der Waals force was revealed to dictate CO2 
solubility.
209
 Temperature-dependent Henry’s constants for CO2 were 
estimated by Sistla and Khanna. The size and shape (entropic effect) of ILs 
play a crucial role, whereas intermolecular interaction (enthalpic effect) has a 
minor but important role.
210
 Similarly, COSMO-RS method was applied by 
Gonzalez-Miquel et al. to predict CO2/N2 selectivity in 224 ILs and they found 
[SCN]

-based ILs can enhance selective separation.
211
 Sumon and Henni 




elucidated the effects of IL structure, property and molecular interaction on 
CO2 solubility and selectivity.
212
 Furthermore, gas solubility and selectivity in 
imidazolium-based ILs were investigated in terms of free volume. The 
volume-normalized solubilities of CH4 and N2 are proportional to free volume, 
whereas CO2 solubility is inversely proportional to the square root of free 
volume. By increasing free volume and minimizing molar volume, ideal 
combination of IL could be obtained for higher solubility and selectivity.
213
  
Though a large number of experimental and simulation studies have been 
reported for CO2 capture in SILMs, the separation performance (selectivity vs. 
permeability) still needs to be improved for their practical industrial 
applications. Additionally, most current SILMs to date use polymer as 
supports, other porous materials such as metal-organic frameworks (MOF) 
could also be employed toward the development of high-performance and 
stable SILMs. Among various types of ILs, nitrile (-CN) based ILs appear to 
be intriguing candidates for CO2 capture. Particularity, [B(CN)4]

-based ILs 
are the most promising. In addition, to address two practical bottlenecks 
namely high cost and viscosity in the use of pure ILs, as well as to enhance the 



























Chapter 3. Computational Methods  
Depending upon the level of description, four categories of computational 
methods are commonly used. They are: 
a. Electronic level methods: represented by electrons and protons 
b. Atomistic level methods: represented by atoms  
c. Meso-scale methods: represented by group of atoms 
d. Continuum-scale methods: treated as continuum 
From a to d, the description becomes less detailed. However, the accessible 
time scale increases.
214
 In this thesis, the electronic and atomistic level 
methods have been used, respectively. 
3.1. Electronic Level Methods  
Based on quantum physics, the electronic level methods attempt to solve 
the Schrödinger equation. Two approaches a) ab initio or first-principles 
calculation regarded as standard approach, and b) density functional theory 
regarded as empirical approach, are applied in this thesis. 
3.1.1 Ab Initio Calculation 
The time-independent form of the Schrödinger equation can be expressed 
as  
        ( ) ( )H E

  r r                                                   (3.1) 










   r                                               (3.2) 
where, H

 is the Hamiltonian operator, first term in H

 describes the kinetic 
energy, ( )V r  is the potential energy,  is the particle wave function, r  is the 
coordinate vector, and h is the Planck’s constant, m mass of the particle. The 
solution of equation 3.1 gives the eigenvector wavefunction  . However, the 
Schrödinger equation cannot be solved without any approximation. In this 
context, the Born-Oppenheimer approximation was introduced by considering 
pseudo separability. Thereafter, the independent partial approximation (IPA) 
was suggested, in which electron-electron repulsion is neglected. In the IPA, 
electrons behave independently, thus each electron interacts with an average 
field from rest of the electrons. This treatment is coined as Hartee-Fock (HF) 




method. The main problem of the HF method is that the effect of electrons of 
opposite spin is not included. To address this issue, the most frequently used 
method is Moller-Plesset (MPn) perturbation theory.
215
 A perturbation is 
employed to Hamiltonian, leading to MP0, MP1, MP2, MP3, etc., depending 
on the order of correction. Among MPn methods, MP2 is probably the most 




3.1.2 Density Functional Theory 
Density function theory (DFT) is a robust and efficient method to solve the 
Schrödinger equation. As proposed by Hohenberg and Kohn,
217
 DFT is based 
on two theorems: a) the ground state energy is functional of electron density b) 
the electron density profile at the ground state is the one that minimizes the 
system energy. They suggested that instead of finding an N-electron 
wavefunction, total electron density could be the principal variable. For a 
system with N electrons, the ground state energy can be expressed as  
                                 [ ] [ ] [ ] [ ]ext eeE K V V                                          (3.3) 
where ρ is the electron density as a function of r, K is the kinetic energy, Vext is 
the energy due to interaction with external potential, and Vee is the electron-
electron interaction energy, […] denotes functional. The Vext is trivial and 
defined as  
                                             [ ] ( )ext extV V d 

  r r                                        (3.4) 
The kinetic and electron-electron interaction energies are unknown. To 
approximate, Kohn and Sham
218
 proposed an approach by introducing a 
fictitious system of N non-interacting electrons. This system is described by a 
single determinant wavefunction in N orbitals i , and the kinetic energy along 
with electron density can be expressed as  
                                          2
1
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Ts is the kinetic energy of non-interacting electrons and i denotes orbital 
number.  





The electron-electron interaction energy can be written as  
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r r                         (3.7)
 
where Exc is the exchange-correlation energy and remains unknown. 
Therefore, it must be approximated. In this prospect, the Local Density 
Approximation (LDA) has proven to be a remarkably productive 
approximation. The LDA is based on exact exchange energy for a 
homogeneous (uniform) electron gas. For many systems, properties such as 
structure, vibrational frequency, elastic moduli and phase stability can be 
consistently described by the LDA. Nevertheless, binding energy is usually 
overestimated by the LDA. As an improvement, the Generalized Gradient 
Approximation (GGA)
219
 is recommended by considering inhomogeneous 
electron gas in a natural molecular system. Most commonly considered GGA 
functional include BP, PW91, BLYP, and PBE. The hybrid functionals (e.g. 
B3LYP) are also frequently used, which combine the gradient-corrected 
functionals with exact HF-type exchange.  
In both ab initio and DFT methods, the numbers and types of atomic 
orbitals used in the expansion of molecular orbitals are mathematically 
regulated by basis set. A variety of basis sets are available ranging from very 
small to large size, e.g., minimal basis set (STO-nG, n = 3, 4, and 6),  split-
valence basis set (3-21G, 6-31G, 6-311++G**, 6-311G), and correlation-
consistent basis set (cc-pVDZ, cc-pVTZ, cc-pVQZ, aug-cc-pVDZ ).  
3.2 Atomic Level Methods 
Atomic-level simulation is based on classical physics and has become a 
robust  tool to explore many issues in science and engineering.
220
 With rapid 
growth in computational power, simulation not only provides the microscopic 
insight but also assists the rational design of new materials. Following the 
fundamental principles in statistical mechanics, simulation mimics the 
physical motion of particles and numerically estimates the properties of 
interest. Two simulation approaches namely Monte Carlo and molecular 
dynamics are commonly used to estimate thermodynamic and transport 
properties.   




3.2.1 Monte Carlo Simulation 
Monte Carlo (MC) simulation is a stochastic method to sample the 
configurations of particles. Generally, MC simulation initiates from an initial 
configuration and then a random trial move is attempted to produce a new 
configuration. Various types of trial moves such as translation, rotation, 
displacement, and regrowth can be attempted to reach equilibrium. To 
maintain thermodynamic equilibrium, the condition of detailed balance is 
necessary. It states that the rate of change from old to new configuration must 
be equal to that from new to old. The move is accepted or rejected depending 
on the acceptance criterion. Metropolis et al.
221
 proposed a simple acceptance 
criterion as  
                  ( ) min(1,exp ( ) ( ) / )acc BP m n u n u m k T                            (3.8)  
where β is the Boltzmann’s constant, u is the potential energy, m and n refer to 
the old and new configurations. A pseudo random number in the range from 0 
to 1 is generated during each trial and the move is accepted if number is less 
than ( )accP m n . Based on the chosen statistical ensemble, several methods 
can be implemented for MC simulation as described below.  
 Canonical ensemble (NVT) – constant number of particles, volume and 
temperature.  
 Micro-canonical ensemble (NVE) – constant number of particles, 
volume, and energy.  
 Isobaric-isothermal ensemble (NPT) – constant number of particles, 
pressure, and temperature.  
 Grand-canonical ensemble (μVT) – constant chemical potential, 
volume and temperature.  
Among these, grand-canonical Monte Carlo (GCMC) is widely used to 
study sorption phenomena, like CO2/N2 sorption in SILMs examined in this 
thesis. 
Grand Canonical Monte Carlo  
In GCMC simulation, chemical potential (μ), volume (V), and temperature 
(T) are fixed, while the phase space is sampled by allowing fluctuation in the 
number of molecules. A new molecule is inserted into the system at a 




randomly selected position and the new configuration is accepted with a 
probability of 
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  (3.9) 
where N is the number of molecules present before the insertion is attempted 
and f  is the fugacity. In the deletion move, a randomly selected molecule is 
deleted with a probability of 
  ( 1) min 1, exp ( 1) ( ) /Bacc B
Nk T
P N N u N u N k T
fV
 
      
 
         (3.10) 
The entire volume of simulation box is used for the insertion attempt in typical 
GCMC simulation. However, a fraction of volume is already occupied by 
existing molecules and inaccessible to the newly inserted molecule. To 
enhance acceptance probability, it is desirable to select an energetically 
favorable region. For such case, the acceptance rule must be reformulated for 
insertion and deletion to ensure microscopic reversibility.  
3.2.2 Molecular Dynamics Simulation 
Since its invention in 1950s, molecular dynamics (MD) simulation now 
encompasses approximately 0.5% of entire science and engineering literature 
and more than 70,000 articles have been published to date.
222
 MD method is a 
deterministic technique that integrates the Newton’s equation of motion, 
allowing the natural pathway of motion. For a system of N particles, the force 
iF  on particle i is expressed in terms of potential energy ui as 







                                              (3.11) 
By the Newton’s second law of motion, the acceleration and velocity can be 
written as 
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v                                                 (3.13) 
where mi, ai, vi, and ri are the mass, acceleration, velocity and position vector 
of the i
th
 particle, respectively. Equations 3.12 and 3.13 are solved numerically 
by taking a small step in time to predict new positions and velocities. At the 




new position, atomic forces are recalculated by equation 3.11, and then next 
time step is updated. Several finite difference schemes have been proposed to 
integrate above equations. Particularly, Verlet algorithm
223
 is the most 
commonly used method considering accuracy, stability, speed, and economy. 
There are three forms of Verlet algorithm, namely basic Verlet algorithm, 
velocity Verlet, and Verlet leap-frog algorithm. For a time interval ∆t, the 
Verlet leap-frog algorithm uses the position at time t and velocity at time 
t∆t/2 to update the new position and velocity. The velocity of the ith particle 
at the midpoint between times t and t+∆t using an approximation for the 
derivative can be defined as  
( ) ( )








v                           (3.14)  
Using equation (3.14), new position of the i
th
 particle can be written as  
( ) ( ) ( / 2)i i it t t t t t   r r v                        (3.15) 
Again, the velocity of the i
th
 particle at the midpoint between times t and t-∆t 
using derivative definition can be defined as  
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v                              (3.16) 
The acceleration of the i
th
 particle at time t can be defined as  
( / 2) ( / 2)
( ) i ii







a                       (3.17) 
The acceleration of the i
th
 particle at time t can also be defined by Newton’s 









a                                                 (3.18) 
Using equation (3.18), equation (3.17) yields 
( )
( / 2) ( / 2) ii i
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t t t t t
m
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F
v v                       (3.19) 
In Verlet leap-frog algorithm, position the particle i is given by equation (3.15) 
and (3.19) and the velocity at time t can be defined simply by average  
 
1
( ) ( / 2) ( / 2)
2
i i it t t t t   v v v                        (3.20)  
 




MD simulation can be conducted in different ensembles such as 
microcanonical (NVE), canonical (NVT) and isobaric-isothermal (NPT). In 
this thesis, MD simulations are employed to estimate both structural properties 
(e.g. density, thermal expansion coefficient, Young’s modulus, radial 
distribution function, H-bond, and torsional angle distribution) and dynamical 
properties (e.g. mean-squared displacement, diffusion coefficient, and survival 
time-correlation function).  
3.2.3 Force Fields  
In molecular simulation, the selection of force field (potential function and 
its parameterization) is one of the prime concerns. A suitable force field is 
crucial to the accuracy and reliability of simulation results. Generally, the 
classical potential function consists of bonded and nonbonded terms   
                                            total bonded nonbondedu u u                                     (3.21)    
The bonded potential includes stretching, bending, and proper and improper 
torsional potentials  
                                       bonded stretching bending proper improperu u u u u            (3.22) 






b ij iju k b b                                     (3.23) 






ijk ijku k                                      (3.24) 








                          (3.25) 





ijkl ijklu k                                    (3.26) 
where bk , k , Cn and k  are the force constants of stretching, bending, and 
proper and improper torsional potentials, respectively; b, θ, n, and ξ denote the 
bond, angle, proper, and improper torsional, respectively; ijb , ijk , ijkl  and 





ijk , and 
0
ijkl  are the equilibrium values. The subscripts of u 
represent the type of potential, whereas, i,j,k, and l represent the atom 
notations. 




The nonbonded potential includes Lennard-Jones (LJ) and Coulombic 
potentials  
                                           nonbonded LJ Coulombicu u u                                     (3.27) 
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                                              (3.29) 
where 
ij  and ij  are collision diameter and well depth, respectively; qi is 








 is vacuum 
permittivity. Depending on the type of force field, the format of equations 3.23 
to 3.29 and the corresponding parameters may change.    
The parameters in a force field are usually derived from experimental data 
or high-level quantum chemical calculations or sometimes by combination of 
both. Various force fields have been proposed in the literature, e.g. UFF 
(Universal Force Field),
224
 CHARMM (Chemistry at HARvard 
Macromolecular Mechanics),
225
 CVFF (Consistent Valence Force Field),
226
 
GROMOS (GROningen MOlecular Simulation),
227
 OPLS (Optimized 
Potentials for Liquids Simulations),
228
 and AMBER (Assisted Model Building 
with Energy Refinement).
229,230
 UFF is a general force field that includes 
parameters for all the elements in the periodic table. CHARMM and CVFF are 
broadly used for both small and macromolecules. GROMOS is specifically 
developed for aqueous solutions of proteins, nucleotides and sugars, whereas 
OPLS is developed for liquid simulation. While broadly used for proteins and 
DNA, AMBER is also being widely used for organics and ILs. With the 
development of these force fields, several commercial and free packages have 
been developed including AMBER, CHARMM, GROMOS, and GROMACS. 
In this thesis, Gromacs simulation package was employed for MD simulations, 
and the force field parameters for ILs were taken from the AMBER force 
field. 
 




Chapter 4. Mechanistic Insights into Cellulose 
Dissolution in Ionic Liquids 
4.1 Introduction 
Cellulose is a viable energy source to produce biofuels. However, the 
complex H-bond network within cellulose is a hurdle for its dissolution and 
subsequent utilization. Since last decade, ILs have been recognized as 
promising solvents for cellulose dissolution (see Section 1.5) and several 
experimental and theoretical studies have been reported (see Section 2.1.1). 
However, the mechanism of cellulose dissolution remains elusive, and 
quantitative understanding at a microscopic level is highly desired.  
In this chapter, MD simulation is carried out to investigate the dissolution 
mechanism of cellulose in ILs. Cellulose has six polymorphs (I, II, IIII, IIIII, 
IVI and IVII) that can convert from one to another. Among these, cellulose I is 
known as the native state with two distinct crystalline phases namely Iα and 
Iβ. While phase Iα exists primarily in bacterial (algal) cell walls, phase Iβ 
dominates in animal or tunicate cells. Nevertheless, Iα is a metastable phase 
and can convert to Iβ phase.231 Therefore, Iβ crystal is considered here. To 
validate the force field used, the crystalline properties, H-bonding and 
mechanical properties of Iβ crystal are calculated and compared with 
experimental data. Two ILs namely [BMIM][PF6] and [BMIM][Ac] are 
examined for their properties in bulk phase and at the surface of cellulose 
crystal. Specifically, the densities of the two ILs in bulk phase are predicted 
and compared against measured values; H-bonds at the surface of cellulose/IL 
systems are evaluated to unravel the interactions between cellulose and ILs. 
For a comparison, cellulose/water system is also simulated.  
Following this introduction, Section 4.2 briefly describes the simulation 
models and methods used in this study. As mentioned above, three different 
types of systems are considered, including cellulose Iβ crystal, [BMIM][PF6] 
and [BMIM][Ac] in bulk phase, and cellulose/solvent systems. The simulation 
results are presented in Section 4.3. Finally, concluding remarks are 
summarized in Section 4.4. 




4.2 Simulation Models and Methods 
4.2.1 Cellulose Crystal 
Figure 4.1 shows a unit cell of cellulose crystal Iβ viewed on three different 
planes. The initial structure of the unit cell was adopted from experimentally 
determined X-ray crystallographic data.
232
 A simulation box with 384 (8 × 8 × 
6) unit cells was constructed, with periodic boundary conditions in all 
directions, to model an infinite cellulose network. The initial dimensions of 
the box were 6.224 × 6.560 × 6.228 nm with α = 90°, β = 90° and γ = 96.55°. 
Both small and larger simulation box sizes were tested. It was found that the 
simulation box has insignificant effect on the properties of interest (< 1%).  
 
Figure 4.1. A unit cell of cellulose crystal viewed on different planes. Color 
code: C, grey; O, red; H, white. 
The oligosaccharide chains in the cellulose crystal extend in the C direction 
(i.e. infinitely long). Meanwhile, the chains interact via H-bonding in the B 
direction and via weak van der Waals force in the A direction. The atomic 
charges of cellulose atoms were calculated from periodic density functional 
theory (DFT) by DMol3 in Materials Studio.
233
 The Becke exchange plus Lee-
Yang-Parr (B3LYP) correlation functional was used in the DFT calculation 
with all-electron core potentials, and the double- numerical polarization 
(DNP) basis set was adopted. The Mulliken population analysis was used to 
estimate the atomic charges.
234
 Figure 4.2 represent the atomic types and 
Table 4.1 lists the atomic charges in a glucose unit. The bonded interactions 
               AB plane                                                   AC plane                                                    BC plane 




(bond stretching, bending and torsion) and nonbonded Lennard-Jones (LJ) 




                                      
 
Figure 4. 2. Atomic types in a glucose unit of cellulose. 
 
 
Table 4.1. Atomic charges in a glucose unit of cellulose 
The model system of cellulose crystal was initially subject to energy 
minimization, then 1 ns NVT MD simulation was conducted, followed by 5 ns 
NPT MD simulation at 300 K and 1 bar, which is sufficient to reach 
equilibrium. The density and lattice constants of the crystal were calculated 
and compared with available experimental data. To estimate the thermal 
expansion coefficients at 300 K, NPT MD simulations were also carried out 
from 280 to 320 K with temperature increment of 10 K. In addition, the 
Young’s modulus along the oligosaccharide chain direction (i.e. the C 
direction) was estimated at 300 K. To do so, the box length in the C direction 
was changed by ± 0.1, ± 0.2, and ± 0.3% from the original value (6.228 nm). 
Atom C1 C2 C3 C4 C5 C6 O1 O2 
Charge 0.3732 0.1228 0.1680 0.1375 0.1035 0.0880 -0.4990 -0.5620 
Atom O3 O5 O6 HC1 HC2 HC3 HC4 HC5 
Charge -0.5550 -0.4810 -0.5570 0.0365 0.1640 0.0853 0.0823 0.1520 
Atom HC6 H2 H3 H6 



























At each box length, 2 ns MD simulation was performed and the C-directional 
pressure was calculated.  
4.2.2 Ionic Liquids  
Figure 4.3 illustrates the structures of cation and anions in the two ILs, 
[BMIM][PF6] and [BMIM][Ac].  
          
                      
    





Figure 4.3. Cation [BMIM]
+
 and anions [PF6]ˉ and [Ac]ˉ. 
 
The potential parameters of anion [PF6]ˉ were adopted from Lopes et al.
235
 
As discussed in Section 3.2.3 that AMBER force filed is widely used for ILs.  
For cation [BMIM]
+
 and anion [Ac]ˉ, the bonded interactions and nonbonded 
LJ interactions were represented by the AMBER force field.
229
 To estimate the 




, DFT calculations with the B3LYP 
functional geometrically optimized at 6-31G(d) basis set and the electrostatic 
potentials were calculated at 6-311+G(d,p) basis set. Thereafter, the atomic 
charges were determined by the restricted electrostatic potential method.
236
 







. For both [BMIM][PF6] and [BMIM][Ac], MD simulations were 
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10 ns. The predicted densities were compared against measured data to verify 
the force field parameter used.  
 
Table 4.2. Atomic charges in [BMIM]
+





Atom C1 C2 C3 C4 C5 C6 C7 
Charge -0.0016 -0.1051 -0.1841 -0.1394 -0.0260 0.0165 0.0001 
Atom C8 N1 H1 H2 H3 H4 H5 
Charge -0.1032 0.0998 0.1879 0.1884 0.2334 0.1223 0.0782 
Atom H6 H7 H8 N2 










4.2.3 Cellulose/Solvent Systems 
In cellulose/solvent systems, the solvents ([BMIM][PF6], [BMIM][Ac] and 
water) were added on the surface of cellulose crystal as shown in Figure 4.4. 
The initial density of solvent in each system was maintained to its bulk value. 
Most simulation studies for cellulose/water and cellulose/water/IL mixtures 
(reported in Section 2.1.1.2 and 2.1.2.2) have used three-point transferable 
interaction potentials (TIP3P) and also found that this model is reasonable 
good. Therefore, water was mimicked by TIP3P model.
237
 In addition, it has 
been demonstrated that TIP3P exhibits better potential energy and pressure 
than other models (e.g. SPC and SPC/E).
238
 In TIP3P, the O-H bond length is 
0.9572 Å and HOH angle is 104.52. Each cellulose/solvent system was 
subject to energy minimization, then 10 ns NVT MD simulation was 
performed, followed by 10 ns NPT MD simulation.  
For all the systems described above (Sections 4.2.1  4.2.3), GROMACS 
package v.4.5.3 
239
 was employed for energy minimization and MD 
simulations. The energy minimization used the steepest descent method with a 





Atom P F 
Charge 1.34 -0.39 
Atom CA CB HA OA OB 
Charge -0.3142 0.9992 0.02393 -0.8784 -0.8784 




initial velocities in MD simulations were assigned according to the Maxwell-
Boltzmann distribution at 300 K. The equations of motion were integrated 




                   
 
Figure 4.4. Cellulose/solvent systems with three different solvents (a) 
[BMIM][PF6], (b) [BMIM][Ac], and (c) water. 
 
Temperature was controlled by the velocity-rescaled Berendsen thermostat 
with a relaxation time of 0.1 ps and pressure in NPT simulations was kept 
constant at 1 atm using the Berendsen algorithm.
241
 The LJ interactions were 
evaluated with a cutoff value of 1.4 nm and the electrostatic interactions were 
calculated using the particle-mesh Ewald method
242
 with a grid spacing of 
0.12 nm and a fourth-order interpolation. The simulation trajectories were 
saved with a time interval of 2 ps.  
4.3 Results and Discussion 
4.3.1 Cellulose Crystal  
Table 4.3 lists the density and lattice constants of the cellulose crystal from 
simulation and experiment. The simulated density is approximately 1578 
kg/m
3





(b) (c) (a) 






by Nishiyama et al.
232
 Nevertheless, several diffraction 





 It is documented in a polymer handbook that the density of cellulose in 




 Therefore, our simulated density 
matches well with the literature values. The predicted lattice constants are also 
in good agreement with experimental data,
232
 with only about 2% deviation. 
These indicate the force field used for the cellulose crystal is reliable and 
accurate.  

















Simulation 1578 0.781 0.824 1.059 89.95 89.95 96.54 
Experiment
232
  1636 0.778 0.820 1.038 90.00 90.00 96.55 
 
H-bonding in cellulose plays a key role in its thermal and chemical 
stability. As illustrated in Figure 4.5, there are four types of possible contacts 
between –OH groups in the cellulose crystal, including intra-chain O2H2∙∙∙O6 
and O3H3∙∙∙O5 and inter-chain O6H6∙∙∙O3 and O6H6∙∙∙O2. In a unit cell, the 
number of each type of contact is 1. The simulation box has 384 unit cells and 
thus the maximum contacts of each type are 384. Nevertheless, not all contacts 
can satisfy the conditions to form hydrogen-bonds (H-bonds).  
Two geometrical criteria were implemented to characterize H-bonds (1) 
the distance between a donor and an acceptor  0.35 nm and (2) the angle of 
hydrogen-donor-acceptor (between hydrogen-donor and donor-acceptor)  
30.247,248 The predicted occurrence of H-bonds in the cellulose crystal is listed 
in Table 4.4. The occurrence is equal to the ratio of the number of H-bonds 
identified in the simulation to the maximum contacts that could exist in the 
crystal. The predictions demonstrate that almost all the intra-chain O2H2∙∙∙O6 
and O3H3∙∙∙O5 contacts and the inter-chain O6H6∙∙∙O3 contacts form H-
bonds; however, the formation of H-bonds by the inter-chain O6H6∙∙∙O2 
contacts is rare. While the intra-chain H-bonds strengthen the interactions of 
oligosaccharide chains along the C direction, the inter-chain H-bonds lead to a 




compact structure of chains in the B direction. Our simulation results are 












                         
 
Figure 4.5. Intra-chain O2H2∙∙∙O6 and O3H3∙∙∙O5 contacts and inter-chain 
O6H6∙∙∙O3 and O6H6∙∙∙O2 contacts in cellulose crystal. 
 







Thermal expansion coefficient (TEC) and Young’s modulus are the basic 
and important mechanical properties of crystalline substances. Therefore, 
these properties were calculated for the cellulose crystal. Shown in Figure 4.6 
are the variations of lattice constants (∆L/L) in the A and B directions as a 
function of temperature variation (∆T) from 300 K. From  
                               






                                          
(4.1)
 








 in the A and B 
directions, respectively. The predicted TECs are close to the experimentally 










 It is clear that the 
crystal is more compressible in the A direction than in the B direction. This is 
















































direction, rather than relatively stronger H-bonding in the B direction. 
Although not estimated, the TEC in the C direction is expected to be 
substantially smaller than those in the A and B directions because the chains 
are extended along the C direction.  
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Figure 4.6. Variations of lattice constants of cellulose crystal in the A and B 
directions as a function of temperature difference. The reference temperature 
is 300 K. 
 
Figure 4.7 plots the stress (σ) as a function of strain (ε) along the C 
direction. The strain was estimated by the variation of lattice constant (C) 
over the initial constant (C0), and the stress was considered as the negative 
value of internal pressure in the C direction. Based on the definition   








                                            
(4.2)
 
the longitudinal Young’s modulus is approximately 161 GPa for the cellulose 
crystal. Such a high modulus is attributed to the strong glycosidic bonds along 
the C direction. The predicted value lies within the experimentally determined 
values of 143  220 GPa.251,252 In the literature, it was found that the Young’s 
modulus of cellulose may range from 89 to 173 GPa for small systems and 
from 124 to 172 GPa for large systems.
253
 Furthermore, a recent study using 
quantum and molecular mechanics indicates that the Young’s modulus of 



























Figure 4.7. Stress as a function of strain in cellulose crystal along the C 
direction. 
4.3.2 Ionic Liquids  
To validate the force field used for [BMIM][PF6] and [BMIM][Ac], Table 
4.5 compares the simulated and experimental densities at different 
temperatures.  
Table 4.5. Densities (kg/m
3
) of [BMIM][PF6] and [BMIM][Ac]. 
 [BMIM][PF6] 
T (K) Simulation Experiment
255
 
295 1353 1365 
313 1344 1349 
338 1327 1331 
 [BMIM][Ac] 
T (K) Simulation Experiment
256
 
295 1066 1058 
313 1056 1049 
328 1047 1042 
 
With increasing temperature, the density decreases slightly (< 2% from lower 
to higher temperature). The agreement between simulation and experiment is 
good for both ILs, with a deviation of less than 1%. This indicates that the 
AMBER force field and the atomic charges estimated for the two ILs are 
accurate. 
4.3.3 Cellulose/Solvent Systems  
Figure 4.8 shows the density profiles of solvents as a function of distance 
from the cellulose surface in three cellulose/solvent systems. Because of the 
attractive interactions, all three solvents ([BMIM][PF6], [BMIM][Ac] and 




water) exhibit the highest density near the surface. Moving away from the 
surface, the density oscillates and tends to decrease. In the middle region (e.g. 
d = 4 ~ 5 nm), the solvent can be considered to be in a bulk phase because of 
the negligible interaction with cellulose. This is indeed seen in Figure 4.8c 
where the density of water in the bulk region remains flats (a constant value). 
Nevertheless, the densities of both [BMIM][PF6] and [BMIM][Ac] oscillate 
even in the bulk region. This is due to the strong electrostatic attraction and 
local clustering between cations and anions in ILs. With a larger simulation 
box for the cellulose/IL systems, the densities of the two ILs in the bulk region 
















































































Figure 4.8. Density profiles of solvents as a function of distance from the 
cellulose surface in cellulose/solvent systems (a) [BMIM][PF6], (b) 













Figure 4.9. Schematic representation of cellulose/solvent system. At the 
surface layer of cellulose, five CL1 chains exist along the B direction and are 





















Cellulose dissolution in a solvent is recognized as a consequence of H-
bond breaking. To obtain a clear insight into dissolution mechanism, the H-
bonds in the bulk and surface layers of cellulose were estimated. As illustrated 
in Figure 4.9 for cellulose/solvent system, the CL1 chains in direct contact 
with solvent are considered as the surface layer, while the CL1 chains away 
from the surface are denoted as the bulk layer. In the simulation box of 
cellulose/solvent system, 5 CL1 as well as 5 CL2 chains are present in the B 
direction with 12 glucose molecules in the C direction (i.e., the chain 
direction). Therefore, the maximum number of either intra-chain or inter-chain 
H-bonds in the bulk or surface layer is 60.   
Figure 4.10 shows the numbers of intra-chain O2H2∙∙∙O6 H-bonds at the 
bulk and surface layers in the three cellulose/solvent systems. The number of 
H-bonds is nearly identical at the bulk layer, but that at the surface layer 
depends on solvent. In the three systems with solvents [BMIM][PF6], 
[BMIM][Ac] and water, the numbers of H-bonds at the surface layer are 50, 
32, and 36, respectively, decreasing from the maximum number of 60. This 
implies the breaking of H-bonds occurs at the cellulose surface upon contact 
with all the three solvents. Moreover, it is observed that [BMIM][Ac] leads to 
a larger degree in the breaking of O2H2∙∙∙O6 H-bonds, revealing a stronger 











































































Figure 4.10. Intra-chain O2H2∙∙∙O6 H-bonds at the bulk and surface layers of 
cellulose in cellulose/solvent systems (a) [BMIM][PF6], (b) [BMIM][Ac], and 
(c) water. 
 
Figure 4.11 shows the numbers of intra-chain O3H3∙∙∙O5 H-bonds at the 
bulk and surface layers. At the bulk layer, these H-bonds behave similarly to 
the O2H2∙∙∙O6 H-bonds in Figure 4.10, i.e., they remain at a constant value of 
60. At the surface layer, the numbers slightly change to 59, 57, and 58, 




respectively, for [BMIM][PF6], [BMIM][Ac] and water. This suggests the 
O3H3∙∙∙O5 H-bonds are insignificantly affected by solvent. The main reason is 
that the H3 and O5 atoms lie at the rear side of oligosaccharide chains, i.e., 
they are not close to solvent at the surface layer. Nevertheless, in case of 












































































Figure 4.11. Intra-chain O3H3∙∙∙O5 H-bonds at the bulk and surface layers of 
cellulose in cellulose/solvent systems (a) [BMIM][PF6], (b) [BMIM][Ac], and 
(c) water. 
 
The inter-chain H-bonds contribute more to the stability of cellulose 
crystal because they maintain a compact structure of oligosaccharide chains in 
the B direction. As pointed out earlier, there are two types of inter-chain H-
bonds, O6H6∙∙∙O3 and O6H6∙∙∙O2. However, the occurrence of O6H6∙∙∙O2 H-
bonds is rare (see Table 4.4). Therefore, only the O6H6∙∙∙O3 H-bonds are 
examined in the cellulose/solvent systems. Figure 4.12 shows that the numbers 
of O6H6∙∙∙O3 H-bonds at the bulk layer in the three systems are about 57, 










































































Figure 4.12. Inter-chain O6H6∙∙∙O3 H-bonds at the bulk and surface layers of 
cellulose in cellulose/solvent systems (a) [BMIM][PF6], (b) [BMIM][Ac], and 
(c) water. 
 




At the surface layer, however, the numbers are 42, 10 and 15 for 
[BMIM][PF6], [BMIM][Ac] and water, respectively. Comparing with Figures 
4.10 and 4.11, the breaking of O6H6∙∙∙O3 H-bonds is more distinct than the 
intra-chain H-bonds. In particular, [BMIM][Ac] causes the largest reduction in 
the number of O6H6∙∙∙O3 H-bonds. 
Table 4.6 tabulates the numbers of intra-chain O2H2∙∙∙O6 and O3H3∙∙∙O5 
and inter-chain O6H6∙∙∙O3 H-bonds at the surface layer. The numbers of all 
the three types of H-bonds in cellulose/[BMIM][Ac] are the lowest, followed 
by those in cellulose/water, and the largest in cellulose/[BMIM][PF6]. Among 
the three solvents examined, thus [BMIM][Ac] has the strongest capability to 
break the H-bond networks in the cellulose crystal. This is consistent with 
experimental observation.
86,92
 The occurrence of cellulose dissolution in a 
solvent is due to the breaking of H-bonds in cellulose crystal and the 
formation of new H-bonds between OH groups and solvent species. For the 
two ILs studied, cation [BMIM]
+
 possesses little tendency to form H-bonds. 
The symmetrical anion [PF6]¯ is non-coordinating and interacts weakly with 
OH groups. As a polar solvent, water has a stronger interaction with OH 
groups than [BMIM][PF6], thus a greater effect on H-bonds at the cellulose 
surface. On the other hand, [Ac]¯ is basic in nature and can strongly form H-
bonds with –OH groups. Therefore, [BMIM][Ac] has the greatest effect 
among the three solvents on the breaking of H-bonds of cellulose crystal.  
 
Table 4.6. Numbers of H-bonds at the surface layer of cellulose crystal in 
cellulose/solvent systems. 
 
 O2H2∙∙∙O6 O3H3∙∙∙O5 O6H6∙∙∙O3 
[BMIM][PF6] 50 59 42 
[BMIM][Ac] 32 57 10 
Water 36 58 15 
 
4.4 Summary 
Molecular simulation has been performed to investigate the interactions 
between cellulose Iβ crystal and two ILs ([BMIM][PF6] and [BMIM][Ac]). 
The density, lattice constants, thermal expansion coefficients and Young’s 
modulus of the cellulose crystal estimated from simulations match fairly well 
with experimental data. This indicates the accuracy of the force field used for 




the cellulose. Nearly all the intra-chain O2H2∙∙∙O6 and O3H3∙∙∙O5 and the 
inter-chain O6H6∙∙∙O3 in the crystal form H-bonds. The thermal expansion 








, respectively, in 
the A and B directions. Therefore, the crystal is more compressible in the A 
direction because the oligosaccharide chains interact via weak disperse force 
in the A direction, rather than H-bonding in the B direction. As attributed to 
the strong glycosidic bonds in the C direction, a high longitudinal Young’s 
modulus of 161 GPa is found in the cellulose crystal. In addition, the force 
field used for the two ILs is validated by the good agreement between 
simulation and experimental densities.   
Upon contact with solvents ([BMIM][PF6], [BMIM][Ac] and water), the 
numbers of all the intra-chain and inter-chain H-bonds at the bulk layer and 
the intra-chain O3H3∙∙∙O5 H-bonds at the surface layer of cellulose remain 
nearly a constant. However, the number of the intra-chain O2H2∙∙∙O6 H-bonds 
at the surface layer decreases to 50, 32, and 36 for [BMIM][PF6], 
[BMIM][Ac] and water, respectively. Furthermore, a larger decrease (42, 10 
and 15) is found for the inter-chain O6H6∙∙∙O3 H-bonds at the surface layer. 
This indicates that the H-bonds at the cellulose surface, particularly the inter-
chain O6H6∙∙∙O3 H-bonds, are broken due to the orientational change of OH 
groups at the surface by cellulose/solvent interactions. With a basic nature, 
[Ac]¯ can strongly form H-bonds with –OH groups and [BMIM][Ac] has the 
strongest capability among the three solvents to break the H-bond networks in 
cellulose crystal.  
This chapter provides molecular level understanding of cellulose 
dissolution in ILs. After dissolution, cellulose needs to be regenerated for 
further processing. Therefore, next chapter will examine cellulose regeneration 
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Chapter 5. Molecular Insights into Cellulose 
Regeneration from Cellulose/Ionic Liquid Mixture 
5.1 Introduction 
Previous chapter provides the mechanistic understanding of cellulose 
dissolution in ILs, and suggests that H-bonding plays a crucial role. In a 
practical situation, after dissolution in an IL, cellulose needs to be regenerated 
from cellulose/IL mixture. In this chapter, molecular simulation is performed 
to unravel the mechanism of cellulose regeneration using water as anti-
solvent.  
The IL considered is 1-n-butyl-3-methylimidazolium acetate 
([BMIM][Ac]). Water is added as anti-solvent into cellulose/[BMIM][Ac] 
mixture to regenerate cellulose. Particularly, four different weight percentages 
of water (0%, 20%, 50% and 80%) are considered to explore concentration 
effect at an operating temperature of 40 ºC. Furthermore, two additional 
temperatures (60 and 80 ºC) are considered to examine temperature effect at 
50 wt% water.  
Following this introduction, Section 5.2 briefly describes the models and 
methods used in the simulation. The results in terms of radial distribution 
functions, intra- and inter-chain H-bonds, number of contact points between 
cellulose, and torsional angle distributions. Thereafter, a plausible mechanism 
for cellulose regeneration is proposed. Finally, concluding remarks are 
summarized in Section 5.4. 
5.2 Models and Methods 
Table 5.1 lists six simulation systems examined in this study. System 1 
represents cellulose/[BMIM][Ac] mixture and consists of 11.5 wt% cellulose, 
corresponding to the experimentally measured solubility at 40 ºC.
95
 Systems 2-
4 are cellulose/[BMIM][Ac]/water mixtures with 20, 50, and 80 wt% water, 
respectively. Another two temperatures 60 and 80 ºC are examined in systems 
5-6. The weight percentage of water is defined as  
            
              
                                   
                (5.1)   
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No. of Water 
Molecules 
1  40 0 15 990 - 
2 40 20 15 990 2722 
3 40 50 15 990 10890 
4 40 80 15 990 43489 
5 60 50 15 990 10890 
6 80 50 15 990 10890 
 
Figure 5.1 illustrates the structures of cellulose chain, cation and anion of 
[BMIM][Ac], and water, respectively. The cellulose chain consists of 10 
glucose units, i.e., the degree of polymerization is 10. The atomic charges of 
cellulose atoms were calculated from periodic density functional theory (DFT) 
by DMol3 in Materials Studio.
233
 The Becke exchange plus Lee-Yang-Parr 
(B3LYP) correlation functional was used in the DFT calculation with all-
electron core potentials, and double- numerical polarization (DNP) basis set 






Figure 5.1. Structures of (a) cellulose chain, (b) [BMIM]
+
, (c) [Ac]
 and (d) 


















Chapter 5. Cellulose Regeneration from Cellulose/IL Mixture 
58 
 




, DFT calculations 







 were optimized separately at 6-31G(d) basis set 
and the electrostatic potentials were calculated at 6-311+G(d,p) basis set. 
Thereafter, the atomic charges were determined by the restricted electrostatic 
potential method.
236




shown in Figure 4.3 and Table 4.2 respectively. 

The intra-molecular (bond 
stretching, bending and torsional) and inter-molecular Lennard-Jones (LJ) 
potential of cellulose and [BMIM][Ac] are described by the AMBER force 
field.
229
 Water is represented by the three-point transferable interaction 




For each system, the simulation box contained 15 cellulose chains. 
Initially, the box size was at least 12 nm and thus cellulose chains were well 
separated. The periodic boundary conditions were applied in all three 
dimensions. The MD simulations were performed using Gromacs package 
v.4.0.5.
239
 First, the steepest descent method was used for energy minimization 





. Then, the Maxwell-Boltzmann distribution was implemented to 
assign the initial atomic velocities. Finally, 50 ns MD simulation was run for 
each system at constant temperature and pressure (1 bar). The temperature was 
controlled by velocity-rescaled Berendsen thermostat with a relaxation time of 
0.1 ps, whereas the pressure was maintained using Berendsen algorithm.
241
 A 
cutoff of 1.4 nm was used to evaluate LJ interactions, and the electrostatic 
interactions were calculated using the particle-mesh Ewald method
242
 with a 
grid spacing of 0.12 nm and a fourth-order interpolation. The equations of 
motion were integrated with a time step of 2 fs by leapfrog algorithm.
240
 
Simulation trajectories were saved with a time interval of 20 ps and the last 20 
ns trajectories were used for analysis.  
5.3. Results and Discussion 
5.3.1 Effect of Water Concentration 
5.3.1.1. Radial Distribution Functions 
The structural properties are quantified by radial distribution functions g(r) 











N r r r V
g r




                       
       
   (5.2) 
where r is the distance between atoms i and j, ( , )ijN r r r   is the number of 
atom j around i within a shell from r to r + Δr, V is the system volume, Ni and 
Nj are the numbers of atoms i and j, respectively. Figure 5.2a shows the g(r) 
for cellulose around the OA and OB atoms of [Ac]

 in 
cellulose/[BMIM][Ac]/water mixtures at 0, 20, 50, and 80 wt% water. 
Because H2, H3, and H6 atoms of cellulose are responsible for H-bonding, 
















































Figure 5.2. Radial distribution functions for cellulose around (a) OA and OB 
atoms of [Ac]

, (b) C1 atom of [BMIM]
+
, and (c) OW atom of water in 
cellulose/[BMIM][Ac]/water mixtures at 0, 20, 50, and 80 wt% water.   
 
 A pronounced peak is observed at approximately r = 1.5 Å reflecting a 
strong interaction between cellulose and [Ac]

. Upon adding water into 
cellulose/[BMIM][Ac], the peak height drops implying the weakening of 
cellulose-[Ac]

 interaction strength. Figure 5.2b shows the g(r) for cellulose 
around the C1 atom of cation [BMIM]
+





, non-zero g(r) is seen here at r > 2.2 Å, in contrast to 
Figure 5.2a. Furthermore, the peak height in Figure 5.2b is significantly lower 
compared to Figure 5.2a, which suggests [BMIM]
+
 interacts more weakly than 
[Ac]

 with cellulose. Similar finding was also observed experimentally in 
carbohydrate/IL mixtures.
258
 With increasing water concentration, g(r) 
exhibits the same trend in Figure 5.2a and 5.2b. Again, this indicates the 




 diminish with 
increasing water concentration. Figure 5.2c shows the g(r) for cellulose around 
the Ow atom of water. A sharp peak is observed at r = 1.6 Å because water 
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molecules are close to cellulose chains and form H-bonds with the hydroxyl 
groups in cellulose. With increasing water concentration, the peak height 
drops because cellulose chains aggregate as further discussed below. 
 
r (Å)















Figure 5.3. Radial distribution functions between cellulose chains in 
cellulose/[BMIM][Ac]/water mixtures at 0, 20, 50, and 80 wt% water.  
 
Figure 5.3 shows the g(r) between cellulose chains in 
cellulose/[BMIM][Ac]/water mixtures at 0, 20, 50, and 80 wt% water. In the 
absence of water, the g(r) exhibits a peak at r = 1.8 Å. At 20% water, two 
more peaks are seen at r = 4.2 and 6.4 Å, respectively. With increasing water 
concentration, the peaks become higher and broader. In particular, 
substantially high and broad peaks are observed at 80 wt% water. We can 
therefore conclude upon increasing water concentration, cellulose chains in 
cellulose/[BMIM][Ac] mixture aggregate, leading to regeneration.  
While the structural properties of cellulose around IL, water, and cellulose 
are discussed in Figures 5.2-5.3, it is instructive to examine the g(r) for cation-
anion and IL-water in cellulose/[BMIM][Ac]/water mixtures. Figure 5.4 plots 




. Without water, the pronounced peaks at r = 





increasing water concentration, the peak height drops and the peak position 





interaction upon adding water.  
 




















Figure 5.4. Radial distribution functions of C1 atom of [BMIM]
+
 around OA 
and OB atoms of [Ac]

 in cellulose/[BMIM][Ac]/water mixtures at 0, 20, 50, 
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Figure 5.5.  Radial distribution functions of OW atom of water around (a) OA 
and OB atoms of [Ac]

 and (b) C1 atom of [BMIM]
+
 in 
cellulose/[BMIM][Ac]/water mixtures at 20, 50, and 80 wt% water. 
 




 at 20, 50, 
and 80 wt% water in cellulose/[BMIM][Ac]/water mixtures. Sharp peaks are 
seen at 2.6 Å for water-[Ac]

 particularly at 20 wt% water, which suggests a 
strong interaction between water and [Ac]

. Upon comparison, water-
[BMIM]
+
 exhibits much lower peaks. The reason is two oxygen atoms in 
[Ac]

 can form H-bonds with water, in contrast to [BMIM]
+
. With increasing 
water concentration, the peak heights in both cases drop. This is due to the 
change in local density, i.e., the local density of water is closer to bulk density 








The hydroxyl groups of cellulose can form H-bonds with other species. To 
obtain further insight into the mechanism of cellulose regeneration, the H-
bonds of cellulose-[Ac]

 and cellulose-cellulose were calculated. Since 
cellulose has a weak interaction with [BMIM]
+
 as depicted in Figure 5.2b, 
only the H-bonds of cellulose-[Ac]

 are considered for [BMIM][Ac]. Figure 
5.6 shows the numbers of H-bonds between cellulose and [Ac]

 in 
cellulose/[BMIM][Ac]/water mixtures at 0, 20, 50 and 80% water. As a 
function of simulation time, the number in each mixture is nearly a constant. 
With increasing water concentration, the average number decreases from 392, 
300, 155 to 58. The reasons is that the H-bonds of cellulose-[Ac]

 
continuously break upon adding water.  
 Cellulose_Anion
Time (ns)
























Figure 5.6. Numbers of H-bonds between cellulose and [Ac]

 in 
cellulose/[BMIM][Ac]/water mixtures at 0, 20, 50, and 80 wt% water. 
 
 Figure 5.7 shows the numbers of H-bonds between cellulose chains. In 
contrast to Figure 5.6, the average number increases from 81, 99, 130 to 169 
upon increasing water concentration from 0, 20, 50 to 80 wt%, indicating the 
continuous formation of H-bonds between cellulose chains.  
 





























Figure 5.7. Numbers of H-bonds between cellulose chains in 
cellulose/[BMIM][Ac]/water mixtures at 0, 20, 50, and 80 wt% water. 
 
 As specifically shown in Figure 5.8, the major contribution to the H-bonds 
between cellulose chains is intra-chain H-bonds. The number of intra-chain H-
bonds is approximately one order of magnitude greater than that of inter-chain 
H-bonds. Both numbers rise upon adding water, which suggests cellulose 












































Figure 5.8. Numbers of (a) intra-chain and (b) inter-chain H-bonds between 
cellulose chains in cellulose/[BMIM][Ac]/water mixtures at 0, 20, 50, and 80 
wt% water. 
 
The numbers of H-bonds of [Ac]

-water and of cellulose-water are plotted 
in Figure 5.9. Similar to Figure 5.8, both numbers rise with increasing water 
concentration. This is because water molecules break the H-bonds of 
cellulose-[Ac]
and subsequently form H-bonds with [Ac] as well as with 
cellulose chains. Similar finding on the weakening of cellulose-[EMIM][Ac] 
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interaction by adding water was recently demonstrated by experimental 
measurement and quantum calculation; additionally, the interaction energy of 












































Figure 5.9. Numbers of H-bonds (a) [Ac]water per [Ac] and (b) cellulose-




In order to better understand the process of cellulose regeneration, Figure 
5.10 shows the initial and final configurations of simulation systems at 0, 20, 
50 and 80% water. Upon addition of water, cellulose 
regeneration/precipitation occurs. At 80 wt% water, the regeneration is almost 
complete. Experimentally, it was observed that cellulose could fully 
precipitate by adding 80 wt% water into cellulose/[EMIM][Ac] mixture.
21
 
Therefore, our simulation finding is consistent with experiment.  
  
(a)                                                                                (b) 
































Figure 5.10. Initial and final configurations in cellulose/[BMIM][Ac]/water 
mixtures at (a) 0, (b) 20, (c) 50, and (d) 80 wt% water. For clarity, cellulose 
and anions in (a), and cellulose and water molecules in (b-d) are shown. 
 
 
On the basis of the above simulation results, a mechanism for cellulose 
regeneration is suggested as proposed in Figure 5.11. The addition of anti-
solvent (water) into cellulose/[BMIM][Ac] mixture leads to the destruction of 
cellulose-[Ac]

 H-bonds, simultaneously the formation of cellulose-cellulose 
H-bonds, as well as the formation of water-[Ac]

 H-bonds. Consequently, 
cellulose chains shrink, aggregate, and precipitate.  
  




 (c)  (d) 
 (b) 
 (c) 





Figure 5.11.  Proposed mechanism for cellulose regeneration by adding water 
in cellulose/[BMIM][Ac] mixture. C: cyan, H: white, O: red.  
 
5.3.1.3. Torsional Angle Distributions 
Hydroxymethyl groups of cellulose possess three most feasible staggered 
orientations due to the rotation of O6C6 bond with respect to O5C5 and 
C4C5 bonds. These orientations can be described by a torsional angle ω for 
O5C5C6O6 set of atoms. The general nomenclatures for the three 
staggered orientations are gg, tg and gt as illustrated in Figure 5.12a, 
corresponding to ω = 60º, 180º, and 300º, respectively.261 Specifically, the 
orientation is identified as gg if O6C6 is gauche to both O5C5 and C4C5; 
the orientation is coined as gt if O6C6 is gauche to O5C5 and trans to 
C4C5; another possible orientation is known as tg. For cellulose in 
cellulose/[BMIM][Ac]/water at 80 wt% water, the torsional angle distributions 
are shown in Figure 5.12b. To compare, the distributions for cellulose in Iβ 
crystal are plotted in Figure 5.12c, which are dominated in range of 150 
180º.  
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Figure 5.12. (a) Staggered orientations of hydroxymethyl groups. Torsional 
angle distributions for (b) cellulose in cellulose/[BMIM][Ac]/water mixture at 
80 wt% water and (c) cellulose in Iβ crystal.   
 
This implies the most stable orientation for hydroxymethyl groups of 
cellulose in Iβ crystal is tg. By contrast, the distributions in 
cellulose/[BMIM][Ac]/water mixture exhibit the order of gg > gt > tg. The 
orientation of tg dominates in Iβ crystal; however, gg is the primary 
orientation in cellulose/[BMIM][Ac]/water mixture. Similar orientations (gg > 
gt > tg) of hydroxymethyl groups were also predicted by computational 
studies in the literature.
262,263
 Additionally, our findings are in accord with 
Mazeau et al. who simulated crystalline and amorphous cellulose.
261
 
Therefore, we infer that regenerated cellulose is amorphous. Experimentally, it 
has been demonstrated that regenerated cellulose from cellulose/IL mixture is 
amorphous instead of crystalline.
21,139
  
5.3.2. Effect of Temperature  
5.3.2.1. Radial Distribution Functions 
To examine temperature effect on cellulose regeneration, 
cellulose/[BMIM][Ac]/water mixture at 50 wt% water was further simulated 





, and cellulose-water at 40, 60, and 80 ºC, respectively. All these g(r) 
turn to be lower with increasing temperature, clearly demonstrating the 






























































Figure 5.13. Radial distribution functions for cellulose around (a) OA and OB 
atoms of [Ac]

, (b) C1 atom of [BMIM]
+
, and (c) OW atom of water in 
cellulose/[BMIM][Ac]/water mixture at 50 wt% water, and 40, 60, and 80 ºC. 
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Figure 5.14. Radial distribution functions between cellulose chains in 
cellulose/[BMIM][Ac]/water mixture at 50 wt% water, and 40, 60, and 80 ºC.  
 
The g(r) of cellulose-cellulose at 40, 60, and 80 C are shown in Figure 
5.14. Pronounced peaks are observed at r = 1.8, 5.0, and 6.4 Å. With 
increasing temperature, the peaks become sharper, not only for the first peak 
but also for other peaks. This suggests that cellulose-cellulose attraction 
increases. Therefore, at a higher temperature, the interaction of cellulose-
cellulose is stronger, while the interactions of cellulose with other species are 
weaker; eventually, cellulose regeneration is boosted-up.  
5.3.2.2. Number of Contacts  
Temperature effect on cellulose regeneration is further analyzed by 
calculating the number of contacts between cellulose chains. The distance 
between any two atoms of cellulose chains < 0.35 nm was adopted as a 
geometrical criterion. Figure 5.15 shows the numbers of contacts at 50 wt% 
water, and 40, 60, 80 ºC, respectively. The average number increases from 
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46594, 47727 to 48087 upon temperature increasing from 40, 60 to 80 ºC. 
Thus, with increasing temperature, cellulose chains aggregate with more 
contacts and a higher temperature facilitates cellulose regeneration.  
 
Time (ns)




























Figure 5.15. Numbers of contacts between cellulose chains in 
cellulose/[BMIM][Ac]/water mixture at 50 wt% water, and 40, 60, and 80 ºC. 
 
5.4. Summary 
Cellulose regeneration from cellulose/[BMIM][Ac] mixture has been 
simulated. Water is considered as an anti-solvent, and effects of water 





 has a stronger interaction with cellulose. With 
increasing water concentration from 0 to 80%, the number of cellulose-[Ac]

 
H-bonds decreases, while the number of cellulose-cellulose H-bonds 
increases. Hence, cellulose regeneration is due to the destruction of cellulose-
[Ac]

 H-bonds and the formation of cellulose-cellulose H-bonds, in addition to 
[Ac]

-water H-bonds. Therefore, upon addition of water, cellulose chains 
aggregate, precipitate and regenerate. The torsional angle distributions of 
hydroxymethyl groups in regenerated cellulose chains follow the order of gg > 
gt > tg, which indicates the regenerated cellulose is in a form of amorphous 
structure. Moreover, cellulose-cellulose interaction is found to enhance with 
increasing temperature. With increasing temperature from 40 to 80 ºC, the 
number of cellulose contacts rises. Thus, cellulose regeneration is prompted at 
a higher temperature. 
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This chapter provides microscopic insight into cellulose regeneration, with 
a focus on the effects of water concentration and temperature. Nevertheless, 
literature suggests that other anti-solvents such as alcohol and acetone can be 
also used for cellulose regeneration. To the best of our knowledge, however, 
there is no systematic study examining the performance of these anti-solvents. 
Therefore, in the next chapter, the role of various anti-solvents in cellulose 
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Chapter 6. Role of Anti-Solvents in Cellulose 
Regeneration from Cellulose/Ionic Liquid Mixture 
6.1 Introduction 
In previous chapter, molecular level understanding is provided for 
cellulose generation from cellulose/IL mixture. Adding water into cellulose/IL 
mixture leads to the destruction of H-bonds between cellulose and [Ac]

, 
subsequent formation of H-bonds between cellulose chains; as a consequence, 
cellulose chains shrink, aggregate, and precipitate.  
It is unknown whether other solvents can be used to regenerate cellulose. 
Therefore, the objective here is to unravel the role of different anti-solvents in 
cellulose regeneration. Specifically, water, ethanol, and acetone are considered 
for cellulose regeneration from cellulose/1-n-butyl-3-methylimidazolium 
acetate ([BMIM][Ac]) mixture. From all-atom simulation, quantitative 
understanding of cellulose regeneration in the three solvents are provided, 
which is desirable for the selection of ideal anti-solvent for cellulose 
processing.  
Following this introduction, the models and methods are briefly described 
in Section 2. The simulated results are presented in Section 3, including the 
structural analysis based on radial distribution functions and H-bonds along 
with dynamic analysis based on survival time-correlation functions and mean-
squared displacements in cellulose/[BMIM][Ac]/solvent mixtures. In addition, 
binding energies between solvents and [Ac]
calculated from ab initio method 
are also presented. Finally, concluding remarks are summarized in Section 4.  
6.2 Models and Methods 
6.2.1. Cellulose/[BMIM][Ac]/Solvent Systems  
Figure 6.1 illustrates the atomic structures of cellulose chain, cation and 
anion of [BMIM][Ac], water, ethanol, and acetone. As used in chapter 5, 
cellulose chain is an oligomer composed of 10 glucose units. The atomic 




 were calculated in Section 
4.2.2 and given in Table 4.2. For ethanol and acetone, their atomic charges 
were estimated from DFT calculations with B3LYP functional and 6-31+G(d) 
basis set using Gaussian 03.
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(d) water, (e) ethanol, and (f) acetone. N: blue, C: cyan, O: red, and H: white.  
 
Water was represented by the three-point transferable interaction potential 
(TIP3P) model. Table 6.1 lists the atomic charges in ethanol and acetone. The 
intra-molecular (bond stretching, bending and torsional) and inter-molecular 
Lennard-Jones (LJ) potential for cellulose, [BMIM][Ac], ethanol, and acetone 




Table 6.1. Atomic charges in ethanol and acetone. 
Ethanol 
Type CA CB HA HB O H 
Charge (e) 0.2760 0.5427 0.0719 0.0868 0.7248 0.4160 
Acetone 
Type CO O C H 
Charge (e) 0.7793 0.5655 0.4813 0.1248 
 
The atomic charges estimated and the force field adopted were validated 
by comparing predicted properties with experimental data. As we have shown, 
the density, lattice constants, thermal expansion coefficients, and Young’s 
modulus predicted for cellulose crystal agree well with experimental data. For 









































 The densities of ethanol and acetone were predicted 
here. At 298 K and 1 bar, the densities were estimated to be 808 kg/m
3
 for 
ethanol and 787 kg/m
3





 The good agreement for all the components 
demonstrates the models and potentials used are reliable and accurate.  
Table 6.2 lists three simulation systems examined in this study. First, a 
cellulose/[BMIM][Ac] mixture with 11.5 wt% cellulose was constructed, 
which corresponds to the experimentally measured solubility at 40 ºC.
95
 
Thereafter, solvent (water, ethanol, or acetone) was added into the 
cellulose/[BMIM][Ac] mixture with a total of 80 wt% solvent. For each 
system, molecular dynamics (MD) simulation was run at 40 ºC and 1 bar using 
Gromacs v.4.0.5.
239
 A relaxation time of 0.1 ps and 5 ps were used 
respectively to govern thermostat and barostat by the Berendsen method.
241
 
The periodic boundary conditions were applied in all three dimensions. The 
particle-mesh Ewald method was used to calculate the electrostatic 
interactions with a grid spacing of 0.12 nm and a fourth-order interpolation, 
whereas a cutoff of 1.4 nm was used to evaluate LJ interactions. A time step of 
2 fs was used to integrate the equations of motion by leapfrog algorithm. The 
simulation duration was 50 ns and the trajectory was saved every 20 ps. The 
last 10 ns trajectory was used for analysis.  
 
Table 6.2. Simulation systems (cellulose/[BMIM][Ac]/solvent mixtures) at 40 ºC. 
  




No. of solvent 
molecules 
Solvent (80 wt%) 
 
1 15 990 43489 water 
2 15 990 17044 ethanol 
3     15      990 13518 acetone 
 
6.2.2. Ab Initio Calculations  
To quantitatively evaluate the interaction strength between solvent and 
[BMIM][Ac], the binding energies of three solvents (water, ethanol, and 
acetone) with anion [Ac]

 were calculated from the first-principles using 
Gaussian 03. Because [Ac]






 the energies with [BMIM]
+
 were not calculated. Firstly, a 






complex were optimized separately 
using the second order Møller–Plesset (MP2) method at a 6-31++G(d,p) basis 
set. Then the binding energy was calculated at a larger basis set 6-
311++G(d,p). Finally, the binding energy was given by  
binding A B A B( )   E E E E          (6.1) 
where A or B represents anion or solvent; and AB refers to complex. The 
basis set superposition errors were corrected by the commonly used 
counterpoise method.
268
   
6.3 Results and Discussion 
6.3.1. Radial Distribution Functions  
To characterize the structural and interaction information in the 
cellulose/[BMIM][Ac]/solvent mixtures, radial distribution functions g(r) 





in the cellulose/[BMIM][Ac]/solvent mixtures. Specifically, [Ac]

 is 
represented by OA and OB atoms, [BMIM]
+
 by C1 atom, and cellulose by H2, 
H3, and H6 atoms to calculate the g(r). In Figure 6.2a, pronounced peaks are 
observed at r = 1.5 Å, which implies strong interaction between cellulose and 
[Ac]

. The peak height drops when the solvent is varied from acetone to 
ethanol and then to water. This trend indicates that cellulose-[Ac]

 possesses 
the strongest interaction in acetone, but the weakest in water. Because of the 
bulkier size of [BMIM]
+
 compared to [Ac]

, non-zero g(r) is seen at r > 2.2 Å 
in Figure 6.2b. Compared to Figure 6.2a, the peak height in Figure 6.2b is 
significantly lower, revealing [BMIM]
+
 has a weaker interaction with cellulose 
than [Ac]

. Nevertheless, the trend in the three solvents is same as in Figure 
6.2a and 6.2b. This suggests that the cellulose-[BMIM][Ac] interaction 
reduces in the order of acetone > ethanol > water. 
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Cellulose (HO2_HO3_HO6)- Anion (OA&OB)
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Cellulose (HO2_HO3_HO6) - Cation (C2)
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Figure 6.2. Radial distribution functions for cellulose around (a) OA and OB 
atoms of [Ac]

, (b) C1 atom of [BMIM]
+


















Cellulose (HO2)- Cellulose (HO2)
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Cellulose (HO6)- Cellulose (HO6)
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Figure 6.3. Radial distribution functions between cellulose chains in the 
cellulose/[BMIM][Ac]/solvent mixtures, with cellulose chains represented by 
(a) H3 atoms (b) H2 atoms (c) H6 atoms, respectively. 
 
 Figure 6.3 shows the g(r) between cellulose chains in the 
cellulose/[BMIM][Ac]/solvent mixtures. Depending on which type of H atoms 
is specified in calculation, the g(r) behaves differently. The g(r) in Figure 6.3a 
exhibits two sharp peaks at approximately r = 6.2 and 10.5 Å. Compared to 
Figure 6.3b and 6.3c, the peaks in Figure 6.3a are much sharper, implying the 
H3 atoms in cellulose chains interact more preferentially than H2 and H6 
atoms. In all the three cases, however, the peak height rises following acetone 
< ethanol < water, as distinctly seen in Figure 6.3a. Consequently, the 
cellulose-cellulose interaction increases in such a hierarchy. In other words, 
water is the best among the three solvents to induce aggregation of cellulose 
chains from a cellulose/[BMIM][Ac] mixture and subsequent regeneration.   
(a) [Ac]                                                                                   (b) [BMIM] 
                 (a) H3                                                             (b) H2                                                     (c) H6 




 To provide further insight into cellulose regeneration, the H-bonds of 
cellulose-IL and cellulose-cellulose were estimated. This is based on the fact 
that the hydroxyl groups of cellulose can form H-bonds with other species. 
Figure 6.4 shows the numbers of H-bonds between cellulose and [Ac]

 in the 
cellulose/[BMIM][Ac]/solvent mixtures. As demonstrated in Figure 6.2, 
[BMIM]
+
 has a weaker interaction with cellulose than [Ac]

; thus the H-bonds 
of cellulose-[BMIM]

 are not considered. As a function of time, the number in 
each mixture is nearly a constant. The average numbers of H-bonds are 57 ± 6, 
163 ± 7, and 409 ± 4 in water, ethanol, and acetone, respectively. Thus, 
cellulose-[Ac]

 forms the smallest number of H-bonds in water compared to 
ethanol and acetone. This result is consistent with the g(r) in Figure 6.2a, i.e., 
the interaction of cellulose-[Ac]

 is the weakest in water.  
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Figure 6.4. Numbers of H-bonds between cellulose and [Ac]

 in the 
cellulose/[BMIM][Ac]/solvent mixtures. 
 
Figure 6.5 shows the numbers of H-bonds between cellulose chains. It is 
worthwhile to point out that the primary contribution to cellulose-cellulose H-
bonds is from intra-chain, and the number of intra-chain H-bonds is one order 
of magnitude larger than that of inter-chain counterparts.
267
 The average 
numbers of cellulose-cellulose H-bonds are 167 ± 6, 145 ± 6, and 71 ± 2 in 
water, ethanol, and acetone, respectively. In contrast to Figure 6.4, the number 
of cellulose-cellulose H-bonds decreases in the order of water > ethanol > 
 Chapter 6. Role of Anti-Solvent in Cellulose Regeneration 
77 
 
acetone. Once again, it indicates water is the most preferential for cellulose 
regeneration than ethanol and acetone. This effect can be clearly seen from 
Figure 6.6, in which the initial and final configurations of the three simulation 
systems are illustrated. Apparently, the addition of water into the 
cellulose/[BMIM][Ac] mixture leads to the complete regeneration of cellulose 
chains (Figure 6.6a). Upon comparison, partial regeneration occurs by adding 
ethanol (Figure 6.6b), but no discernible regeneration is observed by adding 
acetone (Figure 6.6c).  
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Figure 6.5. Numbers of H-bonds between cellulose chains in the 
cellulose/[BMIM][Ac]/solvent mixtures. 
  
 Based on the above simulation results, we infer that water outperforms 
ethanol and acetone in cellulose regeneration. The reason is water most 
effectively breaks cellulose-[Ac]
H-bonds and causes the subsequent 
formation of cellulose-cellulose H-bonds. This finding is consistent with a 
recent experiment in which water was identified to be a better anti-solvent 
than methanol for the regeneration of wood from a wood/IL mixture.
269
 This is 
further quantitatively validated by the first-principles calculations shown in 
Figure 6.7, water has the strongest binding energy with [Ac]

, whereas acetone 
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Figure 6.6.  Initial and final configurations in the 
cellulose/[BMIM][Ac]/solvent mixtures (a) water, (b) ethanol, and (c) acetone. 
For clarity, only cellulose and [Ac]











Figure 6.7. Optimized structures and binding energies (kJ/mol) of [Ac]

 with 
(a) water, (b) ethanol, and (c) acetone. The electrostatic potential map is in 
atomic unit (au). 
 





0.1 au 0.2 au 
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6.3.3. Dynamic Properties 
 To quantify the dynamical properties of solvents and [Ac]

, their survival 
time-correlation functions (STCFs) and mean-squared displacements (MSDs) 
were estimated. The STCF is defined as
270
  













t t tN t
N N t

                           (6.2) 
where N(t) is the total number of molecules that stay around a given region 
over a time span t without exchanging with other molecules away from the 
region. N0 is the initial number of the molecules at t = 0. δi(t) is a binary 
function equal to unity if the i
th
 molecule remains around the region from t0 to 
t0 + t without escaping over this interval, and zero otherwise. The MSD is 




MSD ( ) | ( ) (0) |







                                 (6.3) 
where N is the number of molecules and ri(t) is the position of the i
th
 molecule 
at time t. The multiple time-origin method was used to estimate the ensemble 
averaged MSDs and STCFs in order to improve statistical accuracy. 
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Figure 6.8. (a) Survival time-correlation functions of [Ac]

 around cellulose 
(b) mean-squared displacements of [Ac]

 in cellulose/[BMIM][Ac]/solvent 
mixtures.  
 
 Fig. 6.8a plots the STCFs of [Ac]

 around cellulose in the 
cellulose/[BMIM][Ac]/solvent mixtures. A rapid decay is seen particularly 
when water is added, followed by ethanol and acetone. In water, the longest 
time [Ac]
resides near cellulose is approximately 5 ns. In ethanol and 





 can stay near cellulose during the entire simulation 
duration.  
 To further describe the decay phenomenon of SCTFs, a stretched function 
with two exponential terms
271
 was used to fit SCTF data 
                                    




                                        (6.4)  
where τs and τl are the short- and long-time decay constants, βs and βl are 
stretching parameters that signify the non-exponential trend of STCFs 
(because the STCFs are not linear in the semi-log scale of t).  
 
Table 6.3 Parameters to fit the survival time-correlation function data for 
[Ac]







Table 6.3 lists the values of τs, τl, βs, and βl fitted to the data in Figure 6.8a. 
The small values of τs (84 130 ps) indicate the fast dynamics of [Ac]
near 
cellulose, as attributed to the frequent vibration and liberation of [Ac]

. 
Similar behavior was observed for water near protein surface.
270,271
 The 
residence time is primarily determined by τl, which increases in the order 
water < ethanol < acetone. With a shorter residence time, [Ac]

 is expected to 
exhibit a higher mobility. This is indeed observed in Fig. 8b showing the MSD 
of [Ac]

 decreases as water > ethanol > acetone. The dynamic properties of 
[Ac]
reflected in STCFs and MSDs are consistent with the g(r) in Figure 6.2a 
and the H-bonds in Figure 6.4, revealing water is the most favorable for 
cellulose regeneration compared to ethanol and acetone. 
 Figure 6.9 plots the STCFs of water, ethanol, and acetone around cellulose 
and [Ac]

, respectively, in the cellulose/[BMIM][Ac]/solvent mixtures. 
Compared to Figure 6.8a, the STCFs here possess faster decay for all the three 
solvents. The longest time for water residing around cellulose is 0.6 ns, and 
0.2 ns around [Ac]

. The parameters in equation (6.4) fitted to the data in 
Figure 6.9 are listed in Table 6.4. Clearly, both τs and τl are smaller than those 
Solvent A B βs βl τs (ps) τl (ps) 
Water 0.4 0.8 0.38 0.95 84 125 
Ethanol 0.4 0.6 0.66 0.54 130 3344 
Acetone 0.2 0.8 0.85 0.30 112 9151 
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in Table 6.3 due to the faster decay observed in Figure 6.9. The τl for water, 
ethanol, and acetone are 41, 258, and 140 ps around cellulose, and 34, 218, 
and 78 ps around [Ac]

. Thus, the residence time increases in the order of 
water < acetone < ethanol, which seems to be inconsistent with the binding 
energies in Figure 6.7. Based on the decreasing trend of binding energy (water 
> ethanol > acetone), one may expect that the residence time would increase 
as acetone < ethanol < water. Nevertheless, water exhibits the shortest 
residence time in Figure 6.9. This is because water, the smallest among the 
three solvents, has the highest mobility as demonstrated by the MSDs in 
Figure 6.10.  
 
Time (ns)
































Figure 6.9. Survival time-correlation functions of solvents around (a) 
cellulose and (b) [Ac]

 in cellulose/[BMIM][Ac]/solvent mixtures.  
 
 
Table 6.4. Parameters to fit the survival time-correlation function data for 
solvent around cellulose and [Ac]
respectively.  
Solvent A B βs βl τs (ps) τl (ps) 
around cellulose 
Water 0.7 0.5 0.47 1.01 21 41 
Ethanol 0.5 0.5 0.82 0.63 64 258 




Water 0.5 0.6 0.71 1.03 18 34 
Ethanol 0.4 0.6 0.92 0.84 22 218 
Acetone 0.8 0.4 0.71 0.48 26 78 























Figure 6.10.  Mean-squared displacements of solvents in 
cellulose/[BMIM][Ac]/solvent mixtures.  
6.4. Summary 
Cellulose regeneration from cellulose/[BMIM][Ac] mixture has been 
investigated by adding three anti-solvents (water, ethanol, and acetone). The 
structural and dynamics properties in the cellulose/[BMIM][Ac]/solvent 





the strongest interaction in acetone, but the weakest in water. Nevertheless, 
cellulose-cellulose interacts the most strongly in water, followed by ethanol 
and acetone. In water, ethanol, and acetone, the average numbers of H-bonds 
formed between cellulose and [Ac]

 are approximately 57, 163, and 409; and 
167, 145, and 71 between cellulose chains. Thus, water most effectively 
breaks cellulose-[Ac]
H-bonds and causes the formation of cellulose-
cellulose H-bonds. Complete regeneration of cellulose chains occurs in 
cellulose/[BMIM][Ac] mixture by adding water; however, partial and 
marginal regeneration is observed by adding ethanol and acetone, respectively. 
With regard to dynamic properties, [Ac]
in water resides near cellulose for 
approximately 5 ns. In contrast, [Ac]

 in ethanol and acetone can stay over the 
entire simulation duration. For solvents, the residence time increases in the 
order of water < acetone < ethanol, while the mobility decreases following the 
opposite trend (water > acetone > ethanol). Overall, insightful structural and 
dynamic properties at a microscopic level are provided in this study, and water 
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is identified to be a potential candidate, rather than ethanol and acetone, for 
cellulose regeneration from a cellulose/[BMIM][Ac] mixture.  
In the last three chapters (4, 5 and 6) the focus was on cellulose 
dissolution/regeneration. The microscopic understanding provided from 
molecular simulation is helpful to design new ILs for high-performance 
cellulose processing. The subsequent chapters (7, 8 and 9) will deal with the 
2
nd
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Chapter 7. IRMOF-1-Supported Ionic Liquid 
Membranes for CO2/N2 Separation   
7.1 Introduction 
Carbon capture and sequestration (CCS) is not only a scientific interest, 
but a societal issue for environmental protection. As a key step in CCS, CO2 is 
essential to be captured from CO2 emissions. There has been increasing 
interest to use pure as well as supported ILs for CO2 capture as discussed in 
Section 2.2. Nevertheless, most studies to date have used polymeric and 
inorganic supports to prepare supported IL membranes (SILMs). In the last 
decade, metal-organic frameworks (MOFs) have emerged as a new class of 
porous materials. The various choices (more than 10000) of organic linkers 
and metal oxides allow the structures and functions of MOFs to be tuned in a 
rational manner, thus we envision that MOFs are versatile supports to fabricate 
SILMs for CO2 capture.  
The objective of this chapter is to investigate MOF-supported ILs with 
various anions for CO2 capture. Experimental and theoretical studies have 
revealed that CO2 solubility and selectivity of CO2-containing mixtures are 
affected largely by the type of anion rather than cation.
149,211,212
 However, it is 
unknown how anion will affect CO2 capture in MOF-supported ILs. The 
support considered in this chapter is prototypical IRMOF-1. The ILs examined 
possess identical cation [BMIM]
+










Following this Section, the models and methods are briefly described in 
Section 7.2, including MD simulation to predict the densities of ILs, ab initio 
method to estimate the binding energies between anions and CO2, MC 
simulation to calculate the adsorption of CO2/N2 in IL/IRMOF-1 membranes, 
as well as MD simulation to examine the diffusion of CO2/N2. In Section 7.3, 
first, the predicted densities of ILs are compared with experimental data to 
validate the models used. Then, the structures of ILs confined in IL/IRMOF-1 
membranes are presented. Finally, the selectivities of CO2/N2 mixture at both 
infinite dilution and finite loadings are examined. In Section 7.4, major 
concluding remarks are summarized. 
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7.2 Models and Methods 
7.2.1 Ionic Liquids  
Figure 7.1 shows the structures of cation and anions for the four ILs in this 
study. The cation [BMIM]
+


































Figure 7.1. Cation [BMIM]
+










The interactions of IL include bonded stretching, bending, torsional 
potentials; and nonbonded Lennard-Jones (LJ) and electrostatic potentials. The 




 were adopted separately from 








 and cation 
[BMIM]
+
, the bonded interactions and non-boned LJ interactions were 
represented by the AMBER force field
229
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estimate the atomic charges, density functional theory (DFT) calculations were 
carried out using GAUSSIAN 09 package.
273
 Each cation and anion was 
geometrically optimized at 6-31G(d) basis set, and the electrostatic potentials 
were calculated at 6-311+G(d,p) basis set. The atomic charges were estimated 
by fitting to the electrostatic potentials with the Merz-Kollman scheme.
274
 
Table 7.1 lists the charges of the four ILs.  
 













Atom C1 C2 C3 C4 C5 C6 C7 C8 N1 
Charge -0.158 -0.151 -0.236 -0.316 -0.342 0.112 0.136 -0.315 0.218 
Atom N2 H1 H2 H3 H4 H5 H6 H7 H8 
Charge 0.276 0.205 0.251 0.162 0.164 0.170 0.143 0.145 0.009 
Atom H9 H10 H11 H12 H13 H14 H15 














Atom S C N 





Atom N S1 S2 C1 C2 O1 O2 O3 O4 
Charge -0.670 1.093 1.031 0.389 0.235 -0.552 -0.524 -0.545 -0.549 
Atom F1 F2 F3 F4 F5 F6 
Charge -0.150 -0.192 -0.168 -0.145 -0.133 -0.118 
 
To validate the force field and atomic charges, MD simulations were 
performed to calculate the densities of ILs at 1 atm and different temperatures. 
The initial velocities were assigned according to the Maxwell-Boltzmann 
distribution at 300 K. The equations of motion were integrated with a time 
step of 2 fs by the Leapfrog algorithm.
240
 Temperature was controlled by the 
Atom B F 
Charge  1.134 -0.533 
Atom P F 
Charge 1.34 -0.39 
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velocity-rescaled Berendsen thermostat with a relaxation time of 0.1 ps and 
pressure was maintained at 1 atm.
241
  The LJ interactions were evaluated with 
a cutoff value of 14 Å and the electrostatic interactions were calculated using 
the particle-mesh Ewald method
242
 with a grid spacing of 1.2 Å and a fourth-
order interpolation. The simulation trajectories were saved with a time interval 
of 2 ps. Each MD simulation ran for 10 ns and the density was estimated from 




7.2.2 Binding Energies between Anions and CO2 
The four ILs have identical cation but different anions. To quantitatively 
examine IL-CO2 interactions, the binding energies between four anions and 
CO2 were estimated using GAUSSIAN 09 package.
273
 For each anion, the 
second-order Møller-Plesset (MP2) method and 6-31++G(d,p) basis set were 
used to optimize CO2 position near the anion. The binding energy was 
calculated at a larger basis set 6-311++G(d,p), and the basis set superposition 
errors were corrected by the commonly used counterpoise method.
268
  
7.2.3 IL/IRMOF-1 Membranes  
 IRMOF-1 is considered as the support for IL membranes. Figure 7.2 
illustrates the IRMOF-1 structure with a lattice constant of 25.832 Å.
275
 
Straight channels with alternating size of 15 and 12 Å exist in IRMOF-1. The 
atomic charges of IRMOF-1 framework atoms were calculated from DFT with 
B3LYP functional based on a fragmental cluster shown in Figure 7.2. The 
dangling bonds of the cluster were terminated by methyl groups. The 6-31G(d) 
basis set was used for all atoms except metal atoms, for which LANL2DZ 
basis set was used. After DFT calculation, the atomic charges were fitted to 
the electrostatic potentials. The dispersion interactions of IRMOF-1 
framework atoms were represented by LJ potential with parameters from the 
universal force field (UFF).
224
 Simulation studies have demonstrated that UFF 
can accurately describe gas adsorption and diffusion in various MOFs.
276
 For 
example, good agreement between simulation and experiment was found for 
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Figure 7.2. (a) IRMOF-1 structure. (b) Atomic types and charges. Color code: 
Zn, orange; O, red; C, grey; H, white. 
 
In each IL/IRMOF-1 membrane, three weight ratios of IL to IRMOF-1 
(WIL/IRMOF-1 = 0.4, 0.75, 1.0) were examined. At each WIL/IRMOF-1, the desired 
number of ILs were added randomly into IRMOF-1 and subject to canonical 




Figure 7. 3. [BMIM][SCN]/IRMOF-1 membrane at a weight ratio WIL/IRMOF-1 
= 0.4. N: blue, C of [BMIM]
+
: green, S: yellow, C of [SCN]¯: pink, H: white, 
Zn: orange, O: red, C of IRMOF-1: grey. 
 
Figure 7.3 illustrates a snapshot of [BMIM][SCN]/IRMOF-1 membrane at 
WIL/IRMOF-1 = 0.4. The IRMOF-1 was assumed to be rigid during simulation. 
The details of MD simulation were similar to those described above for neat 
ILs. The MD simulation duration was 20 ns with the final 10 ns used for the 
structural analysis of ILs in the membrane.  
 
  Zn (1.51)) 
   O2 (-0.72))    O1 (-1.79)) 
    H (0.16)) 
  C1 (0.69)) 
C3 (-0.25))  
   C2 (0.20)) 
(a) (b) 
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7.2.4 Adsorption and Diffusion of CO2/N2 Mixture  
To compare the capability of the four IL/IRMOF-1 membranes for CO2 
capture from flue gas, the limiting selectivity of CO2 over N2 at infinite 
dilution was estimated by 
2 2CO N
/K K . 
2CO
K  and 
2N
K  are the Henry’s constants 
of CO2 and N2, estimated from NVT MC simulation. Specifically, a single gas 
molecule (CO2 or N2) was added into each IL/IRMOF-1 membrane and three 
types of trial moves (translation, rotation and re-growth) were conducted at 
300 K. The Henry’s constant 'K was evaluated by  
'
a
exp[ ( , )] d duK     r r                    (7.1) 
where Bk T   with kB the Boltzmann constant, a ( , )u r  is the adsorption 
energy of a gas molecules at position r and orientation  . CO2 was 
represented as a three-site molecule and its intrinsic quadrupole moment was 
described by a partial charge model.
278
 The partial charges on C and O atoms 
were qC = 0.576e and qO = –0.288e (e = 1.6022 ×10
-19
 coulomb), respectively. 
The CO bond length used was 1.18 Å and the bond angle OCO was 180. 
CO2CO2 interactions were modeled as a combination of LJ and electrostatic 
potentials. N2 was mimicked as a two-site model with the LJ potential 
parameters fitted to experimental bulk properties.
279
 The Lorentz-Berthelot 
combining rules were used to evaluate the cross interaction parameters. 
As we will see below that among the four IL/IRMOF-1 membranes, 
[BMIM][SCN]/IRMOF-1 exhibits the highest limiting selectivity 
2 2CO N
/K K , 
particularly at a large WIL/IRMOF-1. Consequently, [BMIM][SCN]/IRMOF-1 at 
WIL/IRMOF-1 = 1 was chosen to further examine the separation of CO2/N2 
mixture at finite loadings. The composition of CO2/N2 in bulk phase was 
assumed to be 0.15:0.85, representing a typical flue gas. Grand canonical 
Monte Carlo (GCMC) simulation was used to evaluate the adsorption of 
CO2/N2 mixture at 300 K and different pressures. The LJ interactions were 
evaluated with a spherical cutoff of 15 Å and the electrostatic interactions 
were calculated using the Ewald sum. The real/reciprocal space partition 
parameter and the cutoff for reciprocal lattice vectors were set to be 0.2 Å
-1
 
and 8, respectively, to ensure the convergence of the Ewald sum. The number 
of trial moves in a typical GCMC simulation was 2  107, in which the first 





 moves were used for equilibration and the subsequent 10
7
 moves for 
ensemble averages. Five types of trial moves were randomly attempted in the 
GCMC simulation: displacement, rotation, and partial re-growth at a 
neighboring position; complete re-growth at a new position; swap with 
reservoir including creation and deletion with equal probability. Furthermore, 
NVT MD simulation was carried out to investigate diffusion of CO2/N2 
mixture in [BMIM][SCN]/IRMOF-1 membrane. At a given pressure, the 
numbers of CO2 and N2 molecules in the MD simulation were determined by 
adsorption from the GCMC simulation. The MD simulation ran for 20 ns and 
the diffusion coefficients of CO2 and N2 were estimated from the final 10 ns 
trajectory. Based on the solubility and diffusion coefficients, the 
permeabilities of CO2 and N2 were calculated, as well as the selectivity 
between CO2 and N2.  
7.3. Results and Discussion 
7.3.1 Densities of ILs  
Table 7.2 lists the densities of [BMIM][BF4], [BMIM][PF6], 
[BMIM][SCN], and [BMIM][Tf2N] at different temperatures and 1 atm. The 
density of each IL decreases with increasing temperature. The agreement 
between simulation and experiment is generally good, despite certain 
deviations. For [BMIM][BF4] and [BMIM][PF6], the deviations are 0.8% and 
0.4%. Nevertheless, the deviations increase to 3% and 4% for [BMIM][SCN] 
and [BMIM][Tf2N]. Similar magnitude of deviations were also observed by 
Lopes et al. for [BMIM][Tf2N].
280
 These suggest that the force field and 
atomic charges used to mimic the ILs are fairly accurate, particularly for 
[BMIM][BF4] and [BMIM][PF6].  
 
 
Table 7.2. Densities (kg/m
3
) of ILs from simulation and experiment at 1 atm. 
 
 [BMIM][BF4]  
T (C) Simulation Experiment
281
 
30 1190 1200 
50 1185 1194 
60 1174 1185 
70 1162 1173 
 [BMIM][PF6]  
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T (C) Simulation Experiment
255
 
20 1354 1360 
40 1344 1348 
50 1337 1340 
60 1328 1332 
70 1320 1324 
 [BMIM][SCN]  
T (C) Simulation Experiment
282
 
20 1103 1070 
45 1090 1058 
55 1085 1052 
65 1079 1046 
75 1073 1041 
 [BMIM][Tf2N]  
T (C) Simulation Experiment
283
 
23 1495 1439 
40 1485 1434 
50 1474 1425 
60 1464 1414 
 
7.3.2 Structures of ILs in IL/IRMOF-1 Membranes  
To investigate the structures of ILs confined in IL/IRMOF-1 membranes, 
radial distribution functions g(r) were calculated. Figure 7.4a shows the g(r) of 
anion around the Zn atom of IRMOF-1 in four IL/IRMOF-1 membranes at 












 exhibit higher peaks than [SCN]








 is chain-like; therefore, the former two can fit 
more closely into the metal-cluster corner. Compared with these three anions, 
[Tf2N]

 has a relatively less pronounced peak at 5.6 Å and is not close to the 
metal cluster. The reason is the small metal-cluster corner cannot 
accommodate bulky and chain-like [Tf2N]

. Figure 7.4b shows the g(r) of 
cation [BMIM]
+
 around Zn atom of IRMOF-1. The g(r) profiles are 
qualitatively similar in the four IL/IRMOF-1 membranes. This implies the 
impact of anion is marginal on cation structure. One significant feature seen 
here, different from Figure 7.4a, is that non-zero g(r) appears at distance > 4.2 
Å and the magnitude of g(r) is smaller. This suggests [BMIM]
+
 is not 
proximal to the metal cluster. The reason is the same as for [Tf2N]

 discussed 





 is bulky and chain-like and not preferentially to fit into 
the metal-cluster corner. 
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Figure 7.4. Radial distribution functions of (a) anion and (b) cation around Zn 
atom of IRMOF-1 in IL/IRMOF-1 membranes at WIL/IRMOF-1 = 0.4. 
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Figure 7.5. Radial distribution functions of (a) anion and (b) cation around O1 
atom of IRMOF-1 in IL/IRMOF-1 membranes at WIL/IRMOF-1 = 0.4 
 
Figure 7.5 shows the g(r) of anion and cation around the bridging O1 atom. 
For anion, the g(r) is rather similar to that in Figure 7.4a. For cation, however, 
the g(r) differs from Figure 7.5b. More specifically, non-zero g(r) is observed 
for [BMIM]
+
 at distance > 5.5 Å, implying [BMIM]
+
 is away from the center 
of Zn4O tetrahedron. 
While the structural properties of anion and cation around the metal cluster 
(Zn and O1 atoms) are discussed above, it is instructive to examine how they 
behave around the organic linker of IRMOF-1. Figure 7.6 represents such 
information around C3 atom of IRMOF-1 in IL/IRMOF-1 membranes at 
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WIL/IRMOF-1 = 0.4. Peaks are observed in Figure 7.6a for anion at distance 
ranging from 4 – 6 Å, to some extent, similar to those around Zn atom in 









 have broad ones. 
Figure 7.6b indicates the g(r) of cation around C3 atom largely resembles 
Figure 7.4b. Nevertheless, the g(r) here is non-zero at distance > 3 Å rather 
than > 4.2 Å in Figure 7.4b. This reveals that cation is located in the open pore 
of IRMOF-1 and much closer to the phenyl ring instead of the metal cluster. 
Once again, the g(r) value of cation is smaller compared with anion; implying 
anion has a stronger interaction with the support IRMOF-1.  
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Figure 7.6. Radial distribution functions of (a) anion and (b) cation around C3 
















































































Figure 7.7. Radial distribution functions of (a) anion and (b) cation around O2 
atom of IRMOF-1 in IL/IRMOF-1 membranes at WIL/IRMOF-1 = 0.4. 
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Figure 7.7 plots the g(r) of anion and cation around carboxylic O2 atom. 
Because the O2 atom connects metal cluster and phenyl ring, the peak height 
and position in Figure 7.7 are between Figures 7.4 and 7.6. For instance, non-
zero g(r) in Figure 4.7b is seen at distance > 3.5 Å, which is between 4.2 Å in 
Figure 4.2b and 3 Å in Figure 4.6b.  
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Figure 7.8. Radial distribution functions of anion-cation in (a) IL/IRMOF-1 
membranes at WIL/IRMOF-1 = 0.4 (b) bulk phase. 
 
To obtain further insights into the structural information of ILs in 
IL/IRMOF-1 membranes, the g(r) of anion-cation in IL/IRMOF-1 membranes 
at WIL/IRMOF-1 = 0.4 are plotted in Figure 7.8a. For comparison, Figure 7.8b 
shows the g(r) of anion-cation in bulk phase of ILs. Clearly, the structural 
arrangement of anion-cation in bulk phase is qualitatively same for the four 











, largely follows the increasing order of anion size. 
Correspondingly, the first minima in the g(r) are at 7.2, 7.6, 8.2, and 8.8 Å and 
the coordination numbers within the first shell are 5.6, 6.2, 6.7, and 6.7. These 
quantitative values in bulk ILs are consistent with the study reported by Liu et 
al.
272
 Upon confined in IRMOF-1, a change is observed in the g(r). The 
magnitude of g(r) is elevated because anion and cation become more packed 
due to confinement effect. Particularly, [BMIM]
+[Tf2N]

 in the membrane 
exhibits the highest peak. The reason is among the four anions, [Tf2N]

 has the 
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weakest interaction with IRMOF-1 as evidenced in Figures 7.4a, 7.5a, 7.6a 
and 7.7a. As a consequence, [Tf2N]

























































































Figure 7.9. Radial distribution functions of anion-anion in (a) IL/IRMOF-1 
membranes at WIL/IRMOF-1 = 0.4 (b) bulk phase. 
 
The g(r) of anion-anion and cation-cation in IL/IRMOF-1 membranes and 
bulk phase are shown respectively in Figures 7.9 and 7.10. They are less 
pronounced than the g(r) of anion-cation in Figure 7.8, as attributed to the 
unfavorable electrostatic interactions. Nevertheless, the peak of g(r) for either 
anion-anion
 
or cation-cation in membranes is elevated from bulk phase. The 
peak position is generally shifted to a larger value compared with bulk phase, 
indicating the distance of anion-anion
 
or cation-cation increases. This is due to 
the confinement effect of IRMOF-1 support, in which each ion is surrounded 
by more counterions compared with that in bulk phase.  
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Figure 7.10. Radial distribution functions of cation-cation of ILs in (a) 
IL/IRMOF-1 membranes at WIL/IRMOF-1 = 0.4 (b) bulk phase.   
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All the results presented above are based on WIL/IRMOF-1 = 0.4, we also 
examine the impact of WIL/IRMOF-1 on IL structures. Figure 7.11 shows the g(r) 
of [SCN]

 around Zn and C3 atoms of IRMOF-1 in [BMIM][SCN]/IRMOF-1 
membranes at WIL/IRMOF-1 = 0.4 , 0.75, and 1.0. As loading increases, the peak 
of g(r) generally decreases. At a low WIL/IRMOF-1, only a few IL molecules exist 
and [SCN]

 is largely localized proximally to the metal cluster. With 
increasing WIL/IRMOF-1, however, [SCN]

 enters into the open pore and tends to 
be more uniformly distributed in IRMOF-1. Consequently, the relatively low 
density and hence the g(r) decrease. Interestingly, the extent of decrease for 
[SCN]
Zn is larger than for [SCN]C3. This is because [SCN]

 has a 
stronger interaction with Zn atom than C3 atom (see Figures 7.4a and 7.6a), 
















































Figure 7.11. Radial distribution functions of [SCN]ˉ around (a) Zn (b) C3 
atoms of IRMOF-1 in [BMIM][SCN]/IRMOF-1 membranes at WIL/IRMOF-1 = 
0.4 , 0.75, and 1.0.   
 
7.3.3 Limiting Selectivities of CO2/N2 Mixture  
The four ILs consist of identical cation but different anions, and the 
interactions between CO2 and anions were estimated by ab initio calculations. 
Figure 7.12 shows the binding energies as well as optimized structures. We 







, but not in bulky anion [Tf2N]

. The binding 









evaluate the performance of IL/IRMOF-1 membranes with different anions for 
post-combustion CO2 capture, the limiting selectivities of CO2/N2 at infinite 
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dilution are plotted in Figure 7.13. In each membrane, the selectivity is 
enhanced with increasing WIL/IRMOF-1. This is because ions in the membrane 
are favorable sites for CO2 adsorption. As demonstrated previously,
284
 the 
number of ionic adsorption sites increases with increasing WIL/IRMOF-1, leading 













 at WIL/IRMOF-1 = 
0.4). This hierarchy is consistent with the prediction from COSMO-RS 
method,
211,212
 and largely follows the order of binding energy between CO2 
and anion. The exception is [Tf2N]

 that exhibits a larger binding energy but a 
lower selectivity than [PF6]

. This is because [Tf2N]

 has the strongest 
interaction with [BMIM]
+





 prefer to form pairs and are not favorable for CO2 
adsorption. The observation here is in accordance with several recent studies, 
which showed that gas solubility/selectivity cannot be simply inferred from 






                          
 
                         
 













(a) [Tf2N]ˉ, Eb = 28.42  (b) [PF6]ˉ, Eb = 25.11 
(c) [BF4]ˉ, Eb = 30.10 (d) [SCN]ˉ, Eb = 31.38 





Figure 7.13. Limiting selectivities of CO2/N2 mixture in IL/IRMOF-1 
membranes at WIL/IRMOF-1 = 0.4, 0.75 and 1.0, respectively. 
 
7.3.4 Separation of CO2/N2 Mixture in [BMIM][SCN]/IRMOF-1 
Membrane  
As demonstrated in Figure 7.13, [BMIM][SCN]/IRMOF-1 membrane at 
WIL/IRMOF-1 = 1.0 possesses the largest limiting selectivity for CO2/N2 mixture. 
Consequently, this membrane is chosen to examine the separation of CO2/N2 

























Figure 7.14. Adsorption isotherms of CO2/N2 mixture in 
[BMIM][SCN]/IRMOF-1 at WIL/IRMOF-1 = 1.0. The pressure refers to the total 
pressure of CO2 and N2 mixture with a composition of 15:85. 
 
   [Tf2N]ˉ        [PF6]ˉ
              
[BF4]ˉ               [SCN]ˉ           
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Figure 7.14 shows adsorption isotherms of CO2/N2 mixture as a function 
of total pressure. The extent of CO2 adsorption increases more sharply than N2 
with increasing pressure due to two primary reasons. First, CO2 is a three-site 
molecule and has a stronger interaction than N2 with the membrane. Second, 
the ions of IL are favorable adsorption sites for quadrupolar CO2 molecule. 
Therefore, CO2 is more preferentially adsorbed compared with N2. 
In order to closely identify the favorable sites for CO2 adsorption (at 100 
kPa), Figure 7.15 shows the g(r) of CO2 around N and S atoms of [SCN]

, N1 
and N2 atoms of [BMIM]
+
, Zn and C3 atoms of IRMOF-1. Pronounced peaks 





is the most favorable site. The second favorable site is the phenyl ring of 
IRMOF-1, as indicated by the broad peak between 3.6 and 4.8 Å for C3 atom. 
The g(r) for both N1 and N2 atoms of cation are similar and less pronounced.  
 
r (Å)










 N of [SCN]

 S of [SCN]

 N1 of [BMIM]
+
 N2 of [BMIM]
+
 Zn of IRMOF-1
 C3 of IRMOF-1
 
Figure 7.15. Radial distribution functions of CO2 around N and S atoms of 
[SCN]

, N1 and N2 atoms of [BMIM]
+
, Zn and C3 atoms of IRMOF-1 in 
[BMIM][SCN]/IRMOF-1 at WIL/IRMOF-1 = 1.0. 
 
Upon comparison, the g(r) of Zn-CO2 has the lowest peak, thus the metal 
cluster is the least favorable for CO2 adsorption. Such behavior is remarkably 
different from the adsorption in neat IRMOF-1, in which the favorable site 
was found to be near the metal cluster.
277
 In [BMIM][SCN]/IRMOF-1 
membrane, ions especially [SCN]ˉ occupy the metal-cluster corner and act as 
the most favorable adsorption sites for CO2.  
 N of [SCN]















 N of [SCN]

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In addition to equilibrium adsorption, dynamic diffusion of CO2/N2 
mixture is also examined in [BMIM][SCN]/IRMOF-1 membrane. The 
mobility of gas molecules was quantified by mean-squared displacement 
(MSD) . For both CO2 and N2 in the membrane, the MSDs were found to scale 
linearly with t, suggesting the occurrence of normal (or Einstein) diffusion. 
The diffusion coefficients were thus estimated by 











D r t r
N dt  
                                    (7.2) 
As plotted in Figure 7.16, 
2CO
D  is smaller than 
2N
D  because CO2 has a larger 
molecular weight and a stronger interaction with the membrane. The 
magnitude of 
2CO








/s in neat 
IRMOF-1.
286
 This is attributed to the reduction of free volume in IRMOF-1 
upon adding [BMIM][SCN]. Nevertheless, the 
2CO





/s in polyimide membrane.
287
 With increasing pressure or 
loading, both 
2CO
D  and 
2N
D  in [BMIM][SCN]/IRMOF-1 decrease particularly 
2N

























Figure 7.16. Diffusion coefficients of CO2/N2 mixture in 
[BMIM][SCN]/IRMOF-1 at WIL/IRMOF-1 = 1.0. 
 
Based on the above adsorption and diffusion properties, the permeability 
of gas i is evaluated by Pi = SiDi, in which Si is the solubility coefficient 
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estimated from the isotherms in Figure 7.14. More specifically, Si is calculated 
by ci/pi (ci is loading and pi is partial pressure). Essentially, S is a characteristic 
of interaction strength between gas and membrane. With increasing pressure, S 
decreases because adsorption occurs in less favorable sites at a high 
pressure.
287
 This is reflected in Table 7.3, which lists the solubility 
coefficients, diffusion coefficients, and permeabilities of CO2 and N2 in 
[BMIM][SCN]/IRMOF-1 membrane. With increasing pressure, both S and D 
of each gas decrease, thus P also decreases accordingly.  
 









/s), and permeabilities (barrer) of CO2 and N2 







It is interesting to compare the permeability in [BMIM][SCN]/IRMOF-1 
with other structures. Based on our previous simulation studies for adsorption 
and diffusion in IRMOF-1,
277,286
 CO2 permeability in IRMOF-1 at 2 bar is 6  
10
5
 barrer, nearly 20 times larger than in [BMIM][SCN]/IRMOF-1. This is 
attributed to the reduction of free volume in IRMOF-1 by the addition of IL. 
In experiment, CO2 permeance in polyethersulfone-supported 




which is 30% higher than the permeance in [EMIM][Tf2N].
170
 With this 
permeance value and membrane thickness of 130 m, CO2 permeability is 
approximately 10
3
 barrer, almost 28 times smaller than in 
[BMIM][SCN]/IRMOF-1. Additionally, [BMIM][SCN]/IRMOF-1 shows high 
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To evaluate the separation performance of [BMIM][SCN]/IRMOF-1 







                                                (7.3) 
where 
2 2CO N
/S S  is adsorption selectivity quantified by ( / )( / )i j i jx x y y , ix  and 
iy  are the mole fractions of gas i in adsorbed and bulk phase, respectively. 
2 2CO N
/D D  is diffusion selectivity, simply the ratio of two diffusion 
coefficients.  
Pressure (kPa)












Figure 7.17. Permeation, adsorption, and diffusion selectivities of CO2/N2 
mixture in [BMIM][SCN]/IRMOF-1 at WIL/IRMOF-1 = 1.0. 
 
As shown in Figure 7.17, 
2 2CO N
/S S  is within 28 – 25 over the pressure 
range examined. This 
2 2CO N
/S S  is approximately 6 times higher than in 
IRMOF-1 because ions act as the favorable sites for CO2 adsorption. With 
increasing pressure, 
2 2CO N
/S S  initially decreases and then increases. The 
reason is the number of favorable sites for CO2 reduces during adsorption, 
which leads to a decrease in 
2 2CO N
/S S . On the other hand, the cooperative 
interaction between adsorbed CO2 molecules is enhanced, particularly at a 
high pressure, thus resulting in an increase in 
2 2CO N
/S S . 
2 2CO N
/D D  remains 
mainly a constant (0.5 – 0.8) with only a marginal enhancement when pressure 
increases. Therefore, 
2 2CO N
/P P is dominated by 
2 2CO N
/S S  and the membrane 
performance is almost entirely based on adsorption selectivity. Such a feature 
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is in remarkable contrast to gas separation in glassy polymer membranes 
where the performance is largely based on diffusion selectivity.
288
  
The permeation selectivity 
2 2CO N
/P P  versus CO2 permeability 
2CO
P  in 
[BMIM][SCN]/IRMOF-1 membrane are plotted in Figure 7.18. For 





  are also included. While [BMIM][SCN]/IRMOF-1 
exhibits comparable 
2 2CO N
/P P  with polymer membranes and polymer-
supported ILs, it has substantially higher 
2CO
P . The performance of 
[BMIM][SCN]/IRMOF-1 surpasses the Robeson’s upper bound. This suggests 
that [BMIM][SCN]/IRMOF-1 might outperform polymer membranes and 
polymer-supported ILs in CO2/N2 separation for post-combustion CO2 
capture.  
 
            
Figure 7.18. CO2/N2 permeation selectivity versus CO2 permeability. The 
filled circles are in [BMIM][SCN]/IRMOF-1 of this study. The red circles are 
experimental data in polymer membranes and the line is the Robeson’s upper 
bound.
289
 Also illustrated are the data in polymer-supported ILs. 
 
7.4. Summary 
CO2 capture in IRMOF-1 supported IL membranes with four different 
anions has been examined. Due to the confinement effect, both cations and 
anions in IRMOF-1 are more packed compared to bulk phase. Anion has a 
























, particularly the former two, locate preferentially near the metal-





reside proximally to the phenyl ring. [BMIM]
+
 has a similar structure in the 
four IL/IRMOF-1 membranes. Among the four anions, [Tf2N]

 has the 
weakest interaction with IRMOF-1 and hence the strongest interaction with 
[BMIM]
+
. In the four membranes, the limiting selectivities of CO2/N2 at 
infinite dilution are enhanced with increasing the weight ratio of IL to 
IRMOF-1 (WIL/IRMOF-1). This is attributed to the increased number of ions that 
act as favorable sites for CO2 adsorption. At a given WIL/IRMOF-1, the selectivity 








. This agrees well 
with the prediction from COSMO-RS method and largely follows the binding 
energy between CO2 and anion.  
In [BMIM][SCN]/IRMOF-1 membrane with WIL/IRMOF-1 = 1, [SCN]

 is the 
most favorable site. The diffusivity in [BMIM][SCN]/IRMOF-1 is smaller 
than in IRMOF-1 due to the reduced free volume, but significantly larger than 
in polyimide membranes. The adsorption selectivity in 
[BMIM][SCN]/IRMOF-1 ranges 28 – 25 and the diffusion selectivity is 
mainly a constant (0.5 – 0.8). Consequently, the permeation selectivity is 
governed by adsorption difference. [BMIM][SCN]/IRMOF-1 is predicted to 
have a capability surpassing the Robeson’s upper bound, and it outperforms 
polymer membranes and polymer-supported ILs in CO2 permeability. The 
simulation study suggests that anion effects are significant on IL structures as 
well as CO2 capture, and [BMIM][SCN]/IRMOF-1 might be an interesting 
candidate for CO2 capture.  
To the best of our knowledge, currently there is no experiment study on 
MOF-supported IL membranes for CO2 capture. We hope that the current 
study will trigger experimental endeavors to ascertain the superior membrane 
performance found here. Furthermore, ILs can be produced by unlimited 
cations and anions, and MOFs can also be synthesized from numerous metal 
oxides and organic linkers. This unique combination provides great 
opportunities to tailor the structures and functions of MOF-supported IL 
membranes for CO2 capture and other emerging applications.  
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Chapter 8. Hydrophobic/Hydrophilic MOFs-
Supported Ionic Liquid Membranes for CO2/N2 
Separation   
8.1 Introduction 
In previous chapter, MOF-supported IL membranes are proposed for CO2 
capture and the effect of anion is examined. Particularly, 
[BMIM][SCN]/IRMOF-1 membrane is found to outperform polymer 
membranes and polymer-supported ILs in CO2 permeability/selectivity, and its 
performance surpasses the Robeson’s upper bound.  
In this chapter, the focus will be on [BMIM][SCN] supported by two 
different MOFs, namely ZIF-71 and Na-rho-ZMOF. They possess the same 
topology and similar pore size, but ZIF-71 is hydrophobic and Na-rho-ZMOF 
is hydrophilic. Therefore, molecular insight into the role of 
hydrophobic/hydrophilic framework in MOF-supported IL membranes will be 
provided. Following this section, the models and simulation methods are 
briefly described in section 2. In section 3, the structural properties of 
[BMIM][SCN] in ZIF-71 and Na-rho-ZMOF are presented. Thereafter, the 
performance of CO2/N2 separation in [BMIM][SCN]/ZIF-71 and 
[BMIM][SCN]/ZMOF membranes is discussed, followed by concluding 
remarks in section 4. 
8.2. Models and Methods 
8.2.1 MOF-Supported [BMIM][SCN] Membranes   
The structures of ZIF-71 and Na-rho-ZMOF are shown in Figure 8.1. Both 
MOFs possess rho-type topology. ZIF-71 has a space group of Pm-3m and a 
lattice constant of 28.554 Å.
290
 One unit cell of ZIF-71 contains a truncated 
cuboctahedron (-cage) with 48 Zn atoms. Each Zn atom is coordinated with 
four N atoms of 4,5-dicholoroimidazolate ligands to form four-coordinated 
molecular building block. Na-rho-ZMOF has a space group of Im-3m and a 
lattice constant of 31.062 Å.
291
 It was synthesized by metal-ligand-directed 
assembly of In atoms and 4,5-imidazoledicarboxylic acid (H3ImDC). Each In 
atom is coordinated to four N atoms and four O atoms of four separate doubly 
deprotonated H3ImDC ligands, respectively, to form eight-coordinated 
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molecular building block. Both MOFs consist of truncated cuboctahedra (α-
cages) that are connected by double eight-member ring (D8MR).  
 
                           
 
Figure 8.1. Crystal structures of (a) ZIF-71 and (b) Na-rho-ZMOF. N: blue, C: grey, 
H: white, Zn: orange, Cl: light green, O: red, In: green, Na
+
: purple.  
 
Figure 8.2 illustrates the pore morphologies and radii in ZIF-71 and Na-
rho-ZMOF.
292
 The cage radii are approximately 8.4 and 9.1 Å, while the 
window radii are 2.4 and 2.8 Å in ZIF-71 and Na-rho-ZMOF, respectively. 
The atomic charges of ZIF-71 and rho-ZMOF framework atoms were 
calculated by density-functional theory as described in previous study.
292
 The 
dispersion interactions were represented by Lennard-Jones (LJ) potential with 
parameters from the universal force field (UFF).
293
 A number of simulation 
studies have demonstrated that UFF can accurately predict adsorption and 
diffusion in various MOFs.
276
 Figure 8.3 and Table 8.1 give the atomic 
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Figure 8.2. Pore morphologies and radii in (a) ZIF-71 and (b) Na-rho-ZMOF. 







(a)                                                                                     (b) 





Figure 8.3. Atomic charges in the fragmental clusters of (a) ZIF-71 and (b) rho-
ZMOF. 
 










The atomic types and atomic charges in [BMIM][SCN]  were shown in 
Figure 7.1 and Table 7.1, respectively. In addition, the bonded (stretching, 
bending, and torsional) and LJ potentials were included and represented by the 
AMBER force field.
229
 Two [BMIM][SCN] membranes were examined, one 
supported on ZIF-71 and the other on Na-rho-ZMOF. In each membrane, the 
weight ratio of [BMIM][SCN] to MOF was 0.15. On this basis, the desired 
Atom   σ (Å) ε (kJ/mol) 
Zn 2.461 0.519 
N 3.260 0.288 
C 3.431 0.439 
H 2.571 0.184 
Cl 3.516 0.949 
In 3.976 2.504 

















(b)                                                                                
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number of [BMIM][SCN] was added randomly into the pore of each MOF. 
Then, the confined [BMIM][SCN] was subjected to energy minimization with 
the steepest descent method. Finally, MD simulation was performed in a 
canonical (NVT) ensemble to further equilibrate the confined [BMIM][SCN]. 
Temperature was maintained at 300 K by velocity-rescaled Berendsen 
thermostat with a relaxation time of 0.1 ps.
241
 The LJ interactions were 
evaluated with a cutoff of 14 Å, and the electrostatic interactions were 
calculated using particle-mesh Ewald method
242
 with a grid spacing of 1.2 Å 
and a fourth-order interpolation. The equations of motion were integrated with 
a time step of 2 fs by the Leapfrog algorithm.
294
 Total MD simulation duration 
was 20 ns, in which the last 10 ns was used for analysis. Gromacs 4.5.3
239
 was 
implemented for the minimization and MD simulation. The MOF structures 
were assumed to be rigid during the simulation. Figure 8.4 illustrates the 
equilibrated snapshots of [BMIM][SCN]/ZIF-71 and [BMIM][SCN]/ZMOF 
membranes. It can be seen that [BMIM][SCN] in each MOF is mostly located 
in the open -cage and proximal to the framework. Particularly, [SCN] anion 
in Na-rho-ZMOF is preferentially bound onto Na
+
 ions. The detailed structural 
properties of [BMIM][SCN] in the membranes will be discussed below.   
 
               
 
Figure 8.4.  (a) [BMIM][SCN]/ZIF-71 and (b) [BMIM][SCN]/ZMOF 
membranes at a weight percentage WIL/MOF = 0.15. C of [BMIM]
+
 and 
framework: grey, C of [SCN]

: cyan, S: yellow, N: blue, Zn: orange, Cl: light 
green, In: green, Na
+
: purple, O: red, H: white. The metal clusters are shown 
as polyhedra.  
 
(a) (b) 
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8.2.2 Adsorption, Diffusion and Permeation of CO2/N2 Mixture  
To evaluate the separation performance of [BMIM][SCN]/ZIF-71 and 
[BMIM][SCN]/ZMOF membranes, the adsorption, diffusion, and permeation 
of CO2/N2 mixture were simulated at 300 K. Specifically, GCMC simulation 
was used to evaluate the adsorption at different pressures. The composition of 
CO2/N2 in bulk phase was assumed to be 0.15:0.85, representing a typical flue 
gas. CO2 was mimicked as a there-site model and its intrinsic quadrupole 
moment was described by a partial charge model.
278
 The partial charges on C 
and O atoms were qC = 0.576e and qO = –0.288e (e = 1.6022 ×10
-19
 coulomb), 
with CO bond length of 1.18 Å and bond angle OCO of 180. N2 was 
represented as a two-site model with the LJ potential parameters fitted to 
experimental bulk properties.
279
 Table 8.2 lists the LJ parameters of CO2 and 
N2. 
 






The Lorentz-Berthelot combining rules were used to evaluate cross 
interaction parameters. To evaluate the LJ interactions, a spherical cutoff of 15 
Å was used; while the electrostatic interactions were calculated using Ewald 
sum. The real/reciprocal space partition parameter and the cutoff for reciprocal 
lattice vectors were 0.2 Å
-1
 and 8, respectively, to ensure convergence. In the 
GCMC simulation, the number of trail move was 2  107. The first 107 moves 
were used for equilibration and the subsequent 10
7
 moves for ensemble 
averages. Five types of trail moves were randomly attempted, including 
displacement, rotation, partial re-growth at a neighboring position; complete 
re-growth at a new position; swap with reservoir. Their probabilities were 0.1, 
0.1, 0.1, 0.1, and 0.6, respectively. Thereafter, MD simulation was conducted 
to estimate the diffusion of CO2/N2 mixture in each membrane. The initial 
configuration for the MD simulation was from the GCMC simulation. At each 
pressure, the MD simulation duration was 50 ns with the last 40 ns for 
 Atom σ (Å) ε (kJ/mol) 
CO2 
C 2.789 0.247 
O 3.011 0.690 
N2 N 3.320 0.303 
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analysis. The solubility and diffusion coefficients of CO2 and N2 were 
calculated from the GCMC and MD simulations. Subsequently, the 
permeabilities were calculated and compared to the reported values in other 
membranes. Finally, the adsorption, diffusion, and permeation selectivities for 
the separation of CO2/N2 mixture were estimated.  
8.3. Results and Discussion 
8.3.1 Structures of [BMIM][SCN] in Membranes  
The structures of [BMIM][SCN] in the two MOF-supported membranes 




were considered respectively to calculate the g(r). 
Figure 8.5a shows the g(r) of [SCN]
anion around the Zn, Cl, and N atoms of 
ZIF-71 in [BMIM][SCN]/ZIF-71 membrane. Sharp peaks are observed, 
particularly around the Zn atom at r = 4.2  4.5 Å. The reason is [SCN] has a 
negative charge and interacts favorably with the positively charged Zn atom. 
The Cl atom is present in the open -cage and more easily accessible than the 
N atom by [SCN]

; consequently, higher peaks are seen in the g(r) around the 
Cl atom than N atom.  
 
r (Å)











































Figure 8.5. Radial distribution functions of (a) [SCN]
and (b) [BMIM]+ 
around the Zn, Cl, and N atoms of ZIF-71 in [BMIM][SCN]/ZIF-71.  
 
As shown in Figure 8.5b, the g(r) of [BMIM]
+
 cation appears at r = 3.2 Å 
around the Cl atom, but at r > 4.8 Å around the Zn and N atoms. This is 
attributed to bulky and chain-like structure of [BMIM]
+
, which is 
preferentially reside in the -cage (close to the Cl atom) rather than the metal 
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cluster (ZnN4). Comparing Figure 8.5a and 8.5b, we can infer that [SCN]

 has 
a stronger interaction than [BMIM]
+
 with ZIF-71 framework. 
 
  r (Å)
























Figure 8.6. Radial distribution functions of cation-anion, anion-anion, and 
cation-cation in [BMIM][SCN]/ZIF-71. 
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Figure 8.7. Radial distribution functions of cation–anion, anion–anion, and cation–
cation in bulk phase of [BMIM][SCN].  
 
Figure 8.6 shows the g(r) of cation-anion, anion-anion, and cation-cation 
in [BMIM][SCN]/ZIF-71 membrane. A pronounced peak is observed at r = 
4.0 Å for [BMIM]
+
-[SCN]ˉ. The g(r) of [SCN]-[SCN] and [BMIM]+-
[BMIM]
+
 are much lower than that of [BMIM]
+
-[SCN]ˉ due to unfavorable 
electrostatic repulsion. As a comparison, the g(r) in bulk phase of 
[BMIM][SCN] are shown in Figure 8.7. Upon confined in ZIF-71, the 





 in the membrane exhibits the largest elevation, 
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also elevated from bulk phase. The peak position is generally shifted to a 









 increases in the membrane. This is because 
each ion is surrounded by more counterions than in bulk phase, a consequence 
of confinement effect. Similar finding was also observed in our previous study 
























































Figure  8.8. Radial distribution functions of (a) [SCN]

 and (b) [BMIM]
+
 
around the In, O, N, and Na
+
 of Na-rho-ZMOF in [BMIM][SCN]/ZMOF.  
 
Figure 8.8 plots the g(r) of [SCN]
and [BMIM]+ around the In, O and N 





 exhibits a sharp peak at r = 2.4 Å because Na
+
 ions act as 
strong binding sites for [SCN]

. In contrast, other framework atoms interact 
much more weakly with [SCN]

 and substantially lower g(r) are observed at r 
> 3.2 Å. For [BMIM]
+
















-In. This indicates [BMIM]
+ 
is 
proximal to the organic linker rather than the metal cluster and Na
+
 ion. With a 
chain-like structure, [BMIM]
+ 
prefers to reside in the -cage because small 
corner near the metal cluster cannot accommodate [BMIM]
+
. As also observed 
in ZIF-71 (Figure 8.5), [SCN]


































Figure 8.9. Radial distribution functions of cation-anion, anion-anion, and 
cation-cation in [BMIM][SCN]/ZMOF.  
 
Figure 8.9 plots the g(r) of cation-anion, anion-anion, and cation-cation in 




at 3.6 Å remarkably different from that in [BMIM][SCN]/ZIF-71 
membrane. The reason is Na
+
 ions are preferential binding sites for [SCN]
as 
depicted in Figure 8.8, thus [SCN]

 anions mostly reside near Na
+
 ions and 








, which is 
less pronounced compared to those in [BMIM][SCN]/ZIF-71 (Figure 8.6) and 
in bulk [BMIM][SCN] (Figure 8.7).   
8.3.2 Separation of CO2/N2 Mixture  
Figure 8.10 shows the adsorption isotherms of CO2/N2 mixture as a 
function of total pressure in [BMIM][SCN]/ZIF-71 and [BMIM][SCN]/ZMOF 
membranes. Apparently the extent of CO2 adsorption is greater than N2 at any 
given pressure, because CO2 is a three-site molecule and has a stronger 
interaction than N2 with the membrane. Compared to [BMIM][SCN]/ZIF-71, 
[BMIM][SCN]/ZMOF has a greater adsorption capacity for CO2. The reason 
is that Na
+
 ions in Na-rho-ZMOF are strong binding sites for CO2 as further 
explained below. As a result, N2 adsorption in [BMIM][SCN]/ZMOF is weak 
and even lower than that in [BMIM][SCN]/ZIF-71.  
 




































Figure 8.10. Adsorption isotherms of CO2/N2 mixture (15:85) in (a) 
[BMIM][SCN]/ZIF-71 and (b) [BMIM][SCN]/ZMOF.  
 
r (Å)

























  r (Å)






















Figure 8.11. Radial distribution functions of CO2 around the S and N atoms of 
[SCN]

, the N1 and N2 atoms of [BMIM]
+
 (a) the Zn and Cl atoms of ZIF-71 
in [BMIM][SCN]/ZIF-71 (b) the In and Na atoms of ZMOF in 
[BMIM][SCN]/ZMOF. The total pressure of CO2/N2 mixture is 100 kPa. 
 
To identify favorable adsorption sites for CO2, Figure 8.11 shows the g(r) 
for the carbon atom of CO2 around the anion and cation of IL, as well as the 
framework atoms in the two membranes. In [BMIM][SCN]/ZIF-71 membrane 
(Figure 8.11a), a sharp peak is observed at 3.2 Å in the g(r) around the S atom 
of [SCN]

.Though the N atom of [SCN] also exhibits a peak at 3.2 Å, the 
peak height is lower. The g(r) around the Zn atom of ZIF-71 has pronounced 
and broad peak at 5.5  6.5 Å. For [BMIM]+, the peaks around the N1 and N2 
atoms are lower and at longer distance. Therefore, [SCN]
and Zn atom are the 
most favorable sites for CO2 adsorption. A different phenomenon is observed 
in [BMIM][SCN]/ZMOF membrane (Figure 8.11b). A very sharp peak is seen 
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at 3.7 Å in the g(r) around Na
+
 ions of Na-rho-ZMOF, revealing Na
+
 ions are 
the most favorable sites. The S and N atoms of [SCN]

 exhibiting lower peaks 
between 3.6  4.6 Å can be considered as the secondary favorable sites.  
 
Ptotal (kPa)



























Figure 8.12. Diffusion coefficients of CO2/N2 mixture (15:85) in (a) 
[BMIM][SCN]/ZIF-71 and (b) [BMIM][SCN]/ZMOF. 
 
The diffusion coefficients of CO2 and N2 in [BMIM][SCN]/ZIF-71 and 
[BMIM][SCN]/ZMOF membranes were calculated. Figure 8.12 plots the 
diffusion coefficients of CO2/N2 mixture at different total pressures in the two 
membranes. In each membrane, 
2CO
D  is smaller than 
2N
D  because CO2 has a 
larger molecular weight and a stronger interaction with the membrane. With 
increasing pressure, 
2N
D decreases because of enhanced steric hindrance as 
more gas molecules are adsorbed. Nevertheless, 
2CO
D increases due to 
screening effect. This trend of CO2 diffusion versus pressure was also 
observed in neat ZIFs.
296
 With a large quadrupole moment, CO2 is strongly 
bound onto ZIF-71 or Na
+
 ions of Na-rho-ZMOF. With increasing pressure, 
the most favorable sites are gradually occupied (screened) and CO2 is 
adsorbed onto less favorable sites; consequently, CO2 experiences relatively 
weaker interaction and hence 
2CO







/s, one order of magnitude smaller than in 
neat ZIFs.
296
 This is primarily attributed to the reduction of free volume in 
ZIF-71 upon adding [BMIM][SCN]. Nevertheless, 
2CO





/s in polyimide membranes.
297
 Compared to 
[BMIM][SCN]/ZIF-71, 
2CO
D  and 
2N
D  in [BMIM][SCN]/ZMOF are one order 
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of magnitude smaller. For CO2, this is because of the strong interaction with 
Na
+
 ions. For N2, the reason is primarily the steric hindrance as more 
molecules are adsorbed in [BMIM][SCN]/ZMOF than in [BMIM][SCN]/ZIF-
71 (Figure 8.10).  
Based on adsorption and diffusion, the permeability of gas i was calculated 
by Pi = SiDi, in which Si is solubility coefficient (ci/pi, ci is loading and pi is 
partial pressure) estimated from the isotherms in Figure 8.10. Tables 8.3 and 
8.4 list the solubility coefficients, diffusion coefficients, and permeabilities of 
CO2 and N2 in [BMIM][SCN]/ZIF-71 and [BMIM][SCN]/ZMOF membranes, 
respectively. Physically, S is a characteristic of interaction strength between 
gas and membrane; it decreases with increasing pressure because adsorption 
occurs in less favorable sites at high pressures. For CO2, S decreases more 
rapidly than the increase of 
2CO
D , thus 
2CO
P  also decreases. Nevertheless, 
both S and D for N2 decrease with increasing pressure leading to decrease in
2N
P . It is worthwhile to compare 
2CO
P  in the two membranes with other 





P  is larger in [BMIM][SCN]/ZIF-71 but smaller in 
[BMIM][SCN]/ZMOF. Both membranes here exhibit larger 
2CO
P  than several 
polymer-supported IL membranes at 1 bar.
61,154
 In polyethersulfone-supported 
[EMIM][B(CN)4] membrane, 
2CO
P  was measured to be 2040 barrer,
298
 which 
is nearly 21 and 14 times smaller than those in [BMIM][SCN]/ZIF-71 and 
[BMIM][SCN]/ZMOF (at 1 bar), respectively. 
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/s], and permeabilities (barrer) of CO2 and N2 








































The separation performance of both membranes for CO2/N2 mixture is 
calculated by permeation selectivity using equation 7.3. As shown in Figure 
8.13, 
2 2CO N
/S S  is within 13  15 in [BMIM][SCN]/ZIF-71 and within 110  
310 in [BMIM][SCN]/ZMOF over the pressure range examined. Upon 
comparison, 
2 2CO N
/S S  is approximately 25 in [BMIM][SCN]/IRMOF-1.
295
 
With increasing pressure, 
2 2CO N
/S S  decreases due to the reduced number of 
favorable sites for CO2 adsorption. On the other hand, 
2 2CO N
/D D  remains 
mainly constant with only marginal enhancement when pressure increases. 
More specifically, 
2 2CO N
/D D  lies within 0.3  0.6 and 0.2  0.9 in 
[BMIM][SCN]/ZIF-71 and [BMIM][SCN]/ZMOF, respectively. Therefore, 
2 2CO N
/P P  is primarily dominated by 
2 2CO N
/S S  rather than 
2 2CO N
/D D . This 
finding is in significantly contrast to gas separation in glassy polymer 




















































Figure 8.13. Adsorption, diffusion and permeation selectivities of CO2/N2 
mixture in (a) [BMIM][SCN]/ZIF-71 and (b) [BMIM][SCN]/ZMOF. 




Figure 8.14  CO2/N2 permselectivity versus CO2 permeability in MOF-
supported IL membranes. The red circles are experimental data in polymer 
membranes and the line is Robeson’s upper bound289. Also illustrated are the 




Figure 8.14 plots the permselectivity 
2 2CO N
/P P  versus CO2 permeability 
2CO
P  in MOF-supported IL membranes. The experimental data in polymer 
membranes and polymer-supported ILs
300
 are included. [BMIM][SCN]/ZMOF 
exhibits higher 
2 2CO N
/P P  and 
2CO
P compared to polymer membranes and 
polymer-supported ILs, and also surpasses the Robeson’s upper bound.289 
Despite higher 
2CO
P , [BMIM][SCN]/ZIF-71 has lower 
2 2CO N
/P P . Therefore, 
the simulation results suggest that Na-rho-ZMOF is a better candidate than 
ZIF-71 as a support for [BMIM][SCN] membrane and that 
[BMIM][SCN]/ZMOF might be interesting for CO2 capture from flue gas.   
8.4 Summary  
CO2 capture has been simulated in [BMIM][SCN] membranes supported 
on two different MOFs (hydrophobic ZIF-71 and hydrophilic Na-rho-ZMOF). 




 in each membrane are 
more packed compared to bulk phase. In addition, [SCN]
has a stronger 
interaction than [BMIM]
+
 within the MOF supports. Specifically, the 
negatively charged [SCN]

 preferentially interacts with the Zn atom in ZIF-71 
and the Na
+
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At a given pressure, CO2 is more adsorbed than N2 in each membrane, 
particularly in [BMIM][SCN]/ZMOF as attributed to the presence of Na
+
 ions 
in ZMOF that act as strong binding sites for CO2. This also leads to smaller 
2CO
D  than 
2N
D . With increasing pressure, 
2CO
D increases because of screening 
effect while 
2N
D decreases due to steric hindrance. Furthermore, 
2CO
D  and 
2N
D  in [BMIM][SCN]/ZMOF are one order of magnitude smaller than in 
[BMIM][SCN]/ZIF-71. 
2CO
P  in both membranes is larger compared to several 
polymer-supported IL membranes. Over the pressure range under study, the 
estimated adsorption selectivity 
2 2CO N
/S S  ranges within 13  15 and 110  
310 in [BMIM][SCN]/ZIF-71 and [BMIM][SCN]/ZMOF, respectively; while 
diffusion selectivity 
2 2CO N
/D D  is within 0.3 – 0.6 and 0.2 – 0.9. 
Consequently, permselectivity 
2 2CO N
/P P  is dominated by 
2 2CO N
/S S  and the 
separation of CO2/N2 mixture is driven by adsorption. Compared to polymer 
membranes and polymer-supported ILs, [BMIM][SCN]/ZMOF possesses 
higher 
2 2CO N
/P P  and 
2CO
P , and surpasses the Robeson’s upper bound. This 
chapter reveals that the hydrophilic support (Na-rho-ZMOF) is superior to the 
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Chapter 9. Systematic Investigation of Nitrile-Based 
Ionic Liquids for CO2 Capture 
9.1 Introduction 
CO2 capture from emissions has become a prime issue and there is an 
urgent need to reduce carbon footprint for sustainable environment. Section 
2.2 discusses the potential of pure as well as supported ILs for CO2 capture. 
As examined in previous two chapters, MOF-supported ILs appear to perform 
well for CO2 capture. Particularly, [BMIM][SCN] is found to the best among 
considered ILs. In addition, nitrile (-CN)-based ILs appear to be intriguing 
candidate for CO2 capture. For example, by combining experiment and a 
group-contribution approach, Carlisle et al. observed that ILs functionalized 
by -CN exhibit higher CO2/N2 and CO2/CH4 selectivity compared to non-
functionalized counterparts.
157
 Gonzalez-Miquel et al. applied COSMO-RS 
method to predict CO2/N2 selectivity in 224 ILs and illustrated that [SCN]

-
based ILs can improve the selectivity.
211
 Dai and coworkers explored the 
performance of a series of ILs containing -CN for CO2/N2 separation, and 
found that [B(CN)4]-based ILs possess high CO2/N2 selectivity.
170,298
 Despite 
these studies, it remains elusive on how -CN group in ILs would quantitatively 
affect CO2 capture and there is no fundamental understanding.  
 In order to enhance the separation performance of SILMs, the first step is 
to identify promising IL, and then apply onto support. Toward this end, a 
computational study is conducted in the current chapter to systematically 
investigate -CN based ILs for CO2 capture. Specifically, four ILs are 
examined, namely 1-n-butyl-3-methylimidazolium thiocyanate 
[BMIM][SCN], 1-n-butyl-3-methylimidazolium dicyanamide 
[BMIM][N(CN)2], 1-n-butyl-3-methylimidazolium tricyanomethane 
[BMIM][C(CN)3], and 1-n-butyl-3-methylimidazolium tetracyanoborate 
[BMIM][B(CN)4]. The four ILs possess identical cation [BMIM]
+









. The objective 
is to provide microscopic insight into how the number of -CN groups in anion 
systematically affects CO2 sorption and diffusion. Following this introduction, 
the models and methods used are briefly described in Section 2. The results 
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are presented in Section 3, including the equilibrium and dynamic properties 
of neat ILs, the sorption and diffusion of CO2 in ILs, the potential of mean 
force for CO2 moving into IL phase, as well as the binding energies of 
CO2anion and cationanion. Finally, concluding remarks are summarized in 
Section 4.   
9.2. Models and Methods  
9.2.1 Atomistic Models  
Figure 9.1 illustrates the structures of [BMIM][SCN], [BMIM][N(CN)2], 
[BMIM][C(CN)3], and [BMIM][B(CN)4]. The interactions of ILs are 








, the bonded and LJ potential parameters were 
adopted from the AMBER force field.
229
 For [B(CN)4]
the bonded potential 
parameters were provided by Borodin
301
 without considering polarization 
















. N: blue, C: cyan, O: red, S: yellow, B: pink, H: white.  
 
The atomic charges of ILs were estimated by density functional theory (DFT). 
The DFT calculations used the Becke exchange plus the Lee-Yang-Parr 
functional (B3LYP) implemented in GAUSSIAN 09 package.
273
 Each cation 
or anion was geometrically optimized at 6-31G(d) basis set, and the 
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charges were then estimated by fitting to the electrostatic potentials with the 
Merz-Kollman scheme.
274





 were shown in Figure 7.1 and Table 7.2, whereas Table 9.1 lists the 



















Atom N0 C N C0 C N B C N 
Charge -0.698 0.620 -0.771 -1.000 0.692 -0.692 -0.316 0.376 -0.547 
 
9.2.2 Molecular Dynamics Simulations  
Three sets of MD simulations were conducted using GROMACS 
v.4.5.3.
239
 The first set was to predict the equilibrium and dynamic properties 
of neat ILs. For each IL, the system was annealed from 500 to 350 K with a 
temperature interval of 50 K, and MD simulation was run for 2 ns at each 
temperature. Thereafter, the system was equilibrated at 298 K and 1 bar. To 
estimate the mobility of cation/anion, however, the system was simulated at 
400 K instead of 298 K. This is because the mobility at 298 K is small, cannot 
be reliably estimated, thus the system was considered a high temperature 400 
K. In addition, experimental data for diffusion coefficients for other ILs are 
available at 400 K. The thermostat was governed by the velocity-rescaled 
Berendsen method with a relaxation time of 0.1 ps, whereas the barostat was 
maintained by the Berendsen method with a relaxation time of 5 ps.
241
 The 
periodic boundary conditions were applied in all three dimensions. To 
calculate the Coulombic interactions, the particle-mesh Ewald method was 
adopted with a grid spacing of 0.12 nm and a fourth-order interpolation, while 
a spherical cutoff of 1.4 nm was used to calculate LJ interactions. A time step 
of 1 fs was used to integrate the equations of motion by leapfrog algorithm, 
and the trajectory was saved every 10 ps. The simulation duration was 20 ns 
and the last 10 ns trajectory was used for analysis.   
The second set of simulation was to examine CO2 sorption in ILs. Figure 
9.2 shows a typical simulation cell for CO2/IL system. The numbers of ILs and 
CO2 molecules, as well as cell dimensions are listed in Table 9.2 for four 
  Chapter 9. Nitrile-Based ILs for CO2 Capture 
123 
 
CO2/IL systems. In each system, CO2 molecules were initially present in gas 
phase and then gradually moved into IL. The simulation was run in a NVT 
(canonical) ensemble at 298 K for 75 ns, and the last 10 ns trajectory was used 
for ensemble average. Equilibrium was reached for CO2 between gas phase 
and IL, and the number of CO2 molecules in IL was counted as the solubility 
at the corresponding gas pressure. As discussed in Section 9.3.2, the gas 
pressure was estimated to be 27 atm. The third set of simulation was 
performed to investigate CO2 diffusion in ILs. Unlike the simulation cell in 
Figure 9.2, CO2 and ILs were homogeneously mixed in this case. Table 9.3 
lists the numbers of CO2 molecules and ILs for four CO2/IL systems. In each 
system, the number of CO2 molecules was based on the solubility estimated 
from the second set of simulation. The simulation was conducted in a NPT 
ensemble for 20 ns at 298 K and 27 atm, then followed by another 20 ns run in 
a NVT ensemble. From the last 19 ns trajectory, CO2 diffusivity was 






Figure 9.2. A typical simulation cell for CO2/IL system to examine CO2 
sorption.  
 
In addition, the potential of mean force (PMF) for CO2 moving from gas 
phase to IL was evaluated. Specifically, umbrella sampling
303
 was performed 
by considering 49 independent configurations with a successive increment of 1 
Å along the y axis (see Figure 9.2). For each configuration, MD simulation 
was run for 5 ns. The test CO2 molecule was harmonically restrained in a 
sampling window of spacing 1 Å, while other CO2 molecules were allowed to 
move freely. To maintain a sufficient overlap between adjacent sampling 










CO2                                 IL                          CO2 
y 
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Table 9.2. Numbers of IL and CO2, cell dimensions in CO2/IL systems to 
examine CO2 sorption.   
 
Table 9.3. Numbers of IL and CO2 in CO2/IL systems to examine CO2 
diffusion. 
 
System No. of IL No. of CO2 
[BMIM][SCN]/CO2 217 36 
[BMIM][N(CN)2]/CO2 217 51 
[BMIM][C(CN)3]/CO2 216 95 
[BMIM][B(CN)4]/CO2 207 124 
 
9.2.3. Ab Initio Calculations 
To quantitatively elucidate CO2 solubility and diffusivity in the four -CN 
based ILs, the binding energies of CO2anion and cationanion were 
estimated from ab initio calculations using GAUSSIAN 09 package.
273
 
However, the binding energies of CO2cation were not calculated because 
cation plays a less important role in CO2 solubility. The calculations used the 
second-order Møller-Plesset (MP2) method
215
. Firstly, the structure of cation, 
anion or CO2 was optimized separately using 6-31G basis set, as well as the 
structure of complex (CO2anion or cationanion). The optimization was 
followed by frequency calculation to assure that the global minimum was 
achieved. Then, the single-point energy was calculated at a larger basis set of 
aug-cc-PVDZ. The basis set superposition errors were corrected by the 
common counterpoise method.
305
   
9.3. Results and Discussion 
9.3.1. IL Systems 
Table 9.4 lists the simulated densities of the four -CN based ILs at 298 K 
and 1 atm. Good agreement are observed with experimental data,
282
  with less 
System No. of IL No. of CO2 Cell Dimensions 
[BMIM][SCN]/CO2 336 400 47 Å  190 Å  45 Å  
[BMIM][N(CN)2]/CO2 336 450 50 Å  190 Å  44 Å 
[BMIM][C(CN)3]/CO2 336 500 51 Å  180 Å  49 Å  
[BMIM][B(CN)4]/CO2 336 600 53 Å  180 Å  52 Å 
  Chapter 9. Nitrile-Based ILs for CO2 Capture 
125 
 
than 3% deviations. To a certain extent, this suggests that the models used are 
reliable and accurate.  
 
Table 9.4. Densities of ILs at 298 K and 1 atm. 






[BMIM][SCN] 1100 1069 
[BMIM][N(CN)2] 1071 1070 
[BMIM][C(CN)3] 1062 1040 
[BMIM][B(CN)4] 1034 1037 
 
r (Å)


















































Figure 9.3. Radial distribution functions in ILs at 298 K (a) cationanion (b) 
cationcation and (c) anionanion. 
 
The equilibrium structures of ILs are characterized by radial distribution 
function g(r) Figure 9.3a shows the g(r) of cationanion in the four ILs, more 
specifically, the C1 atom of cation around the N atom of anion. In each IL, two 
peaks at r = 3.3 and 5.3 Å are observed particularly at 3.3 Å, indicating strong 
electrostatic attraction between cation and anion. Similar g(r) was also 
observed in [BMIM][Ac] as shown in chapter 5. The structural arrangement of 
cationanion is quantitatively the same in the four ILs; however, the primary 








. This indicates the 
hierarchy of cationanion interaction strength is 
[BMIM][SCN][BMIM][N(CN)2] > [BMIM][C(CN)3] > [BMIM][B(CN)4]. 
The reason is that with increasing the number of -CN in anion, the size of 
anion increases, leading to a decrease in cationanion interaction. 
Quantitatively, the binding energies of cationanion will be discussed in 
Section 9.3.3. Figure 9.3b and 9.3c show the g(r) of cationcation and 
(a)                                                           (b)                                                      (c) 
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anionanion. Due to unfavorable electrostatic repulsion, the g(r) peaks are far 
less pronounced than in Figure 9.3a. For cationcation, broad shoulder is seen 
within 6.5 – 8.5 Å. For anionanion, the g(r) exhibits moderately pronounced 







 as seen in Figure 9.3a. The structural analysis implies 
that by changing the number of -CN groups in anion, the cationanion 
interaction is significantly altered, whereas both cationcation and 
anionanion interactions are moderately affected. 
The dynamical properties of ILs are quantified by mean-squared 
displacement (MSD) and diffusivity. Figure 9.4a shows the MSDs of anions in 
ILs at 400 K. Intuitively, [SCN]

 is the smallest  in size as well as the lightest 
in weight, thus its mobility would be the highest. Nevertheless, the MSD 







has the smallest mobility. The reason for this counter-intuitive 
phenomenon is that the mobility of anion depends on two factors: the 
size/weight of anion and its interaction with cation.  
 
Time (ns)















































Figure 9.4. Mean-squared displacements of (a) anions (b) cation in ILs at 400 K. 
 
As discussed above, [SCN]

 has the strongest attraction with [BMIM]
+
 
among the four anions, it is thus largely bound with [BMIM]
+
 and possesses 
the smallest mobility. Therefore, the mobility of [SCN]

 is governed by 
[SCN]





however, the size/weight of anion plays 
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a dominant role. Figure 9.4b presents the MSDs of [BMIM]
+
 in the four ILs. 
Despite identical cation, [BMIM]
+
 exhibits different MSDs, but the trend is 
similar to those in Figure 9.4a. This implies that the mobility of [BMIM]
+
 is 
substantially affected by the anion. 
The MSDs were found to scale linearly with t, suggesting the occurrence 
of normal (or Einstein) diffusion. Table 9.5 lists the diffusivities of cation ( D





/s, similar to reported studies in the literature.
306-308
 With increasing 
number of -CN, the trend of D  and D  is similar to the MSD. The D  is 
higher than D  except in [BMIM][N(CN)2]. This observation is consistent 
with a previous simulation study, in which cations were found to generally 














9.3.2. CO2/IL Systems 
As described earlier, a simulation cell in Figure 9.2 was used to examine 
CO2 sorption in ILs. CO2 molecules gradually moved from gas phase (pure 
CO2) to IL, and a typical final simulation snapshot is illustrated on the top of 
Figure 9.5. Also presented are the density profiles of CO2 in four CO2/IL 
systems. The density of CO2 molecules in the gas phase is approximately 
identical in the four systems, equal to 0.8 nm
3
.  
From separate MD simulations, this density is found corresponding to a 
pressure of 27 bar in the gas phase. In each system, the maximum CO2 density 
is at approximately 55 and 110 Å, indicating CO2 molecules are preferentially 
accumulated at the CO2/IL interfacial region. Such behavior was observed in 
experiment by Roscioli and Nesbitt
309








[BMIM][SCN] 1.19 1.13 
[BMIM][N(CN)2] 1.98 2.29 
[BMIM][C(CN)3] 1.87 1.70 
[BMIM][B(CN)4] 1.65 1.29 





 Roscioli and Nesbitt pointed out that the interfacial accumulation 
of CO2 is attributed to strong CO2IL interaction, whereas CO2 sorption in IL 
is governed by the free volume of IL.
309
 Comparing the four systems, CO2 
densities in both interfacial and IL region increase as [BMIM][SCN] 
<[BMIM][N(CN)2] < [BMIM][C(CN)3] < [BMIM][B(CN)4]Therefore, we 
infer that CO2 solubility in the four -CN based ILs is enhanced by increasing 





























Figure 9.5. Density profiles of CO2 in CO2/IL systems along the y-axis. The 
top illustrates a typical simulation snapshot at equilibrium.  
 
It is instructive to understand the locations of cation and anion at the 
CO2/IL interface. Figure 9.6 shows the density profiles of cation and anions 
over a region y = 4 ~ 9 nm (see Figure 9.5) in CO2/IL systems. The long butyl 
chain of [BMIM]
+
 is represented by C6, C7, and C8 atoms, whereas the short 
methyl group is denoted by C4 atom (see Figure 7.1). In each CO2/IL system, 
the profiles of C6, C7 and C8 atoms exist at the outer edge of the interface; in 
contrast, the profile of C4 atom resides at the inner edge.  
 




















































































































Figure 9.6. Density profiles of cation and anions in (a) CO2/[BMIM][SCN], 
(b) CO2/[BMIM][N(CN)2], (c) CO2/[BMIM][C(CN)3] and (d) 
CO2/[BMIM][B(CN)4]. The cation is represented by C4, C6, C7 and C8 atoms, 
and the anion by N atom.  
 
These features suggest that the hydrophobic butyl chain is located toward 
the gas phase, whereas the less hydrophobic methyl group favors the IL phase. 
The profile of the N atom in anion lies between the butyl and methyl groups. 
Similar observation was also reported in a simulation study.
310
 In addition, the 
peak height in the density profile depends on the type of IL, decreasing in the 
order of [BMIM][SCN] >[BMIM][N(CN)2] > [BMIM][C(CN)3] > 
[BMIM][B(CN)4]. This implies that the clustering between cation and anion 
becomes weaker with increasing number of -CN, as elucidated in Figure 9.3a 
and will be further discussed in Section 9.3.3 on the basis of cationanion 
binding energies. 
The dynamics of CO2 in ILs is assessed by diffusivity. As shown in Figure 
9.7, the magnitude of 
2CO




/s, close to other ILs.
190
 





D increases in the order of [BMIM][SCN] <[BMIM][N(CN)2] < 
[BMIM][C(CN)3] < [BMIM][B(CN)4], and this hierarchy will be also 
discussed in Section 9.3.3. Combining with the CO2 sorption illustrated in 
Figure 9.5, we can conclude that CO2 has higher solubility and diffusivity in 
[BMIM][B(CN)4] than in the other three -CN based ILs. Therefore, 






















Figure 9.7. Diffusivities of CO2 in ILs. 
 
To quantitatively analyze how CO2 moves from gas phase into IL, the 
potential of mean force (PMF) was calculated by  
                           
0
PMF( ) ( ') '
y
y
y F y dy                                           (9.1) 
where ( ')F y  is the ensemble averaged force acting on a molecule at position 
y’. The PMF(y) provides the work required for a molecule moving from a 
reference position y0 to y along the y-axis. For CO2/[BMIM][B(CN)4] system 
as shown in Figure 9.8, the PMF is nearly zero in the gas phase and decreases 
(more negative) upon moving toward the IL/CO2 interface due to the favorable 
interactions with ions. At the interface, a minimum of 1.57 kcal mol-1 is 
observed. In the IL, the average PMF is approximately 0.45 kcal mol-1. 
Consequently, the PMF at the interface is the strongest, which is in accord 
with the maximum density profile of CO2 at the interface (see Figure 9.5). The 
minimum PMF of 1.57 kcal mol-1 is a driving force for CO2 molecules to be 
preferentially located at the interface. Similar trend of PMF was observed for 
CO2 crossing CO2/[BMIM][BF4] and CO2/ [BMIM][Tf2N] interfaces.
204,205
 























Figure 9.8. Potential of mean force for CO2 moving from gas phase into 
[BMIM][B(CN)4]. The dotted line represents the CO2/IL interface. 
 
9.3.3. CO2nion and Cationnion Binding Energies 
The above simulation results demonstrate that both solubility and 
diffusivity of CO2 in the four -CN based IL increase as [BMIM][SCN] 
<[BMIM][N(CN)2] < [BMIM][C(CN)3] < [BMIM][B(CN)4], i.e., with 
increasing number of -CN in the anion. To provide more fundamental insight, 
CO2anion binding energies were estimated by ab initio calculations.  
 
r (Å)






















 in CO2/[BMIM][B(CN)4] system. 
 
Nevertheless, CO2cation binding energies were not calculated because anion 
is more preferential than cation for CO2 sorption, which can be seen in Figure 
CO2 gas phase IL 
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[BMIM][B(CN)4]/CO2 system. The g(r) around [B(CN)4]
exhibits a 












 The C atom in CO2  
is closer than the O atom to the N atom in -CN. The distance between the C 






;thus ECO2–anion decreases (i.e. 
becomes weaker) with increasing number of -CN. In principle, a weaker 
ECO2–anion would lead to a lower solubility and a higher diffusivity for CO2. 
This is true for CO2 diffusivity in Figure 9.7, but not for CO2 solubility in 































For example, ECO2B(CN)4] is the weakest among the four ILs, 
nevertheless, both diffusivity and solubility of CO2 in [BMIM][B(CN)4] are 
the highest. Such a counter-intuitive relation between CO2 solubility and 
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CO2 solubility is not governed by ECO2–anion. An in-situ attenuated total 
reflectance IR (ATR-IR) study suggested that cation–anion binding energy 
Ecation–anion plays a dominate role for CO2 solubility in [BMIM][PF6].
197
 To 
understand high CO2 solubility in a tetracyanoborate-containing IL, Babarao et 




To further elucidate the tread of CO2 solubility in the four -CN based ILs, 
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  
 
The magnitude of Ecation–anion is much higher than ECO2–anion due to the 
favorable electrostatic interaction between cation and anion. With increasing 
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 whereas CO2 solubility increases. This is similar to the 
observation by Babarao et al.
199
 Among the four ILs, EBMIM]B(CN)4] is the 
weakest, hence [BMIM][B(CN)4] has the loosest (least compact) structure and 
the highest CO2 solubility and diffusivity. This suggests that both solubility 
and diffusivity can be enhanced by increasing number of –CN, and 
[BMIM][B(CN)4] might be a promising candidate for CO2 capture.  
9.4. Summary 
Nitrile (-CN) based ILs are intriguing candidates for CO2 capture. We 
report a computational study to systematically examine how the number of -
CN affects CO2 sorption and diffusion. The interaction strength of 
cationanion in neat ILs is found to decrease as 
[BMIM][SCN][BMIM][N(CN)2] > [BMIM][C(CN)3] > [BMIM][B(CN)4]. 
This suggests that with increasing number of -CN, the cationanion 
interaction decreases; however, the cationcation and anionanion interactions 
are not significantly affected. The mobility of anion depends on not only the 
size/weight of anion, but also the interaction with cation. For the four anions, 







A minimum is observed in the potential of mean force for CO2 moving 
from gas phase to IL, and thus CO2 molecules are largely accumulated at the 
CO2/IL interface. The hydrophobic butyl chain of [BMIM]
+
 is preferentially 
located toward gas phase, whereas the less hydrophobic methyl group tends to 
reside in IL. Both solubility and diffusivity of CO2 are found to increase with 
increasing number of -CN. Thus, [BMIM][B(CN)4] appears to be the best 
among the four ILs for CO2 capture. It is further revealed that CO2 solubility is 
not governed by the binding energy of CO2anion; instead, the binding energy 
of cationanion plays a more dominant role. This chapter provides 
fundamental understanding for CO2 capture in -CN based ILs.  
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Chapter 10. Conclusions and Future Work 
10.1 Conclusions 
This thesis aims to investigate the potential of ILs for cellulose processing 
and CO2 capture from a computational perspective. The first part of the thesis 
(Chapters 4-6) is focuses on the microscopic understanding of cellulose 
dissolution in ILs as well as cellulose regeneration by anti-solvent from 
cellulose/IL mixture, while the second part (Chapters 7-9) is focused on  
MOF-supported IL membranes and nitrile (-CN) based ILs for CO2 separation 
from flue gas. The major conclusions are summarized below. 
In Chapter 4, cellulose dissolution in ILs is examined. H-bonds are formed 
between –OH groups of cellulose, including intra-chain O2H2∙∙∙O6 and 
O3H3∙∙∙O5 and inter-chain O6H6∙∙∙O3, which are responsible for the 
mechanical strength of cellulose. This is consistent with literature findings. 
Upon contact with solvents (two ILs and water), the number of H-bonds at the 
cellulose surface decreases, particularly for inter-chain O6H6∙∙∙O3 in 
[BMIM][Ac]. Among the three solvents, [BMIM][Ac] appears to have the 
strongest capability to break the H-bonds in cellulose. This simulation study 
provides molecular insight into the interactions of cellulose with ILs and 
suggests that H-bonding is critical to govern cellulose dissolution. The 
obtained microscopic insight is useful in the selection of appropriate ILs for 
cellulose dissolution. 
As Chapter 4 is targeted on cellulose dissolution in ILs, to complete the 
understanding of cellulose processing, Chapter 5 investigates cellulose 
regeneration from cellulose/[BMIM][Ac] mixture upon addition of water. The 
structural properties demonstrate that cellulose interacts strongly with anion 
[Ac]

 than cation [BMIM]
+
. With increasing water concentration from 0 to 80 
wt%, the number of cellulose-[Ac]

 H-bonds decreases, while the number of 
cellulose-cellulose H-bonds increases. Hence, cellulose regeneration is due to 
the destruction of cellulose-[Ac]

 H-bonds and the formation of cellulose-
cellulose H-bonds, in addition to [Ac]

-water H-bonds. Upon adding water, 
therefore, cellulose chains aggregate, precipitate, and regenerate. The torsional 
angle distributions of hydroxymethyl groups unveil that regenerated cellulose 
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is amorphous. Furthermore, at a higher temperature, cellulose regeneration is 
boosted-up due to the enhancement of cellulose-cellulose interaction. From a 
microscopic level, this simulation study provides insightful structural and 
energetic properties in cellulose/[BMIM][Ac]/water mixtures, and reveal that 
H-bonding is the key factor governing cellulose regeneration.  
Literature suggests that other anti-solvents such as alcohol and acetone can 
also be used for cellulose regeneration from cellulose/IL mixture; therefore, in 
Chapter 6, the role of anti-solvents (water, ethanol, and acetone) for cellulose 
regeneration is studied. The structural analysis reveals that the interaction of 
cellulose-[BMIM][Ac] decreases in the order of acetone > ethanol > water, 
and cellulose-[Ac]

forms the smallest number of H-bonds in water. However, 
the interaction of cellulose-cellulose increases in the reversed order (acetone < 
ethanol < water. Complete regeneration of cellulose chains occurs in 
cellulose/[BMIM][Ac] mixture by adding water; however, partial and 
marginal regeneration is observed by adding ethanol and acetone, respectively. 
The dynamics analysis demonstrates that [Ac in water has the shortest 
residence time near cellulose and the highest mobility compared to [Ac]

in 
ethanol and acetone. This study suggests that water outperforms ethanol and 
acetone in cellulose regeneration. 
In Chapter 7, IL membranes supported on IRMOF-1 are investigated for 
CO2 capture. The ILs consist of identical cation [BMIM]
+









. As compared to cation, 
anion has a stronger interaction with IRMOF-1 and more ordered structure in 






 prefer to reside near 









 reside near phenyl 
ring. Among the four anions, [Tf2N]

 has the weakest interaction with 
IRMOF-1 and thus the strongest interaction with [BMIM]
+
. With increasing 
the weight ratio of IL to IRMOF-1 (WIL/IRMOF-1), the selectivity of CO2/N2 at 









. This hierarchy is predicted by COSMO-
RS method and largely follows the order of binding energy between CO2 and 
anion. In [BMIM][SCN]/IRMOF-1 membrane with WIL/IRMOF-1 = 1, [SCN]

 is 
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identified to be the most favorable site for CO2 adsorption. 
[BMIM][SCN]/IRMOF-1 outperforms polymer membranes and polymer-
supported ILs in CO2 permeability and its performance surpasses the 
Robeson’s upper bound. This study reveals that anion effects are strong on the 
microscopic properties of ILs and suggests that MOF-supported IL 
membranes are potentially intriguing for CO2 capture. 
With most promising IL, i.e., [BMIM][SCN] recommended in Chapter 7, 
the effect of hydrophilic/hydrophobic supports for CO2/N2 separation in 
SILMs is investigated in Chapter 8. The hydrophobic ZIF-71 and hydrophilic 
Na-rho-ZMOF with the same topology and similar pore size are used as 
supports. [SCN]

 anion prefers to locate near the metal-cluster of ZIF-71 and 
the Na
+
 ion of Na-rho-ZMOF, in contrast to the bulky and chain-like [BMIM]
+
 
cation that resides in the open cage. With regard to CO2 separation from 
CO2/N2 mixture, CO2 adsorption is greater than N2, while CO2 diffusion is 
slower in both membranes particularly in [BMIM][SCN]/ZMOF. The 
permselectivity of CO2 over N2 is governed by adsorption selectivity, as 
diffusion selectivity remains constant over the examined pressure range. 
Compared to many polymer membranes and polymer-supported ILs, 
[BMIM][SCN]/ZMOF exhibits higher permeability and permselectivity, and 
also surpasses the Robeson’s upper bound. On this basis, the hydrophilic 
ZMOF is suggested to be superior to its hydrophobic counterpart.  
To further enhance the separation performance of CO2 separation through 
SILMs, it is important to identify promising ILs. In this context, Chapter 9 
sheds light by systematically examining four nitrile-based ILs for CO2 capture. 
The considered ILs are [BMIM][SCN], [BMIM][N(CN)2], [BMIM][C(CN)3], 
and [BMIM][B(CN)4]. In pure ILs, cationanion interaction becomes weaker 
with increasing number of -CN. In CO2/IL systems, CO2 molecules are 
preferentially located at the CO2/IL interface, which is consistent with 
observed minimum in the potential of mean force. The solubility and 
diffusivity of CO2 in the four ILs increase as [BMIM][SCN] < 
[BMIM][N(CN)2] < [BMIM][C(CN)3] < [BMIM][B(CN)4]; thus increasing 
number of -CN is beneficial for CO2 capture. From ab initio calculations, CO2 
solubility is identified to be governed by the binding energy of cationanion, 
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rather than that of CO2anion. The computational study provides quantitative 
microscopic insight into the role of -CN in CO2 sorption and diffusion, and 
suggests that [BMIM][B(CN)4] might be an interesting candidate for CO2 
capture.  
This thesis provides microscopic insight, via computational approaches, 
into cellulose dissolution/regeneration and CO2 capture in ILs. Considering 
environmental protection and sustainable development, it is desirable to have 
green surrogate materials for both cellulose processing (alternate energy 
source) and CO2 capture (low carbon footprint). The governing factor for both 
cellulose dissolution as well as regeneration in ILs is H-bonding. As compared 
to ethanol and acetone, water is a better anti-solvent for cellulose regeneration. 
To design new ILs, the inclusion of H-bonding groups in both cation and 
anion of the ILs would be a promising step. This valuable information is 
important for both experimental and computational research fraternity to 
design novel ILs for cellulose processing. On the other hand, simulation 
prediction shows that the performance of MOF-supported IL membranes 
surpasses the Robeson’s upper bound for CO2 capture from flue gas, 
suggesting a new route for CO2 separation. We hope that the quantitative 
understanding presented in this thesis will facilitate the design of new ILs for 
high-performance applications.  
10.2 Future Work 
This thesis has been focused on two major applications of ILs: cellulose 
processing and CO2 capture. Future work is recommended below.  
 H-bonding is crucial to cellulose dissolution in ILs. A pertinent question is 
how to increase the dissolution strength of an IL without using harsh 
conditions? In the literature, it has been revealed that anion plays a more 
dominant role than cation in cellulose dissolution. However, the 
contribution from cation to cellulose dissolution can be enhanced by 
incorporating H-bonding groups (e.g.-C≡C-, -OH, -R-O-R, -CO-) in 
cation, as suggested by Zhang and coworkers.
311
 To quantify the effects of 
these cations, further computational study is desired prior to experimental 
study.   
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 To address high dissolution temperature and high viscosity issue, and to 
enhance cellulose dissolution, both aprotic (e.g. DMSO, DMF, and DMA) 
and protic (e.g. water and methanol) cosolvents have been 
suggested.
107,133,134
 Nevertheless, a microscopic picture of cellulose 
dissolution in IL/cosolvent mixture is elusive. To do so, first, fundamental 
understanding of various binary mixtures (IL/coslovent) and then tertiary 
mixtures (cellulose/IL/cosolvent) need to be addressed. Computation could 
be a suitable tool to understand the underlying mechanism, screen ideal 
cosovents for this purpose.  
 To improve CO2 capture in ILs, several strategies have been proposed, 
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 Chapter 9 also 
suggests that [B(CN)4]

 anion is a promising candidate for CO2 capture. 
Therefore, new combinations of these cations and anions can be tested, 
which has not been reported in the literature. In addition, MOF-supported 
ILs are recommended as suitable materials for CO2 capture. There is a 
large degree of freedom to tune MOF structures, thus great opportunities 
exist to fabricate suitable MOF-supported ILs for high-performance CO2 
capture.  
 CO2 capture from flue gas is investigated in this thesis. However, it is also 
important to separate CO2 from natural gas. Although experimental studies 
have been reported for CO2/CH4 separation in ILs (see Section 2.2), the 
atomic level understanding is required to screen and design optimal ILs. In 
this regard, computation is an effective tool to examine different ILs, 
identify promising candidates, and facilitate the development of new ILs 
for the sweetening of natural gas. 
 In Chapters 7 and 8, it is suggested via simulation that MOF-supported ILs 
membranes could be promising materials for CO2 capture from flue gas. 
Therefore, to validate and confirm the predictions, experimental studies 
would be performed. 
 The accuracy of molecular simulation exclusively relies on the force field 
used to represent the system of interest. Although the classical force fields 
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(e.g. AMBER and OPLS) have been adopted primarily for imidazolium-
based ILs, they cannot well represent the thermodynamic and structural 
properties of certain cations and anions. Therefore, transferable and 
reliable force fields are highly desired for a wide spectrum of ILs and 
further for cellulose/IL systems. 
 Most simulation studies are performed within a few nanoseconds. Such a 
time scale is not sufficient to observe the whole process of cellulose 
dissolution and regeneration. An alternative is to implement coarse-
grained simulation method. A prerequisite for doing this is, nevertheless, 
the availability of appropriate force fields at the coarse-grained level. 
 In the process of biofuel from cellulosic biomass, diluted bioalcohol is 
produced. The separation of alcohol from alcohol/water mixture is highly 
energy intensive, and encounters the formation of azeotropic mixture. To 
overcome azeotropic mixture, ILs have been suggested to add into 
alcohol/water mixture in extractive distillation
313,314
 and liquid-liquid 
extraction.
315
 To understand the detailed properties of IL/alcohol/water 
mixture and subsequently recommend optimal ILs for alcohol/water 
separation, bottom-up guidelines from computation is highly attractive.  
 In addition to above recommendations, computational studies can also be 
used to provide microscopic insight for other emerging applications of ILs. 
These applications include de-sulfurization and de-nitrogenation of 
gasoline and diesel fuel, self-assembly of nanoparticles, drug delivery, and 
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