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Abstract 
-
I 
In this paper three methods of non-parametric correlation function 
estimation are reviewed and evaluated: the direct method, estima-
tion by the Fast Fourier Transform and finally estimation by the 
Random Decrement technique. The basic ideas of the techniques 
are reviewed, sources of bias are pointed out, and methods to pre-
vent bias are presented. The techniques are evaluated by compar-
ing their speed and accuracy on the simple case of estimating auto-
correlation functions for the response of a single degree-of-freedom 
system loaded by white noise. 
1. Introduction 
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Measurements from dynamic systems usually consists of a large amount of data. For 
instance data from an on-line surveying system may consist of multichannel measure-
ments closely sampled over long periods of time. Typically the information in the data 
is reduced by unknown random loading and noise. 
Sometimes it is desirable to use all the information available in the time senes and 
possible to handle the large amount of data in the system identification proces. In this 
case the best choice is to use an identification technique where a parametric model is 
fitted directly to the original time series, Ljung [1], Soderstrom and Stoica [2] , Pandit 
and Wu [3]. 
In other cases one would like to reduce the original time series to small amounts af data 
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describing the most important proporties of the time series. The basic idea is to mini-
mize the influence of noise and random loading by averaging characteristic functions like 
spectral density functions or correlation functions. The advantage is that significantly 
smaller amounts of data has to be tranferred and stored, and that the system identifica-
tion proces becomes much faster because the models are fitted to a significantly smaller 
number of data points. 
There is a price to pay for this data compression however: information is lost, and bias 
might be introduced. 
Information will be lost in a data compression proces, because it is not possible to contain 
all the detailed information hidden in the time series in correlation functions or spectral 
density functions. Therefore, system parameters estimated from such "interface" func-
tions, will always show larger variance than parameters estimated by effective fitting of 
models directly to the time series as mentioned abo;ve. In' practice however, the ch9ice 
is governed by a trade off between accuracy and speed, and sometimes it is beneficiA\to' 
accept a small in cease in variance for a large decrease -in the time used in th~- est_!m.ftidn-
process. I 
From an engineering point of view however, it is also importf~t to ) revent syr~ematic 
errors - in estimation terminology: bias. In cases where proporties of data are represented 
\ 
in compressed form, it is important that the estimated "interface" functions are unbiased, 
I ·' I 
i.e. that they contain correct information about system parameters. 
It is well known, that spectral density functions for non-periodic signals estimated by 
Fourier transform techniques will always will be biased, and that bias in the frequency 
domain can be reduced, but not prevented or removed. However, the bias problems are 
much easier to handle in the time domain, in fact it is possible to prevent bias in the 
time domain, i.e. by estimation of correlation functions. This is the major advantage of 
representing the proporties of the time series by correlation functions instead of spectral 
density functions. 
The aim of this paper is to give a simple and self-contained presentation of three known 
techniques for correlation function estimation: the direct method where the correlation 
function is estimated by direct calculation of the correlation integral, the FFT technique, 
where the correlation function is estimated by the Fast Fourier Transform, and finally 
the Random Decrement technique, where the correlation function is estimated by simple 
averaging. The basic ideas of the three techniques are reviewed, sources of bias are 
pointed out, and methods to prevent the bias problems are presented. 
Finally the three techniques are evaluated by comparing the speed and the accuracy 
estimating the auto correlation function for a single-degree-of-freedom system loaded by 
white noise. The system response is simulated using an ARMA (2,1) model which forms 
an exact solution in the discrete time space. 
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Non-Parametric Estimation of Covariance Functions 3 
2. The Direct Method 
The direct method was applied for estimation of correlation functions up to the mid 
sixties where the modern methods of Fast Fourier Transfomation were introduced. 
The algorithm is simple and easy to use and programme, but slow in the most cases. For 
short correlation function estimates however, it is only a bit slower than the unbiased 
Fast Fourier Transform technique. 
For the stationary stochastic processes X(t), Y(t) the correlation function Rxy(r) is 
defined by, Papoulos [3], Bendat and Piersol [6] 
Rxy(r) = E[X(t + r)Y(t)] (1) 
In practice however, it is not possible to perform ensemble averaging. Instead the pro-
cesses are assumed to be ergodic, and the ensemble averaging is replaced by time aver-
aging on the realizations x(t), y(t). 
11T Rxy(r) = lim T x(t+r)y(t)dt 
T-+rx> o 
(2) 
Real time series are always limited however, they are known over some finit~ time domain, 
say [0; T]. To keep the arguments inside the definition set, for positive time ~ags the upper 
integration limit cannot exceed T- r, and the natural modfication of eq~, i (2) is then 
( , , 
1 1T-r 
Rxy(r) = -T x(t + r)y(t)dt, rE [0; T] 
-r o 
(3) 
forming a correlation function estimate. The corresponding result for negative time lags 
are found by modifying the lower integration limit, or using that Rxy ( -r) = Ry x ( r ). 
The estimate given by eq. (3) is unbiased since the expectation of the estimator is equal 
to the definition given by eq. (1) 
1 1T-r 
E[Rxy(r)] = T _ r 
0 
E[X(t + r)Y(t)]dt (4) 
The corresponding biased estimate is defined by 
11T-r 
Rxy(r) = T 
0 
x(t+r)y(t)dt, rE[O;T] (5) 
( 
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It is seen that the estimates are related by Rxy( r) = w( T )Rxy( r ), where w( r) is 
a triangular window, the so-called "basic lag window", given by w( r) = Ty.r, Newland 
[8]. 
3. The Fast Fourier Thansforms Method 
The Fast Fourier Transform is an effective algorithm for calculation of Fourier coefficients, 
Brigham [5]. The basic ideas were discovered in the forties by Danielson and Lanczos, [9], 
but the technique became known by the work of Cole and Tukey, [10] and implemented 
in larger scale from the the mid-sixties. 
Application of the Fast Fourier Transform (FFT) technique is based on the periodic 
estimate 
R~y(r) = ~iT x(t + r)y(t)dt (6) 
where the data segment pair x(t), y(t) originally defined on [0; T] is made periodic by 
setting x(t + T) = x(t), y(t + T) = y(t). Using the results from appendix A, it is easy 
to see that the periodic estimate can be written as a convolution 
R~y(r) = x(r)*y(-r) (7) 
and that R~y ( T) is periodic with period T. Therefore the length of the of the periodic 
estimate is only T and not 2T as for the direct estimates introduced in the preceeding 
section. Let y(t) and Yn be a Fourier Transform pair, y(t) H- Yn, then y( -t) H- Y n 
where the overbar denotes complex conjugation, se eq. (A.3) in appendix A, and the 
Fourier Transform Sn of R~y( T) is therefore given by 
(8) 
where x(t) H- Xn. This equation, together with the FFT algorithm, form the basis of 
correlation function estimation by the Fast Fourier Transform. _ ,- , 
The idea is to take the time series, divide them into smaller data segment pairs of th~ 
length T, estimate the spectral values Sn for all the data segment pairs, average over 
the pairs to reduce random uncertainty and finally transform back to the time domain 
to obtain the correlation function estimate by inverse FFT. 
The advantage is, that this technique - because of the efficiency of the FFT algorithm -
is faster than the direct method. The problem is that the estimate is biased. 
The bias is introduced in the calculation of the correlation integral, eq. ( 6), by the 
assumption of periodicity of the data segments. If the argument t + T is larger than T, 
! 
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then ~he factor x( t + T) in the correlation integral is replaced by x( t + r - T), and 
the ends of the periodic estimate of the correlation function is polluted by "wrap around 
bias". 
The bias might be large or small depending on how well the assumption of periodicity is 
satisfied, but once the bias is there, it cannot be removed. The bias might be reduced in 
the frequency domain by introduction of suitable windows, Brigham [5). 
In the time domain however, the bias can be prevented by padding zeroes, Bendat and 
Piersol [6]. From the original data segment pair x(t), y(t) defined on [0; T] a new pair 
is defined 
[xo(t), Yo(t)] = { [x(t)oy(t)] t E [0; T] 
t E )T; 2T] (9) 
This completely removes the wrap around bias on the periodic estimate. The reason is 
that the added zeroes make sure that the integrand in the convolution integral vanishes 
outside the original definition set [0; T]. Thus the zero padding doubles the length of 
the correlation function estimate, and makes it correspond exactly to the biased estimate 
Rxy(r). 
The effect of padding zeroes is therefore that the more or less arbitrary wrap around bias 
is replaced by the well defined window bias. As it appears from the previous section, the 
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window bias is simply removed by division by the basic Jag window w(r) = (T- r)jT. 
This technique of unbiased correlation function estimation by FFT is illustrated in figure 
1. Since the variance increases at the ends of the estimate due to decreasing information, 
it might be considered to discard the outermost parts of the correlation function estimate. 
In figure 1 the possibility of discarding the last half part of the estimate is indicated. 
4. The Random Decrement Method 
The Random Decrement (RDD) technique is a fast technique for estimation of correlation 
functions for Gaussian processes by simple averaging. 
The RDD technique was developed at NASA in the late sixties and early seventies by 
Henry Cole and eo-workers [11-14], just a little later than the development of the FFT 
technique. 
The method has not achieved wide spread use as the FFT technique even though one of 
the avantages is speed. In fact the technique is much faster than the FFT technique in 
many cases. 
The basic idea of the technique is to estimate a eo-called RD D signature. If the time series 
x(t), y(t) are given, then the RDD signature estimate Dxy(r) is formed by averaging 
N segments of the time series x(t) 
(10) 
where the time series y(t) at the tim~s ti satisfies the trig condition Cy(t;) 1 and N is the 
number oftrig points. The,trig CQndition might be for instance that y(ti) =a (the level 
crossing condition) or some -si~ilar condition. The algorithm is illustrated in figure 2. 
In eq. (10) a cross signature is estimated since the accumulated average calculation and 
the trig condition are applied to two different time series. If instead the trig condition is 
applied to the same time series as the data segments are taken from, an auto signature 
is estimated. 
However, one of the problems of the technique are that the theoretical basis has been 
unclear and is still being discussed. Most of old references on the RDD Technique, 
including the original papers by Cole and eo-workers argue on a more or less heuristic 
basis that the RDD signature formed by averaging time series segments from the output 
of a stochasic loaded system should describe system proporties only. 
This interpretation was modified by Vandiver et al, [15], who defined the RDD auto 
signature as the conditional expectation Dxx(r) = E[X(r)l X(O) =a] , and proved 
that in the case of the level crossing trig condition applied to a Gaussian process, the 
RDD signature is simply proportional to the auto correlation function 
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Dxx(r) - E[X(r)l X(O) =a] -
Rxx(r) 
2 a 
ux 
7 
(11) 
where a is the trig level and u]c is the variance of the proces. The original interpretation 
of the RDD signature is therefore correct only under the asumption of white noise loading 
where the free decay is proportional to the correlation function. 
It is not difficult to generalize Vandivers result to the cross signature case. Let X(t) 
and Y(t) be stationary, zero mean, Gausian processes. The dependency between the 
processes are then completely described by the covariance matrix 
[
X(r)] [ u]c 
Cov[ [X(r)Y(O)]]= 
Y(O) Rxy(r) 
(12) 
Now, using the definition of the RDD signature as a conditional expectation and using 
eq.( B.4) in appendix B, taking the Gaussian vectors X and Y as scalars equal to X( T) 
and Y(O) respectively, the generalization of eq. (11) is easily obtained 
I 
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Rxv(r) 
Dxv(r) = E[X(t)i Y(O) =a] = 2 a 
cry 
(13) 
One of the qualities of the RDD technique is that the RDD estimate is "born unbiased". 
This is easily verified 
1 N 
E[Dxv(r)] = N L E[X(r + t)i Y(t) =a] = Dxv(r) (14) 
i=l 
The result given by eq. (13) is limited to the case of the level trig condition. It is possible 
however, to derive a kind of fundamental solution, for!lling a basis for application of 
different trig conditions. Conditioning on both Y and Y defining the Gaussian vectors 
X = X(r) and yT = [Y(O) Y(O)] = [a v] and using eq. (B.4) in appendix B we 
obtain, Krenk and Brincker [16] 
Dxv(r) - E[X(r)i Y(O) =a, Y(O) = v] - Rxv(r) R'xv(r) 2 a- 2 v 
cry cry-
(15) 
where R'xy( T) is the derivative of the correlation function and where er~ is the variance 
of the derivative proces Y(t), for a Gaussian proces given by er~ = -Ryy(O). From 
this fundamental solution it is possible to explain the meaning of the RDD signature for 
several trig condition of practical interest 
A: 
B: 
C: 
D: 
Y(O) =a 
Y(O) =V 
Y(O) = 0, Y(O) > a 
Y(O) = 0, Y(O) > V 
=> Dxv(r) ex: Rxv(r) 
=> Dxv(r) ex: R'xy(r) 
=> Dxv(r) ex: Rxv(r) 
=> Dxv(r) ex: R'xy(r) 
(16) 
The result for trig condition A is found using that the distribution of Y( t) is symmetrical 
and independent of Y(t). The last term in eq. (15) will therefore vanish, and the result 
becomes proportional to the correlation function in agreement with eq. (13). The result 
for condition B is obtained by a similar argument, and the results for the conditions C 
and D follows directly from eq. (15) . 
An estimate of the variance on the RDD signature in closed form might be found by ob-
tianing the conditional variance using eq. (B.5) and assuming the averaged data segments 
to be independend, Krenk and Brincker [16]. 
Even though the RDD estimates are "born" unbiased as shown above, the implemetation 
might introduce bias. At least two sources of bias are known at present, but if these bias 
errors are prevented, the remaining bias errors will be extremely small at least for ligthly 
damped systems. The two bias sources are "trig point sorting" bias and "trig window" 
bias, both illustrated and discussed in Brincker et al [17]. 
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"Trig point sorting" bias means bias introduced by non-representative data segments, 
typically obtained by sorting the trig points. The bias is prevented by using time series 
containing a large number of trig points, and by using all the trig points in the time 
senes. 
The "trig window" bias is introduced by improper implementation of the trig condition. 
A sampled time series is only known at certain times tj. This means, that it is not possible 
for instance to obtain the exact time t the realization y( t;) crosses through the level a, 
and therefore the theoretical level crossing condition cannot be realized on sampled data. 
The condition must be modified by introduction of a finite size trig window. Vertical, 
horizontal and general slanted trig windows might be used, and it is possible to show, 
that the bias as a first approximation will give rise only to a time shift of the RDD 
estimate, Krenk and Brincker [16]. The bias can be removed by shifting the signature 
back to the rigth origin, or prevented by using self-compensating trig windows. 
Some of the important elements of the theory of the RDD technique, the fundamental 
solution, closed form solutions for the variance on the estimate and bias introduced by 
different kind of windows are developed in Krenk and Brincker [16], and applications are 
illustrated in Brincker et al [17], [18]. 
5. Speed and accuracy 
In this section the three techniques are evaluated comparing the speed and accuracy for 
estimation of autocorrelation functions. The autocorrelation functions are estimated on 
the output from a single degree-of-freedom (SDOF) system loaded by white noise. 
The output from the SDOF system is simulated by an ARMA (2,1) model 
(17) 
where n is the discrete time tn = ntl.t, <PI, <!>2 is the Auto Regressive ( AR) parameters, 8 
is the Moving Average (MA) parameter and am is a time series of independent Gaussian 
distributed numbers with zero mean. If the ARMA parameters are chosen as, Pandit 
and Wu, [3], section 7.3 
where 
<PI = 2exp( -(w0 tl.t) cos(wd~t) 
<!>2 = - exp( -2(wotl.t) 
e = -P ± J P 2 - 1 ; 101 < 1 
p wd sinh(2(w0 ~t)- (w0 sin(2wdtl.t) 
- 2(wo sin(wdll.t) cosh( (wotl.t) - 2wd sinh( (wotl.t) cos(wdtl.t) 
(18.a) 
(18.b) 
(18.c) 
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Figure 3. Accuracy of autocorrelation function estimation by the Ran-
dom Decrement technique (RDD), fig 3a and 3c and by the Fast Fourier 
Transform (FFT) technique, 3b and 3d. 
where wo is the undamped natural angular frequency, ( is the damping ratio and Wd is 
the damped natural frequency of the SDOF system Wd = wo .J1 - ( 2 , then the ARMA 
model given by eq. (17) is the representation of the continuous SDOF system in the 
discrete time space, and it can be shown, that the discrete autocorrelation function of 
the time series Xn given by eq. (17) is exactly equal to the sampled autocorrelation 
function of the corresponding continuous process. The autocorrelation function of the 
simulated proces is therefore known to be, Crandall and Mark [7] 
(19) 
and if an estimate of the correlation function Rxx(tm) is obtained from the simulated 
time series, the estimation error € can be calculated directly 
it 
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(FFT) technique and the direct technique for a time series of 4000 data 
points using a 33 MHz 386 PC with 387 eo-processor. 
M 
2 1 ""' ~ 2 e = Mu2 ~(Rxx(m~t)- Rxx(m~t)) 
X m=O 
(20) 
where M is the number of points in the auto correlation estimate. 
All the simulations were performed modelling a system with a period of 0.5 seconds corre-
sponding to w0 = 12.57 rad/s, the time spacing between sample points was 0.051 seconds 
and the length of all the time series was 4000 points. The simulations were performed 
using the PC version of the MATLAB software package, [17], except the algorithm for 
estimation of the RDD signature which was programmed in the C programming lan-
guage and linked to the MATLAB software by the MATLAB user function interface. All 
calculations were made on a 33 MHz 386-based PC with a 387 mathematical eo-processor. 
Only unbiased versions of the techniques were used as explained in the preceeding sec-
tions, and the RDD technique was used with the trig condition C in eq. (16) and 
a=ux. 
Figure 3 illustrates the accuracy of the three techniques. Each point in the figure is the 
average of five values each estimated from time series of 4000 points. The direct technique 
and the FFT will yield the same estimates within the round-off accuracy, and therefore 
12 R. Brincker, A. Rytter & S. Krenk 
the results for the FFT technique also represent the results for the direct technique. 
In figures 3a and 3b the estimation error is shown as a function of the number of points 
M in the estimate for three different damping ratios, heavy damping ( = 0.1, moderate 
damping ( = 0.01, and light damping ( = 0.001. It appears from the results that for 
heavy damping and moderate damping the FFT and RDD techniques have about the 
same estimation errors, but that for light damping and short estimates, the estimation 
error for the RDD estimates is significantly smaller than the estimation error for the FFT 
estimates. 
The same tendency can be seen also in the results shown in figure 3.c and 3.d. Here 
the estimation error is shown as a function of the damping ratio for three different 
lengths, short estimates M= 16, medium length estimates M= 64 and long estimates 
M = 256. The estimation errors for the short and the medium lenghts estimates are 
about the same for the two techniques, but for the short estimates, the estimation error 
for the RDD estimates is significantly smaller than the estimation error for the FFT 
estimates in the low damping region ( < 0.01 
Figure 4 shows the observed estimation times for the three techniques as a function of the 
number of points M in the estimates. As it appears from the results, the direct technique 
is always the slowest and the RDD technique is always the fastest of the three. This migth 
change however for extremely long estimates, M > 512, but for short estimates the RDD 
technique is significantly faster than the two others. For M < 64 there is an average 
speed difference at about a factor of 100 betweem the FFT and RDD technique. 
However, the speed results reflects not only the efficiency of the techniques, but also the 
way the computer treats numbers. The results reflects the ratio between computation 
time for addition (RDD estimation) and multiplication (FFT estimation and direct es-
timation). This ratio is different from computer to computer, and therefore the results 
given in figure 4 are not universal. The results are an indication - a strong indication -
that in the most cases the RDD technique will be the most efficient technique to use for 
calculation of short correlation function estimates. 
6. Conclusions 
Three techniques are known to day for non-parametric estimation of correlation func-
tions: the direct technique, the Fourier Transform technique and the Random Decrement 
technique. 
All three techniques can be implemented to yield unbiased correlation function estimates, 
but there are differences in efficiency and accuracy. 
The results in this investigation show that if correlation functions are estimated on out-
put from systems with heavy or moderate damping then the the overall accuracy of the 
techniques are about the same. If correlation function estimates are short and the cor-
relation functions are estimated on output from systems with ligth damping, then the 
I 
j 
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accuracy of the Random Decrement technique is better than for the two others. 
The results in this investigation show- in agreement with common knowledge - that the 
direct technique is the slowest of the three, and the results indicate, that for calcution of 
short estimates, in the most cases the Random Decrement technique will be significantly 
faster than the Fast Fourier Transform. 
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Appendicis 
APPENDIX A. Fourier transforms of finite length data 
The Fourier series of a function f(t) defined on [0; T] is defined by 
27r 
w=-
T 
(A.1) 
n=-oo 
Using the ortogonality relation 
(A.2) 
where Dnm is the Kronecker delta, the Fourier coefficients or the Fourier transform of f( t) is 
obtained 
Fn = _!_ {T J(t)e-inwtdt 
T Jo 
The functions J(t) and Fn is said to form a Fourier transform pair 
J(t) +-+ Fn 
(A.3) 
(AA) 
Since the base functions einwt are all defined on ) - oo; oo[ it is natural to use eq. (A.1) to 
extend the definition set for J(t) to)- oo; oo[. In that case J(t) becomes periodic with period 
T. Now let g(t) and h(t) be periodic functions with period T. If the convolution is defined as 
1 {T 
g(t)*h(t) = T Jo g(t-r)h(r)dr (A.5) 
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then by using eq. (A.2) it is easy to show that 
g(t) * h(t) +-+ GnHn 
The corresponding theorem for convolution in the frequency domain 
is found to 
00 
Gn * Hn = L Gn-kHk 
k=-oo 
g(t)h(t) +-+ Gn * Hn 
APPENDIX B. Condition on Gaussian variables via regression 
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(A.6) 
(A.7) 
(A.8) 
Let X and y be Gaussian vectors, i.e. the elements xl' x2, ... Xn; yb Y;, ... Ym are jointly 
normal distributed and are therefore completely described by the expectation and the covariance 
(B.l) 
We now define the vector 
Z =X-BY (B.2) 
Since all the variables are Gaussian, Z will be independent of Y if and only if 
Cov[Z YT] - Q 
cxy -B cyy 
JJ. 
(B.3) 
B = CXY c;~ 
and the conditional expectation and covariance is obtained using that Z is independent of Y 
!!:..xiY E[XI Y] 
- E[Z + B Yl Y = JL] 
E[Z] + B 1L 
l:!:..x + B(JL- /:!:..y) 
C XXIY Cov[X XTI Y] 
- Cov[(Z +BY) (Z + B Y)TI Y] 
- Cov[Z zrl Y] 
(BA) 
(B.5) 
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