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Abstract. In this paper we study almost p-ary sequences and their autocorrelation coeffi-
cients. We first study the number ℓ of distinct out-of-phase autocorrelation coefficients for
an almost p-ary sequence of period n + s with s consecutive zero-symbols. We prove an
upper bound and a lower bound on ℓ. It is shown that ℓ can not be less than min{s, p, n}.
In particular, it is shown that a nearly perfect sequence with at least two consecutive zero
symbols does not exist. Next we define a new difference set, partial direct product differ-
ence set (PDPDS), and we prove the connection between an almost p-ary nearly perfect
sequence of type (γ1, γ2) and period n + 2 with two consecutive zero-symbols and a cyclic
(n+ 2, p, n, n−γ2−2
p
+ γ2, 0,
n−γ1−1
p
+ γ1,
n−γ2−2
p
, n−γ1−1
p
) PDPDS for arbitrary integers γ1
and γ2. Then we prove a necessary condition on γ2 for the existence of such sequences. In
particular, we show that they don’t exist for γ2 ≤ −3.
Keywords: almost p-ary sequence, nearly perfect sequence, direct product difference set
1 Introduction
Let ζp ∈ C be a primitive p-th root of unity for some prime number p. A sequence a = (a0, a1, . . . , an−1, . . .)
of period n with ai = ζbip for some integer bi, i = 0, 1, . . . , n − 1 is called a p-ary sequence.
If aij = 0 for all j = 1, 2, . . . , s where {i1, i2, . . . , is} ⊂ {0, 1, . . . , n − 1} and ai = ζbip for
some integer bi, i ∈ {0, 1, . . . , n − 1}\{i1, i2, . . . , is}, then we call a an almost p-ary sequence
with s zero-symbols. For instance, a = (ζ33 , ζ
2
3 , ζ
4
3 , ζ
2
3 , 1, . . .) is a 3-ary sequence of period 5 and
a = (0, ζ37 , 1, ζ
3
7 , 0, 0, ζ
5
7 , ζ
6
7 , ζ
6
7 , ζ
5
7 , , . . .) is an almost 7-ary sequence with 3 zero-symbols of period
10. It is widely used that a sequence with one zero-symbol is called an almost p-ary sequence. But
in this paper we use this notation for a p-ary sequence with s zero-symbols, for s ≥ 0.
For a sequence a of period n, its autocorrelation function Ca(t) is defined as
Ca(t) =
n−1∑
i=0
aiai+t,
for 0 ≤ t ≤ n − 1 where a is the complex conjugate of a. The values Ca(t) at 1 ≤ t ≤ n − 1 are
called the out-of-phase autocorrelation coefficients of a. Note that the autocorrelation function of
a is periodic with n.
We call an almost p-ary sequence a of period n a nearly perfect sequence (NPS) of type (γ1, γ2)
if all out-of-phase autocorrelation coefficients of a are either γ1 or γ2. We write NPS of type γ to
denote an NPS of type (γ, γ). Moreover, a sequence is called perfect sequence (PS) if it is an NPS
of type (0, 0). We also note that there is another notion of almost perfect sequences which is a p-ary
sequence a of period n having Ca(t) = 0 for all 1 ≤ t ≤ n− 1 -with exactly one exception [4].
There are some applications of almost p-ary NPS of type γ [3,4]. Therefore, nearly perfect
sequences have been studied by many authors. Jungnickel and Pott [4] studied binary NPS of type
|γ| ≤ 2. Ma and Ng [8] obtained a relation between a p-ary NPS of type |γ| ≤ 1 and a direct
product difference set (DPDS) and obtained nonexistence on some p-ary NPS of type |γ| ≤ 1 by
using character theory. Later Chee et al. [2] extended the methods due to Ma and Ng [8] to almost
p-ary NPS of types γ = 0 and γ = −1 with one zero-symbol. Then, Özbudak et al. [10] proved the
nonexistence of almost p-ary NPS with one zero-symbol at certain values. Liu and Feng [6] obtained
new nonexistence results on p-ary PS and related difference sets (RDS) by using some results on
⋆⋆ Corresponding author
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cyclotomic fields and their sub-fields. They also considered almost p-ary PS with one zero-symbol.
Chang Lv [7] obtained nonexistence of almost p-ary PS with s ≤ 1 zero-symbol for p ≡ 5 mod 8
(resp. p ≡ 3 mod 4) and period paqn′ (resp. paqln′) by considering equations cyclotomic fields
satisfied by perfect sequences. Niu et al. [9] studied a binary sequence of the periodical with a
2-level autocorrelation value, this solves three open problems given by Jungnickel and Pott [4].
Moreover, second author [12] proved an equality between a p-ary NPS of type γ and a DPDS
for an arbitrary integer γ. In addition, he extended this result for an almost p-ary NPS with one
zero-symbol, and proved its nonexistence cases by self-conjugacy condition. Then, a non existence
result was proven for an almost p-ary NPS with s ≥ 2 zero-symbols.
In this paper, we study almost p-ary sequences and their some properties. We first prove some
bounds on the number of distinct out-of-phase autocorrelation coefficients of an almost p-ary
sequence of period n + s with s consecutive zero-symbols (see Theorem 2). In particular, we
prove that the number of distinct out-of-phase autocorrelation coefficients can not be less than
min{s, p, n}. Next, we define a new difference set called partial direct product difference set (see
Definition 2) and prove that a p-ary NPS of type (γ1, γ2) is equivalent to a PDPDS (see Theorem
3). And, we show that they exist only if p divides n − γ2 − 2 and n − γ1 − 1. Finally, we show a
bound on γ2 for the existence of an almost p-ary sequence of type (γ1, γ2) with two consecutive
zero-symbols (see Theorem 4). As a consequence of this result we show that such sequences don’t
exist if γ2 ≤ −3 (see Corollary 4).
This paper is organized as follows. In Section 2 some preliminary results are presented. Then we
present some properties of the autocorrelation coefficients of an almost p-ary sequence in Section 3.
Then, we study the relation between an almost p-ary NPS and a partial direct product difference
set in Section 4.
2 Preliminaries
We first give the definition of a direct product difference set [8].
Definition 1. Let G = H × N , where the order of H and N are n and m. A subset R of G,
|R| = k, is called an (n,m, k, λ1, λ2, µ) direct product difference set (DPDS) in G relative to H
and N if differences r1r
−1
2 , r1, r2 ∈ R with r1 6= r2 represent
– all non identity elements of H exactly λ1 times,
– all non identity elements of N exactly λ2 times,
– all non identity elements of G\H ∪N exactly µ times.
We can also define a difference set by using the group-ring algebra notation. Let
∑
g∈R g ∈ Z[G]
be an element of the group ring Z[G], for simplicity we will denote the sum by R. If R is an
(m,n, k, λ1, λ2, µ)-DPDS in G relative to H and N then
RR(−1) = (k − λ1 − λ2 + µ) + (λ1 − µ)H + (λ2 − µ)N + µG (1)
holds in Z[G].
The following result on vanishing sums of roots of unity due to Lam and Leung [5], see also
[11, Proposition 2.1].
Lemma 1. [5] Let m be an integer with prime factorization m = pa11 p
a2
2 . . . p
aℓ
ℓ . If there are m-th
roots of unity ξ1, ξ2, . . . , ξv with ξ1 + ξ2 + . . . + ξv = 0, then v = p1t1 + p2t2 + . . . + pℓtℓ with
non-negative integers t1, t2, . . . , tℓ.
We now give the relation between an NPS and a DPDS. Let p be a prime, n ≥ 2 be an integer,
and a = (a0, a1, . . . , an, . . .) be an almost p-ary sequence of period n+s with s zero-symbol such that
aij = 0 for all j = 1, 2, . . . , s where {i1, i2, . . . , is} ⊂ {0, 1, . . . , n+ s− 1}. Let H = 〈h〉 and P = 〈g〉
be the (multiplicatively written) cyclic groups of order n+ s and p. Let G be the group defined as
G = H×P . We choose a primitive p-th root of 1, ζp ∈ C. For i ∈ {0, 1, . . . , n+s−1}\{i1, i2, . . . , is}
let bi be the integer in {0, 1, 2, . . . , p− 1} such that ai = ζbip . Let Ra be the subset of G defined as
Ra = {(gbihi) ∈ G : i ∈ {0, 1, . . . , n+ s− 1}\{i1, i2, . . . , is}}. (2)
In the following we present a known result between an almost p-ary sequence of type γ with
one zero-symbol and a DPDS for an integer γ.
Theorem 1. [12] a is an almost p-ary NPS of period n + 1 and type γ with one zero-symbol if
and only if Ra defined as in (2) is an (n+ 1, p, n,
n−γ−1
p
+ γ, 0, n−γ−1
p
)-DPDS in G relative to H
and P . In particular, p divides n− γ − 1.
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3 Autocorrelation Coefficients
In this section we use the notation of the previous section. We first give an extension of a well
known divisibility result on difference sets whose proof follows by counting the number of elements
in the difference table.
Proposition 1. Let a is a sequence of period n+s with s zero-symbol. Let Ra be a (n+s, p, n, λ1, λ2, µ)-
DPDS. Then (n+ s− 1)(λ1 + µ(p− 1)) = n2 − n.
Proof. We know that there are n2 − n nonidentity elements in the difference table of Ra. They
correspond to λ1 times nonidentity elements of Zn+s × {0} and µ times nonidentity elements of
Zn+s × Zp\(Zn+s × {0} ∪ {0} × Zp). Hence the result follows. 
It is now clear that Ra is not a DPDS if (n+ s− 1) ∤ n2−n. If the zero-symbols are consecutive
we have more than the divisibility condition. The proof of the following result follows similarly.
Proposition 2. Let a is a sequence of period n + s with s ≥ 1 consecutive zero-symbol. Let Ra
be a (n+ s, p, n, λ1, λ2, µ)-DPDS. Then n− i = λ1 + µ(p− 1) for i = 1, 2, . . . , s, and so s = 1. In
addition, if s = 0 then n = λ1 + µ(p− 1) holds.
Proof. If R is a (n+s, p, n, λ1, λ2, µ)-DPDS, then by checking the sub-diagonal entries in difference
table we have n− i = λ1 + µ(p− 1) for i=1,2,. . . ,s. Thus, right hand side of this equation is fixed
and so this can only hold for one index i, i.e. s = 1. The later statement of the theorem holds
similarly. 
Example 1. Let a = (0, ζ23 , ζ
2
3 , ζ
2
3 , 1, ζ
2
3 , ζ3, ζ3, ζ
2
3 , 1, ζ
2
3 , ζ
2
3 , ζ
2
3 ) be a 3-ary NPS of period 13 and s = 1.
Here we have λ1 = 5 and µ = 3, then Proposition 2 is satisfied. Similarly, let a = (ζ23 , ζ
2
3 , ζ
2
3 , ζ
2
3 , 1)
be a 3-ary NPS of period 5 and s = 0 In this case we have λ1 = 3 and µ = 1, then Proposition 2
is also satisfied.
Now we show that if s ≥ 2 there does not exist a nearly perfect sequence with only one out-of-
phase autocorrelation coefficient. Before that we give the following lemma.
Lemma 2. The number of congruence classes in a set {1, 2, . . . , s} modulo some prime p ≤ s is
equivalent to p.
Theorem 2. Let a be an almost p-ary sequence of period n + s with s consecutive zero-symbols.
Let ℓ be the number of distinct elements in the set {Ca(1), Ca(2), . . . , Ca(n + s − 1)}. Then,
min{s, p, n} ≤ ℓ ≤ n− 1 + min{n, s}.
Proof. We first consider the case n > s. Let B = {Ca(1), Ca(2), . . . , Ca(s), . . . ,
Ca(n), . . . , Ca(n+ s− 2), Ca(n+ s− 1)}. Then we have
B = {asas+1 + as+1as+2 + . . .+ an+s−2an+s−1,
asas+2 + as+1as+3 + . . .+ an+s−3an+s−1,
. . .
asa2s + as+1a2s+1 + . . .+ an−1an+1,
. . .
a2sas + a2s+1as+1 + . . .+ an+1an−1,
. . .
as+2as + as+3as+1 + . . .+ an+s−1an+s−3,
as+1as + as+2as+1 + . . .+ an+s−1an+s−2}.
And let ℓ be the number of distinct elements in B. If all the elements in B are distinct, then
maximum value of ℓ is ℓmax = #B = n + s − 1. On the other hand, Ca(i) is the sum of n − i
elements for i = 1, 2, . . . , s; Ca(i) is the sum of n−s elements for i = s+1, s+2, . . . , n and Ca(i) is
the sum of i− s elements for i = n+1, n+2, . . . , n+ s− 1. We note that the number of summands
in Ca(i) equals to the number of summands in Ca(n+ s− i) for i = 1, 2, . . . , s and the number of
summands in Ca(i) equals to the number of summands in Ca(s) for i = s+ 1, s+ 2, . . . , n. Thus,
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we can decide the maximum value of ℓ by checking the equality of Ca(t) values for t ∈ {1, 2, . . . , s}.
If Ca(1) = Ca(2) then Ca(1)− Ca(2) = 0, that is
asas+1 + as+1as+2 + . . .+ an+s−2an+s−1 − (asas+2 + . . .+ an+s−3an+s−1) = 0.
Then we have,
ζbs−bs+1p + ζ
bs+1−bs+2
p + . . .+ ζ
bn+s−2−bn+s−1
p − (ζbs−bs+2p + . . .+ ζbn+s−3−bn+s−1p ) = 0
where ai = ζbip for some integer bi, so
ζ
bs−bs+1
p + ζ
bs+1−bs+2
p + . . .+ ζ
bn+s−2−bn+s−1
p +
(ζp−1p + ζ
p−2
p + . . .+ ζp)(ζ
bs−bs+2
p + . . .+ ζ
bn+s−3−bn+s−1
p ) = 0.
Hence we get that n− 1 + (p− 1)(n− 2) = p(n− 2) + 1 number of p-th root of unities sum up to
zero. Similarly, the number of p-th root of unities in difference
Ca(i)− Ca(j)
is p(n− j) + j − i for j > i. By Lemma 1, the above equation vanishes only if p|j − i, that is i ≡ j
mod p. If s > p then we have at least p distinct equivalence classes in the set {1, 2, . . . , s} modulo
p by Lemma 2, and so ℓmin = p. If p ≥ s then p ∤ j − i for distinct i, j ∈ {1, 2, . . . , s}, and so we
get ℓmin = s.
Similarly, in the case of s ≥ n, ℓmax = n − 1 + 1 + n − 1 = 2n − 1, ℓmin = p for n > p and
ℓmin = n for p ≥ n. 
Example 2. For almost 3-ary sequences a1 = (0, 0, ζ3, ζ3, ζ3, ζ3), a2 = (0, 0, ζ23 ,
ζ3, ζ3, ζ
2
3 ), a3 = (0, 0, ζ3, 1, ζ3, ζ3) and a4 = (0, 0, ζ
2
3 , ζ
2
3 , 1, 1), the number of distinct autocorre-
lation coefficients satisfies ℓ = 2, 3, 4, 5 respectively. Here we have s = 2, n = 4, p = 3. So Theorem
2 is satisfied, i.e. min{2, 4, 3} ≤ ℓ ≤ 4− 1 +min{2, 4}.
Example 3. Almost 3-ary sequences a1 = (1, 0, 0, 1, 0, 1, 1) , a2 = (ζ3, 0, 0, ζ3, 0,
ζ3, ζ3) and a3 = (ζ
2
3 , 0, 0, ζ
2
3 , 0, ζ
2
3 , ζ
2
3 ) are NPS of type (2,2) and period 7 with 3 zero-symbols.
Hence, Theorem 2 does not hold for almost p-ary sequences with non consecutive zero-symbols.
Now we give a direct consequence of Theorem 2, which says that one can not get an NPS of
type γ by adding extra zero-symbols at consecutive positions.
Corollary 1. For n ∈ Z+, a prime number p, s ≥ 2 and γ ∈ Z, there does not exist an almost
p-ary NPS of type γ and period n+ s with s consecutive zero-symbols.
4 Partial Direct Product Difference Sets
Here we give a new difference set definition, called partial direct product difference set (PDPDS).
Definition 2. Let G = H ×P , where the order of H = 〈h〉 and P = 〈g〉 are n and m. A subset R
of G, |R| = k, is called an (n,m, k, λ1, λ2, λ3, µ1, µ2) partial direct product difference set (PDPDS)
in G relative to H and P if differences r1r
−1
2 , r1, r2 ∈ R with r1 6= r2 represent
– all elements of {h2, h3, . . . , hn} exactly λ1 times,
– all non identity elements of P exactly λ2 times,
– all elements of {h , hn+1} exactly λ3 times,
– all elements of {h2, h3, . . . , hn} × {g, g2, . . . , gp−1} exactly µ1 times,
– all non identity elements of {h , hn+1} × {g, g2, . . . , gp−1} exactly µ2 times.
In the group-ring algebra notation, if R is an (n,m, k, λ1, λ2, λ3, µ1, µ2)-PDPDS in G relative to
H and P then
RR(−1) = (k − λ1 − λ2 + µ1) + (λ1 − µ1)H + (λ2 − µ1)P + µ1G+
(λ3 − λ1){h, hn+1}+ (µ2 − µ1)({h , hn+1} × {g, g2, . . . , gp−1})
(3)
holds in Z[G].
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Remark 1. Let G = H × P , H = 〈h〉 and P = 〈g〉 of order n and m. An (n,m, k, λ1, λ2, λ1, µ, µ)-
PDPDS inG relative toH and P is an (n,m, k, λ1, λ2, µ)-DPDS inG relative toH and P . Moreover,
an (n,m, k, λ, 0,
λ, λ, λ)-PDPDS in G relative to H and P is an (n,m, k, λ)-RDS in G relative to P . Finally, an
(n,m, k, λ, λ, λ, λ, λ)-PDPDS in G relative to H and P is an (nm, k, λ)-DS in G.
We extend Proposition 1 for DPDS to PDPDS below.
Proposition 3. Let a = (a0, a1, . . . , an+1, . . .) be a almost p-ary sequence of period n+2 such that
a0 = 0 and a1 = 0. Let R be (n+2,m, k, λ1, λ2, λ1, µ1, µ2)-PDPDS. Then (n−1)(λ1+(p−1)µ1)+
2(λ3 + (p− 1)µ2) = n2 − n.
Proof. We know that there are n2 − n non-identity elements in the difference table of R and we
know that λ1 times {h2, h3, . . . , hn} × {0}, λ3 times {h , hn+1} × {0}, µ1 times {h2, h3, . . . , hn} ×
{g, g2, . . . , gp−1} and µ2 times {h , hn+1} × {g, g2, . . . , gp−1} from the definition of PDPDS. So,
(n− 1)λ1 + 2λ3 + (n− 1)(p− 1)µ1 + 2(p− 1)µ2 = n2 − n. Hence the result follows. 
Now we present a relation between a PDPDS and an NPS with two distinct out-of-phase
autocorrelation coefficients.
Theorem 3. Let p be a prime, n ≥ 2 be an integer, and a = (a0, a1, . . . , an+1, . . .) be a almost
p-ary sequence of period n + 2 such that a0 = 0 and a1 = 0. Let H = 〈h〉 and P = 〈g〉 be the
(multiplicatively written) cyclic groups of order n+2 and p, respectively. Let G be the group defined
as G = H ×P . We choose a primitive p-th root of 1, ζp ∈ C. For 2 ≤ i ≤ n+1 let bi be the integer
in {0, 1, 2, . . . , p− 1} such that ai = ζbip . Let R be the subset of G defined as
R = {(gbihi) ∈ G : 2 ≤ i ≤ n+ 1}.
Then a is an almost p-ary NPS of type (γ1, γ2) if and only if R is an (n + 2, p, n,
n−γ2−2
p
+
γ2, 0,
n−γ1−1
p
+ γ1,
n−γ2−2
p
, n−γ1−1
p
) PDPDS in G relative to H and N .
Proof. Let A =
∑n−1
i=0 aih
i ∈ C[H ]. Then we have
AA
(−1)
=
n−1∑
t=0
Ca(t)h
t.
Let χ be a character on P . We extend χ to G such that χ(h) = h. Let σ ∈ Gal(Q(ζp)\Q) such that
σ(ζp) = χ(ζp). If χ is a nonprincipal character on P , then we have χ(R) = Aσ, and so
χ(RR(−1)) = (AA
(−1)
)σ.
On the other hand, if χ is a principal character on P , then we have
χ(R) = H − {1, h}
and also
χ(R(−1)) = H − {1, hn+1}.
Then
χ(RR(−1)) =
{
(H − {1, h})(H − {1, hn+1}) if χ is principal on P,∑n−1
t=0 Ca(t)
σht if χ is nonprincipal on P.
So
χ(RR(−1)) =
{
(n− 2)H + 2 + {h , hn+1} if χ is pr. on P,∑n−1
t=0 Ca(t)
σht if χ is nonpr. on P.
If a is an NPS of type (γ1, γ2), then
χ(RR(−1)) =
{
(n− 2)H + 2 + {h , hn+1} if χ is pr. on P,
n− γ2 + (γ1 − γ2){h , hn+1}+ γ2H if χ is nonpr. on P . (4)
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By extending χ to H we obtain
χ(RR(−1)) =


n2 if χ is pr. on P and H,
2 + h+ h−1 if χ is pr. on P and nonpr. on H,
n+ γ2(n− 1) + 2γ1 if χ is nonpr. on P and pr. on H,
n− γ2 + h+ h−1 if χ is nonpr. on P and nonpr. on H.
(5)
First, we can consider
RR(−1) = n− x+ xH − zP + zG+ x′{h , hn+1}+
z′({h , hn+1} × {g, g2, . . . , gp−1}) (6)
for some integers x, x′, z, z′. We get the following equations by (5) and (6)
2 + h+ h−1 = n− x+ zp+ x′(h+ h−1) (7)
n− γ2 + (h+ h−1)(γ1 − γ2) = n− x+ x′(h+ h−1)− z′(h+ h−1) (8)
If we solve (7) and (8) together, then we get x = γ2, z =
n−γ2−2
p
, z′ = γ2−γ1+1
p
, x′ = γ1 − γ2 +
γ2−γ1+1
p
. Now we can easily get thatR is an (n+2, p, n, n−γ2−2
p
+γ2, 0,
n−γ1−1
p
+γ1,
n−γ2−2
p
, n−γ1−1
p
)-
PDPDS by using (3) and (6).
On the other hand, (n+ 2, p, n, n−γ2−2
p
+ γ2, 0,
n−γ1−1
p
+ γ1,
n−γ2−2
p
, n−γ1−1
p
)-PDPDS satisfies
the diagram (4) for any character χ on G. So we get that a = (a0, a1, . . . , an+1) is an NPS of type
(γ1, γ2). 
Theorem 3 gives a necessary condition on the existence of a NPS with two distinct out-of-phase
autocorrelation coefficients. Moreover this theorem gives bound on γ1,γ2. We state this condition
in Corollary 2. After that we give an example of Theorem 3.
Corollary 2. If a is an almost p-ary NPS of type (γ1, γ2) and length n+2, then p divides n−γ2−2
and n − γ1 − 1. And there exists an almost p-ary sequence of type (γ1, γ2) and period n + 2 with
two consecutive zero-symbols for −µ1 ≤ γ2 ≤ n− 2 and −µ2 ≤ γ1 ≤ n− 1.
Example 4. Sequence a = (0, 0, ζ3, ζ3, ζ3) is an almost 3-ary NPS of type (2,1) and R is an (3 +
2, 3, 3, 3−1−23 + 1, 0,
3−2−1
3 + 2,
3−1−2
3 ,
3−2−1
3 ) = (5, 3, 3, 1, 0, 2, 0, 0) PDPDS in Z5 × Z3. Similarly,
a = (0, 0, ζ23 , ζ3, 1, ζ3, ζ
2
3 ) is an almost 3-ary NPS of type (-2,0) and R is an (7, 3, 5, 1, 0, 0, 1, 2)
PDPDS in Z7 × Z3.
Next we obtain a generalization of a well known theorem on difference sets, see [1, Lemma
VI.5.4] or [10, Proposition 1].
Proposition 4. Let R be a (n + 2, p, n, n−γ2−2
p
+ γ2, 0,
n−γ1−1
p
+ γ1,
n−γ2−2
p
, n−γ1−1
p
) PDPDS
in G relative to H and N . Let R have si many elements having i in the second component for
i = 0, 1, 2, . . . , p− 1. Then
p−1∑
j=0
sj
2 = (
n− γ2 − 2
p
+ γ2)(n− 1) + (n− γ1 − 1
p
+ γ1)2 + n (9)
and
p−1∑
j=0
sjsj−i = (
n− γ2 − 2
p
)(n− 1) + (n− γ1 − 1
p
)2 (10)
for each i = 1, 2, . . . , ⌈p−12 ⌉, where subscripts are computed modulo p.
Proof. Let ψ the map from G = H ×N to N sending (a, i) to i. Let A be the multiset consisting
of the images (counting multiplicities) of ψ restricted to R. By reordering on A we have
A = {∗ 0, 0, . . . , 0︸ ︷︷ ︸
s0
, 1, 1, . . . , 1︸ ︷︷ ︸
s1
, 2, 2, . . . , 2︸ ︷︷ ︸
s2
, . . . , p− 1, p− 1, . . . , p− 1︸ ︷︷ ︸
sp−1
∗}.
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So,
s0 = |{(b, i) ∈ R : i = 0}|, . . . , sp−1 = |{(b, i) ∈ R : i = p− 1}|
and
s0 + s1 + s2 + · · ·+ sp−1 = |R| = n. (11)
Let Ti be the subset R× R defined as
Ti = {(β1, β2) ∈ R× R : β1 6= β2 and ψ(β1 − β2) = i}.
As R is a (n+2, p, n, n−γ2−2
p
+γ2, 0,
n−γ1−1
p
+γ1,
n−γ2−2
p
, n−γ1−1
p
) PDPDS, for the cardinality |Ti|
of Ti, using definition of PDPDS, we obtain that
|Ti| =
{
(n−γ2−2
p
+ γ2)(n− 1) + (n−γ1−1p + γ1)2, i = 0
(n−γ2−2
p
)(n− 1) + (n−γ1−1
p
)2, 0  i ≤ p− 1 (12)
Let define as Ti,j = {(β1, β2) ∈ Ti : ψ(β1) = j} ⊂ Ti for 0 ≤ i ≤ p− 1 and 0 ≤ j ≤ p− 1. Then we
have,
|Ti| =
p−1∑
j=0
|Ti,j |. (13)
For 0  i ≤ p − 1 and 0 ≤ j ≤ p − 1, we determine Ti,j . We know that (β1, β2) ∈ Ti,j if only if
β1 ∈ R, ψ(β1) = j and β2 ∈ R, ψ(β2) = j − i. Therefore we get that ,
|{β1 ∈ R : ψ(β1) = j}| = sj and |{β2 ∈ R : ψ(β2) = j − i}| = sj−i,
where we define the subscript j − i modulo p. Hence using (12) and (13) we conclude that
(
n− γ2 − 2
p
)(n− 1) + (n− γ1 − 1
p
)2 =
p−1∑
j=0
sjsj−i. (14)
Remark that it is enough to consider the subset of equation in (14) corresponding to 1 ≤ i ≤ ⌈p−12 ⌉
because each equation in (14) with ⌈p−12 ⌉ ≤ i ≤ p − 1 is the same as an equation in (14) with
1 ≤ i ≤ ⌈p−12 ⌉.
For 0 ≤ j ≤ p − 1, we determine T0,j . We know that (β1, β2) ∈ T0,j if only if β1 ∈ R , ψ(β1) = j
and β2 ∈ R, ψ(β2) = j and β1 6= β2. Therefore we get that |T0,j | = sj(sj − 1) for 0 ≤ j ≤ p − 1.
Hence using (11),(12) and (13) we conclude that
(
n− γ2 − 2
p
+ γ2)(n− 1) + (n− γ1 − 1
p
+ γ1)2 =
p−1∑
j=0
sj(sj − 1) =
p−1∑
j=0
s2j − n
and therefore
p−1∑
j=0
sj
2 = (
n− γ2 − 2
p
+ γ2)(n− 1) + (n− γ1 − 1
p
+ γ1)2 + n.

Using Propositions 3 and 4, we get the following result.
Corollary 3. Let R be a (n + 2, p, n, λ1, λ2, λ3, µ1, µ2) = (n + 2, p, n,
n−γ2−2
p
+ γ2, 0,
n−γ1−1
p
+
γ1,
n−γ2−2
p
, n−γ1−1
p
) PDPDS in G relative to H and N . Let R have si many elements having i in
the second component for i = 0, 1, 2, . . . , p− 1. Then
(
p−1∑
j=0
sjsj−i)(p− 1) +
p−1∑
j=0
sj
2 = n2 (15)
for each i = 1, 2, . . . , ⌈p−12 ⌉ where subscripts are computed modulo p.
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Proof. We multiply (9) by p− 1 and add to (10), so we get
(
p−1∑
j=0
sjsj−i)(p− 1) +
p−1∑
j=0
sj
2 = ((
n− γ2 − 2
p
)(n− 1) + (n− γ1 − 1
p
)2)(p− 1)
+ (
n− γ2 − 2
p
+ γ2)(n− 1) + (n− γ1 − 1
p
+ γ1)2 + n.
Equivalently, we have
(
p−1∑
j=0
sjsj−i)(p− 1) +
p−1∑
j=0
sj
2 = (µ1(n− 1) + µ22)(p− 1) + λ1(n− 1) + λ32 + n
= (n− 1)(λ1 + (p− 1)µ1) + 2(λ3 + (p− 1)µ2) + n.
Finally, by Proposition 3, we get the result
(
p−1∑
j=0
sjsj−i)(p− 1) +
p−1∑
j=0
sj
2 = n2 − n+ n = n2.

Below we prove a bound on γ2 for the existence of a NPS of type (γ1, γ2) by using Proposition
1.
Theorem 4. Let p be an odd prime number, n ∈ Z+, γ1, γ2 ∈ Z such that n− γ2 − 2 = k1p and
n− γ1 − 1 = k2p for some k1, k2 ∈ N. Then, there does not exist an almost p-ary sequence of type
(γ1, γ2) and period n+ 2 with two consecutive zero-symbols for γ2 ≤
⌊
−pk1−4+
√
p2k2
1
−4pk1+8pk2
2
⌋
.
Proof. Assume there exists an almost p-ary sequence of length n and type (γ1, γ2) such that
γ2 >
⌊
−pk1−4+
√
p2k2
1
−4pk1+8pk2
2
⌋
. Set n− γ2 − 2 = pk1 and n− γ1 − 1 = pk2 in (9), and so we get
p−1∑
j=0
sj
2 = pk1γ2 + 3pk1 + pk
2
1 + γ2k1 + k1 + 2k2 − 2pk2 + (γ2 + 2)2. (16)
On the other hand we know that s0 + s1 + · · ·+ sp−1 = n = pk1 + γ2 + 2, that is,
p−1∑
j=0
sj = pk1 + γ2 + 2. (17)
Hence (17) gives that
p−1∑
j=0
s2j ≥ (
pk1 + γ2 + 2
p
)2p = pk21 + 2k1(γ2 + 2) +
(γ2 + 2)
2
p
. (18)
We consider (16) and (18) together. And we get
pk21 + 2k1(γ2 + 2) +
(γ2 + 2)
2
p
≤ pk1γ2 + 3pk1 + pk21 + γ2k1 + k1 + 2k2 − 2pk2 + (γ2 + 2)2.
Equivalently, we have
(1 − p)((γ2 + 2)2 + pk1(γ2 + 2) + pk1 − 2pk2) ≤ 0 (19)
Firstly, (19) holds if γ2 ≤ −pk1−
√
p2k2
1
−4pk1+8pk2
2 −2 < −pk1−1. But this contradicts to n−γ2−2 =
pk1. Secondly, (19) holds if γ2 ≥ −pk1+
√
p2k2
1
−4pk1+8pk2
2 − 2, but this contradicts to the beginning
assumption. 
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Table 1. Non-existence results on NPS by Theorem 4 for n=15
p=5
γ1 γ2 B Comments
-10 -8 -1 not exist
-10 -5 -1 not exist
-10 -2 -1 not exist
-10 1 0
-10 4 1
-10 7 2
-10 10 3
-7 -8 -2 not exist
-7 -5 -1 not exist
-7 -2 -1 not exist
-7 1 0
-7 7 1
-7 10 2
-4 -8 -2 not exist
-4 -5 -2 not exist
-4 -2 -1 not exist
p=5
γ1 γ2 B Comments
-4 1 -1
-4 4 0
-4 7 1
-4 10 2
-1 -8 -2 not exist
-1 -5 -2 not exist
-1 -2 -2 not exist
-1 1 -1
-1 4 -1
-1 7 0
-1 10 1
2 -8 -2 not exist
2 -5 -2 not exist
2 -2 -2 not exist
2 1 -2
2 4 -1
p=5
γ1 γ2 B Comments
2 7 0
2 10 1
5 -8 -3 not exist
5 -5 -2 not exist
5 -2 -2 not exist
5 1 -2
5 4 -2
5 7 -1
5 1 0
8 -8 -3 not exist
8 -5 -3 not exist
8 -2 -3
8 1 -2
8 4 -2
8 7 -2
8 10 -1
p=3
γ1 γ2 B Comments
-6 -7 -2 not exist
-6 -2 -1 not exist
-6 3 0
-6 8 1
-1 -7 -2 not exist
-1 -2 -2 not exist
-1 3 -1
-1 8 0
4 -7 -2 not exist
4 -2 -2 not exist
4 3 -2
4 8 0
9 -7 -3 not exist
9 -2 -3
9 3 -2
9 8 -2
We tabulate some nonexistence results obtained by Theorem 4 for n = 15, −10 ≤ γ1, γ2 ≤ 10,
p = 5 and p = 3 respectively in Table 1, where B is the upper bound on γ2 given in Theorem 4.
Pairs (γ1, γ2) not included in Table 1 are exclude by Corollary 2. The empty rows in the table are
undecided cases. It is seen that the case γ2 = −2 and B = −3 appears in the table, but Theorem
4 does not say anything about the status of its existence. Actually, it is easily seen that the upper
bound on γ2 in Theorem 4 is at least -3. Hence we have the following corollary.
Corollary 4. Let p be an odd prime number and n ∈ Z+. Then there does not exist an almost
p-ary sequence of type (γ1, γ2) and period n+ 2 with two consecutive zero-symbols for γ2 ≤ −3.
5 Conclusion
In this paper, we prove a lower and an upper bounds on the number of distinct out-of-phase
autocorrelation coefficients of an almost p-ary sequence of period n + s with s consecutive zero-
symbols. Theorem 2 shows that the number of distinct out-of-phase autocorrelation coefficients is
between min{s, p, n} and n− 1+min{n, s}. Therefore one can not get an NPS of type γ by adding
extra zero-symbols at consecutive positions. We next prove in Theorem 3 that a p-ary NPS of type
(γ1, γ2) is equivalent to a PDPDS. Then, we obtain that they only exist when p divides n− γ2− 2
and n− γ1 − 1. We give in Theorem 4 a necessary condition on γ2 for the existence of an almost
p-ary NPS of type (γ1, γ2). In particular we show that they don’t exist for γ2 ≤ −3.
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