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Abstract 
When clustering the tuples in the target table which is in a relational database, the prior task is to exactly and 
effectively calculate the relational distance between tuples. A lot of methods are used today, such as the relational 
distance measuring based on RIBL2. However, all these methods fail to consider the differences of similarity 
between the objects in both non-target table and target table, which stopped them from getting a high clustering 
accuracy. Using canonical correlation analysis in this paper and setting a weight for each table in the relational 
database, the weight indicated its role in the calculation of the distance among target tables. In addition, when 
calculating the distance between the two clusters to find the center of each cluster, turn the calculation of the distance 
between clusters into a distance between center points. Experiments show that this method ensures clustering 
efficiency and improved clustering accuracy. 
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1. Introduction 
In the real world, many data have multi-relations, which means data are composed with a variety of 
different types of entities. The attributes of different types of entities are different, and entities are related 
to each other through multi-relations[1]. Multi-relational data are wide used in many fields. Using the 
traditional data mining methods while ignoring the multi-relation feature will lead to an inaccurate 
conclusion. Therefore, in order to improve the accuracy of mining results, the multi-relation of the data 
must be adequately dealt with. 
Multi-relation clustering is an important technology in multi-relational data mining. This technology is to 
cluster the tuples in the target table in the relational database, so calculating the distance of relations in the 
target table is the main task in the multi-relation clustering. However, the distance associated not only 
with the attributes in the target table, but also with attributes in the non-target table which related directly 
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or indirectly to the target table. There are many methods available for calculating the distance of relations, 
such as the relation similarity measuring method introduced in literature[2,3], but these methods did not 
consider the differences of similarity between the objects in both non-target table and target table. In 
addition, in calculating the distance between the two clusters which can be connected to two objects in the 
target table , the previous method is to choose a random object from the two and calculate the similarity 
between them, and finally choose a minimum distance to represent the distance between these two 
clusters, this method does not get a high accuracy. Considering what mentioned above, a weight is set up 
for every non-target table in this paper, and the weight is used to indicate its role while calculating the 
distance of relations in the target table. What’s more, in calculating the distance between the two clusters, 
we first find the center of each cluster and calculate the distance between centers, instead of calculating 
the distance between clusters. Experiments showed that this method not only ensures clustering efficiency, 
but also improved clustering accuracy.  
2. Correlative Knowledge 
Tuple ID propagation 
Tuple ID propagation[8] is a virtual connection technology which has greatly enhanced the 
efficiency of multi-relation classification. By attaching the ID of target tuple to non-target relations, it 
achieved a virtual connection, rather than the physical connection. Tuple ID propagation is flexible and 
effective, because the ID can be easily transmitting in two random relations, and only a small amount of 
data transmission and additional storage space is required. 
Assume the primary codes of the objective relations are integer attributes, which represent the ID of each 
target tuple(such primary code can be created if missing). Assume that the relation between R1 and R2 
can be connected with attributes R1.A and R2.A. During the transmitting process of tuple ID, every tuple 
t in R1 is connected to the ID set of target relations IDset(t). For each tuple u in R2, 
∪ AuAtRt tIDsettIDset ..,1 )()( =∈= . Means every ID in IDset of tuple t in R1 will transmit to every tuple 
u in R2 which can be connected to t in attributes A. 
Using cosine to show the similarity of  two objects 
      Similarity function like s(x,y) can be defined to compare two vectors x and y. One popular way is to 
define the similarity function as the cosine measurement which follows: 
'.( , )
|| |||| ||
x ys x y
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In which ,x is the transpose of vector x, || ||x is the Euclidean norm of vector x, || ||y is the Euclidean 
norm of vector y, s is essentially the cosine of angle between x and y. 
3. distance based multi-relation clustering 
The process of clustering to objects in target tables in relational database is called the multi-relation 
clustering. The main task for multi-relation clustering is to calculate the similarity of two random objects in 
target tables. But in a relational database, the distance between two random objects associated not only 
with the attributes in the target tables, but also with the attributes in the non-target tables which can be 
directly or indirectly connected to the target tables. As is shown in the figure 1, Trajectory is target table, 
Traverses, Pollution, Place, Contains, Intersect and so on are non-target tables. While calculating the 
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similarity of objects in Trajectory, we should consider not only the attributions like Actor, Type… in 
Trajectory, but also PlaceID….in Traverses, PlaceA…..in Intersect, so on. 
 
Figure 1.  Sample Database 
Definition1 Inside-class distance: Distance between random two objects inside the target table which is 
decided by the attributes in the target table, is called inside-class distance. As is shown in figure 2, if we 
use Actor, Type, Duration in table Trajectory to calculate the similarity between T1,T3, it is called inside-
class distance between T1,T3, shown as int (1,3)erd  or ( 1, 3)Trajectoryd T T . 
Definition2 Outside-class distance: Distance between random two objects inside the target table which 
is decided by the attributes in the non-target table, is called outside-class distance. Also using Place A, 
SurvevingDate in table Pollution to calculate the similarity between T1, T3, it will be called as outside-
class distance between them, shown as 
( 1, 3)pollutiond T T . 
The similarity of two random objects in the target table should be presented as the sum of their inside-
class distance and all their outside-class distances. 
Calculate outside-class distance. 
As the attributes in the non-target table directly or indirectly connected to the target table is used while 
calculating outside-class distance, so calculating the outside-class distance between two objects in the 
target table can be transferred into calculating the distance of two clusters connected to them in the non-
target table. To get the clusters in the non-target table connected to the two objects in the target table, we 
can use tuple transmission. In figure 1, if we want to calculate the outside-class distance between T1,T3 
relative to Traverses in target table Trajectory, object T1 in Trajectory can be connected to 1,2,3 in 
Traverses, T3 can be connected to 6,7 in Traverses, so we can calculate the distance between one cluster 
(including 1,2,3) and the other (including 6,7) in table Traverses. 
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To calculate the distance between clusters , a center of the cluster, an object which can represent the 
cluster, is required first. The representing object can replace the information in the cluster as much as 
possible. If one object has the smallest sum of all the distances to other objects, it is chosen to be the 
representing object. 
If the number of objects in a cluster is m, the number of attributes is n. These objects be denoted as 
11 12 1( , ,...... )nA A A 21 22 2( , ,...... )nA A A ,……… 1 2( , ,...... )m m mnA A A . The center is denoted as 
centalV = 1 2( , ...... )nx x x . Given 
 
        ,if proper 1 2, ...... nx x x  are chosen to 
make y to a minimum, then centalV  can represent the cluster to replace the information of it. The detailed 
algorithm is as follows. 
Algorithm 1: Get_ centalV ( iC ) 
Input :cluster iC  which includes n objects, 
iC ={ 1 2, ,......... nm m m } 
Output: the center of iC , cental iV C  
Description:  
cental iV C =
2
1 1
arg min ( )
i
m n
x X i ji
j i
x A∈
= =
−∑∑ ；
 
After finding the center of the cluster , to calculate the distance between two random clusters, the 
distance between two centers of them can be calculated instead. For if we want to calculate the distance of 
one cluster(including 1,3,4) between the other(including 2,5) in table Transaction, after finding 1centalV  
and 2centalV ,the centers of them, the traditional cosine can be used to calculate the distance between the 
centers, the distance between two clusters is now obtained, and the outside-class distance relative to the 
non-target table between two random objects in the target table is also get. The detailed algorithm is as 
follows. 
Algorithm 2: compute ( 1 2, ,T m m ) 
Input : object 1 2,m m  in target table, cluster 1M  
relative to non-target table T formed by object 1m , cluster 
2M  relative to non-target table T formed by object 2m .
Output: the outside-class distance between 1 2,m m  
relative to T. 
Description: 
      1B =Get_ centalV ( 1M )； 
 2B = Get_ centalV ( 2M )； 
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 Use cosine to calculate the distance between 1B and 2B .
Calculate the distance between objects in target table 
The distance between objects in target table includes both inside-class and outside-class distance, so the 
distance between objects in target table should be the sum of its inside-class distance and all its outside-
class distances relative to the non-target tables. In relational database, if target table is 0T , and there are n 
non-target tables which can directly or indirectly connect to T, denoted as 1 2, ,...... nT T T , then the 
similarity between two random objects 1m  and 2m  in 0T  is denoted as: 
0 11 2 0 1 2 1 1 2 1 2
( , ) ( , ) ( , ) ......... ( , )
nT T n T
d m m d m m d m m d m mα α α= + +
 (1) 
In equation (1), 0 1 2
( , )Td m m is the inside-class distance between 1m  and 2m  decided by the 
attributes in 0T , while 1 1 2( , )Td m m ,………. 1 2( , )nTd m m  is the outside-class distance between 1m  and 
2m  decided by the attributes in 1 2, ,...... nT T T , 0α , 1α ,…….. nα  are the weights that corresponding to 
0 1 2
( , )Td m m , 1 1 2( , )Td m m ,………. 1 2( , )nTd m m .The value of the weight can decide the distance 
directly and therefore affect a lot on the efficiency of clustering. 
Due to the differences of pertinence between target tables and other non-target tables in the relational 
database, the effects to objects in target table caused by attributes in different non-target tables are also 
different. The bigger the pertinence between target table and a non-target table is, the greater the effects 
caused by the attributes are during the calculation of distances between objects in target table. On contrary, 
the smaller the pertinence is, the less the effects are. 
In the previous chapter, using typical correlative analysis to target table and non-target tables and get a 
typical correlative coefficient which represents the pertinence between two tables. In here, this pertinence 
can be used as weight of the outside-class distance. In equation (1), 0α  is the pertinence between the target 
table and itself, values for 1. 1α ,…….. nα  are the pertinences of 0T  to 1 2, ,...... nT T T . Therefore ,we can 
obtain the similarity of two random objects in the target table. The detailed algorithm is as follows. 
Algorithm 3: Get_similarity ( 1m , 2m )
Input : target table 0T , non-target tables 1 2, ,...... nT T T
Output:: the distance between 1m  and 2m  
Description: 
For( i=1 ; i<= n ; i++) 
 iα =Get_ contribution（ iT ）；// iα  is the pertinence 
between the target table 0T  and the non-target table iT .
 For( i=1; i<=n; i++)
 {     compute ( 1 2, ,iT m m )；     //calculate the distance 
between two centers of the clusters, for the outside-class 
distance between 1m  and 2m  relative to iT } 
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0 11 2 1 2 1 1 2 1 2
( , ) ( , ) ( , ) ......... ( , )
nT T n T
d m m d m m d m m d m mα α= + +
 
  //the distance between 1m  and 2m  in target table. 
     We can obtain the distance between two random objects in the target table in relational database 
through algorithm 3, and establish the foundation for clustering. 
multi-relation clustering 
After obtaining the similarity of two random objects in the target table, this paper mainly uses 
traditional k-mean method to do the clustering of the objects in the target table. In comparing the distances 
between object and every cluster , we need to find the center of each cluster, and then calculate the 
similarity between the object and the center. The detailed algorithm is as follows. 
 
Algorithm 4: Get_ centalV ( 1 2, ,T m m )
Input : n objects in target table : 1 2, ,......... nm m m , max 
distance threshold r. 
Output: k clusters after clustering: 1 2, ,........, kC C C , 
{ ,...... }( , (1, ))i i jC m m i j n= ∈ . 
Description: 
Initialize every cluster to null. 
 1C = 1C +{ 1m }；     
  t=1； 
  For( i=2 ; i<=n ; i++） 
{    for( j=1 ; j<=t ; j++) 
{   Get_ centalV ( jC ) //obtain the center of each cluster；
   Calculate the distances between im  and every center 
of the clusters.} 
      Compare the distances between im  and every center 
of the clusters. vC  is the closest and is denoted as z； 
       If z>r；then t=t+1； tC = tC +{ im }；//establish a 
new cluster and add im into it 
 otherwise   vC = vC +{ im }； //add im  into cluster vC } 
 
In algorithm 4, the value of max distance threshold r will affect on the number of divided clusters. The 
greater r is, the less clusters will be after the final clustering.  
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4. Experimental Results and Analysis 
To verify the effectiveness of the algorithm, algorithm Cluster_target table and multi-relational data 
clustering ReCoM [7] are implemented in the multi-relational database Movie [6]. The similarity 
measuring which is used in algorithm ReCoM is applied into Cluster_target table. The experiment is 
carried out in a computer with a Pentium IV CPU and 1G RAM, Windows XP. The data in the target table 
is divided into five. Use the clustering accuracy to evaluate the clustering results. Use the Jaccard 
coefficient of variation method in literature [8], so that the accuracy is the ratio between the number of 
accurate clusters and the total number, r = 0.8 * EX (EX is the average distance), the experimental results 
as follows: 
 
Figure 2. Comparison of clustering accuracy 
5. Summary and Prospects 
In the calculation of the distance of two random objects in a relational database, set a weight for each 
non-target table, and the weight indicated its role in the calculation. In addition, in calculating the distance 
between the two clusters, first find the center of each cluster, transfer calculating the distance between 
clusters into calculating the distance between centers. Experimental results show that it improve the 
clustering accuracy at a certain degree. However, using canonical correlation analysis to calculate the 
correlation between the non-target table and target table, then find the center of each cluster, which will 
take a lot of time, reducing the efficiency of clustering. Therefore, in future work, we should use some easy 
ways to find the center of clusters, hoping to ensure the accuracy, while improving the efficiency of 
clustering. 
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