In this paper, I discuss every claim of any importance in the comments. I show that every claim is wrong. I also discuss a number of Rothstein's innuendos--that is, claims that are made by implication rather than with the support of explicit arguments or evidence. I show that, when held up against the evidence, each innuendo proves to be false. One of the major points of Rothstein (2003) is that lagged school districts are a valid instrumental variable for today's school districts. This is not credible. Another major claim of Rothstein (2003) is that it is better to use highly nonrepresentative achievement data based on students' self-selecting into test-taking than to use nationally representative achievement data. This claim is wrong for multiple reasons. The most important claim of Rothstein (2004) is that the results of Hoxby (2000) are not robust to including private school students in the sample. This is incorrect. While Rothstein appears merely to be adding private school students to the data, he actually substitutes error-prone data for error-free data on all students, generating substantial attenuation bias. He attributes the change in estimates to the addition of the private school students, but I show that the change in estimates is actually due to his using erroneous data for public school students. Another important claim in Rothstein (2004) that the results in Hoxby (2000) are not robust to associating streams with the metropolitan areas through which they flow rather than the metropolitan areas where they have their source. This is false: the results are virtually unchanged when the association is shifted from source to flow. Since 93.5 percent of streams flow only in the metropolitan area where they have their source, it would be surprising if the results did change much. The comments Rothstein (2003) and Rothstein (2004) are without merit. All of the data and code used in Hoxby (2000) are available to other researchers. An easy-to-use CD provides not only extracts and estimation code, but all of the raw data and the code for constructing the dataset.
2 and the area may end up-endogenously-with a large number of districts. This challenge is addressed with instrumental variables based on a metropolitan area's number of streams. Essentially, the logic is that many streams generate many natural boundaries, which in history generated many school attendance areas, which left some areas with a lingering, large number of school districts.
All of the raw data, data extracts used for analysis, and the code used to make extracts from the raw data and compute the estimates are available to researchers. Researchers may request the data by contacting their license representative at U.S. Department of Education. The replication dataset was 2 designed and documented for general use by instructors (several of whom had requested it), researchers working on related questions, and replicators. The dataset was created prior to Rothstein's dessemination of his comment, and his claim (p. 4) that the dataset was created in response to his comment is false.
Indeed, the internal evidence of his comment shows that he uses the dataset as a resource, even if he sometimes misrepresents its documentation (see below). 3 Before getting to the substantive elements of Rothstein's comment, it is important to point out that Rothstein's claim (p. 2) that I refused to provide him with the original data is a misrepresentation.
Rather, the original data simply do not exist and for very good reason. I was trained to (and still believe in) writing code that takes a researcher all the way from the raw data to estimation. Such code may create intermediate datasets along the way, but they are replaced every time the code is run. Using this procedure has the important advantage that, once a correction or update is made, it feeds through completely. Obsolete datasets are not left sitting around to be used later, accidentally. The procedure prevents the unwitting propagation of erroneous or superseded data and code.
One of the raw datasets used in --the Common Core of Data, a sort of directory of public schools--is a dataset that I use routinely. (I have used it in more than a dozen papers subsequent 4 to .) After the work in was completed, the National Center for Education Statistics released a corrected version of some of the raw data. I had been aware that there were errors in 3 the original geographic codes of these raw data, and I had, in fact, fixed the errors that I could find.
When the corrected raw data were released, I naturally substituted them for the original (erroneous) raw data. I checked that the corrected geographic codes--which generated small changes in the metropolitan areas, students, and streams included in the sample--yielded approximately the same results. The fact that the correct geographics codes (which are in the replication data set available from NCES) and uncorrected codes yield approximately the same estimates is a good sign. It indicates that the the results are robust to small changes in the sample. The important points to take away are (a) that Rothstein was not refused anything that existed: he asked for an intermediate dataset that no longer existed; and (b) that Rothstein was aware of why the intermediate dataset no longer existed. Thus, if Rothstein's comment makes it appear that he was, without explanation, refused access to data that exists, his comment is misleading.
Rothstein's comment contains a variety of criticisms. In rough order of most to least important, they are as follows. (1) He argues that the results change when students who attend private schools are included in the sample. (2) He argues that the streams variable should be measured in different ways and that the results are sensitive to the changes. (3) He argues that there are errors in the data and that they substantially affect the results. (4) He argues for a different manner of estimating the first-stage equation,
It is easy to summarize my response to the main criticisms. In each case where he argues that a correction or reasonable change would alter the results substantially (in claims 1, 2 and 3), he is incorrect. Such changes alter the results hardly or not at all. Moreover, several of the "corrections" he identifies are wrong or are presented in a very misleading way. When Rothstein is able to alter the results, it is only by introducing substantial errors. For example, in the case of the private school students, he obtains different results not because he includes private school students--in fact, they make no difference--but because he uses the private school issue to motivate the introduction of an incorrect 4 method of assigning students to their home localities. In doing so, he introduces errors and discards a substantial amount of data. It is not surprising that his wrong method generates wrong results. Since Tiebout's model suggests that the jurisdictional makeup of a student's locality affects his school, one cannot test the theory using a method in which students are assigned to the wrong localities and localities are systemically dropped. Moreover, there is no reason to assign students incorrectly: the raw data contain codes that allow researchers to assign students correctly. Rothstein ignored or set aside the documentation that describes the codes. Another example is the pair of stream variables. The reasonable alternative variables he suggests make no difference to the results; he is able to generate different results only when he constructs variables that measure something other than what is intended. With regard to claim 4, Rothstein does not estimate the appropriate first-stage equation and misinterprets key coefficients from the first-stage equation he does estimate.
In addition to his criticisms, Rothstein introduces a "preferred" sample and specification, making numerous choices almost entirely without justification. I show below that these choices do not, in fact, bear scrutiny. Some introduce errors; others make the sample less representative. Nevertheless, even with a free hand to make changes without much or any justification--a clear opportunity for specification searching--Rothstein alters the results only marginally.
II. Private School Students and Assigning Students to Localities
The number and composition of students who attend public schools in a metropolitan area may be endogenous to the absence or presence of Tiebout competition. One section of shows that, where Tiebout choice is greater, a larger share of students attend public, as opposed to private, schools. A reasonable query is whether the positive effect of Tiebout competition on public school students' achievement arises partly because it induces "good" students to stay in the public schools.
Scholars may be interested in a parameter that cannot be identified econometrically: the "pure" 5 effect of competition on public school students. By this I mean the following. Suppose that competition increases because of an exogenous increase in choice and that public schools improve or deterioratein response. The pure effect of competition is the effect of increased choice on the outcomes of students who would have attended the public schools in the counterfactual where choice had not increased. We cannot identify this parameter because we never simultaneously observe the counterfactual and the increase in choice. Similarly, we cannot identify the pure effect of competition on private school students, which is a mirror image of the pure effect of competition on public school students.
Fortunately, we can identify the general equilibrium effect on public schools, which is the difference between the outcomes of students who attend the public schools after an exogenous increase in choice and the outcomes of students who attend the public schools before. This effect aggregates the pure effect of competition on public school students, the change in the students who attend the public schools, the changes in peer effects in public schools associated with the change in students, the changes in public school parents, the change in voters' support for public schools, the change in who teaches in public schools, and so on. In other words, the general equilibrium effect provides a reply to the typical policy maker when he asks, "When choice increases, won't able students desert my public schools, depriving the remaining students of good peers? Won't motivated parents desert too, depriving the schools of strong advocates and good governance? Won't voters who previously supported tax levies or took an interest in school board elections fall away? Won't talented people who taught in my public schools follow their children elsewhere?" And so on. Most debates on school choice do not focus exclusively on the pure effect of competition: they include the fully panoply of general equilibrium effects.
We can also identify the general equilibrium effect of choice on all students, public and private. This is the difference between the outcomes of all students before and after an exogenous increase in choice. This effect aggregates the pure effect of competition on public school students; the pure effect of 6 competition on private school students; the change in peer effects in public schools; the changes in parents, voters, teachers, and so on in the public schools; the change in peer effects in private schools; the change in private school parents' advocacy, monitoring, and financial resources; the change in donors to the private schools; the change in who teaches in the private schools, and so on.
Rothstein argues (pp. 12-14) that, in , I produce a "biased" estimate of the pure effect of competition on public school students, but this is a misrepresentation. I do not attempt to estimate the pure effect of competition (which is not identifiable), I estimate the general equilibrium effect on public school students. That the estimation choice is knowing, and not an unwitting error, is obvious: the paper contains an entire section that describes why more Tiebout choice might cause students to switch from private to public school. Moreover, the section in question actually estimates the share of students who shift from private to public schools as Tiebout choice rises.
Because, in , I actually estimate the shift, it is easy to see that the general equilibrium effect on public schools will be very similar in practice to the pure effect of competition on public schools. A two standard deviation increase in choice among public schools induces two percent of students to shift from private to public schools. In a typical metropolitan area, this means that 91 percent, rather than 89 percent, of students will attend public schools. The two percent of students who shift would have to have extraordinary scores, be extraordinary peers, have extraordinary parents, and attract extraordinary voters and teachers to change achievement significantly among public school students.
Thus, even though one cannot estimate the pure effect of competition of public schools, it constitutes most of the general equilibrium effect on public schools.
Rothstein, instead of realizing that the pure competition and general equilibrium effects on public schools are different parameters, argues that general equilibrium effect on public schools is a "biased" estimate of the pure competition effect. In a bizarre twist, he then asserts that"bias can be easily avoided," implying that he has a method of estimating the pure effect of competition on public schools.
In fact, he does not do this at all. Instead, he estimates the general equilibrium effect on all students, a parameter that contains many more elements than the pure effect of competition on public schools. In particular, it contains many changes in private schools that could be important. This is because an increase in choice induces a movement of students from private to public schools that is tiny by public school standards but large by private school standards, where a fifth students might depart. Thus, private schools' peer effects would change, their parents would change, their finances would change, and so on.
The general equilibrium effect on all students is interesting, but it is certainly not an unbiased estimator of the pure effect of competition on public schools. Rothstein's statements about bias are confused and may lead future researchers, who need to keep track of the parameter they are estimating, astray In any case, Table 1 shows that, in the NELS sample, estimates of the general equilibrium effect on public schools (top row) are very similar to estimates of the general equilibrium effect on all students (bottom row). The estimated coefficient for the eighth grade reading score, for instance, changes from 6.64 to 5.36; and the estimated coefficient for the tenth grade reading score, for instance, changes from 8.50 to 8.16. In no case do the estimates suggest that the general equilibrium effect on public schools students differs from the effect on all students. (That is, all of the changes are far from being statistically significant. The changes mentioned are about 0.30, but the standard errors indicate that a coefficient would have to change by about 5.50 for the change to be statistically significant.) Given these results, why does Rothstein apparently generate such different results in his Table 5 when he also estimates the general equilibrium effect for all students? He generates different results because he reassigns the locality of every student in the NELS using a "zipcode-backing-out method" that is error-prone and that does not properly assign students to many districts. This zipcode-backing-out method is unnecessary because, as described in its documentation, the NELS contains codes that identify all schools in the study, public and private. Rothstein ignored or set aside the documentation and 5 thereby--ostensibly--justified his use of a method that makes error-prone assignments of students to 8 locations, drops covariates, and uses only sub-samples of the data. It is important to note from his Table   5 that it is these actions and not the inclusion of private school students that cause him to obtain results substantially different from . The top row of his Table 5 excludes private school students and the bottom row includes them, but the difference between the two rows is inconsequential. It is his introduction of error, discarding of data, and dropping of covariates that cause him to report that the "[e]stimates are substantially smaller than those presented earlier." Misleadingly, he presents this conclusion as though it were related to the inclusion of private school students when, in fact, it has nothing to do with them.
The zipcode-backing-out method works as follows. There are several Census variables in the restricted-access NELS that are associated with each school's zipcode, but students' zipcodes are not provided in the NELS. Rather, NELS provides a few variables derived from the Census that describe the zipcode of a student's school, not his residence. By cross-referencing these variables, one can back out 6 a unique school district location for some (only some) students. Unfortunately, this method associates other students with the incorrect district or multiple districts (as many as nine). Two errors are generated by this procedure. First, the method does not always generate a unique zipcode: multiple zipcodes may have the same values for the descriptive variables provided by NELS. Second, zipcodes are not aligned with school districts in the U.S., and many zipcodes cross school district boundaries.
How valid are the localities assigned by the zipcode-backing-out method? Because the NELS contains an identifying code for all of its schools, they can be associated with the school district in which they are actually located. Thus, by following NELS documentation, students can be assigned to the 7 actual school district in which they live or, in the case of private schools, actually attend school. Table 2   8 compares the actual school districts in which NELS base year schools are located to the districts that the zipcode-backing-out method associates with them. Table 2 shows that 39 percent of the public schools have problematic (missing, non-unique, or apparently unique but actually incorrect) "backed-out" codes.
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The table also shows that 41 percent of the private schools have problematic "backed-out" codes.
Detailed break-downs are in the table.
In short, Rothstein obtains results that differ from those in not because he adds private school students to the sample but because his zipcode-backing-out method mis-assigns about 40 percent of all students.
III. Measuring Streams by Flow Rather than by Primary Location and Related Issues
In , two streams variables, smaller streams and larger streams are used as instruments. For reasons discussed in my original paper (p. 1222) and repeated below, it is important to divide streams into those that are more and less suitable for commercial navigation. However, the essential logic behind using streams as instruments is simple: streams cause variation in the number of school districts because, during the settlement of America, district boundaries often were streams. In fact, early American laws often stated that students should not have to cross streams to get to school. In other words, real walking distance, not distance as the crow flies, was what mattered for students' travel.
The streams variables work as instruments because they affected initial district boundaries and there is substantial inertia in boundaries. (The idea evidently has very old origins: Maimonides' Rule also stated that students should not have to cross streams to attend school.)
The United States Geological Survey (USGS) gathers accurate information on streams and conveys it in two forms that are relevant: topographic quadrangle maps and the Geographic Names Information System (GNIS). The maps show every feature known to the USGS that can be displayed at 9 1:24000 resolution. The GNIS is a list of certain features shown on the maps. Every USGS feature is classified (as a "stream", "reservoir," "lake," "summit," et cetera) and its location is described by its latitude and longitude. A stream's location is described by the latitude and longitude of both its "primary location" and its source. (Rothstein uses the word "mouth" for primary locaton, but I use the USGS 10 terminology.) The vast majority, 93.5 percent, of streams have their source in the same metropolitan area as their primary location.
A. Streams by Primary Location and Streams by Flow
Hoxby (2000) associates streams with the metropolitan area in which they have their primary location, as defined by the United States Geological Service. At the time the paper was written, this was the form in which the GNIS data were available. Rothstein argues that streams ought to be associated with all the metropolitan areas in which they flow, and he proposes use of a GNIS dataset made available since was written. The shift in classification (from streams-by-primary-location to 10 streams-by-flow) is reasonable, but is unlikely to affect the results much because 93.5 of streams are classified identically under the two methods. The remaining 6.5 percent of streams are not removed from the count for the metropolitan areas that are their primary locations; they are simply added to the counts of other metropolitan areas through which they flow. Thus, the change in classification scheme produces only a small change in the instrumental variables.
The top two rows of Table 3 show that the estimates based on streams-by-primary-location and streams-by-flow are extremely similar. (As described below, these estimates use as instruments smaller and larger streams, where the latter variable is measured as described below. The instruments can be computed either by primary location or flow.) The estimated coefficient for the eighth grade reading score, for instance, changes from 6.64 to 6.61; and the estimated coefficient for the tenth grade math score, for instance, changes from 7.98 to 7.44. (The changes mentioned average 0.29, but the standard errors indicate that a coefficient would have to change by about 5.50 for the change to be statistically significant.) Indeed, Rothstein's own estimates (see his Table 4) show that using streams-by-flow does not affect the results. It is difficult to see, therefore, why he raises the matter.
B. Measuring Navigable Larger Streams
As described in and at some length below, it is important to create separate counts of smaller streams and larger streams, where larger streams are defined as those that are potentially navigable for the purposes of commerce. Because width as well as length is important for assessing commercial navigability, I used the USGS topographic quadrangle maps to measure larger streams.
There is no single rule for the width that makes a stream navigable for the purposes of commerce, but states where width is explicitly considered in the determination of navigability include Texas (30 feet wide), Washington (40 feet wide), Georgia (40 to 45 feet wide), and Arizona (similar to Georgia). 11
Thus, I chose 40 feet wide as a typical standard and looked for streams that met this criterion and that were at least 3.5 miles in length (since shorter streams could not plausibly connect two trading centers even if they were wide). Curvilinear bodies of water that met these criteria were noted, checked to ensure that they were USGS designated streams (to exclude non-streams such as manmade bodies of water), and counted. Such measurement is painstaking, essentially because one has to carry information correctly over the edges of maps, but it is not fundamentally difficult. The count of larger streams is subtracted from the total number of streams to obtain a measure of smaller streams.
Rothstein argues that my method of processing USGS maps is subjective, and much of his discussion of subjectivity is devoted to a peculiar example meant to illustrate it. Focusing on the Fort Lauderdale metropolitan area, he counts manmade canals (which, straight or not, were created by dredging) and the Atlantic Intercoastal Waterway, a engineered channel. Considering that Fort Lauderdale's municipal and tourist offices heavily advertise the city's being known as the "Venice of America" and emphasize how its waterways were artificially created from the marsh, it is obviously a location where manmade water features--which are not streams and which blatantly violate the spirit of the instrumental variable--abound. It can be no surprise that, in a location like this, he comes up with a pertinent and then focusing on the very location where the pertinent information is most useful, he can generate mismeasurement.
Moreover, Rothstein's argument that only GNIS data, and not map-based data, should be used is based on a fundamental misunderstanding. The GNIS data are derived from USGS maps. The difference between the maps and the GNIS is that the GNIS contains only a tiny fraction of the information on the maps. Thus, if a researcher devotes time to the maps, it is repaid with accurately measured variables. In contrast, there is only a certain amount a researcher can derive from the sparse set of variables available in the GNIS. To put it another way, suppose that the GNIS contained not only the latitude and longitude of a stream's origin and destination, but also the latitude, longitude, and shore-to-shore width at every turning point in a stream's course. A researcher could then measure a stream's size looking for a combination of length and width that is continuous (not interrupted by narrow stretches). This is what the maps allow one to do except that the maps are superior because they show width at all points, not merely occasional points. Another advantage of using maps is that it is so time-consuming to measure streams using them that the equivalent of "specification searching" is impracticable. One must adopt a metric for counting streams and stick with it.
C. Larger (Potentially Navigable) Streams
As argued in Hoxby ( , p. 1222 , the one shortcoming of streams as instruments is that large streams that are navigable for shipping purposes may be (or have been) important channels for trade. If large rivers attract commerce and cities are built where commerce thrives, then we might expect to find big city districts around important rivers. To take a particularly obvious example, consider Pittsburgh, a city that would not exist if it were not for the confluence of the Allegheny, Monongahela, and Ohio rivers. In other words, a large navigable river might attract commerce to a particular location. The dense population that gathers in the location may cause a central city jurisdiction to arise, and it may have the political power to swallow up others. In short, large streams may, like small streams, generate more 13 initial jurisdictions, but large streams may also create the conditions in which jurisdictions are more likely to consolidate into "central city" ones. Therefore, we would not expect that large and small streams should necessarily have the same effect on the choice index.
A separate concern about large streams is that they may indirectly affect achievement by affecting commerce which, in turn, may affect the type of person who decides to live in an area. The direction of such effects is unclear and need not be uniform across metropolitan areas. For instance, large streams may make one metropolitan area a center for agricultural goods, another a center for industrial goods, and a third a center for finance. The types of people who work in agriculture, industry, and finance are likely not the same.
In short, although all streams are created by nature, there is reason to expect that large and small streams will have different effects on the number of jurisdictions in an area. Moreover, large streams may have non-monotonic effects: positive in some areas, negative in others. Thus, in Hoxby (2000), I argue that small streams (streams too small to be commercially navigable) are more credible instruments than are commercially navigable rivers. It is very credible that the number of smaller streams fulfils the requirement that an instrumental variable be uncorrelated with the unobserved determinants of achievement.
Fortunately, the numbers of smaller and larger streams are not highly collinear: the correlation is only 0.41. Thus, in Hoxby (2000), I let the two streams variables enter the first-stage equation separately to see whether their coefficients are the same (they are not). Moreover, in that paper, I compute estimates that rely solely on smaller streams in order to determine whether they differ statistically significantly from the estimates that rely on both streams variables. They do not. (See the bottom rows   of Tables 4 and 6 .) Similarly, the bottom panel of Table 3 below shows that the estimates that rely on only the smaller streams variable are very similar to the estimates that rely on both stream variables. For instance, the estimated coefficient for the eighth grade reading score, for instance, 14 changes from 6.64 to 5.86; and the estimated coefficient for the tenth grade math score, for instance, changes from 8.50 to 7.82. (The changes mentioned average 0.7, but the standard errors indicate that a coefficient would have to change by about 6 for the change to be statistically significant.)
As noted in Hoxby (2000), the two streams instruments have different coefficients in the first stage regression. This may be an indication that larger streams have the offsetting effects mentioned earlier: more large streams mean more initial jurisdictions, but more large streams also create conditions favorable to consolidation. Also, while the first stage regression that includes all metropolitan areas produces positive coefficients on both streams variables, a regression run on certain subsets of the metropolitan areas produces a coefficient on the larger streams variable that is not statistically significantly different from zero and occasionally has a point estimate with a negative sign. This is a hint-though not firm statistical evidence-that the larger streams variable is associated with commerce and central city consolidation in some metropolitan areas. Put another way, this is a hint that the larger streams variable may not fulfil the monotonicity condition for an instrumental variable. This would be another reason to think that it is the smaller streams variable that should be regarded as the more reliable instrument, as suggested in .
Rothstein argues that one should be able to add the large and small streams variables and use total streams as an instrument. But, as noted above, the two streams variables do not have similar coefficients. If there are potential monotonicity issues with the larger streams variable, adding it to the smaller streams variable produces a single contaminated variable-aggravating rather than remedying the problem. Rothstein also argues that one should be able to measure larger streams based solely on criteria such as length or whether a stream crosses a county boundary. But, as noted above, the goal is to separate streams that are useful for commercial purposes from those that are not. Merely being 3.5 miles long or a stream's happening to cross a boundary does not make it useful for commerce. It is width that is usually the binding criterion, not the 3.5 mile length, which is a simple minimum. There are literally thousands of creeks that run for 10 miles but that are only a few feet wide, and it is obvious that they can serve no real commercial purpose (regardless of whether they cross a boundary). It is no wonder that, by introducing variables (streams that are merely longer than 3.5 miles, streams that merely cross boundaries) that do not even attempt to measure what one needs to measure, Rothstein is able to obtain results in his Table 4 that differ from mine.
IV. A Variety of Claims about Errors or Corrections
Rothstein makes several claims that errors and/or changes in the program and variables contained in the replication data set have a substantial effect on the results. These claims are incorrect. None of the issues he describes has much effect on the results. Moreover, his discussion of the errors and/or changes is consistently misleading, incorrect, or both.
A. Raw Data Corrected by the Census
Rothstein states that I "refused" to provide him with the data from . As mentioned in the introduction, I refused him nothing that exists but provided him with all of the code for estimating results from the raw data. One particular source of raw data has been corrected since my work on the original paper: the coding of the metropolitan areas associated with school districts. This complicated geographic coding is performed by the Bureau of the Census in coordination with NCES. The codes become part of the Common Core of Data, which is a directory-like source routinely used by education researchers. When corrected Common Core data becomes available, it is released by NCES. Because I use the Common Core many times each year, I download the corrected data as a matter of routine. After writing , I was aware of the need to do this because, in the course of working on that paper and others, I had discovered some errors in the geographic codes of then-available Common Core data.
One of my research assistants had attempted to identify errors and correct them, but we can not claim to have had the resources or expertise that the Census regularly devotes to the process of correction. In 14 16 short, when the code in the replication dataset calls the raw data from the Common Core, it calls the more correct data available now.
On this point, Rothstein's comment may mislead readers. First, he implies that he was refused access to some intermediate data set that exists. In fact, such an intermediate dataset never existed independently of the raw data: it was replaced every time the code was re-run with the raw data.
Second, he claims that I changed an "assignment algorithm" for matching school districts to geographic codes for metropolitan areas (p. 4). In fact, the only thing that changed was the raw data. The word "algorithm" is itself misleading: the program just assigns each district to the metropolitan area in which it is located. Third, his language (p. 4) suggests that I generated the corrections to the data, and that I did it in response to his comment. In fact, the raw data was corrected by the Census, and my downloading it predated his comment by years. 15 In any case, despite Rothstein's repeated insistence on the issue, there is not much difference between using the codes available for the original paper and using the codes corrected by the Census. A comparison of the top row of Table 1 (above) and the top row of Table 4 in Hoxby (2000) reveals very similar results. The similarity is also shown in Rothstein's own Table 1 (compare columns 1 and 2), which makes it hard to see why he raises the issue.
B. Four Ohio School Districts
Rothstein argues that the program incorrectly assigns four school districts in Ohio to a North Carolina metropolitan area. In fact, the code is correct. It is the raw data-the Common Core of Data-that contain an error and associates the Ohio districts with North Carolina. More importantly, the four districts' being misassigned has no effect on the results because there are no NELS students in them.
Just for completeness, Table 4 shows the results with and without the correction for the four Ohio districts. Rhe results are identical; the error in the raw data is harmless. Rothstein's discussion of the Ohio districts (pp. [4] [5] is misleading: he implies that they are included in the NELS estimation sample and affect the results.
C. Use of Contemporaneous Metropolitan Area Codes
Rothstein argues that several school districts have "incorrect, invalid, or obsolete" metropolitan area codes (p. 5). The claim about "obsolete" codes is groundless. It is apparently based on his mistaken belief that districts should match current Census codes rather the codes that existed at the time of the NELS survey. This is wrong: the Bureau of the Census routinely updates the definitions of metropolitan areas. Thus, school districts in the NELS rightly have metropolitan area codes that were current at the 16 time the NELS was conducted.
The base year of the NELS data is 1987-88, so I first matched NELS districts to the 1987-88 In fact, the number of districts that change codes between 1987-88 and 1991-92 is so small that it does not matter which of the three survey years' codes are used. This is shown in Table 5 , which reveals that the coefficients hardly vary with the year of the codes.
In short, I match NELS survey data to contemporaneous administrative data. In this way, I accept the Census's determination of which districts were in metropolitan areas in the survey years. This is the accurate way to assign districts to metropolitan areas. Rothstein's declaring codes to be obsolete amounts to nothing more than his having arbitrarily picked a later year's metropolitan area definitions and saying that codes are obsolete if they do not match that later year's.
D. A Typographical Error in the Program
Rothstein makes much of a typographical error in a program in the replication dataset--his discussion occupies all of his page 5, half of page 6, and footnotes 6, 7, 8. The length and intensity of this discussion suggest that Rothstein has found a serious error related to missing school district codes, but actually all that he has found is that the word "update" is missing from two lines. Moreover, this typographical error has nothing to do with because it was introduced when I was finalizing my creation of the replication dataset. (I made superficial changes in an effort to make the code transparent to users while complying with NCES's wishes regarding methods of indicating missing observations. The typographical error was introduced at that point). In his lengthy discussion, 17 Rothstein suggests that the typographical error has a substantial effect on the results. This is incorrect:
the typographical error has no statistically significant effect on the results and, if anything, weakens them. This is shown by comparing the top and bottom rows of Table 6 . For instance, the estimated coefficient for the eighth grade reading score is 6.64 without the typographical error and 4.41 with it.
The estimated coefficient for the tenth grade reading score is 8.50 without the error and 6.57 with it.
(The changes in the table average about 1.1, but the standard errors indicate that a coefficient would have to change by about 5 for the change to be statistically significant.) Rothstein himself says that, with the typographical error, "The mean choice effect for 12th grade scores is 5.39, quite close to the 5.30 computed from the Hoxby/NCES data." His related Appendix Figure also shows that vast majority of estimates generated with the typographical error in place are so close to 5.30 that the difference is unimportant.
E. Summing Up Issues Related to Errors and Corrections
Tables 4 through 6 demonstrate that each of Rothstein's issues regarding an error or correction has no effect or little effect on the results. Indeed, although one would not know it from his discussion, Rothstein's own results reveal the same thing (compare columns (1) to (3) of his Table 1 ). Rothstein's long discussion of data issues that make no difference to the results creates an impression of numerous 19 errors. The barrage of assertions with regard to errors simply sows confusion in readers' minds and thereby provides a justification for Rothstein's presenting a "preferred" specification (discussed below).
V. The First Stage Regression
Rothstein argues that was wrong to show a first-stage regression that is run at the metropolitan area level and that includes all metropolitan areas. He argues that the article should have shown a first-stage regression that uses student level observations and that includes only metropolitan areas in which NELS students live. However, the first-stage regression shown was a deliberate decision made as part of the editorial and refereeing process at this journal. It was intended to make it clear to readers that the first-stage regression only made use of metropolitan area variation because the dependent variable (the index of choice) varies only at the metropolitan area level. Readers could have been confused if they saw thousands of observations in a regression that really had only as much variation as there are metropolitan areas. 18 Moreover, the same first-stage specification is used for several second-stage regressions in the paper. In the second-stage regressions where NELS achievement variables are the dependent variables, only some metropolitan areas (about 60 percent) are included: the number depends on the locations of the students whose achievement is being considered. But, in numerous second-stage regressions where variables like district-level variables were the dependent variables (for instance, school spending and the private school share), all metropolitan areas are included. Given space constraints in the journal, it was clear that only one first-stage regression could be shown. It was logical to show the one used for districtlevel dependent variables because it was most general since it included all metropolitan areas. The coefficients in this regression are as expected: there are more jurisdictions in areas with more streams, and smaller streams exert a more powerful influence on school district boundaries than larger streams-probably for the reasons described above. For those who are interested, the program in the 20 replication dataset runs all the variants of the first-stage regression: the specification stays the same but the sample of the metropolitan areas that are included varies with the students in the regression.
Rothstein (Tables 2 and 3) shows first-stage results that drop many metropolitan areas and it is this drop that produces results that he can claim are "dramatically different." For instance, in panel C of his Table 2 , he drops 37 percent of metropolitan areas and, in panel D, he drops 39 percent. His discussion of the first-stage results is therefore misleading: he does not mention how much of the sample is dropped and implies that the differences are due to changes in the data, not the sample drops. Also misleading is his commentary on how the coefficient on the larger streams variable changes (pages 6-7 of his manuscript). He suggests that the changes in the coefficient are very worrisome, but--in fact--they were only to be expected since he is dropping large parts of the sample. As described above and in , the larger streams variable may exhibit a non-monotonic relationship with the choice variable. Therefore, as one changes the sample, the coefficient may change. This is the reason for constructing measures of both larger and smaller streams.
VI. Rothstein's "Preferred" Specification
Rothstein introduces a "preferred" specification, making numerous changes to the variables and the sample. Four of these changes are mentioned in footnote 10 but the vast majority are mentioned only in his appendices. A count of the changes cannot be constructed from his cursory descriptions, but it would be scores--hundreds if multiple changes to the same variable are counted separately. Moreover, the descriptions of the changes--if the reader gets to them--provide little justification or discussion of the implications. This makes it hard for a reader to assess the validity of his "preferred" estimates. In this section, I consider just a few of the many changes to illustrate the problem created.
A. The Construction of the Metropolitan Income Variable
Rothstein (footnote 10) substitutes, without explanation, an incorrect measure of metropolitan 21 income: the natural log of the mean income of districts. The correct measure is the mean of the districts' log mean incomes. Essentially, one must include a metropolitan-level mean of any district-level covariate that is included in the regression. If this is not done, the district level variables can be correlated with metropolitan area variables, and such correlation produces a phenomena sometimes described as "Tiebout bias." The bias is eliminated by including proper metropolitan level aggregates.
Substituting the incorrect variable for the correct one generates a misspecification error. It is hard to understand why Rothstein introduces the error because he does not offer an argument for the substitution. This is despite the fact that there is a description of the correct measure in Hoxby ( , pp. 1217 Hoxby ( -1218 and an even more detailed description in the code contained in the replication dataset.
The substitution of the incorrect metropolitan income variable does not, in itself, make a difference to the results. This is shown in Table 7 , the top row of which uses the proper variable and second row of which uses the misspecified variable. The differences in the coefficients on the choice index are extremely small: 6.64 becomes 6.74, 5.36 becomes 5.39, and so on. (These changes average 0.7, but the changes would need to be about 5 to be statistically significant.)
B. Family Background Variables
In constructing his "preferred" estimates, Rothstein changes numerous family background variables (described only in his appendices).
Before considering these changes, let us remember why the estimation included family background variables at all. As emphasized in Hoxby ( , pp. 1226 , they were not included because their coefficients bore causal interpretations (they do not). Rather, such variables were included because the NELS sample was only designed to be nationally representative. It is not representative of individual metropolitan areas. Thus, family background variables are used to adjust the outcomes for sampling differences among metropolitan areas. For example, suppose that poor and middle-income districts are sampled in metropolitan area A and that middle-income and affluent districts are sampled in 22 metropolitan area B. Metropolitan area B should not get "credit" for the better outcomes associated with affluent, as opposed to poor, students. Adjusting outcomes to account for sampling differences is important if we are to compare metropolitan areas A and B fairly.
Because my primary concern, in including family background variables, was making the sample maximally representative, it was important not to use measures of background variables that had been constructed in such a way that they would--by their inclusion--make the sample less representative.
Rothstein substitutes parental education information from the parent survey for parallel information from the student survey. This choice makes the sample less representative, largely because only a subset of parents responded to the survey. The NELS documentation says, "...only the student and school data sets constitute fully representative national samples. While in various respects the parent data set resembles a representative or probability sample...several features of the NELS:88 parent component depart from the strict requirements for a probability sample." The documentation also 19 points out that answers in the parent survey could be biased depending on the identity of the parent who responded to the survey (mother, father, step-parent, and so on) and on family composition (two parents at home, divorced parents, and so on). Given that a parental education variable was available in the student survey, that this variable generated no sampling problems or bias, and that parental education did not have a coefficient of interest but was merely added to account for sampling differences, it makes sense to use parental education based on the student survey.
Rothstein changes the construction of several family background variables--for instance, using family income from the second follow-up--in order to include students who were not part of the NELS base year sample. However, as explained by Grogger and Neal (2000) , only the base year sampling used by NELS is representative. Its follow-up sampling is very problematic for applications related to school choice because the follow-ups do not sample randomly but systemically drop students who attend a tenth grade school that relatively few of their former eighth grade (base year) classmates attend. For 20 instance, consider a public middle school that performs poorly and thereby alienates the parents of its eighth graders. In response, some parents might send their children to private schools for grades nine through twelve, other parents might enroll their children in magnet public schools for grades nine through twelve, and the remaining parents might send their children to the public high school that is the default.
The students who attend the private and magnets schools have a high probability of being dropped from the sample, and the default public high school has a fair probability of being dropped too. Thus, the follow-up sampling is not only non-representative, but is non-representative in a way that is endogenous to the performance of schools in the base year. The "freshening" of the sample in the follow-ups does 21 not relieve, but instead aggravates this situation by adding new students from schools that are already "over-sampled" relative to, say, the schools in the example just provided. 22 Changing a single family background variables affects the results only trivially. For instance, Table 7 shows (third row) that using parental education data from the parent survey produces only slight differences relative to the top row. The estimated coefficient for the eighth grade reading score is 5.61 23 instead of 6.64, for instance. Similarly, using family income from the second follow-up (twelfth grade) survey, as Rothstein does, produces only slight differences. See the fourth row of Table 7 which shows, 24 for example, that the estimated coefficient for the eighth grade reading score is 6.52 instead of 6.64.
C. Summing Up the "Preferred" Specification
To get his "preferred" specification, Rothstein makes numerous changes to covariates that are hard to justify if scrutinized. If we take the changes one at a time, each has little or no effect on the results. However, Rothstein makes many changes to the sample and to covariates, and it is unknown how many other changes were tested and rejected. Testing a large number of changes without much justification runs the danger of either intentional or unintentional pretest bias by leading an investigator to find the specification that best fits his priors. In any case, even with the large number of changes he made, Rothstein merely reduces the coefficient to being marginally statistically significant (column 4 of Table 1 ).
VII. A Note on the Standard Errors
Rothstein gives prominence to the fact that, in the replication data set, I provide code for Stata's robust cluster standards but not for Moulton (1986) standard errors as in . He then immediately goes on to say that the data from the replication data set produces larger standard errors.
The implication is that, somehow, the replication dataset has problematic standard errors. Yet, Rothstein is perfectly well aware of the fact that it is because the replication dataset uses Stata's robust clustered standard errors that it produces larger standard errors. He knows that the Moulton standard errors are consistently smaller than Stata's robust clustered standard errors--the fact is demonstrated throughout his tables. Rothstein is also perfectly well aware of why I used Stata's robust clustered errors in the replication dataset, despite the apparent loss of precision: I was concerned that the typical user would be unable to compute the Moulton standard errors with comfort since the computations involve some complicated decisions. My reasoning is clearly documented in the replication dataset. Rothstein even agrees that Moulton standard errors are beyond many users--this agreement is buried in his appendix.
Rothstein lays out none of this relevant information for readers. Instead, they are likely to be left with the impression that there is something wrong with the replication dataset.
VII. Conclusions
In each case where Rothstein argues that a reasonable change to the specifications estimated in would substantially affect the results, I have shown that the argument is either incorrect or has negligible effects on the results (the latter is usually shown in his Comment as well). He is able to obtain substantially different results only by introducing important errors such as the error-prone zipcode-backing-out method. Similarly, reasonable alterations to the instrumental variables for streams 25 do not change the results. The results change only when Rothstein introduces variables that do not measure what the instruments are intended to measure. Rothstein discusses various "errors" and "corrections" in the data, but all of these have been shown here to have no effect or only a trivial effect on the results. Rothstein's own tables show the same lack of effect. So, why raise these points at all?
Rothstein's style of discussion, which raises a long series of issue which are claimed to be important but turn out not to be, is consistently misleading. Again and again, his comment gives the impression that an important error has occurred or an important change needs to be made when, in fact, his own estimates show nothing of the kind. There is not a single case, however, in which he alerts the reader to the fact that an issue he has raised--sometimes at length--has negligible consequences or no consequences at all.
Instead, his discussion suggests that he has found a slew of errors and misjudgements in Hoxby (2000)-all of which affect its results to some degree. What his discussion disguises is the sharp discontinuity that really characterizes his results. The reasonable changes that he suggests produce results that differ trivially or not at all from . Only when he introduces major errors does he generate results that differ meaningfully. As readers may confirm for themselves (since the replication dataset is available), the results in Hoxby (2000) Education (2004 and 2003, respectively) . Private schools' addresses are used to determine the school district in which they are located. This is standard geocoding.
For the purposes of this paper, a tiny number of students (18) who may be attending private school have problematic Quality Education Data codes and an even small number (9) have a missing Quality Education Data code. To put these numbers in perspective, consider that, together, these students represent 0.1 percent of those who completed the base year NELS survey.
8. It would be preferable to associate private school students with the district where they live, as opposed to the district where they attend school. Although the two districts are the same for many students, they are likely to be different for cities in which prestigious private schools and Catholic schools are located, for historical reasons, in neighborhoods that are more urban and poorer than the areas in which their students reside. By associating some private school students with the "wrong" localities, one introduces some degree of measurement error that is probably systematic rather than random. Given the small number of students affected, the resulting bias is likely to be small. It affects only the estimate of the second general equilibrium effect. The estimate of the first general equilibrium effect is unbiased. Geological Survey (1993) and United States Geological Survey (2004) . Dataware (1999) . The dataset became available after the paper was written though before the year of publication (2000) owing to standard publication delays. 11. The federal standard for navigability is based on a Supreme Court case known as The Daniel Ball, 77 U.S. (1870). In it, streams are defined as navigable-in-fact "when they are used or susceptible of being used, in their ordinary condition, as highways for commerce, over which trade and travel are or may be conducted in the customary modes of trade and travel on water." The federal test for navigability is comprised of four criteria: (1) the stream must be susceptible to navigation; (2) the navigation should be for commercial purposes, not merely navigation for any purpose; (3) the stream should be susceptible to navigation in its ordinary condition; and (4) the stream should be navigable by the customary mode of commercial transportation in the area. Most states, unless they have recently adopted a new definition of navigability based on recreation (irrelevant for the purposes of this paper), use the federal definition. The Texas Natural Resources Code § 21.001(3) defines as navigable a stream that "retains an average width of 30 feet from the mouth up." In the state of Washington, the precedent setting case is Griffith versus Holman (1900, Wash. 347,63 P. 239, 83 AmSt.Rep. 821 s) , which says that a stream "averaging in width about 40 feet" or less is non-navigable. Georgia and Arizona require that a stream be navigable by barges that were commonly used for shipping commercial goods in, respectively, 1863 and 1912 . Givens versus Ichauway, Inc. (S97A1074., 268 Ga. 710, 493 SE2d 148, 1997 established that the width of the smallest such barge was 35 feet. Thus, in practice, Georgia and Arizona look for streams with a width of 40 to 45 feet.
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12. The canals of Fort Lauderdale were deliberately dug to create housing developments and facilitate commercial traffic. Thus, they are a conspicuous example of what ought not to count as a stream if the instrumental variable is to work as intended. Even Fort Lauderdale's port, which is linked to its manmade canals and channels, is artificially constructed. For information and history on the canals of the Atlantic coast, including the Altantic Intercoastal Waterway, see Parkman (1983) , especially pages 83-87. For a history, including descriptions of the canal and port creation, see Gillis (2004) 15. For clarity, it is useful to distinguish between codes that were corrected and codes that were updated. When the Census and NCES correct a code in, say, the 1987-88 administrative data, they give it the code it should have had at the time. When the Census and NCES update a code between, say, the 1987-88 and the 1991-92 administrative years, they are switching from one correct code to another correct code in order to reflect changed circumstances. Thus, when I say that the program calls the correct geographic codes, it calls the correct codes for the year-not some later, updated year. 18. also shows results of regressions that are run wholly at the metropolitan area level.
For information, see
Code that estimates such results is in the replication dataset. 21. For the reasons discussed in this and the above paragraph, the results shown for the base year (eighth grade) tests are the most reliable. A reader may wish to focus on them rather than the results for the tenth grade and twelfth grade tests, which are less representative because of the manner in which NELS drops students. (The reweighting of students from the base year to the follow-up years may help somewhat to counteract the loss of representativeness, but the reweighting cannot do the job well. This is because the sort of student who remains in a school that students tend to leave is not the sort of student who leaves a Notes: The table shows the instrumental variables estimate of the coefficient on the choice index for regressions in which observations are students in the NELS data. Stata's robust clustered standard errors are in parentheses. The clustering unit is the metropolitan area. ** (*) indicates statistical significance at 5 percent (10 percent). Source: author's calculations. The data and code used to produce these estimates are available in the replication dataset. The specification is analogous to the "Base IV" regressions in Table 4 of . Notes: The table shows the instrumental variables estimate of the coefficient on the choice index for regressions in which observations are students in the NELS data. Stata's robust clustered standard errors are in parentheses. The clustering unit is the metropolitan area. ** (*) indicates statistical significance at 5 percent (10 percent). Source: author's calculations. The data and code used to produce these estimates are available in the replication dataset. The specification is analogous to the "Base IV" regressions in Table 4 of . Notes: The table shows the instrumental variables estimate of the coefficient on the choice index for regressions in which observations are students in the NELS data. Stata's robust clustered standard errors are in parentheses. The clustering unit is the metropolitan area. ** (*) indicates statistical significance at 5 percent (10 percent). Source: author's calculations. The data and code used to produce these estimates are available in the replication dataset. The specification is analogous to the "Base IV" regressions in Table 4 of . Notes: The table shows the instrumental variables estimate of the coefficient on the choice index for regressions in which observations are students in the NELS data. Stata's robust clustered standard errors are in parentheses. The clustering unit is the metropolitan area. ** (*) indicates statistical significance at 5 percent (10 percent). Source: author's calculations. The data and code used to produce these estimates are available in the replication dataset. The specification is analogous to the "Base IV" regressions in Table 4 of . Notes: The table shows the instrumental variables estimate of the coefficient on the choice index for regressions in which observations are students in the NELS data. Stata's robust clustered standard errors are in parentheses. The clustering unit is the metropolitan area. ** (*) indicates statistical significance at 5 percent (10 percent). Source: author's calculations. The data and code used to produce these estimates are available in the replication dataset. The specification is analogous to the "Base IV" regressions in Table 4 of . Notes: The table shows the instrumental variables estimate of the coefficient on the choice index for regressions in which observations are students in the NELS data. Stata's robust clustered standard errors are in parentheses. The clustering unit is the metropolitan area. ** (*) indicates statistical significance at 5 percent (10 percent). Source: author's calculations (see text for a description of each row). The data and code used to produce these estimates are available in the replication dataset. The specification is analogous to the "Base IV" regressions in Table 4 of .
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