It was recently shown that block-circulant preconditioners applied to a conjugate gradient method used to solve structured sparse linear systems arising from 2D elliptic problems have very good numerical properties and a potential for good parallel efficiency. The aim of the presentation is to summarize and compare their parallel performance across a number of modern parallel computers: SGI Power Challenge 10000, SGI/Cray Origin 2000, HP-Convex SPP-2000, IBM SP-2, Cray T3E, a network of SUN workstations and a Beowulf cluster of PC's.
Introduction
When a second order elliptic partial differential equation (PDE) on a square is discretized using one of the standard discretization techniques the resulting discrete problem can be represented as a linear system Ax = b. Here matrix A is large block tridiagonal and symmetric positive definite. Typically, to solve this linear system a preconditioned conjugate gradient method is used. Recently, a modification to the well known block-circulant (BC) preconditioner was proposed by Lirkov, Margenov and Vassilevski (see ? for more details). The circulant block-factorization (CBF) preconditioner is based on a circulant approximation to the blocks of matrix A and uses FFT's for fast inversion of circulant blocks.
Initial results indicated that the CBF preconditioner has somewhat better numerical properties than the standard BC preconditioner and its parallel performance is also slightly better. These results were collected on distributed and shared memory parallel computers (see ?,? for more details). Due to the hardware limitations and problems with the PVM-based implementation of the new algorithm these results were collected for small and medium size problems only. After the code was re-implemented using MPI primitives and with special attention paid to the data communication we were able to experiment with the larger problems. The initial data from these experiments on four computers from Silicon Graphics Inc. has been reported in ? .
The aim of this note is to compare the performance of a wide range of high performance computers while running the same code. The machines are: SGI Power Challenge 10000, SGI/Cray Origin 2000, HP-Convex SPP-2000, IBM SP-2, Cray T3E, a network of SUN workstations and a Beowulf cluster of PC's. The remaining part of the paper is organized as follows: in Section 2 the basic information about the circulant preconditioner and its parallel complexity is presented. Section 3 contains the summary of the experimental data. In the final section we summarize our findings and sketch the future research direction.
Circulant preconditioners and parallel complexity
Consider a 2D second order elliptic PDE on the unit square Ω = (0, 1) × (0, 1) with homogeneous Dirichlet boundary conditions. Let the domain Ω be triangulated by a rectangular uniform grid with n grid points in each coordinate direction and let the usual five-point stencil finite difference approximation be applied to the problem. This discretization leads to a system of linear algebraic equations Ax = b, where A is symmetric positive definite and, if the grid points are ordered along the y-direction first, then the matrix A is block-tridiagonal and can be represented as
, where C is an m × m matrix. The CBF preconditioner is defined by
where
is a proper circulant approximation of the corresponding block A i,j (for more details see ? ). The relative condition number of the preconditioned system for a model Poisson problem for CBF preconditioners is estimated by O( √ n), i.e., the same result as for certain incomplete LU factorization type preconditioners holds. The advantage of the CBF preconditioners is their parallel efficiency.
It has been shown that when an iterative method is considered the best model of analyzing the parallel complexity is to consider the cost per iteration. The cost of one preconditioned conjugate gradient iteration consists of the cost of arithmetical operations (we will assume that the same number of operations is performed on each processor) and the cost of data communication between processors. Let us assume that t a is the average time to perform an arithmetic operation on a single processor while T com = t s + M t c is the communication The general estimate for the total parallel complexity of one iteration of the CBF preconditioned conjugate gradient method on distributed or shared memory parallel system with P processors is derived in ? . We have
where Gthr(M, P ) is time for gathering P data packets, each packet with M/P words and Brdc(P ) is time for broadcasting a number from one processor to all others. For distributed memory architecture models: ring, square grid and hypercube the above communication times are given by:
It can be shown that, after a number of simplifying assumptions, the total parallel complexity of one iteration of the CBF preconditioned conjugate gradient method on a shared memory parallel system is (for details see ? ):
It can be also shown that, if S P denotes speedup and E P denotes efficiency then lim n→∞ S P = P and lim n→∞ E P = 1, and the algorithm is asymptotically optimal.
Experimental results

Experimental setup
The experimental data was collected on nine different parallel computers: SGI Power Challenge 8000, SGI Power Challenge 10000, SGI/Cray Origin 2000, HP-Convex SPP-2000 (Exemplar), IBM SP-2, Cray T3E, a network of SUN workstations and a Beowulf cluster of PC's. Power Challenge 8000 and the slower Origin 2000. For the purpose of completeness of comparison we will, however, report the results from the remaining two SGI machines.
All experiments have been run using exactly the same code implemented in C. MPI library was used to facilitate parallelism. Even on a shared memory machine (SGI PC 10000) the MPI based parallelism was used. The manufacturer provided optimized MPI primitives were used (in case of the Beowulf cluster the most aggressive mpirun options have been turned on). In all cases the most aggressive manufacturer provided compiler optimizations have been turned on as the only form of optimizing the code for the architecture. Each result reported here is either obtained in benchmarking mode on an empty machine, or is the best result obtained from multiple experiments on a machine with varying loads. Timings were obtained using the MPI's provided timer.
Results for n = 840
The first series of experiments was run for a moderately large problem of size n = 840. In Table ? ? we present the times for the execution of the program for P = 1, 2, . . . , 8 processors.
The results are rather surprising. A single processor performance of the slowest machine (as far as the MFlop rate is concerned), the Beowulf cluster, is better than that of the Sun Workstation delivering the result in about 2/3 of marcin98: submitted to World Scientific on November 20, 2013 Unexpectedly, the single processor performance of the Cray T3E is only 1/2 of that of the Origin; even though both machines have the same theoretical peak performance. This is likely to be related to the lack of sufficient memory on the Cray. This explanation is further supported by the superlinear speedup obtained on the Cray. This is usually an invitation of a memory-related bottleneck, that is removed as the data is distributed among a larger number of processors. This is rather interesting when considering the fact that such an effect has not been observed on the NOW.
The remaining three distributed memory machines cannot match the performance of the other three computers. This is particularly surprising for the IBM's SP-2 which has the single node theoretical peak performance only slightly slower than the PC 10000, but is almost twice slower on a single node. It should be observed that the Exemplar, which has the highest theoretical MFlop rate, is slower than both of the SGI machines. This can be attributed marcin98: submitted to World Scientific on November 20, 2013 to the fact that it has only a one-way cache, while the SGI machines have two-way cache memories
? . The 8-processor performance is relatively good on all machines but the Beowulf and the PC 10000. In cases of these two machines the network/bus performance which is not able to match the processor speed is to blame for the smaller speedup/efficiency. Out of the remaining machines, the efficiency of the Origin is the lowest. This can be related to the fact that the new Origin has a much faster processor, but its network was not upgraded to match this additional computational power (see ? for additional data and the comparison of the performance of the two Origin machines). The NOW, the Exemplar and the SP-2 deliver rather good parallel performance measured in terms of speedup and efficiency (efficiency of 90%, 97% and 99% respectively). This latter fact, compared with the timing data presented above and the theoretical peak performance summarized in Table 1 suggests once more that both speedup and efficiency can be not only misleading when a performance of a given algorithm on a given machine is concerned
? , but can be also rather misleading when a comparison between machines is undertaken. Here, the three machines that underutilize their potential computational power the most are reported as the most efficient.
Results for n = 1260
The second series of experiments has been executed for a large problem of size n = 1260. Table ? ? depicts the execution times for the six computers for P = 1, 2, . . . , 15 processors. We were not able to fit the problem into 1 and 2 processors on the Cray (which further supports our earlier discussion of its performance) and thus the results are not reported. Since the code represents only a model problem it requires that the number of processors divides the problem size exactly. Thus the experiments for P = 8, 11, 13 processors have been omitted. The 'xxxx' symbol denotes that given data is not applicable.
The results resemble these obtained for n = 840. We observe that, also on the Sun Workstation, the 128 MBytes of memory are not enough to fit our problem. Not only it has to swap data to the disk, but it has to do so often that its performance becomes reduced approximately sixfold (when the MFlop rate of about 10 reported in Table 2 is compared to the 1.69 above).
The differences in single processor performance between the remaining machines become more pronounced as far as the wall-clock time is concerned. This suggests that the increase in problem size does not help the Exemplar to overcome the one-way cache problem. Interestingly, when the MFlop rates are compared with these reported in Table 2 report a slight performance reduction, while the remaining machines report a performance increase of 3-5 MFlops. The parallel performance is similar to that reported for the smaller system. It should be observed that for 15 processors the performance of the shared memory PC 10000 is visibly affected by the communication overhead (its efficiency is only about 52%).
Results for n = 2520
The final set of results reported here is for a rather large system of size n = 2520. In Table ? ? we depict the results for above systems but the NOW, the Beowulf and the SP-2. In case of NOW already for the system of size 1260 we observed that there is not enough memory. Similar effects have been observed on the Beowulf cluster for up to 15 processors. Finally, on the SP-2 we were not able to fit the problem into less than 9 processors, so we decided to omit the remaining results as well. Execution times are reported for all processor marcin98: submitted to World Scientific on November 20, 2013 The results are again following the general pattern established earlier. The single processor performance of all three machines becomes slightly worse suggesting that with the problem size increasing the cache memory conflicts are encountered. Similar effects are visible for the 15 processor performance, where the total MFlop rate reduces slightly on the Origin, while remains almost unchanged on the Exemplar. The efficiency of the shared memory PC 10000 is further reduced to only about 50%. This can be explained by the fact that as the problem size increases, in addition to the bus saturation, the cache memory management becomes inefficient thus further reducing the performance (see for instance ? ).
Concluding remarks
In this note we have reported a parallel performance comparison of a 2D elliptic solver on seven different parallel machines. Our results indicate that the shared memory (bus-based) architectures cannot deal with large problems of this type. We have also seen the effects of per-node memory size and the network performance on the overall performance of the parallel system. Finally, we have observed that the standard performance measures (speedup and efficiency) are extremely misleading when performance of multiple computer systems is compared against each other.
In the near future we plan to perform a similar set of comparisons for a 3D elliptic solver which is currently under development.
