This paper studies the excess returns on stocks, associated to various company fundamentals on a panel of US stocks from 1979 to 2008. The returns premia are measured using a random coefficient panel data model on the individual stock level. We show that the HML and SMB factors in the Fama and French model probably have no particular economic meaning as sources of systematic risk other than being proxies for the impact of the book-to-price and size characteristics. While the book-to-price ratio, market capitalization, past year sales growth and the share of reinvested profits generate significant premia, earnings history and forecasts are of little predictive power. We statistically confirm the time-varying nature of the style premia but find no strong evidence for the value and growth momentum in a multivariate setting when the systematic risk is controlled for. Some of the premia are positively correlated with the market return and between each other, while others seem to be unrelated. Variations in premia associated with companies' high internal growth and growth of sales are positively correlated between each other, with the market return and with the value premium. Variations of the size premium are probably driven by different factors.
Introduction
For describing the link between stock returns and company fundamentals, the Fama and French (1993) three-factor model is the first reference. Among various extensions of the capital asset pricing model (CAPM) by Sharpe (1964) , it has so far been the most successful as of its empirical performance and influence on the financial industry. It represents the equity premium as a sum of three components: the traditional CAPM market beta, and the betas to two specially designed factors, HML (High Minus Low) and SMB (Small Minus Big). The HML factor is the difference in returns on portfolios including high book-to-price (BtP) stocks, also called "value stocks", and low BtP stocks, also called "growth" stocks. SMB is the difference in returns on portfolios, including low and high market capitalization (MCAP) stocks. In practitioners' world, value and size are often referred to as investment style factors.
The lack of theoretical underpinnings for the Fama and French artificial risk factors stimulated intensive research over the last two decades. The effort is mainly concentrated on finding fundamental economic factors, to which HML and SMB are proxies. This would fit the three-factor model within framework of the intertemporal CAPM by Merton (1973) , which explains equity returns by unpredictable shifts in the investment opportunity set. Both dynamic and cross-sectional properties of the style factors are explored in literature. Some time series evidence in favor of their ICAPM interpretation is provided in Guo et al. (2009) . In dynamic cross-section analysis, Hahn and Lee (2006) and Petkova (2006) demonstrate that the Fama and French factors can be replaced by a series of ICAPM predictors (notably, the term spread and the credit spread). However, Lioui and Poncet (2010) show that these results are, to a big extent, due to statistical artifacts. There is no widely accepted consensus on the origin of the style premia, meaning that the value and size puzzles still stand.
So, why yet another paper on this topic? We believe that the "mechanics" of the three factor model itself is not explored enough, both from the statistical and economic viewpoints. SMB and HML are artificial constructions, based on the fundamental characteristics of companies. An early paper by Fama and French (1996) claims that pricing anomalies related to the link between average future returns and stocks characteristics (earnings-to-price, cash flow-to-price, past sales growth, long term and short-term past earnings and others) are all eliminated by including HML and SMB factors in a CAPM. The stocks in a sample are first classified into a set of portfolios according to a characteristic in question and then their returns are regressed on the three factors. This time-series regression smooths out all variations from average returns that are observed unconditionally (constant terms in all ranked portfolios are approximately equal). So the additional return, computed over many years, is small for the stocks ranking high/low according to this characteristic.
We think that such evidence is insufficient because the statistical procedure, used to obtain it, is too restrictive. One reason is that the three-factor model tests are favorably biased due to the factor structure, induced by the construction of the set of the characteristics-based portfolios, as shown in a recent paper by Lewellen et al. (2010) . Another reason is that the impact of fundamentals, significant in cross-section, can vary in time, so that the overall effect, recorded over many years, could be insignificant if outperformance and underperformance periods offset each other.
The goal of this paper is to explore the impact of company fundamentals on stock returns. We study whether company fundamentals generate returns premia, once the conventional systematic risk factors are accounted for, and if so, if these premia are constant in time and what are the corresponding dynamic patterns. Here we do not attempt to explain the nature of excess returns associated to the fundamentals.
Doubts on the relevance of the HML and SMB factors were raised, among others, by Daniel and Titman (1997) , who argued that the loadings on the style factors are no more than proxies for the loadings on the company characteristics themselves, and the latter have possibly nothing to do with the systematic risk. Namely, it is the characteristic (high book-to-market) rather than the covariance (high sensitivity to HML) that is associated with high expected returns. Their arguments were subject to further empirical investigations in (Daniel et al., 2001 , Davis et al., 2000 with contradictory results. Daniel and Titman's critics is based on the statistical evidence from the excess returns on the portfolios, obtained by the multi-way sorts on various fundamental characteristics. This approach imposes important restrictions on the number of accounting variables, whose impact on returns can be studied simultaneously, and it suffers from the two drawbacks, mentioned above in the discussion of the Fama and French (1996) tests.
In this paper we adopt an alternative approach, based on the panel data regressions on the individual stocks level. Previous literature argued, though without any analytical or empirical proof, that using portfolios instead of stock reduces the specific risk and yields more precise estimates of factor loadings and risk premia. But the loss of precision due to possible errors in the estimates of individual betas, which is the main Fama and French's argument for using portfolios rather than stocks, can be compensated by a large number of stocks and periods in our sample and by the absence of test biases due to the factor structure in portfolio construction. In a recent paper Ang et al. (2009) show analytically and confirm empirically that the more efficient estimates of betas from creating portfolios do not lead to lower asymptotic variances of factor risk premia estimates. On the contrary, shrinking the dispersion of betas leads to higher asymptotic variance of these estimates.
Besides, looking at individual stocks is natural when dealing with the accounting fundamentals that are only available on the company level. Despite measurement errors in individual betas, the three-factor model, if it were true, should perform reasonably well on the disaggregated level, compared to the alternative characteristics model. Finally, explaining and predicting individual stock returns is by itself an important problem, arising in financial management fare applications, such as estimating the cost of capital (see Bartholdy and Peare, 2005) .
As we are working with panel data, we have to develop adequate statistical tools for estimating time-varying premia. Our statistical inference is based on a random coefficient panel data model with Kalman filtering, close to the ones proposed in Cooley and Prescott (1976) and Harvey (1978) . To our knowledge, this is the first attempt to apply such models to stock market data and to large samples of rotating data. One of the advantages of our approach is the possibility to asses the premia on fundamentals in a multivariate setting, i.e. when all other factors are kept constant. We develop our definitions of returns premia on fundamentals ("style premia") suitable for the stock level setting and asses these premia.
We find that on the individual stock level the loadings on the SMB and HML factor are largely due to the cross-sectional correlations between betas and characteristics and the three-factor model is not capable of consistently explaining the pricing anomalies, associated with various accounting fundamentals. Several accounting fundamentals do generate significant return premia, regardless of whether the sensitivities to the conventional systematic risk factors and price momentum are controlled for or not. Testing a large set of accounting fundamentals, we find that the book-to-price ratio, company size, past year sales growth and the amount of reinvested return on equity ("internal growth") have the most pronounced impact on returns. Surprisingly, indicators related to earnings and their growth and analysts' forecasts have relatively small impact. Besides, indicators computed over the past year contain more information than the long-term averages.
We explore the properties of the return premia, associated to the retained factors, and show that they are variable in time, though almost no evidence for statistically significant style momentum is found. Some of the premia are positively correlated with the market return and between each other, while others seem to be unrelated. Companies with high internal growth perform well in good times and at the same periods as the stocks with high sales growth and the value stocks do. The variations of the size premium are probably due to different factors, so that they are unrelated to the premia on the other fundamentals.
The rest of the paper is organized as follows. Section 2 discusses the data used in our study. Section 3 describes our model and sets up the testable hypotheses. In Section 4 we compare Fama and French (1993) and Daniel and Titman (1997) models for the expected excess returns. In Section 5 we estimate the time-varying style premia, associated with different fundamentals, perform various tests related to their dynamics and discuss the results. Finally, Section 6 summarizes the main findings.
Data
Our data includes all stocks, quoted on the New York Stock Exchange from 1979 to 2008 and available in the Datastream database. Overall, the sample includes 9,363 stocks, for which prices and market capitalizations are collected on the monthly basis. Monthly returns are used for pre-estimation of various sensitivities to factors (betas), while asset pricing models are tested and premia are estimated on quarterly data. We also performed some test and estimations of asset pricing models on the monthly data, but as explained further the dimension of the problem becomes too high and the estimation methods had to be simplified due to the computation burden. Besides, many explicative variables (accounting fundamentals) are available only at quarterly basis, so monthly estimates do not make much sense.
The sample includes the securities that were delisted, thus the survival bias is avoided. The dependent variable is the total return, i.e. the sum of the capital gain and the dividend yield during a given time period. If stock price does not change for more than three weeks, the returns for that period, extended by one week before and after, are excluded, because the trade for that stock is considered inactive and the stock itself illiquid.
The total return (including dividends) on the S&P500 Index is used as a proxy for the market portfolio. Monthly returns on the 3-months US Treasury bills are used as riskfree rates of returns. SMB and HML factors are constructed according to the Fama and French procedure of independent sorts from the top and the bottom of the distribution of BtP and MCAP. Unlike many other authors, we do not use the data for SMB and HML portfolios available on Kenneth French's website but compute them ourselves in order to obtain factors representative of our sample.
Accounting characteristics of the issuers come from the same data provider and are collected at the highest frequency available for each case (monthly, quarterly or yearly). We do not require that the same companies have data for all characteristics. The raw indicators are used to compute the fundamental factors that potentially have explanatory power for future returns. Our choice of factors is motivated both by the evidence in the academic literature, by common market practice and by common sense that hints us that some of them can be helpful to predict future cash flows and/or to proxy the sensitivity to risk factors.
The set of explicative variables includes a group of ratios of price to fundamental accounting characteristics, measuring companies' performance: book-to-price value (BtP), earnings-to-price (EtP), sales-to-price (StP) and cash flow-to-price (CFtP). Accompanied by the dividend yield (DY), they form a set of "value" factors, commonly used by both researchers and market practitioners. The size factor is as usually captured by the market capitalization (MCAP).
We also use direct measures of growth, computed over 1, 3 and 5 years: growth of sales-per-share (gSpS, gSpS 3 , gSpS 5 ) and growth of earnings-per-share (gEpS, gEpS 3 , gEpS 5 ). Motivated by the market practice, we add a set of forecasts, representing the consensus of financial analysts over future companies' performance: forecast of growth of earnings-per-share over one year (fgEpS), forecast of long term growth of earnings-pershare (fgEpS 5 ) and projected earnings-to-price (fEtP). All forecasts come from IBES. We also use the indicator of internal growth (IG, IG 5 ), which is the reinvested part of the return-on-equity (ROE). This indicator is used by many index providers and characterizes the level of companies' investment activity. It is computed as (1-PR)×ROE, where PR is the dividend payout ratio. For IG 5 a five-years average is taken.
From the practical viewpoint, it is important to analyze the variables that are used in financial industry as benchmarks of style investment. Table 1 reports the lists of such variables, used by global style index providers. It is noteworthy that index providers define separate dimensions for value and growth (except DJ STOXX), i.e. different sets of indicators are used to construct value and growth portfolios. On the contrary French (1993, 1996) and Lakonishok et al. (1994) refer to the growth stocks as those, which are not value (i.e. high BtP for value and low BtP for growth). The rationale for this approach is that the high market value relative to fundamentals implies high future growth rate, projected by rational investors. Finally, we use past returns over one month, one quarter and one year to represent the so-called price momentum (PM 1 m, PM 1 q, PM 1 y). There is much empirical evidence in favor of the predictive power of momentum variables. Jegadeesh (1990) evidence for the mean-reversion in monthly returns returns and thus profitability of short-term contrarian strategies. Jegadeesh and Titman (1993) find outperformance for portfolios of stocks with high historical 3-month and yearly returns. Carhart (1997) add one-year momentum as a risk factor in the Fama and French framework to construct a four-factor model. Though momentum has nothing to do with the accounting fundamentals, we include it in the analysis along with the value and growth factors mainly in order to see, whether its effect is persistent, once these factors are controlled for.
For robustness purposes all factors are pre-processed using a probability integral transform, which enables mapping characteristics to a range from zero to one. So we do not consider absolute values of indicators, but only the relative ranking of stocks. This secures that the impact of outliers on the results is minimal. We carried out the same estimation procedure with the unprocessed values of company characteristics and found roughly similar results.
For the factors that use accounting data in their definitions (e.g. book-to-price ratio, earnings-per-share) we apply a 3-month lag when including them into regressions in order to ensure that the corresponding indicators are publicly available at the date when they are supposed to be used for returns prediction. For the factors, depending on market data only (e.g. market betas, price momentum) no lags are needed.
The actual number of stocks available depends on the availability of the data for particular periods and for various indicators. It ranges from 408 for the long term historical growth of indicators in the early 80'es to about 1,200 for most variables in the recent years. For panel data modeling we need to construct rotating samples with a fixed number of observations per unit of time. In such samples, stock are replaced randomly in a fixed proportion. More details on these techniques are given in Section 3.
A Model for the Panel of Individual Stock Returns
Let us first introduce some formalism, necessary to represent different asset pricing models in the setting of the individual stocks panel data. Denote r i,t the total return (capital gain and dividend yield) on stock i, i ∈ {1, . . . , N }, over period t, t ∈ {1, . . . , T } and r f t the risk-free rate of return over period t. Our model assumes that the excess returns are explained by a set of different factors that can be of different nature: companies' fundamentals directly or the sensitivities of each stock to systematic risk factors, denoted as "betas". In the latter case we describe the setting of the classic asset pricing models, such as CAPM or the three-factor model. This can be written:
with θ j i,t the value of factor j, j ∈ {1, . . . , K}, for company i at date t, γ j t the return premia associated in period t with a unitary increase in the value of the factor. In a general setting, the term ν i,t can be represented by the equation:
whose terms are a constant, a time effect, an individual effect and an error term. We further assume the absence of individual effects, which is consistent with no arbitrage. In other words, no stock is supposed to systematically generate excess returns, unexplained by the model factors. Starting with a model including individual effects and then testing their absence might seem more appropriate, but this is extremely complex in our context of time-varying premia and rotating sample. The absence of individual effects is crucial for being able to carry out the estimation procedures. We also suppose that ν i,t is a Gaussian zero-mean noise, iid in time and space. The Fama and French (1993) three-factor model is a particular case of (1) and can be represented by:
with γ The alternative stock characteristics model in Daniel and Titman (1997) suggests that:
with γ BtP t and γ MCAP t measuring the return premia, generated by companies' characteristics BtP i,t−l and MCAP i,t−l at the past period, taken with lag l equal to 3 months.
In (3) the loadings β j i,t to the three factors have to be measured from N time series regressions for each stock. The classical Fama and MacBeth (1973) procedure suggests estimating them from 4-years long rolling windows. To this end we use a three-factor time series model for each stock i, defined over a historic period [t − L; t], L = 4 years. It is given by the following equation, verified at each date t − l, l ∈ {1, . . . , L} :
with ω i,t−l a Gaussian white noise and all other notations unchanged. Then estimateŝ β j i,t can be used in T cross-sectional regressions to estimate γ j t
.
1 In principle, time-varying betas can be estimated in many alternative ways: by Flexible Least Squares (FLS) method of Tesfatsion and Veitch (1990) or by Kalman filtering, supposing that the coefficient is a random walk. We implemented these alternative methods and our findings were generally
The estimation of the model (1) may depend on the dynamic structure of γ j t . We describe it by an autoregressive random coefficient model of the form:
with c j and φ j coefficients, |φ j | ≤ 1, and ε j t a random innovation term. If all φ j are strictly smaller than one, the model describes a stationary process that corresponds to the "return to normality", first used in Harvey (1978) . The case φ j = 1 correspond to the random walk model of Cooley and Prescott (1976) . The case φ j = 0 corresponds to the case when the premium is a white noise. Together equations (1) and (6) describe a random coefficient panel data model. We estimate it by the maximum likelihood method, inspired by Hsiao (2003, p. 158-161) . The maximum likelihood function is constructed for the prediction errors from the Kalman filter, designed for (6). The stocks for which data is available are not the same at different dates, so the estimation is done for a rotating sample. Due to the absence of individual effects, we can substitute stocks without any consequences. The number of stocks with available data increases dramatically in 1999 (from about 500 to about 1000, the exact number depending on model specification), so we choose to define two subsamples: before Q1-99 and after Q1-99 with a fixed number of stocks in each of them. As the maximum likelihood function is additive in time, we simply decompose it into two terms, corresponding to each subsample. The outcome of the Kalman filter for the first subsample are used as initial values for the second subsample to ensure consistency. The estimation procedure is described in details in Appendix A.
As general goodness-of-fit measures we use the log-likelihood tests, computed for the naive null model, in which all premia to factors are equal to zero, and for a model in which there are no explicative factors except the time-specific constant. We systematically report the p-values (denoted p 1 and p 2 ), based on the χ 2 -statistics with the number degrees of freedom, corresponding to the difference in the dimensionality of the full and restricted models, which is 3(K + 1) − 1 and 3(K + 1) − 3 for the two tests respectively. Besides, for illustration purpose, we report the ratio of the sum of the squared errors to the total sum of squares, resulting from the preliminary OLS estimates of premia, obtained by running cross-sectional regressions for each date (sum of squares are aggregated over all time periods both in the numerator and the denominator). We call the resulting indicator R 2 , because it corresponds to a weighted average coefficient of determination, with the weights being the portion of each period in the total sum of squares. The reader must note that in the context of models on individual stock level with returns as dependent variable only a small portion of variance can be explained by similar to those we obtained with the rolling windows procedure. These results are not reported here and are available from the authors on request.
the regressors, whatever they are. Explaining about 5% -15% of the total variance of returns in cross-section is already a relative succes. For assessing the significance of coefficients and other specific hypotheses, two approaches are possible. The first is based on likelihood ratio tests, when the likelihood function is constrained to the parameter values corresponding to the null hypothesis. The second approach is based on bootstrapping the distribution of parameters and testing whether the confidence intervals include zero. For specific tests, distributions of parameters under the null hypothesis must be simulated. We obtained very similar results with both approaches and report the results obtained from the bootstraps procedures, because they allow to obtain straightforward measures for the standard deviations of parameters.
The errors in coefficient estimates are estimated by a two-step bootstrap algorithm. First, the dynamics of risk premia is simulated from K equations (6) by bootstrapping (resampling residuals) from the distribution of estimated innovations in these equations. Then the stock returns are simulated by bootstrapping from the estimated errors in (1). We compared the results obtained with resampling from raw residuals and from studentized residuals and found no significant differences. The results reported correspond to resampling from raw residuals. As our sample sizes are always rather significant (T × N with T > 50 and, in most cases, N > 100), the problems associated to "over-optimistic" confidence intervals from bootstrap in small samples are not relevant (see Schenker, 1985) . Design of specific tests, based on the bootstrapping procedures, is described in the following sections.
Model Specification: Characteristics vs Betas
Before exploring the properties of return premia, related to fundamentals, we need to solve the general specification problem, i.e. to chose the most appropriate way of modelling the impact of companies fundamentals on the returns. We can rather use the model in form of the sensitivities to factor portfolios, like in (3), or a model where returns are directly explained by company characteristics, like in (4).
The arbitrage between the two models is subtle. For the Fama and French model (3) to make sense, some relation similar to the Daniel and Titman model (4) must hold. Indeed, recall the definition of HML and SMB factors. They are constructed as return differentials for portfolios of stocks with high and low BtP and MCAP characteristics. For the factors to be meaningful, these characteristics must have some discriminative power over returns. So the real question is not whether (4) holds, but whether (3) is a relevant explanation of expected returns by loadings to systematic risk factors. In our view, the answer would be positive if loadings on HML and SMB factors explain expected returns significantly even if characteristics and loadings do not match (say, some stock having high loading on HML and low BtP should have higher expected return than a stock with low loading on HML and high BtP).
A negative answer to this question would suggest that the Fama and French factors are only proxies for stock characteristics and, whenever the latter are available, one should privilege their direct usage. Note that the practical use of (4) is somewhat simpler, allowing for the prediction of stock returns and building style arbitrage strategies, since returns at period t depend on the observable characteristics, known at t − 1. The use of (3) is less direct, because it requires the estimation of unobservable loadings. However, this does not undermine the utility of (3) for portfolio style analysis. To explain excess returns in a manager's portfolio when the characteristics of stocks in the portfolio are unobservable, we would have to rely on the loadings to HMB and SML that can be valid proxies for characteristics.
The above-mentioned model choice criterion is not straightforward to implement because the characteristics and betas to the corresponding factors are significantly correlated in cross-section. We need to detect whether the Fama and French historical betas have predictive power on returns because they are correlated to companies fundamentals or they are significant by themselves. To design a statistical test, we construct a special subsample of stocks, whose betas and characteristics do not match. A reduced sample for testing the mechanism of the impact of the BtP ratio includes, at each period, 30% of all stocks that have most important differences in ranking according to BtP and β HML i . By analogy, another sample is constructed for the stocks, having most important differences in ranking according to MCAP and β SMB i
. The model that behaves in the same way when estimated for the full and for the reduced sample is deemed to be the true model, while the other can be considered as a proxy model. In all cases the independent variables are converted to ranks by the probability integral transform.
In Table 2 we report the results of comparison of two alternative specifications: company characteristics BtP and MCAP as factors (a, the left panel of the table) and covariances with HML and SMB portfolios as factors (b, the right panel of the table). Each model is estimated with the random coefficient panel data approach in three different samples: full sample, including all time periods available (the upper block of the table), reduced sample based on BtP ranking (the middle block of the table) and reduced sample, based on MCAP ranking (the bottom block of the table).
In columns (1a,b) -(3a,b), for illustration purpose, we report the portion of time periods when the cross-section estimate of γ j t is significant at 0.9 confidence level, and then the portion of positive and negative premia among those that are significant. Columns (4a,b) contain the estimates of the average quarterly premiaγ j , associated to a unitary increase in the independent variable. For example, the value 0.0182 of the premium in the characteristics model, estimated in the full sample, means that, all other thing equal, expected quarterly log-return on the stock with the highest BtP ratio is by 1.82% higher than the expected log-return on the lowest BtP ratio stock (7.28% in annualized terms). In other words, the premium for a one-centile increase in BtP ratio is about 2bp quarterly and 7bp annually. Below the average premia estimates we report their bootstrapped standard deviations (in brackets) and the p-values of the significance test.
Our results unambiguously evidence in favor of the characteristics model. In the full sample, as expected, both specifications behave in a similar way. Betas to HML and SMB as well as BtP and small MCAP characteristics generate positive premia. However, we note that the characteristics model has better explicative power in terms of the explained portion of the returns variation. The premium on the BtP characteristics is almost the same as on the beta to HML (about 1.8% quarterly). The premium on the MCAP characteristics is slightluy higher than on the beta to SMB (1.7% against 1.2% quarterly). 
⋆ a -model with characteristics as factors, b -model with covariances as factors; (1) periods when variable is significant, % of all periods; (2),(3) positive and negative impact, % of periods when variable is significant; (4) average premium in quarterly log-return, its standard deviation and p-value of the significance test. p 1 and p 2 are p-values of two likelihood ratio tests, described in Section 3. R 2 is the percentage of variance, explained by the model. T and N are reported separately for two subsamples before and after 1999.
On the reduced samples the models behave in the way that the characteristics and not the factor loadings predict: the sign of premia reverses to negative values for both the HML and SMB betas in the reduced samples. So, for the beta to the HML factor the premium in the full sample was estimated at about 1.8% in the full sample and at -2.7% in the reduced sample, based on the BtP. This happens because, by contruction of the sample, stocks with higher sensitivity to HML have lower BtP. For the beta to SMB the change is even more spectacular: the premium slides from 1.1% to -3.9%. For the characteristics models we record no changes in the directions of the the premia estimates across the samples, though the significance of estimates decreases in the reduced samples due to the smaller number of stocks included in it.
Exploring the Return Premia
In this section we study the properties of return premia on a broader set of company fundamentals, than just the BtP ratio and company size. Besides the main question of which characteristics generate significant average excess return over time, we study the dynamics of these excess returns in more detail. For each characteristics we formulate and test a series of hypotheses, described below.
H1: Positive expected premium. The characteristics generates an average return premium above zero, i.e. buying stocks with high (or low) value of characteristics generates expected return higher than on average, all other characteristics being equal. To assess this assumption, we simply test the significance of the average premium, computed over time, as we did in the previous section. The null hypothesis is that the expected premium is equal to zero: γ j t = 0. H2: Positive expected premium at any date. Buying stocks with high (or low) value of characteristics generates non-negative expected excess return at any period. The null hypothesis is that min t {γ j t } > 0 and to asses it we need to bootstrap the distribution of min t {γ j t }. H3: Negative expected premium at any date. Buying stocks with high (or low) value of characteristics generates negative expected excess return at any period. The null hypothesis is that max t {γ j t } < 0 and it is assessed in the same way as the previous hypothesis by bootstrapping.
H4: The premium is constant in time. Buying stocks with high (or low) value of characteristics generates expected excess return γ j t =γ j at any period. Here we need to test if the differences in the estimates of the premia for different periods are due to estimation errors or there really are some patterns. We bootstrap the distribution of the time volatility of the estimated expected premium v = Var { γ j t } under the null hypothesis. To get this distribution we replace the estimated values of the premia by their time average and simulate (1) by bootstrapping from the residuals. The null assumption is rejected when the observed standard deviation of premia is higher than it is probable in the case when the time differences are only due to statistical error.
H5: Positive (negative) autocorrelation in expected premia. The null hypothesis is that the subsequent changes in expected premia are linearly uncorrelated. We test the significance of the first order autocorrelations.
We studied a wide set of variables, listed in Table 1 . We report in Table 3 the results for a model that contains market beta, four company fundamentals that were found to generate positive expected premium at 0.9 confidence level and a time effect variable (constant in cross-section). This model includes two traditional "value" (BtP) and "small" (MCAP) variables and two growth variables: the one-year historical Growth of Sales per Share (gSpS) and the Internal Growth (IG), equal to the product of the Return one Equity (ROE) and the portion of reinvested profits, i.e. one minus the Payout Ratio (PR). Estimation results for several other combinations of factors are presented in Appendix B and more results are available from the authors on request.
Before discussing the results of the tests, described above, let us comment on the list of the retained factors. Several observations regarding this list of factors deserve special comments. First, among all the ratios of company performance indicators to market price, i.e. Book-to-Price (BtP), Earnings-to-Price (EtP), Sales-to-Price (StP), Cash Flow-to-Price (CFtP), Dividend Yield (DY), the BtP ratio seems to be the most discriminating, which is consistent with the previous literature on the Fama and French model. However, one should keep in mind that all these five factors are highly correlated in cross-section, so that including any of them as a value factor yields rather similar results. However, when trying to include BtP and EtP in the same regression, we obtain slightly negative loadings on EtP (see Table 4 in Appendix B). Among companies that have low growth prospects, as rendered by their high BtP ratio, those that have lower than average earnings yield higher expected premia. In Fama and French terms, such companies are in "double distress". Similar results are obtained for CFtP, while for StP and DY we get statistically insignificant positive premia, when the BtP ratio is controlled for.
Second, notice the absence of the Earnings-per-Share (EpS) among the retained growth indicators, regardless of whether the forecasts or the historical values are taken and whatever the time horizon. On the contrary, the growth of Sales-per-Share and portion of reinvested profits generate positive premia. The latter are less direct measures of future invested opportunities than the EpS is. One possible explanation, consistent with the behavioral finance, may be that these indicators are underlooked by analysts and investors, compared to the realized earnings. So the information they contain is integrated in prices more slowly. The logic described for the past earnings can also apply to the publicly available earnings forecasts. In Table 6 of Appendix B we report the results for a model, including the short-term and long-term consensus forecasts of the EpS growth, demonstrating the absence of any significant impact of the latter on the returns. If these forecasts are of any value, our regression with a 4-month lag may simply be not enough reactive to reflect their impact. Another explanation within the risk paradigm could be that growth prospects of companies with growing sales and high reinvested profits are also more risky. Here we do not dispose of the elements necessary to discriminate between these competing paradigms an leave the question open.
Third, we find that for the indicators of sales and earnings, last year growth works better than the long-term average. In the model reported in Table 5 of Appendix B we replaced the last-year historical measures of growth by five-year averages and recorded a decrease in the magnitude and significance of the premia. This finding is consistent with the idea that the information related to distant years is already conveyed in the market prices, while this is not necessarily true for the recent growth.
Our observations help to understand why the two indicators, retained in the threefactor model literature, are BtP and MCAP and not, for example, IG and gSPS, though in terms of the generated expected premia they are quite similar. Probably the answer lies in the specification of the model, in which factors are constructed as historical returns sensitivities to HML and SMB portfolios. Under particular conditions measuring styles directly by characteristics and by sensitivity to artificially constructed portfolio returns might give similar results. This is the case when, for instance, the returns on the low BtP stocks are highly correlated with the HML portfolio (in other words, stocks with high BtP and high betas to HML are the same stocks). This situation can arise if characteristics do not change too rapidly (because covariances in HML betas are estimated from historical data), and if the returns of the high BtP stocks had other common factors in the past, e.g. related to the same economic sector. If these conditions are verified, one can expect that the HML portfolio will be a good substitute to represent the impact of the BtP characteristic. The HML portfolio can go up and down relative to the market and mirror the periods when the characteristic has positive and negative impact.
The logic above would not work for characteristics that change rather rapidly (e.g. last year's growth of sales). If we construct portfolios, mimicking the returns of securities, classified according to such characteristics, and compute the returns differentialsà la Fama and French, betas to this factor will either have no meaning at all, of will have a completely different meaning from that of the characteristics'. So, in the example with sales' growth, estimating beta over four or five years means picking up the stocks, which in the past had returns profiles, similar to those of companies with currently growing sales, but not companies with growing sales themselves. At best, we will pick the stocks whose sales were growing over past years, but we found that only the last year's growth matters. Henceforth, computing "betas" to such factors does not make sense. They do not fit in the Fama and French framework. This observation also suggests that the nature of the premia on "value" and "growth" factors may not be the same: in the case of BtP ratio and MCAP we can a priori exclude the hypothesis of positive information, not yet incorporated in prices.
We can now turn to the discussion of the results reported in Table 3 . Columns (1)-(3) are included for illustrative purposes and contain the percentage of time periods when each factor is significant and among those periods, the percentage of positive and negative premia. Columns (4)-(6) contain the average, minimum and maximum premia with standard deviations and p-values of the tests H1-H3 respectively. In column (7) we report the volatility of premia in time, its standard deviation and the p-value of test H4. Finally, column (8) reports the autocorrelation of the variations in premia, its standard deviation and p-value of the significance test H5. 
⋆ (1) periods when variable is significant, % of all periods; (2),(3) positive and negative impact, % of periods when variable is significant; (4) average premium in quarterly log-return, its standard deviation and the p-value of the significance test H1; (5),(6) maximum and minimum premium over time, its standard deviation and p-values of the H2 and H3 tests; (7) volatility (standard deviation) of the premium in time, its standard deviation and the p-value of the H4 test; (8) first-order autocorrelation in variations of the premium, its standard deviation an the p-value of the H5 test. p 1 and p 2 are p-values of two likelihood ratio tests, described in Section 3. R 2 is the percentage of variance, explained by the model. T and N are reported separately for two subsamples before and after 1999.
Notice that high market beta is not associated with higher expected return, contrarily to what could be expected from the CAPM perspectives. However, it is still helpful to explain the cross-section of stock returns in almost half of the periods. The BtP ratio generates the most important average premium of 3.3% quarterly, which is significant at 0.9 confidence level in almost half of the observation periods. The premium for being small is more modest at only 1.8% quarterly. Growth characteristics gSpS and IG on average yield 1.4% and 3.0% respectively.
The results of the tests H2 and H3 indicate that whatever the factor, there are periods when stocks with characteristics, corresponding to positive average premia, systematically downperform. The worst negative premia is of the same magnitude for all factors (between -18 and -23%), except for the MCAP whee the loss is limited to -13.1%. On the other side, the BtP has the highest maximum premium of 27.0% whilet the gSpS has the lowest at 12.1%. We reject the hypothesis of the constancy of the premia (H4) at 0.99 confidence level for all independent variables.
The dynamics of quarterly premia on all four factors are illustrated on Figure 1 in comparison with the market total return (capital gain and dividend yield on a wide Russel 3000 stock index) for the same time periods. Grey lines on the figure correspond to confidence intervals at 0.95 level, obtained from the first-step cross-sectional OLS regressions. We notice high variability of all premia in time and absence of evident time patterns. During the periods of particularly stressed market (1982, 1987, 1991, 1998, 2000-2002 and 2008 ) the confidence intervals for all premia estimates widen, but there is no common behavior neither from one crisis to another nor across different fundamentals. Thus, in the most recent crisis small companies tend to outperform, while other factors generate negative excess returns. In 2001 value and growth factors outperform spectacularly, while small stocks downperform. Figure 2 plots the premia against market returns. Notice that for value and small premia the relation to the market return is almost inexistent, while growth indicators do better in good times, especially for the IG, the premium on which shows a significant correlation of 0.3 with the market total return. The two plots at the bottom of the figure correspond to the premium on market beta and the time effect (shock to the average return, unexplained by the market beta and other fundamentals). By construction, these variables are strongly correlated with the market (0.6 for the premium on beta).
The premia are further explored on Figure 3 , where they are plotted against each other. We find that that there is no clear relationship between value and small premia. The latter seems also to be unrelated to the growth indicators. The two growth indicators tend to perform well simultaneously. The IG performance is also correlated to the value premium.
What can be the intuition underpinning the relationships between the growth premia and other variables? Companies with high internal growth and fast growing sales are those that have investment opportunities and use them. In good times (when market does well), investment projects are more often successful, hence the positive correlation with the market. It turns out that value stocks, whose growth prospects are possibly undervalued by the market, tend do better at the same time, which is less intuitive.
As regards the momentum in the premia, associated to the company fundamentals, it can be seen in column (8) of Table 3 that the autocorrelations are not significantly different from zero (test H5) for all factors except the company size, so that equation (6) can be simplified to: 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 The upper four plots on the figure repesent the estimates of the time-varying premia γ j t on the company fundamentals retained in the model reported in Table 3 , j =BtP, MCAP, IG, gSpS. Grey lines represent 0.95 level confidence intervals. The plot in the bottom of the figure represents the total return on the Russel 3000 Index used as a proxy for the market portfolio yield. The scatter plots illustrate the dependence in time between the premia γ j t (Y-axis) and the total return on the Russel 3000 Index used as a proxy for the market portfolio yield (X-axis). The solid line represents the OLS estimate of the linear regression of the premia on the market return, reported in the right bottom corner of each plot. 
Premium on MCAP

Premium on gSpS
The scatter plots illustrate the dependence in time between different pairs of premia { γ For MCAP we find an autocorrelation value of 0.20, which is significant at 0.9 but not at 0.95 confidence level. This result is of special importance because it demonstrates the absence of auto-predictability in the variations of excess returns, associated to most company fundamentals, which is sometimes called "style momentum". This contradicts the evidence in Lucas et al. (2002) , Chen and De Bondt (2004) , Aarts and Lehnert (2005) and other voluminous literature stock-picking that describes the benefits of style rotation. Note that our results are in accordance with the conclusion in Chen and De Bondt (2004) that the style premia are time-varying, but we find that previously observed higher (lower) than average premia do not significantly increase the expected premia at the subsequent quarter.
What can be at the origin of this discrepancy in conclusions? Previous literature defines style premia through the return differentials on style-based portfolios, thus not controlling for the market betas and the other fundamentals. We define style premia in the multivariate setting. We also estimated BtP and MCAP premia excluding betas to the market portfolio (see Table 7 in Appendix B) and managed to reproduce the style momentum on the value premium, associated to the BtP indicator (autocorrelation of 0.17 significant at 0.9 confidence level). This indicates that value momentum returns probably come at the expense of higher systematic risk. This is not true for the size momentum, which is robust to the controlling for market betas. The question of why the value momentum vanishes when betas are controlled and it is not so for the size momentum can be added to the list of puzzles, related to the nature of style premia.
Given that in our model the value factor (BtP) is a ratio with the market price in the denominator and that the size factor (MCAP) is directly related to the stock price, it is interesting to check if the premia on them are affected by including the price momentum variables in the regression. Though momentum factors cannot be seen as company fundamentals, its is common since Carhart (1997) to include these variables in the models explaining stock returns along with the Fama and French factors. For the premia on momentum factors we find the results consistent with Jegadeesh and Titman (1993) , i.e. significant negative impact of the returns over the past quarter (mean reversion), and positive but less significant impact of the returns over the previous year (see Table 8 in Appendix B). Contrary to what one could expect, adding momentum to the model does not reduce the premia on BtP, MCAP and the growth variables. All the main findings related to the magnitude and dynamics of the return premia remain unchanged.
Conclusion
Breaking with the tradition of the style analysis literature, where value and growth premia are defined as return differentials on factor-based portfolios, we redefine the premia on company fundamentals in a multivariate framework on the individual stock level. This framework allowed us to look at various factors simultaneously and to study each of them other things equal. We develop a random coefficient panel data framework that allows for the time-varying returns premia on company fundamentals.
After testing alternative model specifications, we chose to model the impact of the fundamentals on returns directly rather than through the past returns sensitivities to the artificially constructed risk factors, as in the Fama and French model. Our results show that the HML and SMB factors probably have no particular economic meaning other than being proxies for the impact of the book-to-price and size characteristics, as it was earlier suggested by Daniel and Titman (1997) .
The main findings can be summarized in two categories. The first group of results relates to the choice of fundamentals that are relevant for predicting the cross-section of the individual stock returns. The practical importance of such studies is self-evident, given the direct link with the stock-picking investment strategies. We confirm the importance of the traditional variable used in academic literature on style analysis and in the business practice (book-to-price ratio, market capitalization, sales growth and internal growth), while rejecting others often used by market practitioners (like earnings forecasts).
The second group of results concerns the dynamics of the premia. We confirm the commonly accepted view that the latter are time-varying but find little evidence for style momentum when the systematic risk is controlled for, at least for the value premium. Nevertheless, we cannot claim that the variations in style premia are serially independent: the underlying dynamic structure could be more complicated and not linear than our methodology could be able to detect. We also identify several dependency patterns between the premia on fundamentals and market returns and between different style premia. While value and size premia variations seem to be unrelated, the premia on the growth variables (internal growth and growth of sales) tend to vary simultaneously and are related to the market. Controlling for the price momentum does not significantly impact the estimates of the premia on the company fundamentals, though the momentum variables come out significant.
While focusing on the modeling and estimation methodology and providing empirical evidence, in this paper we do not attempt to solve the fundamental questions of the economic nature of the premia associated with the economic factors. In particular, we do not try to test whether the excess returns are related to additional systematic risk not captured by the market bets. This analysis is an area of further research.
with independent components, ε t ∼ N (0, Q) with:
The measurement error is supposed be normal and identically distributed over time and space, that is for all t, υ t ∼ N (0, H) with
We also assume that the measurement error and innovations to the state equations are independent. When S, R, Q and H are all known, we can design a Kalman filter to obtain a GLS estimator ofγ t . Let α t denote the minimum mean square (MMSE) estimator of α t , conditionally to the observations Y 1 , . . . , Y t up to period t and α t/t−1 the estimate, conditional on the observations up to period t − 1. Denote P t and P t/t−1 the k × k covariance matrices of the errors of these estimates. The one-step forward estimate and its error can be obtained from prediction equations:
Denote ν t the N × 1 vector of errors, obtained from this prediction:
It can be shown that this error is normally distributed, ν t ∼ N (0, F t ) with
When observation of time t arrives, the new estimates α t and P t are obtained by the updating (or filtering) equations:
The proof of these classical results for the Kalman filter is based on the properties of the joint normal distribution and can be found, for example, in Hsiao (2003, p. 158-161) .
To obtain the GLS estimate ofγ t with this filter, we need to give a prior distribution of α 1 , α 1 ∼ N ( α 1 , P 1 ). We set δ 1 = 0 and inferγ 1 by OLS from the cross-sectional data of the first period, so the estimate of the initial state vector becomes:
Denote Γ the covariance matrix of δ t :
The error of the estimate α 1 can be decomposed in the measurement error and the error of the identification of the system state:
Notice that γ 1 is OLS estimator of γ 1 , so its covariance matrix reads:
The independence of the state equation innovations and the measurement error gives:
P 1 thus simplifies to:
Now the estimate γ can be obtained as the upper block of α T by recursively applying equations (15) - (20) for t = 1, . . . , T . The estimate γ known, we can define a new zero-mean observation process Y t :
We can now re-run the Kalman filter to get new predictions and prediction errors, conditional toγ = γ. The new measurement equation reads:
with δ = γ t − γ. The state equation becomes:
The Kalman filter prediction equations can be written:
The prediction errors are:
and their covariance matrix:
Finally, the filtering equations become:
The filter can be initialized by an OLS estimate δ 1 from the first-period cross-sectional data:
The initial prediction error is:
Up to now we supposed that Φ, Q and σ 
Notice that V is block-diagonal since elements of the prediction error vectors at different periods υ i and υ j are uncorrelated, i = j. So the log-likelihood can be decomposed "period by period". For each t, the two Kalman filter recursions yield GLS estimates ofγ and the prediction error covariance matrix, F t , conditional to Φ, Q, σ 2 υ . These estimates can be used to form a concentrated log-likelihood function:
In our case the stocks for which data is available are not the same for each date. Due to the absence of individual effects, we can without any consequences substitute stocks in the sample. The number of of stocks with available data increases dramatically in 1999 (from about 500 to about 1000, the exact number depending on model specification), so we choose to define two subsamples: before Q1-99 and after Q1-99 with a fixed number of stocks in each of them. As the maximum likelihood function is additive in time, we simply decompose it into two terms, corresponding to each subsample. The outcome of the Kalman filter for the first subsample are used as initial values for the second subsample to ensure consistency.
In each subsample, we ensure random rotation of stocks. The procedure is as follows. We start with all stocks available at the first date, at the next period we replace the stock for which some data is missing by randomly picked stocks for which data at this date are present, and so on. If we are not able to replace all stocks, we restart the procedure with a smaller number of stocks at the first period. Thus we constitute the samples with maximum possible number of stocks. Since generally the number of stocks tends to increase in time, the number of stocks retained is close to the number of stocks at the initial date of each subsample.
The minimization of the negative log-likelihood is carried out numerically around the initial estimates, obtained by a two-step OLS procedure. First, for each date we run cross-sectional regressions to obtain B OLS t and then estimate AR(1) models for each of its components to get Φ OLS , Q OLS , σ OLS ν . The errors in coefficient estimates are estimated by a two-step bootstrap algorithm. At the first stage, the time varying premia are simulated using (6) by bootstrapping from the distribution of errors ε j t , estimated from the Kalman filter with the parameters
At the second stage, we simulate equation (8) by bootstrapping from the distribution of υ t at each date. ⋆ (1) periods when variable is significant, % of all periods; (2),(3) positive and negative impact, % of periods when variable is significant; (4) average premium in quarterly log-return, its standard deviation and the p-value of the significance test H1; (5),(6) maximum and minimum premium over time, its standard deviation and p-values of the H2 and H3 tests; (7) volatility (standard deviation) of the premium in time, its standard deviation and the p-value of the H4 test; (8) first-order autocorrelation in variations of the premium, its standard deviation an the p-value of the H5 test. p 1 and p 2 are p-values of two likelihood ratio tests, described in section 3. R 2 is the percentage of variance, explained by the model. T and N are reported separately for two subsamples before and after 1999. 
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