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Abstract
While numerous studies have been conducted on using the one-dimensional,
two-fluid model to simulate a range of flow regimes in horizontal and nearly-
horizontal pipes, no work has been conducted thus far on using the model
to simulate intermittent flow in vertical pipes, specifically in the slug flow
regime where large gas bubbles are separated by rising liquid slugs.
This thesis presents the development of the model to accurately simulate
this flow regime. For the first time, it has been shown that the model can
capture the underlying physics behind slug generation in vertical flow: that
of a falling liquid film leading to a bridging of the pipe, thereby resulting in
the formation of slugs.
Closure relations for the interfacial shear force are proposed, tested and
developed, where it was found that the choice of model used in the flow
development region has a significant effect on the flow downstream. A new
correlation has been developed that is able to accurately reproduce results
and trends seen experimentally. The effects of the viscous diffusion term,
a pressure loss model at the slug front and the surface tension term, all
previously introduced into the model, were tested for the vertical flow cases.
The effects of mesh size and the influence of the inlet boundary conditions
on the characteristics of the generated slugs were also investigated.
As well as the vertical slug flow work, the thesis also presents results
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obtained in testing the models capabilities to simulate two other effects
found in two-phase flows in pipes. The first is the hysteresis phenomena
found in horizontal pipes, where the point of transition from stratified flow
to slug flow and vice versa is found to shift depending on the starting flow
regime. The second is terrain-induced slugging, where bends in the pipe
can cause a localised build-up of liquid, causing undesired fluctuations in
flow rates and pressures at the pipe outlet.
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1 Introduction
1.1 Background
Multi-phase flow is one in which two or more phases flow simultaneously in
a system, with a clearly defined interface between the phases. These phases
can be chemically related (such as water and vapour, in which there may be
an exchange of mass between the phases), or not related (such as oil, water
and air, where there is no exchange of mass between the phases).
Multi-phase flows are common in many industries: the work presented in
this thesis is of particular interest to the oil and gas industry, where multi-
phase flows can be found in the transport of off-shore products from wells
to a platform for processing, typically via kilometres of pipelines which lie
on the sea bed. The fluids transported within these pipelines are composed
mostly of water, oil, gas and sand. Figure 1.1 shows a typical offshore
flowline/riser configuration. The transportation of these fluids across long
distances can cause major problems for oil and gas operators, who need to
be prepared for any flow regime changes that can occur within a pipeline as
the flow rates within the system vary, as well as potential shutdown issues
such as wax deposition, hydrate formation and pipeline erosion. Being able
to numerically simulate these multi-phase systems prior to the project going
live will therefore provide the knowledge necessary to improve the efficiency,
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Figure 1.1: Schematic of a pipeline from a well to the offshore platform
design and safety of the flowlines and the processing facilities.
1.1.1 Two-Phase Flow Patterns
While the simplest type of multi-phase flow is composed only of two phases,
it is nevertheless a highly complex system and is still a heavily researched
field. Depending on the geometry of the pipe and the properties of the flu-
ids, these phases will distribute themselves in various ways leading to the
formation of different flow regimes. There are generally accepted classifica-
tions of the flow patterns observed in two-phase flow; the patterns for air
and water flow are now presented for both horizontal and vertical pipes.
Horizontal pipe flow patterns
Figure 1.2 shows a schematic of the flow pattern regimes that can be found
in a horizontal pipe. The list of flow regimes that may be encountered are
as follows:
 Bubble flow: Occurs at high liquid flow rates, with the liquid flowing
continuously through the pipe. The gas is dispersed as small bubbles,
25
Chapter 1: Introduction
Figure 1.2: Two-phase flow patterns for a horizontal pipe (Hale, 1994)
with a higher concentration towards the top of the pipe due to buoy-
ancy. The bubbles vary in size and shape, but their diameter is much
smaller than that of the pipe.
 Plug flow: Elongated gas bubbles or plugs flow along the top of the
pipe, above the continuous liquid phase.
 Stratified flow: Occurs at low liquid and gas flow rates. Gravi-
tational effects separate the phases into two layers; the liquid phase
flowing below the gas phase, with a smooth interface between them.
 Wavy flow: As the gas flow rate increases, the shear forces increase,
causing waves to form at the interface.
 Slug flow: At higher gas flow rates, the interface becomes more wavy,
with some of these waves growing rapidly to bridge the pipe. Liquid
slugs are formed, with large gas bubbles separating them.
 Annular flow: At even higher gas flow rates, the liquid forms a
26
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Figure 1.3: Typical flow regimes encountered in a vertical pipe for air-
water flow (Qi et al., 2011)
continuous annular film around the inside of the pipe, with the gas
phase flowing through the core. There may be some liquid droplets
within the gas core, and because of gravitational effects the liquid film
is thicker at the bottom of the pipe.
Vertical pipe flow patterns
Figure 1.3 shows the possible flow regimes that can be encountered in ver-
tical pipe flow system. The list of possible flow regimes is as follows:
 Bubble flow: As in horizontal bubble flow, however the bubbles are
uniformly distributed throughout the liquid phase.
 Slug flow: The large gas bubbles separating the liquid slugs are close
to the size of the pipe diameter. These bubbles are commonly called
Taylor bubbles. There is a liquid film which separates the bubbles
from the pipe wall. The liquid slugs bridge the pipe and may contain
small dispersed bubbles.
27
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 Churn flow: Similar to slug flow, but the flow becomes highly chaotic
as the gas flow rate is increased. The high concentration of gas in
liquid slugs causes the Taylor bubbles to break up. The liquid phase
falls and is then lifted by the gas in a typically oscillatory motion.
 Annular flow: The gas travels upwards as a continuous phase through
the core of the pipe. The liquid travels as a wavy liquid film separat-
ing the gas phase and the wall, with some of the liquid distributed as
drops entrained in the gas.
The flow regime of interest within this thesis is that of slug flow in both
horizontal and vertical pipes.
1.2 Aims of the Research
The aim of the research is to extend the current one-dimensional transient
modelling capability to the simulation of slug flow in vertical pipes, as well
as investigating other slug flow phenomena in both horizontal pipes and
pipeline-riser systems.
One of the major differences between slug flow in pipes of different incli-
nations is the preceding flow regime. In horizontal pipe flow, the slug flow
regime is preceded by stratified or stratified/wavy flow, while in vertical
pipe flow the preceding regime is generally accepted to be that of bubbly
flow, since the stratified flow regime ceases to exist even after a small devia-
tion from the horizontal. The dominant preceding regime therefore changes
depending on the angle of inclination, thus the formation of slugs in vertical
pipes is of particular interest.
There have been numerous studies regarding the choice of closure rela-
tions for the friction forces for horizontal pipes, and some correlations have
28
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been found to give consistently better results than others. For this reason,
no work is being carried out in the current research regarding the choice
of friction factors for horizontal pipe flow; only the previously tested and
recommended correlations shall be used. Since the original code was devel-
oped, very little work has been done in testing its applicability to vertical
pipe flow and whether any of the empirically determined correlations would
be valid within the one-dimensional two-fluid model framework, particularly
the correlations for slug flow in vertical pipes. A specific difficulty in vertical
pipe flows is that of intermittent flow reversal; for the Taylor bubbles found
in vertical slug flow, the liquid around the bubble will be flowing down-
wards. Incorporating these effects into the framework of one-dimensional
modelling is clearly challenging. New correlations are implemented and
tested against available experimental data for vertical pipes to determine if
the one-dimensional model is able to replicate this complex problem.
As well as hydrodynamic slug flow, there is another mechanism for the for-
mation of liquid slugs in vertical pipes, that of terrain induced (or “severe”)
slugging. This type of slug flow is found when there is a slightly negatively
inclined pipe meeting a vertical riser: a test of this kind will provide the
basis of modelling a purely vertical system. The aim will therefore be to
test the numerical code’s capabilities in simulating this type of slugging and
to investigate the validity of the currently available correlations for vertical
pipe flow.
The system of equations is known to be unconditionally ill-posed in ver-
tical pipe flow: it is therefore of interest to investigate what effect this will
have on the results produced, and whether the same issues are encountered
as those found for ill-posed horizontal pipe flow simulations.
29
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1.3 Present Contribution
This thesis describes the progress made in developing the slug capturing
technique to allow the successful simulation of slug flow in vertical pipes.
The starting point for the project is an existing research code called TRI-
OMPH (Issa and Abrishami, 1986) which uses the one-dimensional two-fluid
model as its basis. This numerical code has gone through extensive research
over a number of years and is able to simulate slug flow in horizontal pipes
for a range of cases. However, the slug capturing technique has yet to be
applied to slug flow in vertical pipes.
The most important finding in this work is the impact of the development
region on the flow within the pipe. It has been found that the inter-facial
shear stress model applied at the inlet of the pipe has a large influence on
determining the overall flow. Several friction factor correlations were tested
and it was found that the inter-facial shear stresses were either too strong,
thereby dragging the liquid phase up through the pipe with the gas and
not allowing the formation of liquid slugs, or too weak, thereby allowing
only a consistently small accumulation of liquid to occur leading to high
frequency slugging that did not compare well to experimental data. Within
this project, a new friction factor correlation has been developed that allows
a large enough liquid slug to form and progress through the pipe, separated
by large gas bubbles surrounded by a falling liquid film. The results obtained
using this new correlation compare well to experimental findings, meaning
that slug flow in vertical pipes can be simulated successfully for the first
time using the slug capturing technique. Prior to this research work, the
influence of the development region had not been considered. This is a
major finding that has advanced the current state of knowledge.
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Another important finding is that once a liquid slug has formed, there is
no need for any special treatment to allow it to progress through the pipe
without it breaking up. The inter-facial shear stress applied within the gas
bubble region itself has very little influence on the flow once the liquid slug
is formed. It is therefore the inter-facial shear stress within the development
region that is of greatest importance.
The issue of ill-posedness does not have as detrimental an effect on vertical
pipe flow simulations as it does on those for horizontal pipe flow. The
exponential growth in slugging frequency with a refining of the grid size is
a typical trait of ill-posed horizontal pipe flow simulations. For well-posed
cases, there is little to no change in slugging characteristics as the mesh is
refined. For vertical pipe flow simulations, it is expected that the behaviour
would be similar to that of the ill-posed horizontal cases; however, it has
been discovered that this is not the case. What has instead been witnessed
is a steady change and eventual plateauing of the slugging characteristics
as the mesh is refined.
Several models have been researched in the past and implemented within
the code to test out its influence on horizontal pipe flow simulations, and
some of these have now been tested within this work for the vertical pipe
cases, namely:
 The momentum diffusion term, which has been found to only have a
significant effect on the flow when this term is unphysically high.
 The pressure loss term at the front of the liquid slug to account for
the sudden drop in pressure that occurs when the falling liquid film
meets the preceding upward flowing liquid slug, which has been found
to improve the pressure gradient predictions significantly.
31
Chapter 1: Introduction
 The surface tension term, which has been found to not have a signifi-
cant impact on the flow.
In horizontal pipe flow simulations, it has previously been found that sig-
nals obtained from the same case and refed as an unsteady inlet boundary
condition will all converge to the same overall solution, despite the signals
themselves having different slug characteristics. However for vertical pipe
flow simulations it has been found that the flow downstream “remembers”
what has been fed in at the inlet; it is therefore highly reliant on the bound-
ary conditions. This reinforces the finding that the development region of
the pipe is highly influential on the overall solution.
1.4 Outline of the Thesis
The thesis is organised as follows:
Chapter 2 describes the methods available for modelling fluid flow in
pipes, with particular emphasis on the one-dimensional two-fluid model and
the theory behind the numerical code, TRIOMPH. The chapter presents the
equations and the shear stress correlations used within the model. There
is a discussion on the mathematical nature of the equations and how the
one-dimensional two-fluid model is unconditionally ill-posed for vertical pipe
flow simulations, and what possible effect this may have on the numerical
results. The flow stability and the issue of mesh sensitivity in vertical pipe
flow simulations is also discussed. Finally the numerical implementation
within the code is presented.
Chapter 3 describes a piece of work that investigates the one-dimensional
two-fluid model’s capabilities in reproducing a phenomenon witnessed ex-
perimentally - that of the hysteresis effect in the transition between the
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stratified and slug regimes in horizontal pipe flow. The chapter describes
the test case used for the study, followed by a discussion on the successful
reproduction of this behaviour.
Chapter 4 describes the work on simulating two-fluid flow in a pipeline-
riser system and the determination of the shear stress models to be used
in purely vertical pipe flow simulations. Geometries of this kind give rise
to terrain-induced or “severe” slug flow, which is a different slug formation
mechanism to that found in horizontal pipe flow. This chapter explains the
typical life cycle of severe slugging and the experimental test case used for
validation, followed by a discussion on the results obtained.
Chapter 5 contains the main contribution of this project, namely that
of successfully simulating hydrodynamic slug flow in vertical pipes. There
is a literature review on the methods currently available, followed by a
description of the experimental test case used to validate the calculations.
The current closure relations are shown to be inadequate for predicting slug
flow in vertical pipes. The development of a new friction factor correlation is
presented and is shown to compare well to experimental data. Issues of mesh
size are addressed and additional models of momentum diffusion, pressure
loss at the front of the slug and surface tension are discussed. Finally, the
effect of feeding an unsteady signal at the pipe inlet is investigated.
Chapter 6 presents the conclusions drawn from the current research project
and provides recommendations for any future work that can be extended
from the findings in this project.
33
2 Two-Fluid Model
2.1 Modelling Fluid Flow
When designing a system for the transportation of multi-phase flows, knowl-
edge of the likely flow characteristics is of great importance. Different tech-
niques exist for estimating these characteristics, ranging from simple empir-
ical correlations through to more complex multi-phase modelling. Empiri-
cal correlations are derived from a narrow range of experimental datasets,
and the application of these correlations to other cases may yield inaccu-
rate results. The more complex mathematical models are based on solv-
ing the three-dimensional differential conservation equations that describe
the behaviour of the flow. However, these models can be expensive and
time-consuming, especially when attempting to resolve the variables in all
directions across long distances over a long period of time. Therefore three-
dimensional models prove to be impractical for the solution of oil and gas
pipe flow and a simplification is needed.
Since the main flow variations occur in the axial direction, it is common
to use a one-dimensional model for pipe flow simulations. The transverse
pressure gradient within a pipe is usually relatively small compared to the
axial pressure gradient and can be considered negligible if the diameter of the
pipe is a few orders of magnitude smaller than the overall length of the pipe.
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In many pipeline studies, it is unnecessary to obtain detailed data regarding
the behaviour of the flow in the radial direction. In certain situations, a one-
dimensional model is favoured over a three-dimensional model as it provides
sufficient information at a cheaper cost and in a shorter time frame.
The three most common one-dimensional models for simulating two-fluid
flow are (Wallis, 1969):
 Homogeneous model
 Drift-flux model
 Two-fluid model
These three models will be discussed in further detail in the following
section.
2.1.1 Homogeneous Flow Model
This model is the simplest approach of the three. The two phases are
assumed to travel at the same velocity and are treated as a single phase
with averaged properties. There is assumed to be no exchange of momentum
between the two phases, and therefore no inter-facial stress term is needed.
The general equations are:
∂ρm
∂t
+
∂ρmum
∂x
= 0 (2.1)
∂ρmum
∂t
+
∂ρmu
2
m
∂x
= −∂P
∂x
− Fwall + Fgrav (2.2)
where Fwall is the wall shear force and Fgrav is the gravity force. ρm and
um are the mixture density and velocity respectively, defined as:
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ρm = αlρl + αgρg (2.3)
um =
ρlαlul + ρgαgug
ρm
(2.4)
however since the velocities of the phases are equal, 2.4 reduces to:
um = ul = ug (2.5)
This approach is valid only if the initial assumption that the flow is a
homogeneous equilibrium mixture remains valid.
2.1.2 Drift-Flux Model
The use of the drift-flux model is appropriate when the two phases are
strongly coupled. The phases are presumed to flow with different velocities,
thus leading to a drift between the two phases at the interface. This drift
velocity is calculated from constitutive equations. A continuity equation is
solved for both the gas phase and for the mixture, as well as the mixture
momentum equation.
∂ρm
∂t
+
∂ρmum
∂x
= 0 (2.6)
∂αgρg
∂t
+
∂αgρgum
∂x
= Γg − ∂
∂x
(
αgugjρlρg
ρm
)
(2.7)
∂ρmum
∂t
+
∂ρmu
2
m
∂x
= −∂P
∂x
− αgu
2
gjρlρg
ρm(1− αg) − Fwall + Fgrav (2.8)
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where Γg represents the mass transfer between the phases. ugj is the drift
velocity, defined as:
ugj = ug − j (2.9)
where
j = usl + usg (2.10)
where usl and usg are the superficial liquid and gas velocities respectively.
In this model, the two phases are assumed to flow with different velocities,
however only one momentum equation is solved for.
2.1.3 Two-Fluid Model
This is the most complex of the three models, where each phase is considered
separately. An accurate description of the exchange of mass and momentum
at the interface is needed. This is the model used throughout this thesis,
and is presented in greater detail within the subsequent sections of this
chapter.
2.2 One-Dimensional Two-Fluid Model
2.2.1 Basis
To obtain the one-dimensional form of the two-fluid model, the three- di-
mensional equations are area averaged. All flow quantities are integrated
over the cross-sectional area of the pipe which are then substituted by mean
values (Ishii, 1975).
The definition of the area average over a cross-section A of the pipe for a
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generic quantity f is given by:
〈f〉 = 1
A
∫
fdA (2.11)
while the mean value of f for the generic phase k which occupies the area
Ak is given by:
〈fk〉 =
∫
fkdA∫
dA
(2.12)
From here onwards it is assumed that all the flow variables are area aver-
aged, and so for the sake of simplicity the brackets  ! that indicate an area
averaged term will be omitted.
The one-dimensional form of the two-fluid model appears to be a far
more appealing simulation tool than a higher-dimensional model, however
the area averaging does result in a loss of important information regarding
the flow variations in the radial direction. This must be compensated for
by introducing empirical correlations to model the effects of mass and mo-
mentum transfer between the phases and the wall, and between the phases
themselves. The solution field obtained is highly dependent on the choice
of these closure relations and shall be discussed in more detail in Section
2.2.3.
2.2.2 Equations
If isothermal conditions and no mass exchange between the two phases is
assumed, the transient one-dimensional two-fluid model equations (Ishii and
Hibiki (2006), Ishii and Mishima (1984), Stewart and Wendroff (1984)) can
be expressed as:
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Liquid continuity equation:
∂
∂t
αlρl +
∂
∂x
αlρlul = 0 (2.13)
Gas continuity equation:
∂
∂t
αgρg +
∂
∂x
αgρgug = 0 (2.14)
Liquid momentum equation:
∂
∂t
αlρlul +
∂
∂x
αlρlu
2
l = −
∂αlPl
∂x
+ pil
∂αl
∂x
− αlρlg sin β − Fl + Fi (2.15)
Gas momentum equation:
∂
∂t
αgρgug +
∂
∂x
αgρgu
2
g = −
∂αgPg
∂x
+ pig
∂αg
∂x
−αgρgg sin β−Fg −Fi (2.16)
where the subscripts l and g refer to the liquid and gas phases respectively,
while the subscript i refers to the interface between the two phases. If k
denotes either the liquid or the gas phase, then αk represents the volume
fraction, with the additional condition that αl + αg = 1, ρk is the phase
density, uk is the phase velocity, Pk is the cross-sectional averaged pressure
and pik is the interfacial pressure for each phase. β is the angle of inclination
of the pipe and g is the acceleration due to gravity. Fl, Fg and Fi represent
the frictional forces between each phase and the wall and between the phases
themselves, which will be discussed in more detail in Section 2.2.3.
It is common to consider a single value for the overall pressure across
the cross-sectional area of the pipe. The pressure for the generic phase k
therefore becomes:
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pil = pig = Pl = Pg = p
⇒ −∂αkPk
∂x
+ pik
∂αk
∂x
= −∂αkp
∂x
+ p∂αk
∂x
= −p ∂
∂x
αk − αk ∂∂xp+ p ∂∂xαk
= −αk ∂∂xp
(2.17)
The generic phase momentum equation now becomes:
∂
∂t
αkρkuk +
∂
∂x
αkρku
2
k = −αk
∂
∂x
p− αkρkg sinβ − Fk ± Fi (2.18)
It is also common to consider the hydrostatic pressure effect in horizontal
pipes, representing the effect of gravity on perturbations at the liquid-gas
interface. As has been shown by previous researchers (most recently by
(Montini, 2010)) it is possible to write the pressure gradient as:
−∂αlPl
∂x
+ pil
∂αl
∂x
= −αl ∂pil
∂x
− αlρlgcosβ ∂hl
∂x
(2.19)
where hl represents the liquid height. This is typically neglected in the
gas momentum equation since ρg  ρl. Clearly this term is zero when
considering vertical pipe flow. By taking this hydrostatic pressure term
into account, the generic phase momentum equation can be written as:
∂
∂t
αkρkuk+
∂
∂x
αkρku
2
k = −αk
∂pik
∂x
−αkρkgcosβ ∂hk
∂x
−αkρkg sin β−Fk±Fi
(2.20)
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2.2.3 Closure Models
To close the set of equations in the one-dimensional two-fluid model, corre-
lations are needed for the liquid-wall, gas-wall and inter-facial shear stress
terms. In equations 2.13 - 2.16, these forces are represented as Fk, where k
denotes the phase (l or g) or the interface (i), and are defined as:
Fl = τl
Sl
A
(2.21)
Fg = τg
Sg
A
(2.22)
Fi = τi
Si
A
(2.23)
where Sk and τk represent the wetted perimeters and the shear stresses
respectively.
The wetted perimeters represent the contact lengths between the phases
and the wall or between the phases themselves. These are calculated differ-
ently depending on whether the pipe is horizontal or vertical. For horizontal
flow (see Figure 2.1), the wetted perimeters are defined as:
Sl =
D
2
γ (2.24)
Sg =
D
2
(2pi − γ) (2.25)
Si = D sin
γ
2
(2.26)
where D is the pipe diameter and γ is the stratification angle. For the
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Figure 2.1: Horizontal pipe cross-sectional area showing relevant proper-
ties
purpose of the work presented in this thesis the interface is assumed to be
a flat plane, although a curvature based model can easily be implemented
as has been achieved by Emamzadeh (2012).
For vertical flow (see Figure 2.2), symmetry can be assumed, hence the
wetted perimeters may be defined as:
Sl = piD (2.27)
Sg = 0 (2.28)
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Figure 2.2: Vertical pipe cross-sectional area showing relevant properties
Si = piD
√
αg (2.29)
It is assumed that there is no contact between the gas phase and the wall,
therefore Sg is set to zero throughout.
The shear stresses, τk, for both horizontal and vertical pipe flows are
determined from:
τl =
1
2
flρlul|ul| (2.30)
τg =
1
2
fgρgug|ug| (2.31)
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τi =
1
2
fiρgurel|urel| (2.32)
where urel is the relative velocity between the phases (ug − ul), and fk rep-
resent the friction factors. Although the system is almost entirely mechanis-
tic, the friction factors still need to be determined via empirical correlations.
The choice of closure relations to represent the transfer of momentum be-
tween the wall and the fluids and between the phases themselves present an
important challenge for accurately modelling the flow behaviour.
Significant work has been conducted in the past on the choice of fric-
tion factors to use in the determination of the shear stresses for horizontal
pipe flow. Many different correlations can be found in the literature (e.g.
Agrawal et al. (1973), Taitel and Dukler (1976), Andritsos and Hanratty
(1987), Kowalski (1987), Hand (1991), Srichai (1994), Grolman and For-
tuin (1997)), and researchers have also examined which three friction fac-
tors would give the optimum combination when comparing to experimental
datasets (e.g. Lin and Hanratty (1986), Spedding and Hand (1997), Issa
and Kempf (2003)). For the numerical model considered within this thesis,
Rippiner (1998) conducted a thorough investigation into the best choice of
friction factors for horizontal pipe flow studies. It is his recommendations
that will be used for the horizontal pipe flow friction models, therefore no
further studies have been conducted on this topic.
Gas-wall and inter-facial stress terms
The correlations for the gas-wall and the inter-facial friction factors are
usually based on the standard Blasius equation (Blasius, 1913):
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fg = CgRe
−ng
g (2.33)
fi = CiRe
−ni
i (2.34)
where Rek represents the Reynolds numbers, defined as:
Reg =
Dgugρg
µg
(2.35)
Rei =
Dg|urel|ρg
µg
(2.36)
where Dg is the gas phase hydraulic diameter, defined as:
Dg =
4Ag
Sg + Si
(2.37)
For horizontal pipe flow, for the coefficients Ck and nk, Rippiner (1998)
found the best correlation to use within the TRIOMPH code was that of
Taitel and Dukler (1976), where:
Cg = Ci =


16 for laminar flow
0.046 for turbulent flow
, (2.38)
and
ng = ni =


1 for laminar flow
0.2 for turbulent flow
, (2.39)
As a starting point, the same correlation is used for the inter-facial shear
stress term for vertical pipe flow, however it has been found that the choice
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of correlation specifically within the initial slug flow development region has
a significant impact on the behaviour downstream. This is a major finding
within the current study and the choice of correlation will be discussed in
greater detail in Section 5.4.1.
Liquid-wall stress term
For the liquid-wall friction factor, the correlation used is that of Hand (1991)
and Spedding and Hand (1997). This too follows a Blasius-like equation,
defined in a slightly different manner. For the case of laminar flow (Rel ≤
2100):
fl =
24
Resl
(2.40)
where Resl is the superficial Reynolds number determined from the super-
ficial liquid velocity, uls, and the pipe diameter, D. This is different to the
actual Reynolds number, determined from the liquid velocity and the liquid
phase hydraulic diameter
Dl =
4Al
Sl
(2.41)
Therefore the two Reynolds numbers are defined as:
Resl =
ρlulsD
µl
(2.42)
Rel =
ρlulDl
µl
(2.43)
If the liquid flow is turbulent (Rel > 2100), then
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fl = Cl(αlResl)
nl (2.44)
where Cl = 0.0262 and nl = 0.139.
For vertical pipe flow, the liquid-wall shear stress is determined by the
standard Blasius formulation:
fl = ClRe
−nl
l (2.45)
where
Cl =


16 for laminar flow
0.079 for turbulent flow
, (2.46)
nl =


1 for laminar flow
0.25 for turbulent flow
, (2.47)
The influence of this shear stress term on the results for vertical pipe flow
was found to be negligible. This is presented in greater detail in Chapter
5.
2.3 Mathematical Nature of the Two-Fluid Model
The mathematical model (Equations 2.13 - 2.16) presented in section 2.2.2
is a system of partial differential equations that can be described as:
A(v)
∂
∂t
v+B(v)
∂
∂x
v+C(v) = 0 (2.48)
where v is a column vector containing the n independent variables of the
system and C is a column vector containing the n algebraic terms. A and
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B are Jacobian matrices with dimension n x n containing the coefficients of
the differential equations.
Hadamard (1902) defined a problem as being well-posed, with appropriate
boundary conditions and initial values for the system of equations, if the
following criteria are satisfied:
 A solution exists
 The solution is unique
 The solution depends continuously on the data
If any one of these conditions is not met then the system is said to be ill-
posed. Even though a solution may still be obtained, it will be unreliable and
any similarities with experimental data may be fortuitous. Ideally, the set
of equations will form a system that is unconditionally well-posed; however
this is not the case of the one-dimensional two-fluid model. The first two
conditions tend to not cause any problems apart from in specific cases. The
third condition states that any small variations in the initial data should
cause small variations in the solution field. If this is not satisfied then any
small variation will grow and propagate downstream and it is this problem
that is commonly seen in the solution field of an ill-posed case.
To determine if a system of equations is well-posed, one can perform a
characteristics analysis. Montini (2010) analysed the characteristics of the
set of equations used within the one-dimensional two-fluid model (Anderson
(1995), Fletcher (2000), Hirsch (2007), LeVeque (2002), Tannehill et al.
(1997)). The characteristics λn of the system are defined by:
det(A− λnB) = 0. (2.49)
48
Chapter 2: Two-Fluid Model
This characteristics equation has n roots for the n equations of the system.
The nature of these roots can be used to classify the system of partial
differential equations:
 Hyperbolic system - all the roots are real and distinct,
 Parabolic system - the real roots are equal,
 Elliptic system - the roots are complex.
If the system of equations is hyperbolic or parabolic, then the system is
well-posed (Arai (1980)), while an elliptic system is ill-posed. The vector
C, which contains the algebraic terms of the equations, does not influence
the characteristics analysis of the system and therefore the choice of friction
models used has no impact on whether the system of equations is well- or
ill-posed. It is only the differential terms can influence the analysis.
It has been shown that the one-dimensional two-fluid model equations are
only well-posed for certain conditions with horizontal and inclined pipes, and
are always ill-posed for vertical pipes. If one was to neglect the hydrostatic
pressure term and analyse the simplified two-fluid model equations, then a
characteristics analysis will yield a criteria where the system is only well-
posed if the two velocities are equal, i.e.:
(ug − ul)2 ≤ 0 (2.50)
Wallis (1969) and Banerjee and Chan (1980) found that by taking the
hydrostatic pressure term into account (expressible as a differential term),
the system becomes conditionally well-posed with real characteristics if:
(ug − ul)2 ≤
(
αl
ρl
+
αg
ρg
)
(ρl − ρg)g cos β ∂h
∂αl
(2.51)
49
Chapter 2: Two-Fluid Model
1 10 100
Superficial gas velocity U
gs
 [m/s]
0.01
0.1
1
10
100
S
u
p
er
fi
ci
al
 l
iq
u
id
 v
el
o
ci
ty
 U
ls
 [
m
/s
]
bubbly flow
stratified flow
annular flow
slug flow
Figure 2.3: Horizontal flow pattern map Taitel and Dukler (1976) with the
well-posedness limit
Figure 2.3 shows this criteria plotted on a flow-regime map. Different
values of αl will produce different curves, however if it is assumed that αl
takes the equilibrium liquid hold-up value for that particular pair of liquid
and gas velocities, then one equilibrium curve can be plotted. The criteria
depends on the specific case’s flow conditions and pipe geometry, therefore
there is clearly a problem with the equation set, since solutions for these ill-
posed regions obviously exist. The modelling process simplifies the physics,
resulting in the loss of some information and consequently producing an
incomplete model. Issa and Kempf (2003) and Bonizzi (2003) performed
studies on cases in the ill-posed region. An indicator of an ill-posed case is
one in which the results vary with a change in mesh size. They found the
results obtained using the one-dimensional two-fluid model to be unreliable
since the results do not converge to a unique solution as the mesh is refined.
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(a) Well-posed case (b) Ill-posed case
Figure 2.4: Slug frequencies against mesh densities for well-posed and ill-
posed cases (Bonizzi, 2003)
Figure 2.4 is a typical example of this behaviour. For the well-posed case
(Figure 2.4(a)) the average slug frequency does not vary with the mesh size,
with all the calculations converging to the same solution. Conversely, the
results obtained for the ill-posed case (Figure 2.4(b)) show the frequencies
tending to infinity with a decrease in mesh size. Montini (2010) conducted
research in extending this region of well-posedness for horizontal pipe flow by
introducing forces previously neglected by the model, thereby introducing
further differential terms. In particular, it was found that by incorporating
diffusive terms in all the governing equations it was possible to achieve mesh
independent results and hence a well-posed system, however a definitive
relationship between the diffusive term and the flow conditions has yet to
be determined. Nevertheless, the addition of these diffusive terms has also
been investigated in the present work for modelling slug flow in vertical
pipes and is discussed in greater detail in Section 5.4.3.
For vertical pipe flow, the one-dimensional two-fluid model is uncondi-
tionally ill-posed: equation 2.51 breaks down since cos β = cos 90 = 0.
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Therefore, without the inclusion of any further terms, there is an expecta-
tion that the results will vary considerably as the mesh is refined, however
it has been found in this study that this is not the case (see Section 5.4.2).
Mathematically investigating the stability of the system can provide an ex-
planation, and this is discussed next.
2.4 Flow Stability
A stable flow is one where any perturbations are damped out and the flow
is able to return to its original state, e.g. stratified flow in horizontal pipes.
An unstable flow is one where the perturbations grow as they travel along
the pipe. The transition from stratified to slug flow is generally attributed
to either the geometry of the pipe causing liquid accumulation (“severe
slugging”, discussed in detail in Section 4), or via the growth of hydrody-
namic instabilities which occurs when there is a sufficient difference between
the velocities at the gas and liquid interface. This slug initiation is normally
due to a loss in pressure as the gas phase accelerates over the liquid wave.
If the suction effect is such that the wave grows to bridge the pipe then a
slug is formed, otherwise it is damped by the stabilising influence of gravity.
One can examine the stability of the flow by performing a linear Kelvin-
Helmholtz (KH) stability analysis on the governing equations (Barnea and
Taitel (1993), Barnea and Taitel (1994), Lin and Hanratty (1986)). A small
disturbance is added to the unperturbed solution by considering the flow
properties as a sum of its averaged and perturbed terms:
Ψ = Ψ¯ + Ψ
′
(2.52)
where Ψ denotes either p, ul, ug or αl. Ψ¯ denotes the averaged term and Ψ
′
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is the perturbation, this can be represented as a complex function of the
Fourier wave spectrum:
Ψ
′
= Ψˆei(ωt−kx) (2.53)
By substituting these terms into the set of equations, one can rewrite the
system in matrix form as:
Av = 0 (2.54)
where
v =


αˆl
uˆl
uˆg
pˆ


(2.55)
If the determinant of the matrix A is set to zero (|A|= 0), one can ob-
tain the dispersion equation as a function of the complex frequency ω. The
growth rate of the perturbation is given by the imaginary part of the nega-
tive root ω2. The system is unstable whenever −Im(ω2) > 0, which implies
an exponential growth of the perturbation in time. If −Im(ω2) < 0, the
system is stable and every perturbation is damped and therefore decays.
The neutral stability is found when −Im(ω2) = 0, and in this instance any
perturbation neither grows nor decays, but persists as a disturbance of the
same magnitude along the whole of the domain.
Barnea and Taitel (1994) performed this linear KH stability analysis on
the two-fluid model for both inviscid (IKH) and viscous (VKH) flow. This
analysis produces the criteria:
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(ug − ul) < K
√
gcosβpiD
4sinγ2
αlρg + αgρl
ρlρg
(ρl − ρg) (2.56)
where for the inviscid case, K = 1, while for the viscous case:
K =
√√√√1− (Cv − Civ)2( ρlαl − ρgαg )
(ρl − ρg)g cosβ dhdα
(2.57)
where Cv and Civ are the critical wave velocities at the onset of the insta-
bility for the viscous and inviscid approaches respectively. The IKH limit
corresponds to the well-posedness criterion expressed in Equation 2.51. By
considering the IKH, VKH and well-posedness criteria, three regions can be
defined on a standard flow pattern map:
 Above the IKH limit - the flow is unstable and the system is ill-posed.
 Below the IKH limit and above the VKH limit - the flow is unstable
and the system is well-posed.
 Below the VKH limit - the flow is stable and the system is well-posed.
There was a misconception that the onset of flow instabilities was a conse-
quence of switching from well-posed to ill-posed conditions. This has since
been refuted by, for example, Woodburn and Issa (1998), who showed that
flow instabilities can be captured while still maintaining a well-posed system,
corresponding to the second region outlined above. The one-dimensional
two-fluid model is therefore capable of correctly reproducing slug flow in
horizontal and nearly-horizontal pipes (Issa and Kempf, 2003).
Montini (2010) showed that by using the aforementioned linear stability
analysis, it is possible to obtain the growth rate of the instabilities as a
function of the wavelength, λ. Figure 2.5 shows the growth rate for both
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Figure 2.5: Growth rate against the dimensionless wavelength for a well-
posed and an ill-posed case (Montini, 2010)
a well-posed and an ill-posed case. It is clear that for the well-posed case,
the growth rate is bounded for all wavelengths, and that the infinitesimally
small waves are damped. In contrast, the growth rate for the ill-posed case
increases as the wavelength decreases. This is in violation of the rules for
a well-posed system, since any small variation on the initial conditions will
produce an ever growing disturbance and a very different solution. Figure
2.5 can also be used to explain the mesh dependency issue of ill-posed cases.
By refining the mesh, the system is able to capture shorter and shorter
instabilities, therefore changing the computed slug characteristics as the
mesh size is varied. For the well-posed case, there is a limit to the size
of the instability that can be captured, therefore once the smallest size is
captured there will be no more variation as the mesh is refined.
This behaviour is not observed in the vertical pipe flow simulations carried
out in the present work. Since the system is supposedly unconditionally ill-
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posed, one would expect the results to behave in a similar manner to an
ill-posed horizontal case. However, what has been observed is a plateauing
of the slug characteristics as the mesh is refined, implying a bounded growth
rate for the instabilities. An explanation for this behaviour can be found
in the way the stability analysis is performed and under which conditions
it is applicable. The usual stability analysis is linear in nature, which is
already a major assumption, since any perturbation terms of second order
are discarded for the analysis to be performed. Moreover, the analysis is
applied to a flow that is assumed to be in an equilibrium state, e.g. in the
stratified flow regime, thus any terms that contain the derivative of averaged
parameters (∂Ψ¯/∂x, t) are considered to be negligible. In the case of vertical
intermittent flow, the state is never in equilibrium, thereby rendering the
usual classic stability analysis invalid. Slug flow is a dynamic and non-
linear state, where the local gradients may indeed play a major role in the
stability of the system. Aside from the issue of non-linearity, one of the
shortcomings of the analysis can be addressed by considering the role of
these local gradient terms.
Appendix A contains the complete linear stability analysis with the in-
clusion of the local gradients, where it is shown that the negative imaginary
part of w2 can be expressed as:
−Im(w2) = c±
√√
a2 + b2 + a
2
(2.58)
where
a = α2Gα
2
LρGρL[k
2(uG − uL)2 − (∂u¯G∂x − ∂u¯L∂x )2]
+ ∂α¯L
∂x
αGαL(ρL−ρG)[∂u¯G∂x αLρGuG+ ∂u¯L∂x αGρLuL+ ∂u¯L∂t αGρL+ ∂u¯G∂t αLρG+ ∂P¯∂x ]
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b = k αGα
2
L[
∂P¯
∂x
(ρG − ρL) + ∂u¯G∂t αLρG(ρG − ρL) + ∂u¯L∂t αGρL(ρG − ρL) +
∂u¯G
∂x
αLρGuG(ρG − ρL) + 2∂u¯G∂x αGρGρL(uL − uG) + ∂u¯L∂x αGρLuL(ρG − ρL) +
2∂u¯L
∂x
αGρGρLuG]
c = αGαL(ρL
∂u¯L
∂x
− ρG ∂u¯G∂x )
It can be verified that by removing the local gradient terms from this
equation that one would recover the original linear analysis solution. Since it
is unstable flow rather than stable flow that is of interest here, the −Im(w2)
will be greater than zero, however it still needs to be bounded as k → ∞.
The equality can therefore be expressed as:
4c4 ≥ 2a2 + b2 (2.59)
As k → ∞, the right hand side of Equation 2.59 dominates. Therefore,
while this analysis does not appear to resolve the question of mesh inde-
pendency for the vertical pipe flow simulations, it does show that these
local gradients may dominate under certain situations. Simply taking k as
infinity may not be truly representative of the system, while by taking k
as a finite value this equation can still be satisfied and bounded for high
values for the averaged local gradient terms. In horizontal pipe flow these
terms may be considered negligible and hence this equality does not hold
true, however the differential terms play a much bigger role in vertical pipe
flow simulations as it is a highly dynamic situation, with the gradients con-
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stantly changing. This type of linear analysis has its limitations, but it is
nevertheless indicative of the complex nature of the instabilities in the flow.
2.5 Numerical Implementation
The one-dimensional two-fluid model equations are solved by the numer-
ical code TRIOMPH (TRansient Implicit One-dimensional Multi-PHase),
developed by Issa and Abrishami (1986).
The finite volume method (FVM) is used to generate the approximate
numerical solutions to the two-fluid model equations. The equations are
discretised on a staggered grid in order to avoid the odd-even decoupling
between the pressure and the velocities. The scalar variables (liquid hold-
up, pressure, densities) are stored at the main nodes, while the velocities are
stored at the nodes on a staggered grid, midway between the scalar nodes.
These latter nodes are therefore centered on the cell faces of the main grid
as shown in Figure 2.6.
A first-order fully-implicit scheme is used for the temporal integration as
it provides improved stability and robustness, while a first-order upwind
differencing scheme is used for the spatial derivatives as this guarantees
boundedness of the numerical solution. This is an important consideration,
especially for the phase fraction which must not be allowed to fall below zero
during the numerical simulation. Even though these schemes are first order
their advantages justify their choice. Refer to Appendix B for a derivation
of the discretised equations used within the TRIOMPH code.
To solve the pressure-velocity coupling, the code employs the PISO (Pressure-
Implicit with Splitting of Operators) pressure correction scheme (Issa, 1986)
which has been shown to be fast and efficient, despite requiring higher vari-
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pressure node velocity node
(a) Staggered grid
W p E
w e
(b) Scalar control volume
W p E
w e
(c) Velocity control volume
Figure 2.6: Staggered grid arrangement (Issa and Kempf, 2003; Montini,
2010)
able storage. The strong non-linearity of the two-phase equations deems
it necessary to use the algorithm in a sequential iterative manner, where
at each time step the procedure is iterated until a converged solution is
obtained to a reasonable tolerance. See Figure 2.7 for a flow chart of the
sequence.
A slug is said to be formed when the liquid phase fraction exceeds a certain
threshold (αl > 0.98). These nodes can now be considered as only being
occupied by liquid, therefore in order to prevent spurious values for the gas
velocity as a consequence of solving a singular equation (since both sides of
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the gas momentum equation are multiplied by the gas phase fraction), the
gas momentum equation is suppressed for these nodes and the gas velocity
is arbitrarily set to zero.
The boundary conditions used need to reflect both the physical and math-
ematical model. At the pipe inlet, the liquid phase fraction and the liquid
and gas mass flow rates are specified and are kept constant throughout the
simulation, while at the outlet a zero gradient is imposed for these variables.
It is also possible to keep the liquid and gas superficial velocities constant
instead. The pressure is fixed at the outlet (commonly set to atmospheric
pressure) and is extrapolated at the inlet. For the initial conditions, all
parameters are set to their inlet values throughout the domain.
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Figure 2.7: Flow chart of the solution algorithm in TRIOMPH (Montini,
2010)
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3 Hysteresis Phenomenon in the
Transition Between Stratified
and Slug Flow Regimes
3.1 Preamble
It has been reported that experiments have shown the transition from strat-
ified to slug flow and vice versa is not defined by a single well-defined bound-
ary, as is presented in the standard flow regime maps, but rather by an area
in which the transition location will change depending on how the regime
boundary is approached. For a given gas flow rate, it has been proposed
that the corresponding liquid flow rate at which a transition in the observed
flow regime occurs will be different if that rate is increased going from strat-
ified to slug flow than if the rate is decreased going from slug to stratified
flow. This phenomenon has been investigated using the current model, with
simulations being carried out over a range of flow conditions in order to de-
termine if the one-dimensional two-fluid model is capable of reproducing
this “hysteresis” effect.
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3.2 Background
Unfortunately, the literature available on this hysteresis phenomenon is lack-
ing, with the only specific mention being in an article by Fairhurst (1988),
who noted that the exit of one slug from a system will initiate the formation
of another slug downstream. This situation will occur when the pressure
drop across the slug body is a significant enough proportion of the overall
pressure drop across the pipe, therefore the exit of a liquid slug will produce
increases in velocity throughout the system, thereby leading to the forma-
tion of another liquid slug. Fairhurst noted that this behaviour will give rise
to a hysteresis effect, where an oscillating velocity may produce slug flow,
but a steady average value may lead to stratified flow.
Another point of interest from the article is that Fairhurst mentions the
formation point of liquid slugs. When going from stratified to slug flow, the
slugs have been observed to start forming initially at the pipe exit where
the gas velocities are at their highest, however once initiated the formation
point moves upstream towards the pipe inlet.
Previous studies (Woodburn and Issa (1998), Issa and Woodburn (1998),
Issa and Kempf (2003)) have shown that the slug-capturing technique pre-
dicts the transition from stratified to slug flow close to experimental mea-
surements. Figure 3.1 is a plot of previously obtained TRIOMPH simulation
results, which demonstrates its capability in accurately predicting the flow
regime based on given conditions. While these particular results were ob-
tained individually by starting from an arbitrarily assumed stratified flow,
this chapter will investigate its capabilities in predicting the onset and ces-
sation of slugging when incrementally changing the flow conditions from
stratified to slug flow or vice versa.
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Figure 3.1: Previous predictions from TRIOMPH (Issa and Kempf (2003))
3.3 Experimental Test Case
Since there are no published experimental results to compare against that
demonstrate this hysteresis behaviour, a simple test case was developed
using the same flow configuration as in the original work of Issa and Kempf
(2003). The configuration studied was of a uniform area horizontal pipe of
length 36m with an internal diameter of 78mm. The relevant properties are
summarised in Table 3.1.
Table 3.1: Geometry and fluid properties for the WASP facility.
Pipe length L = 36.0 m
Pipe diameter D = 78 mm
Air density ρg = 1.253 kg/m
3
Water density ρl = 998.2 kg/m
3
Air viscosity µg = 1.77x10
-5 Pa s
Water viscosity µl = 1.22x10
-3 Pa s
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The computational grid consisted of 1250 equally sized cells (i.e. ∆x/D ≈
0.37) as this cell size has previously been found to give acceptable solutions
when comparing against the WASP test facility (Issa and Kempf (2003)).
The frictional closure models used in the simulations were those recom-
mended by Rippiner (1998) and are detailed in Section 2.2.3. Simulations
were run for 9 superficial gas velocities, ranging from 1ms−1 - 5ms−1 in
increments of 0.5ms−1, with the inlet liquid hold-up being held constant
at αl = 0.50. For each superficial gas velocity case, the starting superficial
liquid velocity chosen was such that it would produce stratified flow. This
superficial liquid velocity was then increased in increments of 0.01ms−1 un-
til slugging began, and was then decreased until slugging had ceased and
the flow was once again stratified.
Each increment was allowed to run for 300 seconds before changing the
liquid velocity again. This was to give enough time for a statisticaly steady
state to be reached for each case, allowing a distinction to be made regarding
whether the flow was in the stratified or slug regime. When a given liquid
flow rate simulation had finished running, the final flow field obtained was
then used as the starting flow field for the successive simulation.
3.4 Results
Figure 3.2 shows the liquid hold-up trace for a case in which the Usg = 3.5
m/s. The superficial liquid velocity was increased until slugging began at Usl
= 0.35 m/s. The velocity was then decreased and, as can be seen, the flow
remains slugged until Usl = 0.33 m/s, when it returns to stratified flow.
This behaviour was seen for the majority of cases, and Figure 3.3 shows
the flow pattern map by Taitel and Dukler (1976) on which the simulation
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Figure 3.2: Liquid hold-up trace for Usg = 3.5 m/s
results have been plotted.
Figure 3.4 presents a zoom on the area of interest, giving a clearer view
of the transition region. The upper red crosses indicate the point at which
the flow became slugged, and the lower green boxes indicate where the flow
returned to a stratified state. The transition area is largest for the Usg = 2
m/s case, in which slugging started at Usl = 0.43 m/s and ceased slugging
at Usl = 0.36 m/s.
For some cases (Usg = 1.0, 4.0, 4.5 & 5.0 m/s), the transition region
appears to be more of a boundary, where the flow began slugging at a certain
point and then ceased slugging as soon as the superficial liquid velocity was
decreased. There may still exist a transition area, but it may be smaller
than the 0.01 m/s increments performed in these simulations and hence
could not be captured. The points at which slugging starts and ceases for
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each case are summarised in Table 3.2.
Table 3.2: Slug start and cessation for all simulations
Uls (m/s)
Ugs (m/s) Slug start Slug cessation
1.0 0.43 0.43
1.5 0.45 0.39
2.0 0.43 0.36
2.5 0.39 0.35
3.0 0.37 0.34
3.5 0.35 0.33
4.0 0.32 0.32
4.5 0.31 0.31
5.0 0.29 0.29
As mentioned in the article by Fairhurst (1988) regarding the slug forma-
tion location, it has indeed been found in the current study that when going
from stratified to slug flow, the slug formation location moves upstream once
the first slug is formed. For the case of Usg = 2.5m/s and Usl = 0.39m/s,
when slug flow begins, the location of the first slug is ≈ 35.1m. The subse-
quent slugs are formed further upstream until they reach ≈ 22.1m, which is
the location that all further slugs are then formed for these flow conditions.
Table 3.3 gives the location of each slug.
Table 3.3: Slug formation location
Slug number Formation location [m]
1 35.1
2 31.6
3 27.1
4 24.3
5 22.1
6 22.1
7 22.1
8 22.1
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3.4.1 Discussion
The results show that the transition point between stratified and slug flow
changes depending on the previous state of the flow. This behaviour can
be attributed to the stability of the flow at a given time (this issue was
discussed in greater detail in Section 2.4). By performing a classic linear
Kelvin-Helmholtz stability analysis, it can be shown that the flow is unstable
when the following criterion is true:
ug − ul ≤ K
√
(
αl
ρl
+
αg
ρg
)(ρl − ρg)g cos β dh
dα
(3.1)
where
K =
√√√√1− (Cv − Civ)2( ρlαl − ρgαg )
(ρl − ρg)g cosβ dhdα
(3.2)
Below this limit the flow is stable. However if the flow conditions are such
that they are above this limit then the entire flow will be unstable. When
in stratified flow, this stability criterion is satisfied along the whole length
of the pipe. The growth rate of instabilities are negative, and thus any per-
turbations are damped out. For stratified flow to persist with an increasing
liquid flow rate, the stability criterion must remain satisfied throughout
the entire domain. Once the flow conditions exceed this limit, the growth
rate of instabilities becomes positive and the flow then becomes unstable,
eventually leading to slugged flow.
Since the stability of the flow depends on local flow conditions (α, ρ, u)
and not averaged terms, when the flow rate is reduced the flow may remain
unstable as there will be local areas of the pipe with flow conditions such
that the stability limit is exceeded, owing to the previous state of the system
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before the reduction in flow rate. As a slug exits the pipe, pressure waves
will form and travel back through the length of the pipe, causing a local
increase in the velocities as well as a change in the gas density. Instabilities
will therefore continue to generate and grow for these previously stable inlet
conditions. This behaviour will continue until the inlet flow conditions are
such that they diminish the influence of the pressure waves and the stability
criterion has been satisfied throughout the entire pipe, thus returning to
stratified flow.
3.4.2 Conclusions
The current one-dimensional two-fluid model appears to effectively repro-
duce this hysteresis phenomenon witnessed experimentally, without the ad-
dition of any further models to accurately reproduce this behaviour. To the
author’s knowledge there are no published experimental results to compare
against. Even though literature on this topic is lacking, it is nevertheless an
important finding and one which would need further investigating in future.
The implications of this behaviour are interesting, as one could suppress the
formation of slug flow by gradually ramping up the flow rates from stratified
and stable conditions, thereby changing the behaviour of previously assumed
slug flow conditions. For now it has been shown that the one-dimensional
two-fluid model is capable of hysteresis - a physical phenomenon found in
real life.
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Figure 3.3: Flow pattern map with results plotted
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Figure 3.4: Flow pattern map zoomed in on the area of interest
70
4 Prediction of Severe Slugging
4.1 Preamble
Many of the world’s oil fields are now in the later stages of oil production,
thus leading to lower oil production rates. The amount of oil easily acces-
sible is also becoming more difficult to find and extract and consequently
attention must turn to producing oil from more challenging environments,
such as deepwater locations. The extraction of oil from such reservoirs will
inevitably become more common. The transport of oil and gas will hence
involve longer pipelines and will unavoidably involve a riser system to reach
production platforms (see Figure 4.1). The length of the pipelines can vary
from several to hundreds of kilometres, while the height of the riser can
sometimes reach over two kilometres (Malekzadeh et al. (2012))
When dealing with such a pipeline-riser system, one of the main challenges
faced by flow-assurance engineers is that of terrain-induced slugging. These
types of slugs are formed when the liquid accumulates in dips within the
pipeline, with the gas becoming temporarily trapped behind the blockage.
Severe slugging is an extreme example of terrain induced slugging and occurs
when a downward inclined pipe meets the vertical riser. Processing these
long liquid slugs and gas surges can lead to liquid and pressure control
problems at the receiving oil and gas separator. These problems may cause
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Figure 4.1: Schematic of a pipeline and riser system.
(Pots et al., 1987)
the production facility to shut down, consequently leading to production
loss. While larger separators can be installed, a more desirable solution
is to install a slug catcher ahead of the separator. The combined cost of
these two devices is usually lower than the cost of a single large separator
(Schmidt et al., 1985). However, such installations may not be practical for
space and weight constraints as well as in harsher environments. This type
of geometry is very common in oil and gas exploration; it is important to
accurately model this behaviour and to predict the slug characteristics that
may arise from these systems.
While the previous chapter was focused on the model’s ability to auto-
matically capture the generation of liquid slugs due to the natural growth
of hydrodynamic instabilities, this chapter focuses on testing the validity of
the closure relations for vertical flow in a dynamic situation, in preparation
for employment in vertical slug flow.
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4.2 Background
At low gas and liquid flow rates, typically towards the end of an oil and
gas field’s production life, the liquid may accumulate in the low points of a
pipeline. Numerical and experimental studies have been performed on slug
formation by hilly terrains (Taitel (1986); Taitel et al. (1990); Sarica et al.
(1991); Zheng et al. (1994); Henau and Raithby (1995); Al-Safran et al.
(2005)), however the focus within this chapter is on the extreme case of
severe slugging. This occurs in pipelines consisting of a slightly downward
inclined pipe followed by a vertical riser. Liquid builds up at the base of
the riser, which traps the passage for the gas and causes it to accumulate
and compress upstream until the pressure becomes high enough to push the
slug out of the riser. This type of slugging usually occurs if the pipeline is
downwardly inclined negatively and the flow regime within the pipeline is
that of stratified flow (Schmidt et al., 1985), although cases with incoming
slug flow has been observed. According to Taitel (1986), a typical severe
slugging cycle can be described by considering four main stages:
1. Slug formation (or slug generation): (Figure 4.2(a)) Liquid en-
tering the pipeline accumulates at the bottom of the riser and blocks
the passage for the gas. The liquid and gas continue to flow into the
system, causing the gas to build up and compress upstream of the
liquid accumulation. Gas already in the riser is gradually pushed out
by the rising liquid column.
2. Slug production: (Figure 4.2(b)) At a certain point, all the remain-
ing gas in the riser has flowed out as the liquid reaches the top of the
riser. There is now only liquid in the riser and the pressure within the
pipe reaches a maximum.
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3. Blowout (or bubble penetration): (Figure 4.2(c)) Once the gas
reaches a high enough pressure to overcome the gravitational head
imposed by the liquid column, it will start to push the accumulated
liquid forwards until the gas reaches the bottom of the riser.
4. Gas blowdown: (Figure 4.2(d)) The gas now fully penetrates into
the riser. The pressure decreases since the column is now lighter,
causing the gas to flow up through the riser. When the gas reaches
the top of the riser, the gas passage through the pipeline becomes
free through the stratified flow pattern in the pipeline and the inter-
mittent/annular flow pattern in the riser, causing a violent expulsion
and a rapid decompression. As the gas velocity in the riser drops and
is no longer able to support and lift the liquid on the riser wall, the
remaining liquid in the riser falls back to the bottom of the riser. This
leads to an accumulation of liquid at the riser base, and the severe
slugging cycle begins again.
During the life cycle of a riser-pipe system, both severe slugging and
normal hydrodynamic slugging can be observed. Due to the low flow rates
needed for severe slugging to occur, this type typically occurs during the
early and late stages of production, while normal slugging can be observed
the rest of the time. Schmidt et al. (1985) also determined three conditions
under which this severe slug flow would dissipate:
1. The flow in the negatively inclined section is no longer stratified. If
the flow upstream of the riser changes from stratified flow to either
a slugged or dispersed regime, then the liquid slugs generated in the
pipeline will remain unchanged up the riser. This prevents the accu-
mulation of liquid at the riser base.
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(a) Slug formation (b) Slug production
(c) Blowout (d) Gas blowdown
Figure 4.2: Severe slugging life cycle (Taitel, 1986).
2. The gas flow rate is high enough to prevent the liquid build-up from
reaching the top of the riser. This will occur when the gas flow rate
is sufficient enough to overcome the hydrostatic head gain within the
riser section. In this situation, the gas will penetrate the riser base
before the liquid slug reaches the top of the riser and therefore the
slug formed will be shorter than the riser height.
3. The flow in the vertical riser is stable.
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Although having slugs shorter than the riser height still creates an equally
difficult problem for flow assurance, these cases were not treated as severe
slugging in the literature until Wordsworth et al. (1998) reclassified the
different types of flow in a pipeline-riser system and subdivided the severe
slugging cases into three distinct types:
1. Severe slugging type 1 (SS1): the liquid slug length is greater
than one riser length, with the entire riser becoming full of liquid.
The maximum pipeline pressure is equal to the hydrostatic head of
the riser.
2. Severe slugging type 2 (SS2): the liquid slug length is less than
one riser length, with intermittent gas penetration at the bottom of
the riser. The liquid is unable to accumulate as much as in SS1 since
the gas penetrates prior to the liquid filling the whole riser. The
maximum pressure is therefore less than that of SS1.
3. Severe slugging type 3 (SS3): there is continuous gas penetration
at the bottom of the riser. The liquid may still accumulate without
completely bridging the pipe cross section. Visually, the flow in the
riser resembles hydrodynamic slug flow, however the pressure, slug
lengths and frequencies reveal a cyclic variation of smaller periods
and amplitudes compared to SS1 and SS2.
4. Stable flow (STB): at high gas and liquid flow rates, slugs are pro-
duced in the pipeline section which then continue up into the riser.
The flow patterns observed both in the pipeline and riser sections are
hydrodynamic slug flow. The pressure gradient in the riser fluctuates
with a small amplitude and at a high frequency. This is deemed to be
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Figure 4.3: Example of a severe slugging flow pattern map (Xiaoming et al.
(2011)).
’stable flow’ compared to the other types of flow associated with this
type of geometry.
Figure 4.3 shows an example of a severe slugging flow pattern map. The
map depends on the pipe geometry and the fluid properties, however the
example clearly shows the transition through the various stages of the severe
slugging life cycle.
By examining the pressure at the riser base through time, one can see if a
pipeline-riser system is undergoing a process of severe slugging. Figure 4.4
(Fabre et al., 1990) is an example of the typical pressure history for SS1.
Prior to the start of the slug generation stage, the pressure at the riser base
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Figure 4.4: Pressure history during a severe slugging life cycle (Fabre et al.
(1990)).
is at its minimum since there is no liquid blockage and the gas passage is
free. Once the liquid bridges the entrance to the riser, the pressure begins to
increase. This increases throughout the slug generation as the liquid builds
up in the riser. Once the liquid reaches the top of the riser, the pressure
reaches its maximum (equal to the hydrostatic head of the liquid in the
riser). During the slug production stage, the pressure remains constant
as the gas starts to push the generated liquid slug forwards through the
inclined section of the pipe. Once the rear of the slug reaches the riser
base, the pressure begins to drop as the gas starts to penetrate. Finally, the
pressure drops rapidly as the gas travels up the riser.
This severe slugging cycle clearly creates a major problem for the efficient
and safe operating of the platform facilities, as they are designed to operate
under steady state conditions. Wordsworth et al. (1998) highlighted the
main issues arising from severe slugging:
 High average back pressure at the well head will lead to high produc-
tion losses and possible abandonment of the well.
 High peak flow rates during the gas and liquid surges will cause in-
stabilities in the liquid control system, leading to flooding and over-
pressurisation of the separators and potential shutdown of the facility.
 Reservoir flow oscillations.
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It is therefore important to know under which flow and geometric condi-
tions severe slugging will occur and the methods available to eliminate or
reduce its impact.
Balino et al. (2010) developed a dynamic model for severe slugging, appli-
cable to catenary risers. Their model tracked the liquid level in the riser and
the liquid slug accumulation length, showing very good agreement with the
experimental severe slugging cycles. However, they modelled the pipeline-
riser system as two subsystems, by treating the inclined pipe section and
the vertical risers separately, solving for both and then coupling the two
together with the appropriate variables passed between the two systems.
While all these models provided good agreement with experimental datasets,
they each have their shortcomings: either the model was developed specifi-
cally for vertical risers; that separate models are needed for each part of the
cycle which switch depending on the flow conditions or geometry; or that
the models are only applicable to short pipeline-riser systems. The purpose
of the work presented herein is to select and assess appropriate closure rela-
tions for vertical flow that are effective and reliable for a dynamic range of
flow regimes. Severe slugging produces such a range and is deemed to pro-
vide an appropriate test to this end. This is achieved with the TRIOMPH
code which is able to reproduce this severe slugging life cycle by using the
same set of governing equations throughout the entire system. The main
addition to the code is the inclusion of the vertical shear stress models as
discussed in section 2.2.3.
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Figure 4.5: Schematic of the Pots et al. (1987) test case.
4.3 Results
The Pots et al. (1987) experimental test case was chosen for validation
of the TRIOMPH code. The test loop consists of a 50mm diameter pipe
approximately 30m in length connected to a 15m high riser of the same
diameter. The vessel at the flowline inlet simulates a longer flowline; the
equivalent pipeline length of this buffer vessel is 120m, giving a total effective
flowline length of 150m. The flowline declination can vary between 0 and
2deg. At the riser outlet, the gas is vented at atmospheric conditions.
The superficial gas velocity ranged from 0.2 - 3.2ms−1 and the superficial
liquid velocity ranged from 0.18 - 0.72ms−1. The gas superficial velocity is
normalised to a pressure of 1.6 bar. Figure 4.5 shows a schematic of the
test case.
The liquid is assumed incompressible, while the gas is compressible, obey-
ing the perfect gas equation of state. Since the Pots et al. (1987) test case
specifies that the gas superficial velocity is normalised to a pressure of 1.6
bar, this can be specified for the simulation so that the fixed inlet gas mass
flow rate is calculated accordingly via:
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m˙INg = U
IN
sg Aρ
IN
g (4.1)
where m˙INg is the fixed inlet gas mass flow rate, u
IN
sg is the superficial gas
velocity specified by Pots et al. (1987), and ρINg is the inlet gas density,
calculated from:
ρINg =
P IN
RT
(4.2)
where P IN is set to 1.6 bar. The same boundary conditions apply, i.e. the
pressure is still fixed at the outlet; the only purpose of specifying the inlet
pressure is to allow the calculation of the flow rates. All cases simulate 1000
seconds, with the results for the first 300 seconds being discarded to remove
spurious start-up behaviour.
The flow characteristics selected for comparison against experimental data
are the liquid slug length and slugging period. Pots et al. (1987) measure
the total liquid volume produced for every slug and from this they determine
the liquid slug length. For consistency, the slug length is calculated in the
same manner for this investigation. Meanwhile, the slugging period can
simply be determined from any transient plot.
4.3.1 Effect of Mesh Size
Since the flow within the inclined pipeline section needs to be in the stratified
state for severe slugging to occur, the flow rates examined in the Pots et al.
(1987) test case all fall within the stable region of two-phase flow, therefore
the system is well-posed for the inclined section of the pipeline system.
Any issue regarding ill-posedness would manifest itself within the vertical
section of the pipe, however the flow will be predominantly single phase
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in the riser section for SS1 and SS2. The period when the system will be
ill-posed is during the bubble penetration and gas blowdown phase within
the riser section. For SS3 the flow will not be single phase even during the
slug production stage, so ill-posedness may cause an issue for these higher
gas flow rate cases.
To resolve any issues of mesh dependent results, a mesh size study was
performed on both SS1 and SS3 cases. For SS1, the case chosen was that
which Pots et al. (1987) refer to as their “base case”, i.e. a superficial gas
velocity of 0.8ms−1 and a superficial liquid velocity of 0.36ms−1. The SS3
case was at a superficial gas velocity of 2.4ms−1 and a superficial liquid
velocity of 0.36ms−1. Since hydrodynamic instabilities do not feature in
the prediction of severe slugging, one would expect there to be very little
change in the slug characteristics predictions when refining the mesh.
The coarsest mesh size was 50cm per cell, while the finest was 1cm per
cell. Figure 4.6 shows the effect of mesh size on both the liquid slug length
produced and the slugging period for both cases. It can be seen that refining
the mesh produces very little difference in the prediction of the slug charac-
teristics; this is a reassuring finding that confirms the original assumption.
Figure 4.7 shows whether the well-posedness criteria (equation 2.51) is
satisfied along the length of the pipe, where the values 1 and 0 indicate
well- and ill-posed respectively, plotted in conjunction with the liquid hold-
up along the pipe. The riser begins at the 150m point. The three plots
are for different stages of the severe slugging cycle. Figure 4.7(a) shows
the system is completely well-posed during the slug production stage, since
the riser is full of liquid and is therefore a single phase. During the gas
blowout stage (Figure 4.7(b)), the system becomes ill-posed only within the
riser section. Once the liquid begins to accumulate at the riser base, the
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well-posedness criteria is satisfied only when the liquid hold-up reaches 1.
For the SS3 case, the system is always well-posed in the pipeline section
and always ill-posed in the vertical riser, however this ill-posedness has not
manifested itself as a major issue as in horizontal hydrodynamic slug flow
simulations.
Based on this mesh sensitivity study, a mesh size of 10cm was chosen for
the subsequent simulations (dimensionless mesh spacing of ∆x
D
≈ 1.9) as
mesh independence has already been achieved by this point, and this size
mesh produces results in a reasonable amount of time.
4.3.2 Effect of Gas and Liquid Flow Rate
Pots et al. (1987) investigated the effect of gas and liquid flow rates on
the severe slugging cycle and slug characteristics. Figures 4.8 and 4.9 show
plots of the liquid slug length and slugging period while varying the gas and
liquid flow rates, additionally figure 4.8 also shows the slugging frequency,
the pressure amplitude and the peak liquid flow rate at the riser exit. Not all
the data are available for comparison in all cases, notably in Figure 4.8(b)
where only one data point was available in the Pots et al. (1987) article.
However, from the data that is available, the predicted values show very
good agreement with the experimental values, with all predictions within
30% error. The experimental trends are reproduced by the TRIOMPH code:
the slug length and slugging periods decrease with an increase in gas flow
rate, while the slug length increases and the slugging period decreases with
an increase in liquid flow rate.
83
Chapter 4: Prediction of Severe Slugging
All predicted slug lengths are above the riser height in Figure 4.9(a) so
these are all of type SS1. However, from Figure 4.8(a), it is clear that after
the gas flow rate reaches a certain point then the predicted slug lengths are
smaller than the riser height. This is a good indication that the present
model is able to reproduce the different types of severe slugging, which is
discussed next.
SS1
Figure 4.10 shows the time evolutions for the pressure and liquid hold-
up at the base of the riser and the liquid hold-up and liquid flow rate
at the riser exit. The riser base pressure plot (Figure 4.10(a)) displays
the same behaviour as that described by Schmidt (1977). During the slug
formation stage, the pressure at the base rises as the riser fills with liquid.
When the slug front reaches the riser top (Figure 4.10(c)), the riser base
pressure reaches its maximum value. Frictional pressure drops are negligible
compared to the gravitational pressure drop, therefore since every cell in the
riser now has αl ≈ 1.0, the maximum riser ∆P is approximately equal to
that given by the hydrostatic head ρlghr, where hr is the height of the riser.
The riser base pressure remains at its maximum for a certain period of time
during the slug production stage.
When the tail of the slug enters the base of the riser, as can be seen by
the drop in liquid hold-up in Figure 4.10(b), the bubble penetration stage
starts. There is now quick depressurisation of the pipeline, causing the
gas velocity to increase. This may generate further liquid slugs within the
riser (Malekzadeh et al., 2012). This is also reproduced by the TRIOMPH
simulations, seen by the increase in liquid hold-up at approximately 610
seconds in Figure 4.10(c). This second slug results from the liquid fall-back
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in the riser towards the end of the gas blowout phase. After this phase, the
riser becomes flooded once again due to the falling liquid film and a new
cycle starts.
SS2
The time evolutions are shown in Figure 4.11. The slug length is equal to
the height of the riser. The same behaviour can be seen as that of SS1,
however the most noticeable difference is that there is no constant pressure
at the riser base, but rather a single peak can be seen in Figure 4.11(a)
corresponding to the hydrostatic head. The slug growth stage can be seen
with the increase in pressure, immediately after the liquid reaches the top
of the riser the gas penetrates the riser base.
SS3
The time evolutions are shown in Figure 4.12. From Figure 4.12(b) it is
clear that the liquid never bridges the riser base, a primary characteristic
of SS3. This produces a similar pressure plot as that of SS2, with a lower
maximum pressure peak, since the riser is never fully filled with liquid.
There is constant gas penetration at the base of the riser, although there is
still a severe slugging cycle occurring due to the constant accumulation and
ejection of liquid occurring within the riser.
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4.4 Conclusions
Severe slugging can be a major flow-assurance problem faced by engineers
in the oil and gas industry. Large liquid slugs can be produced, causing
production and safety issues on the platform. It is therefore highly desirable
to be able to accurately model this severe slugging life cycle and to predict
the flow characteristics. The same one-dimensional two-fluid model that is
used to automatically simulate the transition from stratified to slug flow
in horizontal pipes has now been shown to effectively simulate the severe
slugging cycle, with the present choice of appropriate closure relations for
vertical flow.
A mesh independency study was performed and 10cm (∆x/D ≈ 1.9)
was chosen as the cell size for subsequent simulations. The issue of ill-
posedness did not manifest itself, primarily since the flow within the riser
is predominantly single phase and is dominated by the gravitational force.
The TRIOMPH code was used to simulate the experimental test case of
Pots et al. (1987) and it was found that the predictions of slugging period
and liquid slug length are in good agreemeent for a range of gas and liquid
flow rates. Moreover, the TRIOMPH code is able to simulate all three types
of severe slugging (SS1, SS2 and SS3) found in pipeline-riser systems.
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Figure 4.6: Effect of mesh size on the slug characteristics for usg =
2.4ms−1 and usg = 0.80ms
−1 at usl = 0.36ms
−1.
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Figure 4.7: Well-posedness of the system during different stages of the
severe slugging life-cycle for SS1.
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Figure 4.8: Slug characteristics versus gas superficial velocity.
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Figure 4.9: Slug characteristics versus liquid superficial velocity.
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Figure 4.10: Predicted life cycle plots for SS1 (usg = 0.8ms
−1, usl =
0.36ms−1).
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Figure 4.11: Predicted life cycle plots for SS2 (usg = 2.1ms
−1, usl =
0.36ms−1).
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Figure 4.12: Predicted life cycle plots for SS3 (usg = 2.4ms
−1, usl =
0.36ms−1).
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5 Hydrodynamic Slug Flow in
Vertical Pipes
5.1 Preamble
The ability to accurately model the dynamics of two-phase flow in vertical
pipes has been a major topic for researchers for several decades due to their
presence in many engineering applications. Despite its wide occurrence,
two-phase flow is still one of the least understood areas of fluid dynamics,
primarily due to the many different flow regimes one can encounter that can
make the prediction of its behaviour very difficult. This complexity arises
since the interface between the two phases can take one of a large number of
different structures, depending on the flow conditions and the geometry of
the pipe. The flow regime of interest within this chapter is that of vertical
slug flow.
While many researchers have attempted to model this flow regime using
various methods described in the following section, to the author’s knowl-
edge nobody has as yet successfully modelled transient liquid slug flow using
the slug capturing technique. This chapter details the work undertaken in
attempting to simulate this regime. Section 5.2.1 presents a background of
slug flow modelling in vertical pipes. Section 5.3 presents the experimental
test case used to validate the results. Section 5.4 discusses the development
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of the model, where the importance of the initial development region is
highlighted (5.4.1), as well as the influence of adding momentum diffusion
to the two-fluid model (5.4.3), surface tension (5.4.5), and a pressure loss
model at the front of the liquid slug (5.4.4). Section 5.4.2 discusses the
influence of the mesh size on vertical pipe flow simulations, and Section 5.5
discusses the work on using an unsteady inlet conditions.
5.2 Background
5.2.1 Two-Phase Flow in Vertical Pipes
The main flow regimes encountered in vertical pipe flow can be summarised
according to their inter-facial distribution, as discussed in greater detail in
Section 1.1.1. Similarly to horizontal pipe flow studies, researchers have
attempted to construct detailed flow pattern maps to enable the prediction
of transition boundaries between different regimes, however the same issue
remains that there is no complete model or tool available that can be applied
to all cases on a general scale. The ability to accurately and efficiently model
these flow regimes is therefore still of paramount importance. This chapter
is exclusively concerned with the modelling of the slug flow regime in vertical
pipes.
5.2.2 Slug Flow Modelling in Vertical Pipes
The dynamics of Taylor bubbles rising in liquid is still a highly active area
of research despite the many researchers who have worked in this field.
The literature on Taylor bubbles rising in a stagnant fluid is plentiful and
was pioneered by Dumitrescu (1943) and Davies and Taylor (1950). They
proposed the theoretical rise velocity of a Taylor bubble, which was then
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confirmed experimentally by Campos and Carvalho (1988) and later on
by Polonsky et al. (1999). For the cases where the liquid is not stagnant
but rather flowing upwards with the Taylor bubble, the dynamics are, as
expected, far more complicated. The research into the motion of a single
Taylor bubble in flowing liquid was first described by Nicklin (1962), who
showed the rise velocity of a Taylor bubble was independent of its length
and that its velocity could be calculated as an extension of the earlier work
for stagnant liquid, by recognising that the velocity of the Taylor bubble is
a superposition of two components:
uTB = C1uf + u0 (5.1)
where uTB is the Taylor bubble velocity, C1 is a dimensionless coefficient, uf
is the velocity of the fluid and u0 is the Taylor bubble velocity in a stagnant
fluid. Nicklin (1962), Collins and Moraes (1978), Grace and Clift (1979),
Bendiksen (1985) all found the coefficient C1 to be approximately 1.2 for
turbulent flows and 2.0 for laminar flows. By revealing the importance of
looking at the dynamics of Taylor bubbles, this gave rise to an approach
later adopted by many. By taking a unit cell consisting of one long bubble
surrounded by a liquid film and one liquid slug, this simplified the dynamics
and allowed researchers to study the motion of one unit in isolation. This
approach, introduced for the first time by Wallis (1969), was already be-
ing used by researchers studying slugs in horizontal pipe flow (Dukler and
Hubbard, 1975), however for vertical flow this was developed by Fernandes
et al. (1983).
The classical analyses of slug flow in vertical pipes (Wallis, 1969; Govier
and Aziz, 1972) treat the system as the ideal case, i.e. with the liquid
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slug being purely liquid and devoid of gas bubbles. While it is appealing
to use these simplified models, Akagawa and Sakaguchi (1966) provided
experimental evidence that as much as 30% of the total gas content in
the pipe may be contained as dispersed bubbles in the liquid slugs. For
this reason, the classical models invariably under-predict the global hold-up
αl,global and over-predict the pressure gradient ∆P/∆x, as well as the ratio
of the bubble length to the slug unit length Lb/Lu. Taitel and Dukler (1976)
and Miller (1981) moved away from these classical analyses and included the
prediction of the slug void fraction in their models. However these models
still included some assumptions to simplify the system: they both assumed
a constant value of 0.3 for the slug void fraction, based on the previous
experimental observation of Akagawa and Sakaguchi (1966).
Further to this, Fernandes et al. (1983) and Orell and Rembrand (1986)
developed a more comprehensive model which predicts most of the charac-
teristic parameters for slug flow, without the need to assume this constant
value of 0.3 for the slug voidage, however both models had two major short-
comings: the slugging frequency is not included in the models, and the
models predict the voidage in the slug quite poorly. Orell and Rembrand
(1986) also state that the inter-facial shear between the liquid film and the
Taylor bubble is negligibly small.
Much experimental work is required for better numerical models to be de-
veloped. Mao and Dukler (1989) performed experimental studies on upward
gas-liquid slug flow. They examined what they deemed to be “developed”
slug flow, and so they discounted the data from the first two probes in their
experimental rig. The term “developed” may be misleading when discussing
slug flow in vertical pipes as it is such a dynamic regime. They provide data
on slug length and Taylor bubble length, but also on entrainment rate and
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the voidage in the liquid slugs. This research was then continued and pre-
sented by Mao and Dukler (1990) and again by Mao and Dukler (1991), who
further investigated the motion of Taylor bubbles in a vertical tube and then
performed numerical simulations to look at the shape and rise velocity of a
Taylor bubble in stagnant and flowing liquid. Their numerical simulations
were transient, axisymmetric and two-dimensional, however their solution
domain only included up to the trailing edge of the Taylor bubble and did
not include the bubble wake region.
Several researchers began to use the volume of fluid (VOF) method to
simulate slug flow in vertical pipes, with Tomiyama et al. (1993) among the
first to use this method, showing it was capable of producing correct Taylor
bubble shapes for a range of conditions. Kawaji et al. (1997) also used this
method to simulate the hydrodynamics of the Taylor bubble rising through
stagnant liquid. Similar to Mao and Dukler (1991), their simulations were
transient, axisymmetric and two-dimensional, with their frame of reference
moving with the Taylor bubble. A similar approach was also used by Bugg
et al. (1998), Issa and Ubbink (1999) and Bugg and Saad (2002): by using
the VOF method to track the gas-liquid interface for a Taylor bubble rising
through a stagnant liquid for a range of conditions, they were able to pre-
dict the final steady state shape of the bubble with an excellent agreement
between experimental and numerical velocity profiles in all regions except
for the wake region.
Clarke and Issa (1997) used the finite volume method to investigate the
flow field around a Taylor bubble rising in a vertical tube. The model
correctly calculated the shape of the Taylor bubble, however the bottom of
the bubble was pre-assumed to be flat. This model was also two-dimensional
and axisymmetric with a moving frame of reference.
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Taha and Cui (2006) were the first to use a commercial CFD (Computa-
tional Fluid Dynamics) tool to simulate the motion of single Taylor bubbles
in vertical tubes, by looking at bubble propagation in both stagnant and
moving liquid. They used the CFD tool FLUENT and found that their
predicted shape and velocity of the slug and the wall shear stress values
compared favourably to published experiments, with the shape and velocity
of the Taylor bubble being influenced by the forces acting upon it. They did
not assume any previous shape for the Taylor bubble. Based on the work of
Moissis and Griffith (1962), Dukler et al. (1985) and Fabre and Line´ (1992)
highlighted the importance of the hydrodynamic characteristics of the wake
behind the Taylor bubble when trying to model transient slug flow, because
it contains the field information around the bubble. They simulate the sta-
tionary Taylor bubble by having a rising gas bubble and superimposing a
downward velocity to the liquid and to the inner walls of the tube. This
way, the liquid ahead of the Taylor bubble moves around the edge of the
bubble as the liquid film moves downwards in the space between the bubble
and the tube walls. At the rear of the bubble, the liquid film plunges into
the liquid slug behind it, producing a highly agitated mixing region in the
wake of the Taylor bubble. They were able to simulate this highly aerated
wake region, which is believed to play an important role when explaining
the interaction and coalescence between two successive Taylor bubbles in
motion (Moissis and Griffith, 1962), (Shemer and Barnea, 1987), (Taitel
et al., 1990), (Pinto and Campos, 1996), (Talvy et al., 2000).
Zheng et al. (2007) also used the VOF method to investigate the hydro-
dynamic characteristics of slug flow, which they found to be significantly
affected by the viscous, inter-facial and inertial forces. In inertia dominated
flows, the velocity of the falling liquid film increases with increasing Taylor
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bubble velocity. They also found that the developing falling liquid film is
formed at about 0.5 pipe diameters from the Taylor bubble nose, while the
fully developed falling liquid film is reached at about 1.5 - 2.1 pipe diameters
from the Taylor bubble nose.
Quan (2011) used a front-tracking method coupled with a finite difference
scheme to analyse the effects of co-current flow on a rising Taylor bubble.
They found that the upward co-current made the bubble longer and thinner,
while the downward co-current made the bubble shorter and wider.
Apart from the commercial software used by Taha and Cui (2006), all
the codes discussed in the literature were developed specifically for slug
flow modelling and most use a moving frame of reference method as it pro-
vides a simple way of simulating these types of flows. However this requires
information such as the bubble velocity or shape to be known beforehand,
or for the speed of the frame of reference to be adjusted dynamically. While
multi-dimensional CFD is useful in order to understand the physics of the
bubble and liquid behaviour, it is impractical for engineering computations
whose geometries span kilometers of risers and wells, hence the use of one-
dimensional techniques. Nevertheless, by analysing the literature available
on slug flow modelling in vertical pipes, it is clear that there are no such
simulations where liquid slugs and Taylor bubbles are allowed to form natu-
rally from given gas and liquid flow rates. To the author’s knowledge, there
is no published research pertaining to the simulation of slugs in vertical
pipes using the slug capturing technique.
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5.3 Experimental Test Case
The results within this chapter are compared to those from Hernandez-Perez
(2008), who performed experiments with the inclinable test rig in the Chem-
ical Engineering laboratory of the School of Chemical, Environmental and
Mining Engineering at Nottingham University. The experimental facility
consists of a 6m long test pipe mounted on an inclinable 6m long rigid steel
frame, which can be rotated between horizontal and vertical positions in
gradual increments, allowing the testing of different inclination angles. The
work presented herein is focused solely on the vertical pipe flow results.
There are two different test pipes of 38mm and 67mm inner diameter: this
work only considers the 38mm diameter pipe. The data is all obtained from
an air/water mixture, with all runs being performed at room temperature.
The properties of the two fluids used in the experiments are as shown in
Table 5.1. The pipe outlet is connected to a separator tank open to the
atmosphere.
The Hernandez-Perez (2008) thesis provides data for a range of flow
regimes, however this chapter is only concerned with the cases within the
slug flow regime. The cases compared against were chosen to provide a range
of slug characteristics. These cases are summarised in Table 5.2, which have
been denoted as cases A-D.
Table 5.1: Geometry and fluid properties for the Hernandez-Perez (2008)
experiments.
Pipe length L = 6.0 m
Pipe diameter D = 0.038 m
Air density ρg = 1.24 kg/m
3
Water density ρl = 1000.0 kg/m
3
Air viscosity µg = 1.8x10
-5 Pa s
Water viscosity µl = 1.0x10
-3 Pa s
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Table 5.2: Summary of the cases used for comparison.
Case Usl Usg
[m/s] [m/s]
A 0.08 1.64
B 0.10 2.45
C 0.08 0.98
D 0.20 2.52
For comparison purposes, the slug characteristics predicted are:
 Slugging frequency, f [1/s]: experimentally, this is calculated by
counting the number of slugs visible on the liquid hold-up time traces.
Hernandez-Perez (2008) used a critical value of αl = 0.7 for a peak
to be considered a slug, however the predictions presented within this
chapter assume a slug has formed once it reaches αl = 0.95 since no
gas entrainment is assumed.
 Average global liquid hold-up αl,global [-]: the transient liquid
hold-up is recorded at one probe position; from this an average can
be obtained.
 Pressure gradient, ∆P/x [Pa/m]: experimentally, the pressure
drop is calculated by looking at the time series recorded by the dif-
ferential pressure transducer, with the occurrence of slugs causing the
measured pressure drop to fluctuate rapidly and widely. A similar
method was used numerically where the average pressure drop between
two probe positions could be calculated throughout the simulation.
 Liquid slug velocity, uslug: by specifying two probe positions to-
wards the end of the pipe (e.g.: Probe 1 = 4.5m, Probe 2 = 5.5m),
the velocity of the liquid slug, uslug, can be found by recording the
time at which αl ≥ 0.98 at Probe 1 and then at Probe 2.
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 Slug region length, Ls [m]: By recording the length of time passed,
ts, between αl going above 0.95 and αl going below 0.95 at one probe
position, Ls can be found by:
Ls = uslugts (5.2)
Another method for finding Ls is to count back the number of cells
where αl ≥ 0.95 when Probe 1 becomes slugged. However there was
found to be very little difference between the two techniques; the re-
sults presented within this chapter were obtained using the former
method.
 Taylor bubble length, Lb [m]: similar to the method used to cal-
culate Ls.
 Slug unit length, Lu [m]: the sum of the slug region and Taylor
bubble lengths:
Lu = Ls + Lb (5.3)
5.4 Model Development
As previously tested within the work on simulating the severe slugging cy-
cle (see Chapter 3), good agreement was found with the experimental data
when using the Blasius friction factor for the inter-facial shear stress term.
However when attempting to simulate liquid slug flow within a vertical pipe
section, without the inclined section upstream to generate the slugs, the
Blasius formulation did not produce reasonable predictions of the exper-
imental data of Hernandez-Perez (2008). Figure 5.1 shows a comparison
between the experimental values and the results obtained when simulating
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cases A and B, described in the previous section.
What has been observed experimentally are long liquid slugs separated by
long Taylor bubbles, generated at a low frequency. The predictions however
produce short liquid slugs and Taylor bubbles, generated at a high frequency,
with the slug characteristic predictions clearly outside an acceptable 30%
error region. There is therefore an issue with the modelling that needs
addressing. The work presented in this section describes a new contribution
to the understand of simulating slug flow in vertical pipes using the one-
dimensional two-fluid model.
5.4.1 The Flow Development Region
One of the major concerns while attempting to simulate slug flow is the
formation of the liquid slugs themselves. For horizontal pipe flow, as has
been previously tested and verified, unstable stratified flow develops into
waves that eventually bridge the pipe to form slugs. In vertical flow however
there is no such flow regime prior to slug flow. The issue is therefore which
flow regime to assume within the initial section of the pipe that would
allow the formation of slugs. The assumed flow regime will then dictate
an appropriate shear stress model to be applied. Even though slugs were
formed by using the Blasius friction factor correlation within the inter-facial
shear stress term, the slugs generated were much shorter than expected and
of a higher frequency. The forces generated using this model are very low,
implying that the liquid slugs are not being allowed to develop before the
gas behind them begins to push the slug upwards.
The obvious flow regime to assume within the initial region would be that
of bubbly flow, which would then form Taylor bubbles separated by liquid
slugs. However it was found that when applying a bubbly flow model,
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(c) Taylor bubble length
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(d) Slug unit length
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(e) Global holdup
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(f) Pressure gradient
Figure 5.1: Slug characteristic predictions for cases A and B when using
the Blasius friction factor for the inter-facial shear stress term.
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the inter-facial shear stresses generated were too high, thereby resulting
in the gas dragging the liquid upwards with it and thus preventing any
liquid accumulation and no slugs could therefore form. Kaji et al. (2009)
observed slug flow forming from a churn-like flow lower in the pipe. Since
experimentally the flow is allowed to mix before entering the vertical pipe
test section, it may be justifiable to assume a more churn-like and dispersed
development region, rather than bubbly or segregated flow.
Bharathan et al. (1978) produced a correlation derived for churn flow
conditions, where, from Jayanti and Brauner (1994):
fi = 0.005 + 24α
2.04
l (5.4)
While Govan et al. (1991) modified this for their experiments to find:
fi = 0.005 + 14.44α
2.03
l (5.5)
By applying this model to calculate the inter-facial shear stress within the
development region of the vertical pipe flow simulations, the flow once again
returns to a high frequency slug/churn-like regime (Figure 5.2). However if
the model is made a function of αg instead of αl, a considerable difference
is observed (Figure 5.3).
To better understand the dynamics of these models, one can look at the
friction forces being generated. The inter-facial force is calculated as:
Fi =
τiSi
A
(5.6)
where the shear stress term, τi is calculated as:
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Figure 5.2: Typical liquid hold-up plot when using the Bharathan et al.
(1978) friction factor correlation for the inter-facial shear stress
term.
Figure 5.3: Typical liquid hold-up plot when using αg instead of αl within
the Bharathan et al. (1978) friction factor correlation for the
inter-facial shear stress term.
τi =
1
2
ρgfi|urel|urel (5.7)
and the wetted perimeter, Si is:
Si = 2pir
√
αg (5.8)
To analyse the difference in forces between making fi a function of αg
or αl, one can simplify the model to include only the αg or αl terms, i.e.
removing the terms A, ρg, r and urel from the model:
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Figure 5.4: Simplified inter-facial force when using αl or αg within the
Bharathan et al. (1978) friction factor correlation.
Fi,simplified = fi(αl, αg)
√
αg (5.9)
Where fi(αl, αg) is the Bharathan et al. (1978) friction factor correlation
either as a function of αl or αg. Figure 5.4 is a plot of this simplified force,
demonstrating the difference when using αl or αg in the calculation of fi.
By having the friction factor as a function of αl, many thin wave-like
structures are generated in the initial section of the pipe, which either con-
tinue as large waves or grow to form thin slugs. From Figure 5.4 it is clear
that, up to a certain liquid hold-up, as αl increases so too does the inter-
facial friction force. This causes a greater coupling between the gas and
the liquid phase, thus any liquid fall-back will be subjected to a greater
resistance as it grows to bridge the pipe. However by having the friction
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factor as a function of αg instead, the inter-facial friction force decreases as
αl increases. The lift on the liquid phase diminishes as αl increases and the
liquid is therefore allowed to accumulate more, thus creating larger liquid
slugs.
This modified model allows the accumulation of liquid to form larger
slugs which continue downstream, reproducing the characteristics witnessed
experimentally. Since the inter-facial shear stress between the Taylor bubble
and the falling liquid film is negligibly small (Orell and Rembrand, 1986), by
retaining the Blasius formulation for the flow around the Taylor bubble but
assuming this new formulation within the initial development region only, it
is possible to examine the effects of the model by casting the friction factor
in the following form:
fi = Csα
ns
g (5.10)
Varying either Cs or the index ns will change the outcome of the friction
factor, therefore it was decided to keep ns constant while varying Cs. There
is a value for Cs that gives the optimum agreement between predicted and
experimental values for all the cases A, B, C & D. The coefficient Cs that
was deemed to give the best results for each case was determined when the
percentage error between predicted and experimental slug characteristics fell
to within ± 30%. Figure 5.5 shows an example of how this was determined
for case C. By plotting the percentage error for a range of Cs values it can
be seen that the slug characteristic predictions fall within ± 30% error when
Cs = 47.0.
This method was applied to all four cases, by performing a parametric
study to find the optimum value for the coefficient Cs. By plotting Cs
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Figure 5.5: Typical plot of how the percentage error between the predicted
and experimental values varied for different values of Cs (Case
C).
against the inlet superficial relative velocity for the four cases (Figure 5.6),
it is clear that the coefficients follow a trend which can be explained as an
exponential function.
Cs ≈ 36.5u−2.2s,rel (5.11)
where us,rel is the relative velocity based on the inlet superficial velocities.
Cs can therefore be pre-determined when given both the superficial gas and
liquid velocities for a given case. Equation 5.11 gives all four Cs values to
within ±5% of the predicted value, as shown in Table 5.3
The slug characteristics are now much closer to the experimental values
than when comparing to the segregated flow friction model. Figure 5.7
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Figure 5.7: Typical slug unit demonstrating the falling liquid film around
the edge of the Taylor bubble.
shows a typical slug unit from the simulations, where it is clear that the
dynamics of the flow are being reproduced as expected from experimental
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Figure 5.8: Percentage error between the predicted and experimental val-
ues vs Cs (Case E).
observations: a large Taylor bubble surrounded by a falling liquid film,
separated by two large liquid slugs with positive liquid velocity.
This equation can now be used to predict Cs for other cases from Hernandez-
Perez (2008). Two new cases were chosen for validation, subsequently de-
noted as E and F, and are summarised in Table 5.4.
If this predicted range of Cs is simulated, there is indeed a value within
Table 5.3: Cs for the four cases, with the ±5% range.
Case usl usg us,rel Cs,optimum Cs,predicted Cs ±5%
[m/s] [m/s] [m/s] [-] [-] [-]
A 0.08 1.64 1.56 13.5 13.72 13.04 - 14.41
B 0.10 2.45 2.35 5.5 5.57 5.29 - 5.85
C 0.08 0.98 0.90 47.0 46.02 43.72 - 48.32
D 0.20 2.52 2.32 6.0 5.73 5.44 - 6.02
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this range that matches the experimental results to within 30% error. Figure
5.8 shows the percentage error for the different slug characteristics against
the coefficient Cs for case E, where it can be seen that the percentage error
is lowest for Cs ≈ 15.0.
Summary
Although this newly developed friction factor correlation has been tuned to
fit experimental data, the major finding is that it highlights an important
link between the initial conditions and the shear stresses necessary to allow
the formation of slugs within the development region. This development
region is clearly not deemed to be in the slug flow regime yet, therefore
applying a segregated flow friction model within this region will yield in-
accurate results, as was shown when the Blasius formulation was applied.
Equally a bubbly flow formulation, or the Bharathan model in its current
form, are also inadequate. The problem with applying any experimentally
obtained friction models is that they are steady-state correlations that have
been averaged over both time and space, however what is of interest within
this work are the local instantaneous friction factors. Therefore simply ap-
plying an experimentally derived correlation to dynamically changing local
regions within a vertical pipe system will invariably produce unacceptable
predictions. This newest model was developed by observing the behaviour
of the flow when varying the parameters, and clearly more insight is needed
Table 5.4: Summary of the new cases used for validation.
Case usl usg us,rel Cs,predicted Cs ±5%
[m/s] [m/s] [m/s] [-] [-]
E 0.13 1.66 1.53 14.32 13.60 - 15.04
F 0.08 2.45 2.37 5.47 5.19 - 5.74
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into these local instantaneous friction factors.
This does highlight that there is a model that allows the accumulation of
liquid within the development region, but the force generated is not so high
as to suppress any slug formation. That slugs are now being generated of
comparable lengths to the experimental characteristics, while also producing
Taylor bubbles of similar length, with the falling liquid film and subsequent
pick-up is remarkable. As demonstrated, the dynamics within the develop-
ment region are therefore hugely influential on the flow upstream. This is a
major new finding and should form the focus of future studies.
5.4.2 Mesh Size Sensitivity
As previously discussed in Chapter 2, the issue of mesh dependency is not
as big a concern with vertical pipe flow simulations as it is with horizontal
pipe flow. This section describes the mesh sensitivity study carried out to
validate the results previously presented in Section 5.4.1. This study was
carried out in conjunction with the test on the influence of the development
region. The results previously presented were obtained with a cell size of
1cm (i.e. ∆x/D ≈ 0.26).
A range of mesh sizes were investigated in order to determine if the solu-
tions reach mesh independence, and the grid size at which this occurs. The
cell sizes ranged from 4cm - 0.25cm. Figures 5.9 and 5.10 present the results
of the mesh sensitivity study for cases A and B respectively, as previously
outlined in Section 5.3.
It is clear from the results that there is a plateauing of the slug charac-
teristics predictions at a cell size in the region of 0.5cm - 1cm, suggesting
that the solutions have reached grid independence by this point. It is pos-
sible that a further refinement of the mesh (i.e. smaller than a cell size of
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(a) Slugging frequency
(b) Slug region length
Figure 5.9: Influence of cell size on the slug frequency and slug region
length predictions for Case A.
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(a) Slugging frequency
(b) Slug region length
Figure 5.10: Influence of cell size on the slug frequency and slug region
length predictions for Case B.
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Figure 5.11: Comparing the influence of the mesh size on a well-posed
horizontal, ill-posed horizontal, and vertical pipe flow case.
0.25cm) may cause a further change in the results, however what is clear
from this study is that there is no exponential growth in slug frequency as
is the case with the ill-posed horizontal pipe flow cases. A more detailed
discussion on this topic was outlined in Section 2.4. Small perturbations
are generated at the inlet of the pipe as the mesh is refined, however these
are then swamped by the falling liquid film that typifies vertical slug flow.
The driving mechanism is therefore the flooding of the pipe and the issue
of spurious numerical results caused by the ill-posedness of the model may
not thus arise.
A comparison of the typical behaviour witnessed in horizontal and vertical
pipe flow simulations can be seen in Figure 5.11. The horizontal cases I and
II refer to those outlined in the thesis by Bonizzi (2003). It is clear that the
nature of the vertical pipe flow results resemble the well-posed horizontal
pipe flow results, where the predictions remain fairly constant as the mesh
is refined.
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Another point to consider is that the speed of the simulations increases as
the cell size is decreased, and since there was very little change in the pre-
dicted slug characteristics after a cell size of 1cm, it is for these reasons that
this size was deemed sufficient for all the simulations within this chapter.
5.4.3 Effect of Momentum Diffusion
In conjunction with the study on the influence of shear stresses within the
development region (Section 5.4.1), the application of a diffusive term within
the momentum equations was simultaneously investigated. Montini (2010)
introduced this term to the model to investigate its influence on horizontal
pipe flow predictions, with the aim of extending the region of well-posedness
of the equation set. The method followed the suggestion of Arai (1980),
who proposed to take into account the effects of normal stresses through
the following diffusive term in the momentum equations:
− ∂
∂x
(
αkµk
∂uk
∂x
)
(5.12)
where µk is the dynamic viscosity coefficient for the generic phase, k. This
term is derived from the usual form of the viscous stress tensor, as in the
Navier-Stokes equations for incompressible fluid.
Montini (2010) also introduced diffusive terms in the continuity equations.
While these mass diffusion terms have no physical meaning, they were found
to suppress non-physical short wavelength instabilities that are captured by
the model. The influence of these terms is beyond the scope of this work
however, with the current investigation focusing solely on the influence of
the momentum diffusion terms.
The set of equations now becomes:
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Liquid momentum equation with viscous term:
∂
∂t
αlρlul+
∂
∂x
αlρlu
2
l = −αl
∂P
∂x
+
∂
∂x
(
αlµl
∂ul
∂x
)
−αlρlg sin β−Fl+Fi (5.13)
Gas momentum equation with viscous term:
∂
∂t
αgρgug +
∂
∂x
αgρgu
2
g = −αg
∂P
∂x
+
∂
∂x
(
αgµg
∂ug
∂x
)
−αgρgg sin β−Fg −Fi
(5.14)
When applied to horizontal pipe flow, Montini (2010) found that the
higher the value of µk, the higher the dimensionless wavelengths that could
be suppressed, thus suppressing more of the instabilities. The inclusion of
this term led to ill-posed cases behaving as well-posed ones when a suffi-
ciently high amount of diffusion was applied. For horizontal pipe flow, the
predicted slug characteristics strongly depended on the size of the mesh
used. Mesh dependency is a typical indication of an ill-posed system, how-
ever after applying momentum diffusion the numerical results converged to
the same solution for different grid sizes, i.e. the results became unique to
the problem. However, the amount of momentum diffusion to apply was
case dependent, and so no physical basis was arrived at.
As shown in Section 5.4.2, the results are not mesh dependent for vertical
pipe flow simulations, therefore the purpose of including this term was not
to achieve mesh independence, but rather to investigate its effects on the
prediction of the slug characteristics for a specific mesh size, in this case a
cell size of 1cm. Momentum diffusion was therefore applied to investigate its
effects on the predicted slug characteristics for cases A and B. A sensitivity
study was performed by varying the value of µk.
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(d) Liquid slug velocity
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(f) Pressure gradient
Figure 5.12: Influence of µk on the slug characteristics for Case A, 1cm
cell size.
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(d) Liquid slug velocity
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(f) Pressure gradient
Figure 5.13: Influence of µk on the slug characteristics for Case B, 1cm
cell size.
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Figures 5.12 and 5.13 show the effect of the diffusion coefficient on the
slug characteristics for cases A and B respectively. It is clear from these
results that the momentum diffusion term only starts to have a significant
effect on the results for very high values of µk. There is very little variation
in the predicted slug characteristics up to values of µk ≈ 1x103, which is
enormously higher than typical effective turbulent viscosity values. It is also
clear that once µk → 1x104 − 1x105 the results begin to deviate markedly
from the experimental results.
The viscosity coefficient need not be a static value, but can be estimated
using Prandtl’s mixing length hypothesis, where:
µt = 0.014Re
7
8
k µ (5.15)
µtotal = µt + µ ≈ µt (5.16)
where µt is the turbulent diffusion. The derivation of this method can
be found in Spaans (2012) with a brief description in Appendix C. This
method tends to give coefficients within the range of 1x102 − 1x103. Since
this momentum diffusion is a physical effect it is worth retaining even though
the results do not change significantly for reasonable coefficient values.
5.4.4 Effect of the Pressure Loss Model at the Front of the
Slug
For all the cases simulated, the pressure gradient is consistently under-
predicted. While some of this shortfall can be attributed to the under-
prediction of the average global hold-up, it could also be due to the absence
of a pressure loss model that accurately represents the physics at the base
122
Chapter 5: Hydrodynamic Slug Flow in Vertical Pipes
of the Taylor bubble. Barbeau (2008) noted that by observing slug flow
experiments and three-dimensional CFD simulations (Manolis, 2000), one
can see evidence of a strong mixing region where the liquid around the gas
bubble meets the liquid slug, causing a rapid increase in the liquid-wall shear
stress that is currently not being captured by the present one-dimensional
model. The addition of a pressure drop model could compensate for some
of this shortfall in the simulation results.
Barbeau (2008) developed a model to take into account the head loss at
the slug front. By taking the slug as a reference point, the relative liquid
velocities can be defined as shown in Figure 5.14. The rapid growth in the
liquid hold-up value when going from the liquid film to the liquid slug can be
compared to a sudden enlargement. With this type of flow configuration,
there will be strong eddy motion at the front of the liquid slug, thereby
generating large pressure losses. This effect is believed to be even more
prominent in vertical pipe flow since the falling liquid film meets the rising
liquid slug within a very short distance, causing a sudden reversal in liquid
velocity.
To account for this, the liquid momentum equation now includes the
following term on the right hand side:
−CpρlgHloss (5.17)
where Cp is a tuneable loss coefficient, and the head loss term can be ex-
pressed as:
Hloss =
(ut − uLf )2
2g
(
A2
A1
− 1
)2
(5.18)
where A2 and A1 represent the areas of the liquid within the slug and in
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Figure 5.14: Reference velocities for the pressure loss term (Barbeau,
2008).
the liquid film respectively, while ut and uLf represent the translational
slug velocity and the liquid film velocity respectively. Equation 5.18 is
commonly used for sudden enlargement losses. Equation 5.17 can therefore
be expressed as:
−CpρlgHloss = −1
2
Cpρl(ut − uLf )2
(
1
αLf
− 1
)2
(5.19)
where αLf is the averaged hold-up within the liquid film corresponding to
that slug. This additional pressure loss term is applied only at the cells
occupied by a slug front.
The influence of this new term can be investigated by varying the value
of the coefficient Cp. Figures 5.15 and 5.16 show the effect on the slug
characteristics predictions for cases A and B respectively.
The original slug characteristic predictions without the inclusion of this
pressure loss model (i.e. where Cp = 0) already showed very good agree-
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ment with the experimental values, however the pressure gradient was being
under-predicted. Figures 5.15 and 5.16 clearly show the influence of this new
pressure loss model. As is expected, these latest results show a marked im-
provement for the prediction of the pressure gradient as the value of Cp is
increased (see Figures 5.15(f) and 5.16(f)), while not undermining the other
slug characteristic predictions. There appears to be a linear relationship
between the value of Cp and the prediction of the slug characteristics. The
slug region length varies little with Cp, however an increase in Cp leads to
a decrease in the Taylor bubble length, thus a decrease in the overall slug
unit length. Since the slugging frequency increases as Cp is increased, the
combined effect of these changes is that the global liquid hold-up remains
fairly constant.
For the prediction of the pressure gradient, it appears a value of Cp = 0.5
is optimum for both cases A and B, with the other slug characteristic pre-
dictions either improving or remaining constant as this optimum coefficient
is approached. The inclusion of this pressure loss model is therefore highly
desirable: it captures the effect of the pressure loss at the front of the
liquid slug and greatly improves the prediction of the overall pressure gradi-
ent without compromising on the accuracy of the other predictions. A more
comprehensive validation exercise is needed in order to determine a relation-
ship between the flow conditions and the optimum value for the coefficient
Cp.
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(c) Taylor bubble length
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(d) Liquid slug velocity
0 0.1 0.2 0.3 0.4 0.5
C
p
[-]
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
A
v
er
ag
e 
g
lo
b
al
 l
iq
u
id
 h
o
ld
-u
p
 [
-]
(e) Global holdup
0 0.1 0.2 0.3 0.4 0.5
C
p
[-]
0
1
2
3
4
5
P
re
ss
u
re
 g
ra
d
ie
n
t 
[k
P
a/
m
]
(f) Pressure gradient
Figure 5.15: Influence of the pressure loss model on the slug characteristics
for Case A.
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(c) Taylor bubble length
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(d) Liquid slug velocity
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(e) Global holdup
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(f) Pressure gradient
Figure 5.16: Influence of the pressure loss model on the slug characteristics
for Case B.
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5.4.5 Effect of the Surface Tension Model
Issa and Montini (2010) introduced surface tension, which is known to well-
condition the equation set, into the model. The conclusion drawn after
including this effect was that it did not improve the results, nor did it help
with the issue of ill-posedness with a strong dependence on the size of the
grid used still present. Although the surface tension term has a stabilising
effect on the flowfield, it did not damp out the instabilities present in an
ill-posed horizontal pipe flow case. Its effect was nevertheless investigated
for the current vertical pipe flow simulation work, to observe if there was
a change in the prediction of the slug characteristics with the inclusion of
this new term.
The method of implementation follows that of Montini (2010). The re-
lation between the interfacial pressure and the surface tension force can be
expressed as:
pil − pig = σ
(
1
R1
+
1
R2
)
(5.20)
For a one-dimensional domain, this can be reduced to:
pil − pig = σ
(
1
R
)
(5.21)
where the radius of curvature at the interface is given by (see Montini
(2010))
1
R
=
−∂2h
∂x2
[
1 +
(
∂h
∂x
)2]− 32
(5.22)
In the context of vertical pipe flow, h can be taken as the thickness of the
liquid film. If we assume that
(
∂h
∂x
)2
<< 1, then the relation between the
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interfacial pressure and the surface tension force can be expressed as:
pil − pig = σ
(
1
R
)
= −σ∂
2h
∂x2
(5.23)
The momentum equation now contains the term −αk ∂pik∂x instead of−αk ∂pi∂x
Considering the pressure at the gas interface as the overall pressure across
the cross-section of the pipe (pig = P ), the pressure at the liquid interface
can be obtained from Equation 5.23 as follows:
pil = P − σ∂
2h
∂x2
(5.24)
Therefore −αl ∂pil∂x becomes:
−αl ∂P
∂x
+ αl
∂
∂x
(
σ
∂2h
∂x2
)
= −αl ∂P
∂x
+ αlσ
∂3h
∂x3
(5.25)
This can similarly be rewritten for the gas phase instead of the liquid
phase, however Montini (2010) demonstrated that the different formulations
yield the same results, as expected.
Tables 5.5 and 5.6 show the results obtained with and without the inclu-
sion of this surface tension model for cases A and B respectively, compared
to the experimental values.
Table 5.5: Comparison of the slug characteristics obtained with and with-
out the surface tension model for Case A
Experimental With σ Without σ
Frequency 0.80 0.80 0.74
Slug region length 0.27 0.29 0.32
Film region length 2.47 2.57 2.64
Slug unit length 2.74 2.86 2.97
Global holdup 0.42 0.32 0.28
Pressure gradient 3.89 2.38 2.36
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Table 5.6: Comparison of the slug characteristics obtained with and with-
out the surface tension model for Case B
Experimental With σ Without σ
Frequency 0.53 0.52 0.50
Slug region length 0.29 0.29 0.29
Film region length 5.53 5.53 5.61
Slug unit length 5.82 5.82 5.90
Global holdup 0.39 0.27 0.26
Pressure gradient 3.89 2.04 2.01
The inclusion of this surface tension term clearly does not have a signifi-
cant influence on the results, with only a slight improvement. As suggested
by several authors (Ramshaw and Trapp (1978), H. Holmas and Schulkes.
(2008), Issa and Montini (2010)), since surface tension is a real phenomenon
that physically improves the system of equations it is recommended to in-
clude it within the model. Despite the lack of a significant influence on the
results for the cases presented herein, this surface tension term may yet have
a greater effect on other cases involving fluids with a higher surface tension.
It is kept within the model for completeness, and all results presented within
this chapter have the model included.
5.5 Unsteady Boundary Conditions
While attempting to solve the issue of ill-posedness for the horizontal pipe
flow work, Bonizzi (2003) recorded the liquid hold-up value and the veloci-
ties of the gas and liquid phases at pre-determined sections of the pipeline
during a simulation (essentially emulating the numerical equivalent of ex-
perimental probe positions) and then using the various recorded signals as
inlet signals to subsequent simulations. The reasoning behind this was to
remove the issue of starting the simulation with boundary conditions that
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constitute an ill-posed signal, as happens when one attempts to simulate a
case that is initially beyond the well-posed limit. Since a solution is only ill-
posed within the stratified region, i.e. the initial development region where
the flow is unstable, this means it is ill-posed from the inlet up until the first
slug is formed, where the case then becomes unconditionally well-posed in
the slug region. The purpose of the work by Bonizzi (2003) was to inves-
tigate if one could achieve mesh independence (and hence well-posedness)
with a transient unsteady inlet signal obtained from a probe within the slug
flow regime.
By refeeding this new signal and running the simulation as an unsteady
boundary condition problem, Bonizzi found that the flowfield now became
well-posed for a previously ill-posed case, and the results did indeed con-
verge to the same solution regardless of the mesh size used. Furthermore,
and of much greater interest for the vertical pipe flow work investigated
here, Bonizzi also found that different signals obtained from various probe
positions within the same simulation all produced very similar results when
they were fed in as boundary conditions, i.e. simulations run with differ-
ent unsteady boundary conditions produced the same slug characteristics
downstream. Figure 5.17 shows the results obtained by Bonizzi (2003),
comparing the results obtained with steady and unsteady inlet conditions
at different mesh sizes. Even though the three inlet signals start from differ-
ent frequencies at the inlet, the simulations converged to the same solution
when the signals are rerun.
For the work within this thesis a similar approach was used. The intention
however was not to achieve a well-posed flowfield or mesh independency as
this has already been described as not being an issue for vertical pipe flow
simulations, but rather to test out Bonizzi’s finding that different inlet sig-
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Figure 5.17: The slug frequencies obtained by (Bonizzi, 2003) for steady
and unsteady inlet conditions with different inlet signals at
different mesh sizes.
nals produce the same final averaged slug characteristics despite the signals
having different frequencies at the inlet, and to see how two different signals
obtained from the same starting conditions would change over time as they
progressed through the pipe, in order to further investigate the influence of
the initial development region.
Two inlet signals were therefore created: the first based on the outlet
signal of the high-frequency and short slug length Blasius friction model;
the second based on the outlet signal of the new lower-frequency and long
slug length frictional model developed within this project (as outlined in
Section 5.4.1). Both these signals represent those taken from the same
initial flowfield conditions, i.e. both signals taken from Case A starting
conditions, with the intention being to see if they would converge to the
same overall solution. Since the slugs are now being fed in directly from
the start there is no more development region in which to apply the newly
developed frictional model, therefore the Blasius formulation will be used
throughout for both the liquid-wall and inter-facial shear stress calculations.
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Figure 5.18: Typical signal fed in at the inlet, showing the liquid hold-up,
gas and liquid velocities.
Figure 5.18 shows the typical signal being fed in for case A obtained from
the newly developed friction model. After feeding this signal in, it was found
that the signal changes slightly as it travelled downstream, with the averaged
slug characteristics deviating slightly further from the experimental value.
This finding is true regardless of the signal being used, with the Blasius-
generated signal displaying the same behaviour. Table 5.7 presents the
results obtained in the original simulation using the Blasius model (a) and
those obtained in the subsequent “refed” simulation (b), while Table 5.8
presents those obtained with the new friction model (c) and the subsequent
“refed” simulation (d).
the solutions from the two different signals do not converge to the same
overall solution, thus reinforcing the notion that the initial development re-
gion plays a major role in determining the outcome of the flow further down-
stream. This investigation highlights an important aspect of the physics
involved. In vertical pipe flow simulations it appears that the manner in
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Table 5.7: Comparison of the slug characteristics for case A with the
steady inlet using the Blasius model (a) and the unsteady signal
(b).
Experimental (a) Steady inlet (b) Unsteady inlet
Frequency 0.80 1.78 1.91
Slug region length 0.27 0.15 0.13
Film region length 2.47 1.52 1.43
Slug unit length 2.74 1.67 1.56
Global holdup 0.42 0.28 0.31
Pressure gradient 3.89 2.54 2.47
Table 5.8: Comparison of the slug characteristics for case A with the
steady inlet using the new friction model (c) and the unsteady
signal (d).
Experimental (c) Steady inlet (d) Unsteady inlet
Frequency 0.80 0.80 0.95
Slug region length 0.27 0.29 0.23
Film region length 2.47 2.57 2.41
Slug unit length 2.74 2.86 2.64
Global holdup 0.42 0.32 0.34
Pressure gradient 3.89 2.38 2.31
which the slugs are fed in at the inlet will be remembered throughout the
length of the pipe, whereas in horizontal pipe flow this does not appear to
be the case.
Although both these signals were originally obtained from the same start-
ing conditions, they were subjected to different inter-facial shear stresses
within the development region in the signal generation simulations, which
has been shown to have a major impact on the subsequent flowfield. This
work highlights the necessity to further investigate the initial development
region of vertical pipe flow.
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6 Conclusions and Suggestions for
Future Work
6.1 Preamble
A one-dimensional model has been presented that is able to successfully sim-
ulate slug flow in vertical pipes. Three-dimensional models can be expensive
and time-consuming, especially when attempting to resolve the variables in
all directions across the long distances over a long period of time as is en-
countered in the transportation of oil and gas. Therefore three-dimensional
models prove to be impractical for the solution of oil and gas pipe flow and
a simplification is needed.
Since the main flow variations occur in the axial direction, a one-dimensional
model is commonly used for pipe flow simulations. In many pipeline studies,
it is unnecessary to obtain detailed data regarding the behaviour of the flow
in the radial direction. Due to the cheaper cost and the reduction in sim-
ulation cost, the one-dimensional model is a far more appealing simulation
tool than a higher-dimensional model, however there is a loss of important
information regarding the flow variations in the radial direction. This must
be compensated for by introducing empirical correlations to model the ef-
fects of mass and momentum transfer between the phases and the wall, and
between the phases themselves.
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The one-dimensional two-fluid model equations are only well-posed for
certain conditions with horizontal and inclined pipes, and are always ill-
posed for vertical pipes. One of the main indicators of an ill-posed system is
from the results of a numerical simulation. An ill-posed system will display
a dependence on the size of the grid used and there was an expectation
that the results will vary considerably as the mesh is refined, thus causing
an issue for the successful simulation of slug flow in vertical pipes. The
following describes the conclusions drawn from this research work and the
success in simulating slug flow despite the aforementioned issues.
6.2 Conclusions
By reviewing the available literature it was found that many attempts have
been made to simulate slug flow in vertical pipes. Although many of these
models are successful in accurately reproducing the physics involved, this
thesis presents the first time the one-dimensional slug capturing technique
has been used to simulate slug flow in vertical pipes, which was the main
objective of this research work:
 Severe slugging.
The same one-dimensional two-fluid model that is used to automati-
cally simulate the transition from stratified to slug flow in horizontal
pipes has now been shown to effectively simulate the severe slugging
cycle found in a pipeline-riser system, with the present choice of ap-
propriate closure relations for vertical flow. This work on simulating
severe slugging was the precursor to attempting to simulate slug flow
in a purely vertical pipe. This work provided the opportunity to ex-
amine the current frictional models employed in horizontal pipe flow
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studies and to test out their effectiveness in a vertical riser. The model
accurately reproduced the slug lengths and severe slugging life cycle
time found in the literature. This then formed a basis for the work on
slug flow in vertical pipes.
 The development region in a vertical pipe.
Although the shear stress models worked well for the pipeline-riser
system, the results obtained from the purely vertical pipe flow simu-
lations did not compare well to experimental data. One of the main
findings of this research is the influence of the development region on
the formation of slugs. Several models were applied to this region, but
none of them had the desired effect of forming long liquid slugs sepa-
rated by gas bubbles: the forces produced were either too strong as to
suppress any slug formation, or too weak as to create a constant stream
of short high-frequency slugs. A new frictional model was created that
allowed the appropriate amount of liquid accumulation, creating slug
flow that produced characteristics comparable to experimental data.
The typical vertical pipe slug flow behaviour is being captured with a
falling liquid film surrounding the rising Taylor bubbles. This newly
developed correlation is applied only in the development region of the
pipe. Once a slug has formed, the model reverts back to the original
correlations within the liquid slug and Taylor bubble region.
 Influence of mesh size.
It was found that the issue of mesh dependency is not as big a concern
with vertical pipe flow simulations as it is with horizontal pipe flow.
There was a plateauing of the slug characteristics at a cell size of ap-
proximately 0.5cm - 1cm, suggesting that the solutions have reached
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grid independence by this point. An explanation of this behaviour
was attempted by considering a first-order stability analysis with the
inclusion of the derivatives of the averaged parameters (terms that
were neglected in previous analyses). In the case of vertical intermit-
tent flow, the state is never in equilibrium, therefore it was expected
that including these terms would provide an explanation. However,
although this analysis did not resolve the question of mesh depen-
dency, it did show that the local gradient terms may dominate under
certain conditions. For the range of cases tested, a mesh size of 1cm
was considered a reasonable size.
 Influence of additional models.
Additional models previously introduced into the TRIOMPH code by
other researchers were tested for the current vertical pipe flow work:
– Momentum diffusion:
For previous studies with horizontal pipe flow, it was found that
after applying momentum diffusion the numerical results con-
verged to the same solution for different grid sizes, however the
purpose of including it with the vertical pipe flow work was to
test its influence for a specific mesh size. It was found that it only
had an influence for very high values of µk. It was nevertheless
kept within the model since momentum diffusion is a physical
effect.
– Pressure loss model at the front of the slug:
It had previously been found that there is a strong mixing re-
gion where the liquid around the gas bubble meets the subse-
quent liquid slug which causes a rapid increase in the liquid-wall
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shear stress - an effect that is currently not being captured by
the present one-dimensional model. By including this additional
model it was found that it captures the effect of the pressure loss
at the front of the liquid slug and greatly improves the predic-
tion of the overall pressure gradient without compromising on
the accuracy of the other slug characteristics predictions.
– Surface tension model:
Previous studies concluded that the inclusion of a surface tension
term had a stabilising effect on the flowfield, however it did not
damp out the instabilities present in an ill-posed horizontal pipe
flow case. Its effect was nevertheless investigated for the cur-
rent vertical pipe flow simulation work, to observe if there was a
change in the prediction of the slug characteristics. It was found
that this term did not have a significant influence on the results,
however it was kept within the model for completeness.
 Unsteady boundary conditions.
It was previously found from horizontal pipe flow studies that by tak-
ing signals from the same case with different slug characteristics and
then feeding the signals in at the inlet of a pipe that the results con-
verged to the same solution regardless of the signal or mesh size used,
thus producing a well-posed solution from an ill-posed case. The in-
tention for testing this unsteady boundary condition technique on the
current vertical pipe flow work was not to achieve a well-posed flow-
field or mesh independence, as this has already been described as not
being an issue for vertical pipe flow simulations, but rather to inves-
tigate if different inlet signals produce the same final averaged slug
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characteristics despite the signals having different frequencies at the
inlet. The same case was simulated twice using different shear stresses
in the development region, producing two signals: one high frequency
short slug signal and one low frequency long slug signal. Another ma-
jor finding of this thesis is that although both signals were obtained
from the same starting conditions, the subsequent flowfields produced
after feeding the signals at the inlet did not compare well to each
other, reinforcing the importance of the development region.
 Hysteresis effect in horizontal pipe flow.
As well as the work on vertical pipe flow, this research work also in-
vestigated the capability for the one-dimensional two-fluid model to
effectively reproduce the hysteresis phenomenon witnessed experimen-
tally, without the need to add any further models. It has been shown
that the model is capable of reproducing this behaviour. Even though
literature on this topic is lacking, it is nevertheless an important find-
ing.
6.3 Suggestions for Future Work
Some suggestions for the future development of the research presented within
this thesis are as follows:
 Further validation of the current model:
One of the main recommendations is to further investigate the influ-
ence of the development region. The current research work highlighted
the importance of this region, with further work needed in validating
the newly developed friction factor for a wider range of cases. It
would be highly desirable to investigate this development region ex-
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perimentally, and to develop a more accurate and widely applicable
friction correlation based on the experimental shear stress findings.
The majority of the testing and validation of the numerical results
for the vertical slug flow was performed against experimental data ob-
tained from the 6m rig in the Chemical Engineering department at
Nottingham University. It was thanks to the TMF program that this
close collaboration between the numerical and experimental groups
was possible. It would be highly useful to extend this validation to
other experimental datasets available with different geometries and
fluids with properties other than air and water.
 Inclined pipe flow:
With the previous extensive research on slug flow in horizontal pipes
and now in vertical pipes, an opportunity for future work could lie in
extending the code’s capability to include that of slug flow in inclined
pipes. This would require extensive research since the precursor to slug
flow varies depending on the inclination of the pipe. This would also
require further understanding of the development region, since this
would possibly require a different approach depending on the angle of
inclination. A potential way of formulating one universal model that
can apply to any pipe inclination could be to obtain CFD results by
using a commercial CFD package to run slug flow cases for a range
of inclinations. Information can then be extracted from these results
which would help determine the shear stresses acting on the slug unit
at the various inclinations. Models implemented into the code can be
compared and validated against available experimental data. There
is already a significant amount of data available to compare against
for inclined pipes thanks to the TMF program of which this research
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forms a part, for example the experimental results from the flexible
catenary pipe at Cranfield University would give the opportunity to
compare against a wide range of inclinations.
 Further flow regimes:
While a lot of research has been carried out in simulating different flow
regimes in horizontal pipes using the TRIOMPH code, this is the first
time work has been carried out on vertical pipe flow. In the future an
interesting piece of work would be to attempt to simulate other flow
regimes in vertical pipes, such as that of churn flow or annular flow.
Each flow regime brings its own modelling challenges and it would be
interesting to see how much of an influence the development region
has on these types of flow regimes also.
 Model improvements:
The work carried out with the Cp coefficient at the front of the liquid
slug was purely a sensitivity study, with no apparent connection be-
tween the flow conditions and the coefficient itself. Possibly by chance,
it was found that the optimum value for both cases was Cp = 0.5,
however it would be useful to extend this work to establish a univer-
sal equation that would provide the optimum value for each individual
case. This is similar for the work on the momentum diffusion term
µk, although in this case one can use the Prandtl mixing length hy-
pothesis, which was found to give values comparable to the optimum
value for each case. However, it would also be useful to extend this
work to validate against other cases and also testing its influence with
other shear stress models.
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 Entrainment model:
In slug flow, for both horizontal and vertical pipes, much of the gas
from the Taylor bubble can become entrained within the liquid slug.
Although some work has been carried out in the past to account for the
effect of entrainment in horizontal slug flow, this is currently not being
modelled in the vertical pipe work. The inclusion of an entrainment
model may have a large impact on the slug characteristics and this is
something that needs investigating in order to provide a more complete
model.
 Dynamic mesh refinement:
As the mesh is refined, the simulation time increases significantly. For
the vertical pipe flow work, with a pipe length of 6m and a 1cm cell
size, to obtain results for at least 300 seconds of simulation can take
over a day. A 1cm cell size is necessary to capture the dynamics of
the flow within the development region. An interesting technique to
introduce would be a dynamic mesh refinement. Much in the same
way the newly developed friction model is only applied up to the point
of slug formation, it could also be interesting to apply a finer mesh
within this region, then use a coarser mesh for within the liquid slug
and Taylor bubble regions. A cell size of less than 1cm is unnecessary
once slug flow has formed, so this technique would allow the devel-
opment region to be investigated in greater detail without having to
compromise too much on simulation time.
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Appendix A
Stability Analysis
In this appendix the stability analysis of the system of equations is pre-
sented following the analysis suggested by Lin Hanratty (1986). The same
methodology can be applied for any variations of the two-fluid model, how-
ever for a vertical pipe flow system (i.e. β = 90), the four equations of the
system (continuity and momentum for both the gas and liquid phase) can
be reduced to the following:
∂
∂t
αlρl +
∂
∂x
αlρlul = 0 (A.1)
∂
∂t
αgρg +
∂
∂x
αgρgug = 0 (A.2)
∂
∂t
αgρgug +
∂
∂x
αgρgu
2
g = −αg
∂
∂x
p+ αgρgg + Fg + Fi (A.3)
∂
∂t
αlρlul +
∂
∂x
αlρlu
2
l = −αl
∂
∂x
p+ αlρlg + Fl − Fi (A.4)
To examine the stability of the system, a small disturbance can be added
to the unperturbed solution by considering the flow properties as a sum of
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its averaged and perturbed terms:
αl = α
′
l + α¯l (A.5)
ul = u
′
l + u¯l (A.6)
ug = u
′
g + u¯g (A.7)
p = p′ + p¯ (A.8)
After expanding the equations out, they can now be expressed as an equa-
tion set involving the averaged and perturbed terms and their derivatives.
As an example, A.1 can be written as:
∂α¯l
∂t
+
∂α
′
l
∂t
+α¯l
∂u¯l
∂x
+α
′
l
∂u¯l
∂x
+α¯l
∂u
′
l
∂x
+α
′
l
∂u
′
l
∂x
+u¯l
∂α¯l
∂x
+u
′
l
∂α¯l
∂x
+u¯l
∂α
′
l
∂x
+u
′
l
∂α
′
l
∂x
= 0
(A.9)
The expanded form for the other three equations shall not be written
here. For the analysis, some terms can be removed from A.9:
 
∂α¯l
∂t
+ α¯l
∂u¯l
∂x
+ u¯l
∂α¯l
∂x
can be removed as these terms satisfy equilibrium.
 α
′
l
∂u
′
l
∂x
+ u
′
l
∂α
′
l
∂x
can be removed since these are second-order terms and
this is still a first-order analysis.
In a standard first-order linear stability analysis, the terms involving the
derivatives of an averaged flow property (e.g. α
′
l
∂
∂x
and u
′
l
∂α¯l
∂x
) would also
have been removed, however for this analysis these terms shall be considered
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in order to analyse their influence.
The perturbed form for a generic flow quantity can be represented as a
complex function of the Fourier wave spectrum:
Ψ
′
= Ψˆei(ωt−kx) (A.10)
Similarly its first-order and second-order derivatives with respect to x or
t are:
∂Ψ
′
∂x
= −ikΨˆei(ωt−kx) (A.11)
∂2Ψ
′
∂x2
= −k2Ψˆei(ωt−kx) (A.12)
∂Ψ
′
∂t
= iωΨˆei(ωt−kx) (A.13)
∂2Ψ
′
∂t2
= −ω2Ψˆei(ωt−kx) (A.14)
By substituting these terms into the set of equations, one can rewrite the
system in matrix form as:
Av = 0 (A.15)
where
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v =


αˆl
uˆl
uˆg
pˆ


(A.16)
For the analysis presented, the matrix A can be defined as


∂u¯l
∂x
+ ωi− kuLi ∂α¯l∂x − αlki 0 0
−∂u¯g
∂x
− ωi+ kugi 0 −∂α¯l∂x + αlki 0
∂u¯l
∂t
+ ∂u¯l
∂x
ul +
∂p¯
∂x
1
ρl
∂u¯l
∂x
αl + αlωi− αlkuli 0 −(αlki) 1ρl
−∂u¯g
∂t
− ∂u¯g
∂x
ug − ∂p¯∂x 1ρg 0
∂u¯g
∂x
αg + αgωi− αgkugi (αgki) 1ρg


(A.17)
If the determinant of the matrix A is set to zero (|A|= 0), one can ob-
tain the dispersion equation as a function of the complex frequency ω. The
growth rate of the perturbation is given by the imaginary part of the nega-
tive root ω2, which can be found by using a numerical computation program
such as MATLAB. For this analysis,
−Im(w2) = c±
√√
a2 + b2 + a
2
(A.18)
where
a = α2Gα
2
LρGρL[k
2(uG − uL)2 − (∂u¯G∂x − ∂u¯L∂x )2]
+ ∂α¯L
∂x
αGαL(ρL−ρG)[∂u¯G∂x αLρGuG+ ∂u¯L∂x αGρLuL+ ∂u¯L∂t αGρL+ ∂u¯G∂t αLρG+ ∂P¯∂x ]
b = k αGα
2
L[
∂P¯
∂x
(ρG − ρL) + ∂u¯G∂t αLρG(ρG − ρL) + ∂u¯L∂t αGρL(ρG − ρL) +
∂u¯G
∂x
αLρGuG(ρG − ρL)
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+ 2∂u¯G
∂x
αGρGρL(uL − uG) + ∂u¯L∂x αGρLuL(ρG − ρL) + 2∂u¯L∂x αGρGρLuG]
c = αGαL(ρL
∂u¯L
∂x
− ρG ∂u¯G∂x )
Appendix B
Discretisation of the Equations
B.1 Continuity Equation
The general continuity equation for any phase k in one dimension, assuming
no mass transfer between the phases, can be expressed as:
∂ρkαk
∂t
+
∂ρkαkuk
∂x
= 0 (B.1)
Integrating the above equation over both time and space gives:
∫ t+1
t
∫ e
w
∂ρkαk
∂t
Adxdt+
∫ t+1
t
∫ e
w
∂ρkαkuk
∂x
Adxdt = 0 (B.2)
where A is the area of the pipe. Discretising these equations according
to the finite volume approach represented in figure 2.6 leads to:
(
(ρkαk)
(i+1)
P − (ρkαk)iP
)
A∆x+
(
(ρkαkuk)
(i+1)
e − (ρkαkuk)(i+1)w
)
A∆t = 0
(B.3)
where the subscripts p, e and w indicate the quantities at the centre, east
and west faces of the control volume respectively. From here onwards the
phase indication k will be ignored to increase readability.
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Replacing ρu with M in the above equation, the convection terms are
written as:
(ραu)e = (Mα)e =Me [βeαE + (1− βe)αP ] (B.4)
(ραu)w = (Mα)w =Mw [βwαW + (1− βw)αP ] , (B.5)
where the β-terms are numerical factors weighting the momentum at the
upwind and downwind nodes andMe andMw are the mass fluxes. Employ-
ing the upwind method, the weighting factor terms are written as:
βe =


0 Me > 0
1 Me ≤ 0
, (B.6)
and
βw =


1 Mw ≥ 0
0 Mw < 0
. (B.7)
From equations B.6 and B.7, the difference in the mass convection terms
is:
Meαe−Mwαw = αE(βeMe)−αW (βwMw)+αP ((1− βe)Me − (1− βw)Mw)
(B.8)
βeMe and βwMw can be written as min (Me, 0) and max (Mw, 0) respec-
tively. Moreover, (1− βe)Me − (1− βw)Mw can be rewritten as:
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(1− βe)Me − (1− βw)Mw = (Me −min (Me, 0))− (Mw −max (Mw, 0))
= max (Me, 0)−min (Mw, 0) (B.9)
Substituting equation B.9 into equation B.8, the form of the equation can
be compactly expressed in the following form:
APα
n+1
P = AEα
n+1
E +AWα
n+1
W + Su (B.10)
where AP = AE + Aw − Sp. Su and Sp are source terms at respectively
the i-th and i+ 1-th iteration, as defined by
Su = A
∆x
∆t
(ρpαp)
i (B.11)
Sp = −
(
ρpA
∆x
∆t
+Me −Mw
)i+1
. (B.12)
The source terms are split according to Sφ = a+ b ·φ. If b < 0, said term
may be included in Sp to increase diagonal dominance. Substitution of the
above equations results in:
Ap = Aρ
(n+1)
P
∆x
∆t
+max (Me, 0) −min (Mw, 0) (B.13)
AE = −min (Me, 0) = max (Me, 0)−Me (B.14)
AW = max (Mw, 0) =Mw −min (Mw, 0). (B.15)
In order to satisfy the Scarborough law,
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|Ae| − |Aw|
|Ap| ≤ 1 (B.16)
the (Me−Mw) term is written as: max (Me −Mw, 0)+min (Me −Mw, 0).
Moreover the maximum term is considered in SP and minimum term is
added to Su. Thus SP is written as:
SP = −ρ(n+1)P
∆x
∆t
−max (Me −Mw, 0), (B.17)
while the source term Su is found from:
Su = ρ
n
Pα
n
P
∆x
∆t
−min (Me −Mw, 0). (B.18)
B.2 Momentum Equation
The conservative form of the momentum equation according to the two-fluid
model is:
∂ραu
∂t
+
∂ραu2
∂x
= −α∂p
∂x
+
∂
∂x
(
αµ
∂u
∂x
)
+ S (B.19)
As in the continuity equation, the momentum equation can also be inte-
grated over both space and time. Discretization of the momentum equation
by employing the first order upwind method gives:
∫ e
w
∫ i+1
i
∂ραu
∂t
Adtdx+
∫ e
w
∫ i+1
i
∂ραu2
∂x
Adtdx =
∫ e
w
∫ i+1
i
−α∂p
∂x
A+
∂
∂x
(
αµ
∂u
∂x
)
A+SAdtdx.
(B.20)
The pipe cross sectional area A can be divided out of the equation.
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B.2.1 Temporal Term
The first term of equation B.20 becomes:
∫ e
w
∫ i+1
i
∂ραu
∂t
dtdx = ∆x
(
(ρpαpup)
i+1 − (ρpαpup)i
)
. (B.21)
Since the mesh is staggered, the values of the density and phase fraction
in the momentum equations are stored at the boundaries of each cell and
therefore have to be approximated according to:
ραu =
(ραu)p + (ραu)e
2
(B.22)
The flux can be described as F = ραu, leading to:
∆x
(
(ρpαpup)
i+1 − (ρpαpup)i
)
= F i+1p − F ip (B.23)
Where Fp = Fe − Fw and:
Feue = max (Fe, 0)uP +min (Fe, 0)uE (B.24)
Fwuw = max (Fw, 0)uW +min (Fw, 0)uP , (B.25)
therefore the convection terms difference is calculated as:
Fp = Feue−Fwuw = [max (Fe, 0)−min (Fw, 0)] uP+min (Fe, 0)uE−max (Fw, 0)uW ,
(B.26)
in which Fe and Fw are interpolated from the neighbouring nodes.
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B.2.2 Convective Term
The second term in equation B.20 can be written as:
∫ e
w
∫ i+1
i
∂ραu2
∂x
dtdx = ∆t
[(
ραu2
)
e
− (ραu2)
w
]i+1
(B.27)
= ∆t [up (max (Fe, 0) + max (0,−Fw))]i+1
−∆t [uemax (0,−Fe)− uwmax (Fw, 0)]i+1 . (B.28)
B.2.3 Right Hand Side
Finally, the integral form of the RHS of equation B.20 reads:
∫ e
w
∫ i+1
i
(
−α∂p
∂x
+
∂
∂x
(
αµ
∂u
∂x
)
+ S
)
dtdx =(B.29)
∆t
(
− (αp (pe − pw))i+1 + µeαe
(
ue − up
∆x
)i+1
− µpαp
(
up − uw
∆x
)i+1
+ S¯
)
,(B.30)
where µ can also be discretised but in this case is assumed to be a scalar
quantity. S¯ requires both further expansion as clarification on the time step,
as:
Sl = −ρlαlg∂h
∂x
cos (β) + ρlαlg sin (β) +
Sl
Al
τl − Si
A
(τi − τpi) (B.31)
Sg = −ρgαgg∂h
∂x
cos (β) + ρgαgg sin (β) +
Sg
Ag
τg +
Si
A
(τi − τpi) .(B.32)
For vertical flow, this simplifies to:
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Sl = ρlαlg +
Sl
Al
τl − Si
A
(τi − τpi) (B.33)
Sg = ρgαgg +
Sg
Ag
τg +
Si
A
(τi − τpi) , (B.34)
which is discretised as:
S¯l = ∆x
(
−fi
2
ρg |ul − ug| (−ug) Si
A
+ αlρlg
)i
−∆x
∣∣∣P˜ ∣∣∣t−1(ak
2
sin (ϑ)
Si
A
)i
+∆x
(
fl
2
ρl |ul| ul Sl
Al
− fi
2
ρg |ul − ug| ulSi
A
)i+1
(B.35)
S¯g = ∆x
(
fi
2
ρg |ul − ug|ulSi
A
+ αgρgg
)i
−∆x
∣∣∣P˜ ∣∣∣t−1(ak
2
sin (ϑ)
Si
A
)i
+∆x
(
fg
2
ρg |ug| ug Sg
Ag
+
fi
2
ρg |ul − ug| (−ug) Si
A
)i+1
(B.36)
(B.37)
To maximise the dominance of the matrix diagonal, the source term is
divided according to:
S¯ = Siu + (uSp)
i+1 . (B.38)
For the interfacial force, the shear stress is split up into:
τi,l =
f
2
ρ |ug − ul|ug − f
2
ρ |ug − ul|ul, (B.39)
of which each of the two terms is added to the appropriate source terms,
for both phases. Resulting in the following seperation of the source terms:
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Sp,l =
∆x
2
(
flρl |ul| Sl
Al
+ fiρg |ul − ug| Si
A
)
(B.40)
Sp,g =
∆x
2
(
fgρg |ug| Sg
Ag
− fiρg |ul − ug| Si
A
)
(B.41)
Su,l =
Si∆x
A
(−fi
2
ρg |ul − ug|ug + αlρlg −
∣∣∣P˜ ∣∣∣t−1 sin (β) ak
2
)
(B.42)
Su,g =
Si∆x
A
(
fi
2
ρg |ul − ug|ul + αgρgg +
∣∣∣P˜ ∣∣∣t−1 sin (β) ak
2
)
(B.43)
B.2.4 Matrix Form
This will result in the convenient form:
Apu
i+1
p = H(u
i+1) +Aup
∆x
∆t
−Aαi+1p (pe − pw)i+1 + Siu, (B.44)
where the coefficient Ap stands for:
Ap = (Aw +Ae − Sp)i+1 (B.45)
in which
Ae = max(Fe, 0)− Fe + Aαeµ
∆x
(B.46)
Aw = Fw −min(Fw, 0) − Aαwµ
∆x
(B.47)
Ap =
(
αpA
∂x
∂t
+max(Fe, 0)− Fe + Fw −min(Fw, 0) + Aαeµ
∆x
− Aαwµ
∆x
)
(B.48)
and the operator H(ui+1) is defined as:
H(ui+1) = Aeu
i+1
e +Awu
i+1
w . (B.49)
Appendix C
Estimation of the Turbulent
Viscosity
By reintroducing the previously assumed negligible diffusion term and com-
bining it with the turbulent diffusion term, the generic equation takes the
form:
∂
∂t
αkρkuk+
∂
∂x
αkρku
2
k = −αk
∂P
∂x
+
∂
∂x
(
αkµt
∂uk
∂x
)
−αkρkg sin β−Fk±Fi
(C.1)
The turbulent viscosity µt can be estimated using Prandtl’s mixing length
hypothesis. After Reynolds averaging, an extra term (the Reynolds shear
stress) may occur in the momentum equation:
τ ′ = − ¯ρu′v′ (C.2)
where ¯u′v′ is unknown. τ ′ must therefore be expressed in terms that are
known or solved for using the one-dimensional two-fluid model. One method
is by using that of Prandtl. (1925), assuming that eddies of a certain size
transport momentum through a fluid by means of their motion.
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First considering a uni-directional laminar flow, where the shear stress is:
τlaminar = µ
dU
dxi
(C.3)
where the viscosity µ of a gas can be estimated by the multiplication of
the root-mean-square velocity of the molecules and the mean free path:
µ ≈ ρλurms (C.4)
By assuming the diffusive behaviour of turbulent flow is physically no
different than that of laminar flow, Boussinesq proposed to represent the
turbulent stress as:
¯ρu′v′ = µe
dU
dxi
(C.5)
where µe is the eddy viscosity. The mean free path of the eddies can
also be estimated with equation 2.81. It is appropriate to associate one
length scale with the diameter of these eddies and another with the distance
through which they propagate relative to the rest of the fluid. In pipe
flows we can assume that the mean velocity varies in directions that have
perpendicular angles, thus the Reynolds shear stress becomes:
τ ′ = − ¯ρu′v′ = −ρ
(
lx
∂u
∂x
)
ly
∂v
∂y
(C.6)
in which the mixing lengths lx and ly can be assumed equal in isotropic
turbulence. Manipulation of the two dimensional continuity equation for an
incompressible flow results in:
∂u
∂x
=
∂v
∂y
(C.7)
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Inputting this relation into the previous equation leads to:
τ ′ = −ρl2m
(
∂u
∂x
)2
(C.8)
The turbulent viscosity can thus also be estimated as:
µt = ρl
2
m (C.9)
Combining the different source terms in Fk, and modelling µk,t = ρk
√
k′l
(.Pope, 2000), in which k′ is the turbulent kinetic energy and l is a typical
length-scale, modelled as l ≈ 0.07Dh by Hermann Schlichting and Gersten
(1979).
Assuming isotropic turbulence, the turbulent intensity, I, for fully devel-
oped pipe flow is defined as:
I =
√
3
2k
′
µl
(C.10)
and can be estimated as:
I ≈ 0.16Re−
1
8
k (C.11)
Solving these equations leads to a model for the turbulent diffusion:
µt = 0.2ρlRe
1
8
k uk0.07Dh = 0.014Re
7
8
k µk (C.12)
Combining both the turbulent diffusion as well as the molecular diffusion
in turbulent pipe flow results in:
µtotal = µt + µ ≈ µt (C.13)
