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Convergence of Distributed Randomized PageRank
Algorithms
Wenxiao Zhao, Han-Fu Chen, and Hai-Tao Fang
Abstract—The PageRank algorithm employed by Google quantifies the
importance of each page by the link structure of the web. To reduce the
computational burden the distributed randomized PageRank algorithms
(DRPA) recently appeared in literature suggest pages to update their
ranking values by locally communicating with the linked pages. The
main objective of the note is to show that the estimates generated by
DRPA converge to the true PageRank value almost surely under the
assumption that the randomization is realized in an independent and
identically distributed (iid) way. This is achieved with the help of the
stochastic approximation (SA) and its convergence results.
Index Terms—Distributed randomized PageRank algorithm, stochastic
approximation, almost sure convergence.
I. INTRODUCTION
The PageRank algorithm employed by Google quantifies the im-
portance of each page by the link structure of the web and it has
achieved a great success as a commercial searching engine. Let us
first recall the PageRank problem presented in [3][10]. Consider a
web with n pages. The web is modeled by a direct graph G = (V , E ),
where V = {1, 2, · · · , n} is the index set of the pages and
E ⊂ V ×V is the set of links representing the structure of the web.
If (i, j) ∈ E , then page i has an outgoing link to page j. Without
losing generality, we assume n > 2.
Denote by Sj the set of those pages which have incoming links
from page j, and by nj the number of pages in Sj . Thus we have
associated with the graph G a link matrix
A = [aij ]n×n, aij =
{
1
nj
, j ∈ Li,
0, otherwise,
(1)
where Li = {j : (j, i) ∈ E }. It is clear that
∑n
i=1 aij equals either
1 or 0.
The importance of a page i is characterized by its PageRank value
x∗i ∈ [0, 1], i ∈ V . Let us assume
∑n
i=1 x
∗
i = 1. The basic idea of
the PageRank algorithm is that a page which has links from important
pages is also important. Mathematically, this suggests to define the
PageRank value of page i by
x
∗
i =
∑
j∈Li
x∗j
nj
, (2)
or equivalently, to define x∗ = [x∗1, · · · , x∗n]T from the following
linear algebraic equation
x
∗ = Ax∗, x∗i ∈ [0, 1]. (3)
The normalization condition
∑n
i=1 x
∗
i = 1 is possible to be met
because if x∗ satisfies (3) then λx∗ with λ ∈ (0, 1] also satisfies (3).
However, since the huge growing size of Internet, 8 billion pages
as reported in [10], the matrix A is of dimension 8 billion×8 billion,
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the computation of the PageRank value x∗ becomes a problem. It
is reported in [18] that the classical centralized method, such as the
Power Method [3], is rather time-consuming. In this regards, several
other approaches, such as the adaptive computation method [15],
distributed randomized method [9][10][11][12][19], asynchronous
iteration method [14][16], etc., have been proposed. See also [1],
[2], [4], and [13] among others.
According to the DRPA approach introduced in [9][10][11][12],
the pages can update their PageRank values by locally communi-
cating with the linked pages and the computation load required by
this approach is rather mild. It has been shown that the estimates
generated by this kind of algorithms converge to the true PageRank
value in the mean-square sense. The main objective of the note is
to show that the estimates generated by DRPA converge to the true
PageRank value with probability one under the assumption that the
randomization is realized in an iid way. To achieve this, some results
from SA algorithm [6] are applied.
The rest of the note is arranged as follows. In Section II, DRPA
is introduced and the main results of the note are presented. The
convergence analysis is given in Section III. The DRPA in a more
general case is discussed in Section IV and some concluding remarks
are addressed in Section V.
Notations. Denote by (Ω,F ,P) the basic probability space and
by ω ∈ Ω a sample in the probability space. A probability vector
x = [x1 · · ·xn]
T ∈ Rn is defined as xi ≥ 0, i = 1, · · · , n and∑n
i=1 xi = 1, while a stochastic matrix A = [aij ] ∈ R
n×n is defined
as aij ≥ 0, i, j = 1, · · · , n and
∑n
i=1 aij = 1, j = 1, · · · , n.
Denote by S ∈ Rn×n and 1 ∈ Rn the matrix and vector with all
entries being 1. We say that a matrix or a vector is positive if all
the entries are positive. By ‖x‖ we denote the Euclidean norm of a
vector x ∈ Rn. Finally, by b∈¯B we mean that the element b does
not belong to the set B.
II. DISTRIBUTED RANDOMIZED PAGERANK ALGORITHM
We recall some basic results in PageRank computation. Notice that
in the real world there exist nodes, for example, the dangling nodes,
which have no outgoing links to other nodes and thus correspond
to zero columns of the link matrix A. To avoid the computational
difficulty caused by this, the following assumption A1) is often made
on the matrix A.
A1) A ∈ Rn×n is a stochastic matrix.
From (3) it is clear that the PageRank value of the web is the
eigenvector corresponding to eigenvalue 1 of the matrix A. In order
the eigenvalue 1 to have multiplicity 1, the following technique is
adopted in [3] and [10]. Define the matrix M ∈ Rn×n by
M , (1− α)A+ α
S
n
, (4)
where α ∈ (0, 1).
Lemma 1: ([3][10]) If A1) holds, then the following assertions
take place.
i) M is a positive stochastic matrix, whose eigenvalue 1 is with
multiplicity 1, and all eigenvalues of M are in the closed unit
disk;
ii) The eigenvectors x and x of M corresponding to eigenvalue 1
satisfy x = −x, and one of them is positive.
Definition 1: ([3]) The PageRank value x∗ of web G is defined
by
x
∗ = Mx∗, x∗i ∈ [0, 1],
n∑
i=1
x
∗
i = 1. (5)
2A widely used solution of the PageRank problem (5) is the Power
Method ([7]) which is recursively computed:
xk+1 = Mxk = (1− α)Axk +
α
n
1 (6)
with x0 ∈ Rn being a probability vector.
Lemma 2: ([3][10]) For the Power Method (6) the following
convergence takes place:
xk −→
k→∞
x
∗ (7)
for any probability vector x0.
DRPA considered in [9][10][12] makes the link matrices {Ai},
to be defined below, to be sparse and thus greatly simplifies the
computation.
Consider the web G = (V , E ). The basic idea of DRPA is as
follows: At time k, page i updates its PageRank value by locally
communicating with the pages which have incoming links from page
i and/or outgoing links to page i, and page i which takes the above
action is determined in a random manner. To be precise, DRPA is
given by
x1,k+1 = (1− α1)Aθ(k)x1,k +
α1
n
1 (8)
with x1,0 being an arbitrary probability vector, α1 = 2αn−α(n−2) and
the link matrix
(Ai)jl ,


ajl, if j = i or l = i
1− ail, if j = l 6= i
0, otherwise
(9)
for i = 1, · · · , n, and where {θ(k)}k≥0 is assumed to be a sequence
of iid random variables with probability
P{θ(k) = i} =
1
n
, i = 1, · · · , n. (10)
It is clear that matrices {Ai} are sparse.
Lemma 3: ([10]) If A1) holds and α1 = 2αn−α(n−2) , then
i) the matrix M1 defined by M1 , (1 − α1)EAθ(k) + α1n S is a
positive stochastic matrix and satisfies
M1 =
α1
α
M +
(
1−
α1
α
)
I, and Ex1,k+1 = M1Ex1,k;
(11)
ii) the average x1,k+1 of {x1,0, · · · , x1,k}
x1,k+1 =
1
k + 1
k∑
l=0
x1,l (12)
converges to x∗, the PageRank value of the web (V , E ), in the
mean square sense E‖x1,k − x∗‖2 −→
k→∞
0.
The matrix Ai describes the local link structure of page i. The
choice of α1 = 2αn−α(n−2) is to make M1 to take the form
M1 =
α1
α
M +
(
1− α1
α
)
I so that M1 and M share the common
eigenvector corresponding to their biggest eigenvalue. This enables
Ex1,k generated from Ex1,k+1 = M1Ex1,k converges to x∗.
However, Ex1,k is unavailable and thus the average type algorithm
(12) is adopted. In the following, we consider the almost sure
convergence of {x1,k}k≥0.
Notice that algorithm (12) can be written in a recursive way:
x1,k+1 = x1,k −
1
k + 1
(x1,k − x1,k). (13)
Recall that the SA algorithm (or the Robbins-Monro algorithm
[6][17])
zk+1 = zk + γk(f(zk) + εk+1), k ≥ 0, (14)
is used to search the roots of f(z) = 0, where γk is the stepsize, f(z)
is the unknown function with the observation f(zk)+εk+1, and εk+1
is the observation noise at time k+1. Comparing (13) and (14), we
find that (13) is precisely an SA algorithm with the unknown function
f(x1,k) = −(x1,k − x
∗) valued at x1,k and the observation noise
εk+1 = −(x
∗−x1,k). This observation motivates us to establish the
almost sure convergence of {x1,k}k≥0 by the convergence analysis
for SA [6]. Indeed, we have the following results to be proved in
Section III.
Theorem 1: If A1) holds and α1 = 2αn−α(n−2) , then the estimate
generated by DRPA (8) and (13) converges to the true PageRank
value almost surely:
x1,k − x
∗ −→
k→∞
0 a.s. (15)
Remark 1: By the boundedness of {x1,k}, the strong consistency
of x1,k implies its convergence in the mean square sense.
Theorem 2: For x1,k generated from (13) and with α1 =
2α
n−α(n−2)
, the following convergence rate takes place for any ǫ ∈(
0, 1
2
)
:
‖x1,k − x
∗‖ = o
(
1
k
1
2
−ǫ
)
a.s. (16)
III. CONVERGENCE ANALYSIS
We first present the basic convergence results of stochastic approx-
imation algorithm with expanding truncations (SAAWET), which the
proof for Theorems 1 and 2 is essentially based on. More results on
SAAWET can be found in [6].
Assume the root z0 of g(·) : RN → RN is a singleton, i.e.,
g(z0) = 0.
Let {Mk}k≥0 be a positive sequence increasingly diverging to
infinity and let {zk}k≥0 be given by the following algorithms:
zk+1 = [zk + γkyk+1] I[‖zk+γkyk+1‖≤Mσk ]
+ z∗I[‖zk+γkyk+1‖>Mσk ], (17)
σk =
k−1∑
i=1
I[‖zi+γiyi+1‖>Mσi ], σ0 = 0, (18)
yk+1 =g(zk) + εk+1. (19)
We need the following conditions.
C1) γk > 0, γk −→
k→∞
0, and
∑∞
k=1 γk =∞.
C2) There is a continuous differentiable function v(·) : RN →
R such that sup
δ≤‖z−z0‖≤∆
▽v(z)T g(z) < 0, ∀ ∆ >
δ > 0. Further, z∗ used in (17) is such that v(z∗) <
inf
‖z‖=c0
v(z) for some c0 > 0 and ‖z∗‖ < c0.
C3) For the sample path ω under consideration,
lim
T→0
lim sup
k→∞
1
T
∥∥∥∥∥∥
m(nk,Tk)∑
i=nk
γiεi+1
∥∥∥∥∥∥ = 0, ∀ Tk ∈ [0, T ]
for any {nk} such that {znk} converges, where m(k, T ) =
max
{
m :
m∑
j=k
γj ≤ T
}
.
C4) g(·) is measurable and locally bounded.
Proposition 1: (Theorem 2.2.1 in [6]) Assume that C1), C2), and
C4) hold. Then zk −→
k→∞
z0 for those ω for which C3) holds.
Remark 2: (Remark 2.2.6 in [6]) If we know that {zk} given by
an SAAWET algorithm evolves in a subspace of RN , then it suffices
to verify C2) in the subspace in order the corresponding convergence
of {zk} to hold.
3Remark 3: Compared with the classical SA algorithm, such as the
Robbins-Monro’s algorithm, the conditions required for convergence
of SAAWET are significantly weaker. For details we refer to Chapters
1 and 2 of [6].
For the convergence rate of SAAWET, the following conditions
are to be used.
C1’) γk > 0, γk −→
k→∞
0,
∑∞
k=1 γk =∞, and
γk−γk+1
γkγk+1
−→
k→∞
σ ≥ 0.
C3’) For the sample path ω under consideration, the noise {εk} in
C3) can be decomposed into two parts εk = ε′k + ε′′k such that
∞∑
k=1
γ
1−δ
k ε
′
k+1 <∞, ε
′′
k+1 = O(γ
δ
k)
for some δ ∈ (0, 1].
C4’) g(·) is measurable and locally bounded and is differentiable at
z0 such that as z → z0
g(z) = F (z − z0) + o(‖z − z0‖).
The matrices F and F + σδI are stable, where σ and δ are
given in C1’) and C3’), respectively.
Proposition 2: (Theorem 3.1.1 in [6]) Assume C1’), C2), and C4’)
hold. Then on those sample paths for which C3’) holds, zk converges
to z0 with the following convergence rate:
‖zk − z
0‖ = o(γδk),
where δ is the one given in C3’).
To apply Propositions 1 and 2, the key point is to verify the con-
vergence of random series like
∑∞
k=1 γkεk+1. For this the following
proposition plays an important role.
Define {αk = [ka]}k≥0 for some a > 1, where [c] denotes the
integer part of the number c, and define I0(0) , {α0, α1, α2, · · · },
Ij(i) , {αj + i, αj+1 + i, · · · } and Ij ,
⋃i2(j)
i=i1(j)
Ij(i), where
i1(j) , αj − αj−1, i2(j) , αj+1 − αj − 1.
Proposition 3: ([8])
i) The sets {Ij(i)}j,i defined above are disjoint and
I0(0)
⋃{⋃∞
j=1
[⋃i2(j)
i=i1(j)
Ij(i)
]}
= {0, 1, 2, 3, · · · }.
ii) Let {ζk} be a sequence of random vectors with zero mean and
supk E‖ζk‖
2 <∞. If for any fixed j and i : i1(j) ≤ i ≤ i2(j),
the subsequence {ζk : k ∈ Ij(i)} is composed of mutually
independent random variables with possible exception of a finite
number of ζk, then
∞∑
k=1
1
ks
ζk <∞ a.s.
for all s > 3
2
− 1
a
.
We now proceed to prove Theorem 1.
Proof of Theorem 1: As discussed in Section II, algorithm (13) can
be rewritten as
x1,k+1 = x1,k +
1
k + 1
(−(x1,k − x
∗) + e1,k+1 + e2,k+1), (20)
where e1,k+1 = −(x∗ − Ex1,k) and e2,k+1 = −(Ex1,k − x1,k).
By the fact that both x1,k and x1,k are probability vectors for all
k ≥ 0, thus ‖x1,k‖ ≤ 1 and the SA algorithm (20) is in fact an
SAAWET algorithm whose estimate sequence evolves in a bounded
subspace of Rn. So by Proposition 1 and Remark 2, for (15), we
only need to find a Lyapunov function to meet C2) and to verify the
noise condition C3).
Define f(x) = −(x − x∗) and the Lyapunov function V (x) ,
‖x− x∗‖2. It follows that
sup
δ<‖x−x∗‖<∆,‖x‖≤1
▽V (x)T f(x) < 0, (21)
for any 0 < δ < ∆. Hence assumption C2) holds.
So, by Proposition 1, to prove (15) it suffices to show that
Ex1,k − x
∗ −→
k→∞
0 (22)
and
∞∑
k=0
1
k + 1
(x1,k+1 − Ex1,k+1) <∞ a.s. (23)
By Lemma 3, M1 and M share the same eigenvector x∗ corre-
sponding to eigenvalue 1. Then by (11) and Lemma 2, we know that
(22) holds. In what follows we show that (23) takes place.
Define the matrix
Φ(k, j) ,
{
Aθ(k)Aθ(k−1) · · ·Aθ(j), if j ≤ k,
I, if j = k + 1.
(24)
Then equation (8) can be rewritten as
x1,k+1 =(1− α1)
k+1Φ(k, 0)x1,0
+
α1
n
k+1∑
l=1
(1− α1)
k+1−lΦ(k, l)1, (25)
from which it follows that
x1,k+1 − Ex1,k+1
=(1− α1)
k+1
(
Φ(k, 0)x1,0 − EΦ(k, 0)x1,0
)
+
α1
n
k+1∑
l=1
(1− α1)
k+1−l
(
Φ(k, l)1−EΦ(k, l)1
)
. (26)
By noticing that x1,0 is a probability vector and {Aθ(k)} are
stochastic matrices, it is clear that
∞∑
k=1
1
k + 1
(1− α1)
k+1
(
Φ(k, 0)x1,0 − EΦ(k, 0)x1,0
)
<∞ a.s.
(27)
Thus, for (23) it remains to show that
∞∑
k=1
1
k + 1
ξk+1 <∞ a.s., (28)
where
ξk+1 ,
k+1∑
l=1
(1− α1)
k+1−l(Φ(k, l)1−EΦ(k, l)1).
For any fixed a > 1, define αk , [ka], k ≥ 0. Further,
as for Proposition 3 define I0(0) , {α0, α1, α2, · · · }, Ij(i) ,
{αj + i, αj+1 + i, · · · } and Ij ,
⋃i2(j)
i=i1(j)
Ij(i), where i1(j) ,
αj − αj−1, i2(j) , αj+1 − αj − 1.
By Proposition 3, the sets {Ij(i)}j,i are disjoint and
I0(0)
⋃{⋃∞
j=1
[⋃i2(j)
i=i1(j)
Ij(i)
]}
= {0, 1, 2, 3, · · · }.
Take τ ∈
(
0, 1− 1
a
)
and define
ξk+1 ,
k+1∑
l=k+1−[kτ ]
(1− α1)
k+1−l(Φ(k, l)1− EΦ(k, l)1). (29)
Notice that {ξk} is not mutually independent. For any fixed j ≥ 1
and i ∈ [αj − αj−1, αj+1 − αj − 1], let us consider the set {ξk+1 :
k + 1 ∈ Ij(i)} and show that {ξk+1, k + 1 ∈ Ij(i)} are mutually
independent with possible exception of a finite number of ξk+1.
If k + 1 ∈ Ij(i), then ξk+1 = ξ[ma]+i for some integer m.
By definition ξ[ma]+i is measurable with respect to the σ-algebra
σ{θ([ma] + i− 1), · · · , θ([ma] + i− [([ma] + i− 1)τ ])}.
4In the set {ξk+1 : k+1 ∈ Ij(i)}, the random vector ξ[(m−1)a]+i is
with subscript neighboring with [(m−1)a]+i. Since {θ(k)} is iid, for
the mutual independence of random vectors in {ξk+1 : k+1 ∈ Ij(i)}
it suffices to show that ξ[ma]+i and ξ[(m−1)a]+i are independent. It
is clear that for this it suffices to show [ma]+ i− [([ma]+ i−1)τ ] >
[(m− 1)a] + i.
Noticing
[ma]− [(m− 1)a] = ama−1 + o(ma−1) as m→∞
and τ ∈ (0, 1− 1
a
), we find that as m→∞
[([ma] + i− 1)τ ]
[ma]− [(m− 1)a]
= O
(
maτ
ma−1
)
= O
(
m
aτ+1−a
)
= o(1).
(30)
Thus, for fixed i and j the random vectors in the set {ξk+1 : k +
1 ∈ Ij(i)} are mutually independent with possible exception of a
finite number of vectors. Then by noticing sup
k
E‖ξk‖
2 < ∞ from
Proposition 3 it follows that
∞∑
k=1
1
k + 1
ξk+1 <∞ a.s. (31)
Further, we have∥∥∥∥∥
∞∑
k=1
1
k + 1
(ξk+1 − ξk+1)
∥∥∥∥∥
=
∥∥∥∥∥∥
∞∑
k=1
1
k + 1
k−[kτ ]∑
l=1
(1− α1)
k+1−l(Φ(k, l)1− EΦ(k, l)1)
∥∥∥∥∥∥
=O
(
∞∑
k=1
1
k + 1
(1− α1)
[kτ ]
)
= O(1), (32)
which combining with (31) yields (28). Thus, (23) has been proved.
Noticing (20), (22), and (23), by Proposition 1 we derive the
assertion of Theorem 1. 
Proof of Theorem 2: The proof can similarly be carried out as that
for Theorem 1 by Propositions 2 and 3. We only outline the key
points.
First we have the exponential rate of convergence ‖Ex1,k−x∗‖ =
O(ρk) for some 0 < ρ < 1 (for the analysis we refer to, e.g., [10]).
By Proposition 3 and carrying out a similar discussion as that for
(23), (27), and (28), we can also prove that
∞∑
k=0
1
(k + 1)s
(x1,k+1 − Ex1,k+1) <∞ a.s. (33)
with s > 3
2
− 1
a
for any fixed a > 1, which implies s > 1
2
.
Then by Proposition 2, we obtain (16). 
IV. EXTENSION TO CASE WHERE MULTIPLE PAGES UPDATING
SIMULTANEOUSLY
The protocol in Section II is based on the assumption that only
one page updates its PageRank value each time. In this section, we
discuss the convergence of DRPA for the case where multiple pages
update their PageRank values simultaneously. Notice that the problem
formulation in this section is precisely the same as that given in [10].
Assume that the sequences of Bernoulli random variables
{ηi(k)}k≥0, i = 1, · · · , n are mutually independent and each
sequence is of iid random variables with probabilities
P{ηi(k) = 1} = β, (34)
P{ηi(k) = 0} = 1− β, (35)
where β ∈ (0, 1]. If ηi(k) = 1, then page i updates at time k,
sending its PageRank value to the pages that page i has outgoing
links to and requiring PageRank values from those pages which page
i has incoming links from. While if ηi(k) = 0, no communication
is required by page i.
Set η(k) , (η1(k), · · · , ηn(k)). The vector η(k) reflects updating
pages at time k. The corresponding link matrix is given by
(Ap1,··· ,pn)ij ,


aij , if pi = 1 or pj = 1,
1−
∑
h:ph=1
ahj , if pi = 0 and i = j,
0, if pi = pj = 0 and i 6= j,
(36)
where (p1, · · · , pn) is a realization of η(k). It is clear that Ap1,··· ,pn
is a sparse matrix.
Similar to (8) and (12), the DRPA for the multiple pages updating
is given by
x2,k+1 = (1− α2)Aη(k)x2,k +
α2
n
1, (37)
x2,k+1 =
1
k + 1
k∑
l=0
x2,l, (38)
where x2,0 is an arbitrary probability vector and α2 = α(1−(1−β)
2)
1−α(1−β)2
.
Clearly, there are 2n different link matrices.
Remark 4: Define M2 = (1 − α2)EAη(k) + α2 Sn . The pa-
rameter α2 = α[1−(1−β)
2]
1−α(1−β)2
is to make M2 to have the form:
M2 =
α2
α
M +
(
1− α2
α
)
I ([10]). Thus the eigenvector of M2
corresponding to its biggest eigenvalue equals the PageRank value x∗
which satisfies x∗ = Mx∗. Noticing that{Aη(k)} is iid and carrying
out the same discussion as that for Theorems 1 and 2, we can show
that ‖x2,k − x∗‖ = o
(
1
k
1
2
−ǫ
)
a.s. for any ǫ ∈
(
0, 1
2
)
.
Remark 5: By carrying out the discussions similar to those done
above, the a.s. convergence of DRPA can be established for some
other setups, for example, when link failures randomly occur with
the assumption that the failure occurring is iid ([9]).
V. CONCLUDING REMARKS
In the note, we have shown some further properties of DRPA
introduced in [10]. By using some convergence results of SA, the
strong consistency of estimates for the PageRank values as well as
their convergence rate are established for the cases where one page
updates each time and multiple pages update simultaneously.
There are many interesting problems left for future research.
For example, a key assumption for strong consistency of DRPA is
that the randomization law is iid. How to relax this assumption to
the dependent case, for example, to Markov chains, is interesting.
Another problem is to investigate the relation between the con-
vergence rate and the size n of the web. It is also of interest to
consider the PageRank computation with communication delay and
web aggregation.
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