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CUSP UNIVERSALITY FOR RANDOM MATRICES II: THE REAL SYMMETRIC CASE
GIORGIO CIPOLLONI†‡, LÁSZLÓ ERDŐS† , TORBEN KRÜGER∗, AND DOMINIK SCHRÖDER†
Abstract. We prove that the local eigenvalue statistics of real symmetricWigner-typematrices near the cusp points of the eigen-
value density are universal. Together with the companion paper [15], which proves the same result for the complex Hermitian
symmetry class, this completes the last remaining case of the Wigner-Dyson-Mehta universality conjecture after bulk and edge
universalities have been established in the last years. We extend the recent Dyson Brownian motion analysis at the edge [22] to
the cusp regime using the optimal local law from [15] and the accurate local shape analysis of the density from [3, 6]. We also
present a novel PDE-based method to improve the estimate on eigenvalue rigidity via the maximum principle of the heat flow
related to the Dyson Brownian motion.
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6.5 Phase 3: Rigidity for ẑ with the correct i-dependence. 37
7 Proof of Proposition 3.1: Dyson Brownian motion near the cusp 39
7.1 Interpolation. 41
7.2 Differentiation. 42
8 Case of t ≥ t∗: small minimum 44
Appendix A Proof of Theorem 2.4 46
Appendix B Finite speed of propagation estimate 47
Appendix C Short-long approximation 52
C.1 Short-long approximation: Small gap and exact cusp. 52
C.2 Short-long approximation: Small minimum. 57
Appendix D Sobolev-type inequality 59
Appendix E Heat-kernel estimates 60
References 62
(G. Cipolloni, L. Erdős and D. Schröder) IST Austria, Am Campus 1, A-3400 Klosterneuburg, Austria
(T. Krüger) University of Bonn, EndenicherAllee 60, 53115 Bonn, Germany
E-mail addresses: dschroed@ist.ac.at, giorgio.cipolloni@ist.ac.at, lerdos@ist.ac.at, torben-krueger@uni-bonn.de.
Date: October 23, 2019.
2010 Mathematics Subject Classification. 60B20, 15B52.
Key words and phrases. Cusp universality, Dyson Brownian motion, Local law.
†Partially supported by ERC Advanced Grant No. 338804.
‡This project has received funding from the European Union’s Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie
Grant Agreement No. 665385.
∗Partially supported by the Hausdorff Center for Mathematics.
1
CUSP UNIVERSALITY FOR RANDOM MATRICES II: THE REAL SYMMETRIC CASE 2
1. Introduction
We considerWigner-typematrices, i.e.N×N Hermitian randommatricesH with independent, not necessarily identi-
cally distributed entries above the diagonal; a natural generalization of the standard Wigner ensembles that have i.i.d. en-
tries. The Wigner-Dyson-Mehta (WDM) conjecture asserts that the local eigenvalue statistics are universal, i.e. they are
independent of the details of the ensemble and depend only on the symmetry type, i.e. on whether H is real symmetric
or complex Hermitian. Moreover, different statistics emerge in the bulk of the spectrum and at the spectral edges with
a square root vanishing behavior of the eigenvalue density. The WDM conjecture for both symmetry classes has been
proven for Wigner matrices, see [17] for complete historical references. Recently it has been extended to more general
ensembles including Wigner-type matrices in the bulk and edge regimes; we refer to the companion paper [15] for up to
date references.
The key tool for the recent proofs of the WDM conjecture is the Dyson Brownian motion (DBM), a system of coupled
stochastic differential equations. The DBM method has evolved during the last years. The original version, presented
in the monograph [17], was in the spirit of a high dimensional analysis of a strongly correlated Gibbs measure and its
dynamics. Starting in [18] with the analysis of the underlying parabolic equation and its short range approximation, the
PDE component of the theory became prominent. With the coupling idea, introduced in [8, 10], the essential part of the
proofs became fully deterministic, greatly simplifying the technical aspects. In the current paper we extend this trend
and use PDEmethods even for the proof of the rigidity bound, a key technical input, that earlier was obtained with direct
random matrix methods.
The historical focus on the bulk and edge universalities has been motivated by the Wigner ensemble since, apart from
the natural bulk regime, its semicircle density vanishes as a square root near the edges, giving rise to the Tracy-Widom
statistics. Beyond the Wigner ensemble, however, the density profile shows a much richer structure. Already Wigner
matrices with nonzero expectation on the diagonal, also called deformed Wigner ensemble, may have a density supported
on several intervals and a cubic root cusp singularity in the density arises whenever two such intervals touch each other
as some deformation parameter varies. Since local spectral universality is ultimately determined by the local behavior
of the density near its vanishing points, the appearance of the cusp gives rise to a new type of universality. This was
first observed in [12] and the local eigenvalue statistics at the cusp can be explicitly described by the Pearcey process in
the complex Hermitian case [24]. The corresponding explicit formulas for the real symmetric case have not yet been
established.
The key classification theorem [4] for the density of Wigner-type matrices showed that the density may vanish only as
a square root (at regular edges) or as a cubic root (at cusps); no other singularity may occur. This result has recently been
extended to a large class of matrices with correlated entries [6]. In other words, the cusp universality is the third and last
universal spectral statistics for random matrix ensembles arising from natural generalizations of the Wigner matrices.
We note that invariant β-ensembles may exhibit further universality classes, see [13].
In the companion paper [15] we established cusp universality for Wigner-type matrices in the complex Hermitian
symmetry class. In the present work we extend this result to the real symmetric class and even to certain space-time
correlation functions. In fact, we show the appearance of a natural one-parameter family of universal statistics associated
to a family of singularities of the eigenvalue density that we call physical cusps. In both works we follow the three step
strategy, a general method developed for proving local spectral universality for randommatrices, see [17] for a pedagogical
introduction. The first step is the local law or rigidity, establishing the location of the eigenvalues with a precision slightly
above the typical local eigenvalue spacing. The second step is to establish universality for ensembles with a tiny Gaussian
component. The third step is a perturbative argument to remove this tiny Gaussian component relying on the optimal
local law. The first and third steps are insensitive to the symmetry type, in fact the optimal local law in the cusp regime
has been established for both symmetry classes in [15] and it completes also the third step in both cases.
There are two different strategies for the second step. In the complex Hermitian symmetry class, the Brézin-Hikami
formula [11] turns the problem into a saddle point analysis for a contour integral. This direct path was followed in [15] rely-
ing on the optimal local law. In the real symmetric case, lacking the Brézin-Hikami formula, only the second strategy via
the analysis of Dyson Brownian motion (DBM) is feasible. This approach exploits the very fast decay to local equilibrium
of DBM. It is the most robust and powerful method up to now to establish local spectral universality. In this paper we
present a version of this method adjusted to the cusp situation. We will work in the real symmetric case for definiteness.
The proof can easily be modified for the complex Hermitian case as well. The DBM method does not explicitly yield the
local correlation kernel. Instead it establishes that the local statistics are universal and therefore can be identified from a
reference ensemble that we will choose as the simplest Gaussian ensemble exhibiting a cusp singularity.
In this paper we partly follow the recent DBM analysis at the regular edges [22] and we extend it to the cusp regime,
using the optimal local law from the companion paper [15] and the precise control of the density near the cusps [3, 6]. The
main conceptual difference between [22] and the current work is that we obtain the necessary local law along the time
evolution of DBM via novel DBM methods in Section 6. Some other steps, such as the Sobolev inequality, heat kernel
estimates from [9] and the finite speed of propagation [8, 18, 22], require only moderate adjustments for the cusp regime,
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but for completeness we include them in the Appendix. The comparison of the short range approximation of the DBM
with the full evolution, Lemma 7.2 and Lemma C.1, will be presented in detail in Section 7 and in Appendix C since it
is more involved in the cusp setup, after the necessary estimates on the semicircular flow near the cusp are proven in
Section 4.
We now outline the novelties and main difficulties at the cusp compared with the edge analysis in [22]. The basic idea
is to interpolate between the time evolution of two DBM’s, with initial conditions given by the original ensemble and the
reference ensemble, respectively, after their local densities have been matched by shift and scaling. Beyond this common
idea there are several differences.
The first difficulty lies in the rigidity analysis of the DBM starting from the interpolated initial conditions. The optimal
rigidity from [15], that holds for very general Wigner-type matrices, applies for the flows of both the original and the
reference matrices, but it does not directly apply to the interpolating process. The latter starts from a regular initial data
but it runs for a very short time, violating the flatness (i.e. effective mean-field) assumption of [15]. While it is possible to
extend the analysis of [15] to this case, here we chose a technically lighter and conceptually more interesting route. We
use the maximum principle of the DBM to transfer rigidity information on the reference process to the interpolating one
after an appropriate localization. Similar ideas for proving rigidity of the β-DBM flow has been used in the bulk [19] and
at the edge [1].
The second difficulty in the cusp regime is that the shape of the density is highly unstable under the semicircular
flow that describes the evolution of the density under the DBM. The regular edge analysed in [22] remains of square root
type along its dynamics and it can be simply described by its location and its multiplicative slope parameter — both vary
regularly with time. In contrast, the evolution of the cusp is a relatively complicated process: it starts with a small gap
that shrinks to zero as the cusp forms and then continues developing a small local minimum. Heavily relying on the main
results of [6], the density is described by quite involved shape functions, see (2.3c), (2.3e), that have a two-scale structure,
given in terms of a total of three parameters, each varying on different time scales. For example, the location of the gap
moves linearly with time, the length of gap shrinks as the 3/2-th power of the time, while the local minimum after the
cusp increases as the 1/2-th power of the time. The scaling behavior of the corresponding quantiles, that approximate the
eigenvalues by rigidity, follows the same complicated pattern of the density. All these require a very precise description
of the semicircular flow near the cusp as well as the optimal rigidity.
The third difficulty is that we need to run the DBM for a relatively long time in order to exploit the local decay; in
fact this time scale,N−1/2+ǫ is considerably longer than the characteristic time scaleN−3/4 on which the physical cusp
varies under the semicircular flow. We need to tune the initial condition very precisely so that after a relatively long time
it develops a cusp exactly at the right location with the right slope.
The fourth difficulty is that, unlike for the regular edge regime, the eigenvalues or quantiles on both sides of the
(physical) cusp contribute to the short range approximation of the dynamics, their effect cannot be treated as mean-field.
Moreover, there are two scaling regimes for quantiles corresponding to the two-scale structure of the density.
Finally, we note that the analysis of the semicircular flow around the cusp, partly completed already in the companion
paper [15], is relatively short and transparent despite its considerablymore complex pattern compared to the correspond-
ing analysis around the regular edge. This is mostly due to strong results imported from the general shape analysis [3].
Not only the exact formulas for the density shapes are taken over, but we also heavily rely on the 1/3-Hölder continuity
in space and time of the density and its Stieltjes transform, established in the strongest form in [6].
Notations and conventions. We now introduce some custom notations we use throughout the paper. For integers
n we define [n] ..= {1, . . . , n}. For positive quantities f, g, we write f . g and f ∼ g if f ≤ Cg or, respectively,
cg ≤ f ≤ Cg for some constants c, C that depend only on the model parameters, i.e. on the constants appearing in
the basic Assumptions (A)–(C) listed in Section 2 below. Similarly, we write f ≪ g if f ≤ cg for some tiny constant
c > 0 depending on the model parameters. We denote vectors by bold-faced lower case Roman letters x,y ∈ CN , and
matrices by upper case Roman letters A,B ∈ CN×N . We write 〈A〉 ..= N−1TrA and 〈x〉 ..= N−1∑a∈[N ] xa for the
averaged trace and the average of a vector. We often identify diagonal matrices with the vector of its diagonal elements.
Accordingly, for any matrixR, we denote by diag(R) the vector of its diagonal elements, and for any vector rwe denote
by diag(r) the corresponding diagonal matrix.
We will frequently use the concept of “with very high probability” meaning that for any fixed D > 0 the probability
of the event is bigger than 1−N−D ifN ≥ N0(D).
Acknowledgement. The authors are very grateful to Johannes Alt for his invaluable contribution in helping improve
several results of [6] tailored to the needs of this paper.
2. Main results
For definiteness we consider the real symmetric case H ∈ RN×N . With small modifications the proof presented in
this paper works for complex Hermitian case as well, but this case was already considered in [15] with a contour integral
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analysis. LetW = W ∗ ∈ RN×N be a symmetric random matrix and A = diag(a) be a deterministic diagonal matrix
with entries a = (ai)Ni=1 ∈ RN . We say thatW is ofWigner-type [5] if its entries wij for i ≤ j are centred, Ewij = 0,
independent random variables. We define the variance matrix or self-energy matrix S = (sij)Ni,j=1 , sij
..= Ew2ij . In [5]
it was shown that as N tends to infinity, the resolvent G(z) ..= (H − z)−1 of the deformed Wigner-type matrix H =
A +W entrywise approaches a diagonal matrixM(z) ..= diag(m(z)) for z ∈ H ..= { z ∈ C | ℑz > 0 }. The entries
m = (m1 . . . ,mN) : H→ HN ofM have positive imaginary parts and solve the Dyson equation
− 1
mi(z)
= z − ai +
N∑
j=1
sijmj(z), z ∈ H ..= { z ∈ C | ℑz > 0 } , i ∈ [N ]. (2.1)
We callM orm the self-consistent Green’s function. The normalised trace 〈M〉 ofM is the Stieltjes transform 〈M(z)〉 =∫
R
(τ − z)−1ρ(dτ) of a unique probability measure ρ on R that approximates the empirical eigenvalue distribution of
A + W increasingly well as N → ∞. We call ρ the self-consistent density of states (scDOS). Accordingly, its support
supp ρ is called the self-consistent spectrum. It was proven in [3] that under very general conditions, ρ(dτ) is an absolutely
continuous measure with a 1/3-Hölder continuous density, ρ(τ). Furthermore, the self-consistent spectrum consists of
finitely many intervals with square root growth of ρ at the edges, i.e. at the points in ∂ supp ρ.
We call a point c ∈ R a cusp of ρ if c ∈ int supp ρ and ρ(c) = 0. Cusps naturally emerge when we consider a one-
parameter family of ensembles and two support intervals ofρmerge as the parameter value changes. The cusp universality
phenomenon is not restricted to the exact cusp; it also occurs for situations shortly before and after the merging of two
such support intervals, giving rise to a one parameter family of universal statistics. More precisely, universality emerges
if ρ has a physical cusp. The terminology indicates that all these singularities become indistinguishable from the exact
cusp if the density is resolved with a local precision above the typical eigenvalue spacing. We say that ρ exhibits a physical
cusp if it has a small gap (e−, e+) ⊂ R \ supp ρwith e+, e− ∈ supp ρ in its support of size e+− e− . N−3/4 or a local
minimum m ∈ int supp ρ of size ρ(m) . N−1/4, cf. Figure 1. Correspondingly, we call the points b ..= 12 (e+ + e−)
and b ..= m physical cusp points, respectively. One of the simplest models exhibiting a physical cusp point is the deformed
Wigner matrix
H = diag(1, . . . , 1,−1, . . . ,−1) +√1 + tW (2.2)
with equal numbers of ±1, and whereW is a Wigner matrix of variance E |wij |2 = N−1. The ensembleH from (2.2)
exhibits an exact cusp if t = 0 and a physical cusp if |t| . N−1/2, with t > 0 corresponding to a small non-zero
local minimum and t < 0 corresponding to a small gap in the support of the self-consistent density. For the proof of
universality in the real symmetric symmetry class we will use (2.2) withW ∼ GOE as a Gaussian reference ensemble.
N−3/4 N−1/4
Figure 1. The cusp universality class can be observed in a 1-parameter family of physical cusps.
Our main result is cusp universality under the real symmetric analogues of the assumptions of [15]. Throughout this
paper we make the following three assumptions:
Assumption (A) (Bounded moments). The entries of the matrix
√
NW have bounded moments and the expectation A is
bounded, i.e. there are positive Ck such that
|ai| ≤ C0, E |wij |k ≤ CkN−k/2, k ∈ N.
Assumption (B) (Flatness). We assume that the matrix S is flat in the sense sij = Ew2ij ≥ c/N for some constant c > 0.
Assumption (C) (Bounded self-consistent Green’s function). The scDOS ρ has a physical cusp point b, and in a neighbour-
hood of the physical cusp point b ∈ R the self-consistent Green’s function is bounded, i.e. for positive C, κ we have
|mi(z)| ≤ C, z ∈ [b− κ, b+ κ] + iR+.
We call the constants appearing in Assumptions (A)–(C) model parameters. All generic constants in this paper may
implicitly depend on these model parameters. Dependence on further parameters, however, will be indicated.
Remark 2.1. The boundedness of m in Assumption (C) can be, for example, ensured by assuming some regularity of the
variance matrix S. For more details we refer to [3, Chapter 6].
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According to the extensive analysis in [3, 6] it follows1 that there exists some small δ∗ ∼ 1 such that the self-consistent
density ρ around the points where it is small exhibits one of the following three types of behaviours.
(i) Exact cusp. There is a cusp point c ∈ R in the sense that ρ(c) = 0 and ρ(c± δ) > 0 for 0 6= δ ≪ 1. In this case the
self-consistent density is locally around c given by
ρ(c+ ω) =
√
3γ4/3 |ω|1/3
2π
[
1 +O
(
|ω|1/3
) ]
(2.3a)
for ω ∈ [−δ∗, δ∗] and some γ > 0.
(ii) Small gap. There is a maximal interval [e−, e+] of size 0 < ∆ ..= e+ − e− ≪ 1 such that ρ|[e−,e+] ≡ 0. In this case
the density around e± is, for some γ > 0, locally given by
ρ(e± ± ω) =
√
3(2γ)4/3∆1/3
2π
Ψedge(ω/∆)
[
1 +O
(
min
{
ω1/3,
ω1/2
∆1/6
})]
(2.3b)
for ω ∈ [0, δ∗], where
Ψedge(λ) ..=
√
λ(1 + λ)
(1 + 2λ+ 2
√
λ(1 + λ))2/3 + (1 + 2λ− 2
√
λ(1 + λ))2/3 + 1
, λ ≥ 0. (2.3c)
(iii) Non-zero local minimum. There is a local minimum atm ∈ R of ρ such that 0 < ρ(m)≪ 1. In this case there exists
some γ > 0 such that
ρ(m+ ω) = ρ(m) + ρ(m)Ψmin
(
3
√
3γ4ω
2(πρ(m))3
)[
1 +O
(
min
{
ρ(m)1/2,
ρ(m)4
|ω|
}
+min
{ ω2
ρ(m)5
, |ω|1/3
})]
(2.3d)
for ω ∈ [−δ∗, δ∗], where
Ψmin(λ) ..=
√
1 + λ2
(
√
1 + λ2 + λ)2/3 + (
√
1 + λ2 − λ)2/3 − 1 − 1, λ ∈ R. (2.3e)
We note that the choices for the slope parameter γ in (2.3b)–(2.3d) are consistent with (2.3a) in the sense that in the regimes
∆ ≪ ω ≪ 1 and ρ(m)3 ≪ |ω| ≪ 1 the respective formulae asymptotically agree. The precise form of the pre-factors
in (2.3) is also chosen such that in the universality statement γ is a linear rescaling parameter.
It is natural to express universality in terms of a rescaled k-point function p(N)k which we define implicitly by
E
(
N
k
)−1 ∑
{i1,...,ik}⊂[N ]
f(λi1 , . . . , λik) =
∫
Rk
f(x)p
(N)
k (x) dx (2.4)
for test functions f , where the summation is over all subsets of k distinct integers from [N ].
Theorem 2.2. LetH be a real symmetric or complex Hermitian deformed Wigner-type matrix whose scDOS ρ has a physical
cusp point b such that Assumptions (A)–(C) are satisfied. Let γ > 0 be the slope parameter at b, i.e. such that ρ is locally around
b given by (2.3). Then the local k-point correlation function at b is universal, i.e. for any k ∈ N there exists a k-point correlation
function p
GOE/GUE
k,α such that for any test function F ∈ C1c (Ω), with Ω ⊂ Rk some bounded open set, it holds that∫
Rk
F (x)
[
Nk/4
γk
p
(N)
k
(
b+
x
γN3/4
)
− pGOE/GUEk,α (x)
]
dx = Ok,Ω
(
N−c(k)‖F‖C1
)
,
where the parameter α and the physical cusp b are given by
α ..=

0 in case (i)
3 (γ∆/4)2/3N1/2 in case (ii)
− (πρ(m)/γ)2N1/2 in case (iii),
, b ..=

c in case (i)
(e− + e+)/2 in case (ii)
m in case (iii),
(2.5)
and c(k) > 0 is a small constant only depending on k. The implicit constant in the error term depends on k and the diameter
of the set Ω.
Remark 2.3. (i) In the complex Hermitian symmetry class the k-point function is given by
pGUEk,α (x) = det
(
Kα,α(xi, xj)
)k
i,j=1
.
1The claimed expansions (2.3a) and (2.3d) follow directly from [6, Theorem 7.2(c), (d)]. The error term in (2.3b) follows from [6, Theorem 7.1(a)], where we
define γ according to h therein.
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Here the extended Pearcey kernelKα,β is given by
Kα,β(x, y) =
1
(2πi)2
∫
Ξ
dz
∫
Φ
dw
exp(−w4/4 + βw2/2− yw + z4/4− αz2/2 + xz)
w − z
− 1β>α√
2π(β − α) exp
(
− (y − x)
2
2(β − α)
)
,
(2.6)
where Ξ is a contour consisting of rays from±∞eiπ/4 to 0 and rays from 0 to ±∞e−iπ/4, and Φ is the ray from−i∞
to i∞. For more details we refer to [2, 12, 24] and the references in [15].
(ii) The real symmetric k-point function (possibly only a distribution) pGOEk,α is not known explicitly. In fact, it is not even
known whether pGOEk,α is Pfaffian. We will nevertheless establish the existence of p
GOE
k,α as a distribution in the dual of
the C1 functions in Section 3 as the limit of the correlation functions of a one parameter family of Gaussian comparison
models.
Theorem 2.2 is a universality result about the spatial correlations of eigenvalues. Our method also allows us to prove
the corresponding statement on space-time universality when we consider the time evolution of eigenvalues (λti)i∈[N ]
according to the Dyson Brownian motion dH(t) = dBt with initial condition H(0) = H , where, depending on the
symmetry class,Bt is a complex Hermitian or real symmetric matrix valued Brownian motion. For any ordered k-tuple
τ = (τ1, . . . , τk) with 0 ≤ τ1 ≤ · · · ≤ τk . N−1/2 we then define the time-dependent k-point function as follows.
Denote the unique values in the tuple τ by σ1 < · · · < σl such that {τ1, . . . , τk} = {σ1, . . . , σl} and denote the
multiplicity of σj in τ by kj and note that
∑
kj = k. We then define p
(N)
k,τ implicitly via
E
l∏
j=1
(N
kj
)−1 ∑
{ij1,...,i
j
kj
}⊂[N ]
 f(λσ1i11 , . . . , λσ1i1k1 , . . . , λσlil1 , . . . , λσlilkl ) =
∫
Rk
f(x)p
(N)
k,τ (x) dx (2.7)
for test functionsf andnote that (2.7) reduces to (2.4) in the case τ1 = · · · = τk = 0. Wenote that in (2.7) coinciding indices
are allowed only for eigenvalues at different times. If the scDOS ρ of H has a physical cusp in b, then for τ . N−1/2
the scDOS ρτ ofH(τ) also has a physical cusp bτ close to b and we can prove space-time universality in the sense of the
following theorem, whose proof we defer to Appendix A.
Theorem 2.4. LetH be a real symmetric or complex Hermitian deformed Wigner-type matrix whose scDOS ρ has a physical
cusp point b such that Assumptions (A)–(C) are satisfied. Let γ > 0 be the slope parameter at b, i.e. such that ρ is locally around
b given by (2.3). Then there exists a k-point correlation function pGOE/GUEk,α such that for any 0 ≤ τ1 ≤ · · · ≤ τk . N−1/2
and for any test function F ∈ C1c (Ω), with Ω ⊂ Rk some bounded open set, it holds that∫
Rk
F (x)
[
Nk/4
γk
p
(N)
k,τ/γ2
(
b
τ/γ2 +
x
γN3/4
)
− pGOE/GUEk,α (x)
]
dx = Ok,Ω
(
N−c(k)‖F‖C1
)
,
where τ = (τ1, . . . , τk), bτ = (bτ1 , . . . , bτk) and α = α − τN1/2 with α from (2.5) and c(k) > 0 is a small constant
only depending on k. In the case of the complex Hermitian symmetry class the k-point correlation function is known to be
determinantal of the form
pGUEα1,...,αk(x) = det
(
Kαi,αj (xi, xj)
)k
i,j=1
withKα,β as in (2.6).
The analogous version of Theorem 2.4 for fixed energy bulk multitime universality has been proven in [20, Sec. 2.3.1.].
Remark 2.5. The extended Pearcey kernel Kα,β in Theorem 2.4 has already been observed for the double-scaling limit of
non-intersecting Brownian bridges [2, 24]. However, in the random matrix setting our methods also allow us to prove that the
space-time universality of Theorem 2.4 extends beyond the Gaussian DBM flow. If the times 0 ≤ τ1 ≤ · · · ≤ τk . N−1/2
are ordered, then the k-point correlation function of the DBM flow asymptotically agrees with the k-point correlation function
of eigenvalues of the matrices
H +
√
τ1W1, H +
√
τ1W1 +
√
τ2 − τ1W2, . . . , H +√τ1W1 + · · ·+
√
τk − τk−1Wk
for independent standard Wigner matricesW1, . . . ,Wk .
3. Ornstein-Uhlenbeck flow
Starting from this section we consider a more general framework that allows for random matrix ensembles with
certain correlation among the entries. In this way we stress that our proofs regarding the semicircular flow and the Dyson
Brownian motion are largely model independent, assuming the optimal local law holds. The independence assumption
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on the entries ofW is made only because we rely on the local law from [15] that was proven for deformed Wigner-type
matrices. We therefore present the flow directly in the more general framework of the matrix Dyson equation (MDE)
1 + (z −A+ S[M(z)])M(z) = 0, A ..= EH, S[R] ..= EWRW, (3.1)
with spectral parameter in the complex upper half plane, ℑz > 0, and positive definite imaginary part, 12i (M(z) −
M(z)∗) > 0, of the solutionM . The MDE generalizes (2.1). Note that in the deformed Wigner-type case the self-energy
operator S : CN×N → CN×N is related to the variance matrix S by S[diag r] = diag(Sr).
As in [15] we consider the Ornstein-Uhlenbeck flow
dH˜s = −1
2
(H˜s −A) ds+Σ1/2[dBs], Σ[R] ..= β
2
EW TrWR, H˜0 ..= H, (3.2)
which preserves expectation and self-energy operatorS . Sincewe consider real symmetricH , the parameter β indicating
the symmetry class is β = 1. In (3.2) with Bs ∈ RN×N we denote a real symmetric matrix valued standard (GOE)
Brownian motion, i.e. (Bs)ij for i < j and (Bs)ii/
√
2 are independent standard Brownian motions and (Bs)ji =
(Bs)ij . In caseH were complex Hermitian, we would have β = 2 and dBs would be an infinitesimal GUEmatrix. This
was the setting in [15]. The OU flow effectively adds a small Gaussian component of size
√
s to H˜s. More precisely, we
can construct a Wigner-type matrixHs, satisfying Assumptions (A)–(C), such that, for any fixed s,
H˜s = Hs +
√
csU, Ss = S − csSGOE, EHs = A, U ∼ GOE, (3.3)
whereU is independent ofHs. Here c > 0 is a small universal constant which depends on the constant in Assumption (B),
Ss is the self-energy operator corresponding to Hs and SGOE[R] ..= 〈R〉 + Rt/N , where 〈·〉 ..= N−1Tr(·) and Rt
denotes the transpose ofR. Since S is flat in the sense S[R] & 〈R〉 and s is small it follows that also Ss is flat.
As a consequence of the well established Green function comparison technique the k-point function ofH = H˜0 is
comparable with the one of H˜s as long as s ≤ N−1/4−ǫ for some ǫ > 0. Indeed, from [15, Eq. (116)] for any F ∈ C1c (Ω),
compactly supported C1 test function on a bounded open set Ω ⊂ Rk, we find∫
Rk
F (x)Nk/4
[
p
(N)
k
(
b+
x
γN3/4
)
− p˜(N)k,s
(
b+
x
γN3/4
)]
dx = Ok,Ω
(
N−c‖F‖C1
)
, (3.4)
where p˜(N)k,s is the k-point correlation function of H˜s, c = c(k) > 0 is some constant.
It follows from the flatness assumption that the matrixHs satisfies the assumptions of the local law from [15, Theorem
2.5] uniformly in s ≪ 1. Therefore [15, Corollary 2.6] implies that the eigenvalues of Hs are rigid down to the optimal
scale. It remains to prove that for long enough times s the local eigenvalue statistics ofHs+
√
csU on a scale of 1/γN3/4
around b agree with the local eigenvalue statistics of the Gaussian reference ensemble around 0 at a scale of 1/N3/4. By
a simple rescaling Theorem 2.2 then follows from (3.4) together with the following proposition.
Proposition 3.1. Let t1 ..= N
−1/2+ω1 with some smallω1 > 0 and let t∗ be such that |t∗ − t1| . N−1/2. Assume thatH(λ)
andH(µ) 2 areWigner-type matrices satisfying Assumptions (A)–(C) such that the scDOSs ρλ,t∗ , ρµ,t∗ ofH
(λ)+
√
t∗U
(λ) and
H(µ)+
√
t∗U
(µ) with independentU (λ), U (µ) ∼ GOE have cusps in some points cλ, cµ such that locally around cr , r = λ, µ,
the densities ρr,t∗ are given by (2.3a) with γ = 1. Then the local k-point correlation functions p
(N,r)
k,t1
of H(r) +
√
t1U
(r)
around the respective physical cusps br,t1 of ρr,t1 , j = 1, 2, asymptotically agree in the sense∫
Rk
F (x)
[
Nk/4p
(N,λ)
k,t1
(
bλ,t1 +
x
N3/4
)
−Nk/4p(N,µ)k,t1
(
bµ,t1 +
x
N3/4
)]
dx = Ok,Ω
(
N−c(k)‖F‖C1
)
for any F ∈ C1c (Ω), with Ω ⊂ Rk a bounded open set.
Proof of Theorem 2.2. Set s ..= t1/cθ2 and H(λ) ..= θHs where c is the constant from (3.3) and θ ∼ 1 is yet to be
chosen. Note that H(λ) +
√
tU = θ(Hs +
√
t/θ2U), and in particular H(λ) +
√
t1U = H˜s. Moreover, it follows
from the semicircular flow analysis in Section 4 that for some t∗ with |t∗ − t1| . N−1/2, the scDOS θρλ,t∗(λ·) of
Hs+
√
t∗/θ2U and thereby also ρλ,t∗ , the one ofH
(λ)+
√
t∗U , have exact cusps in cλ/θ and cλ, respectively. It follows
from the 1/3-Hölder continuity of the slope parameter, cf. [6, Lemma 10.5, Eq. (7.5a)], that locally around cλ/θ the scDOS
ofHs +
√
t∗/θ2U is given by
θρλ,t∗
(
cλ + θω
)
= θρλ,t∗
(
θ
(
cλ
θ
+ ω
))
=
√
3γ4/3 |ω|1/3
2π
[
1 +O
(
|ω|1/3 + |t∗ − t1|1/3
)]
.
Whence we can choose θ = γ
[
1 +O( |t1 − t∗|1/3 )] appropriately such that
ρλ,t∗(cλ + ω) =
√
3 |ω|1/3
2π
[
1 +O
(
|ω|1/3
)]
2We use the notationH(λ) andH(µ) since we denote the eigenvalues ofH(λ) andH(µ) by λi and µi respectively, with 1 ≤ i ≤ N respectively.
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and it follows that H(λ) satisfies the assumptions of Proposition 3.1, in particular the slope parameter ofH(λ) +
√
t∗U
is normalized to 1. Furthermore, the almost cusp bλ,t1 ofH
(λ)+
√
t1U is given by bλ,t1 = θbwith b as in Theorem 2.2.
We now choose our Gaussian comparison model. For α ∈ R we consider the reference ensemble
Uα = U
(N)
α
..= diag(1, . . . , 1,−1, . . . ,−1) +
√
1− αN−1/2U ∈ RN×N , U ∼ GOE (3.5)
with ⌊N/2⌋ and ⌈N/2⌉ times ±1 in the deterministic diagonal. An elementary computation shows that for even N
and α = 0, the self-consistent density of Uα has an exact cusp of slope γ = 1 in c = 0, i.e. it is given by (2.3a). For
odd N the exact cusp is at distance . N−1 away from 0 which is well below the natural scale of order N−3/4 of the
eigenvalue fluctuation and therefore has no influence on the k-point correlation function. The reference ensemble Uα
has for 0 6= |α| ∼ 1 a small gap of size N−3/4 or small local minimum of size N−1/4 at the physical cusp point
|b| . 1N , depending on the sign of α. Using the definition in (3.5), let H(µ) ..= UN1/2t∗ from which it follows that
H(µ) +
√
t∗U ∼ U0 has an exact cusp in 0 whose slope is 1 by an easy explicit computation in the case of even N .
For oddN the cusp emerges at a distance of. N−1 away from 0, which is well below the investigated scale. Thus also
H(2) satisfies the assumptions of Proposition 3.1. The almost cusp bµ,t1 is given by bµ,t1 = 0 by symmetry of the density
ρµ,t1 in the case of even N and at a distance of |bµ,t1 | . N−1 in the case of odd N . This fact follows, for example,
from explicitly solving the 2d-quadratic equation. The perturbation of size 1/N is not visible on the scale of the k-point
correlation functions.
Now Proposition 3.1 together with (3.4) and s ∼ N−1/2+ω1 implies that∫
Rk
F (x)
[
Nk/4
θk
p
(N)
k
(
b+
x
θN3/4
)
−Nk/4p(N)k,α,GOE
(
x
N3/4
)]
dx = Ok,Ω
(
N−c(k)‖F‖C1(Ω)
)
(3.6)
with α = N1/2(t∗ − t1), where p(N)k,α,GOE denotes the k-point function of the comparison model Uα. This completes
the proof of Theorem 2.2 modulo the comparison of p(N)k,α,GOE with its limit by relating t∗ − t1 to the size of the gap and
the local minimum of ρ via [15, Lemma 5.1] (or (4.6a)–(4.6c) later) and recalling that θ = γ
[
1 +O( |t1 − t∗|1/3 )].
To complete the proof we claim that for any fixed k and α there exists a distribution pGOEk,α on R
k , locally in the dual
of C1c (Ω) for every open bounded Ω ⊂ Rk , such that∫
Rk
F (x)
[
Nk/4p
(N)
k,α,GOE
(
x
N3/4
)
− pGOEk,α (x)
]
dx = Ok,Ω
(
N−c(k)‖F‖C1
)
(3.7)
holds for any F ∈ C1c (Ω). We now show that (3.7) is a straightforward consequence of (3.6).
First notice that, for notational simplicity, we gave the proof of (3.6) only for the case whenH and Uα are of the same
dimension, but it works without any modification when their dimensions are only comparable, see Remark 5.2. Hence,
applying this result to a sequence ofGOE ensemblesU (Nn)α withNn ..= (4/3)n, for any compactly supportedF ∈ C1c (Ω)
we have∫
Rk
F (x)
[
Nk/4n p
(Nn)
k,α,GOE
(
x
N
3/4
n
)
−Nk/4n+1p(Nn+1)k,α,GOE
(
x
N
3/4
n+1
)]
dx = Ok,Ω
((3
4
)nc(k)
‖F‖C1
)
. (3.8)
Fix a bounded open set Ω ⊂ Rk and define the sequence of functionals {Jn}n∈N in the dual space C1c (Ω)∗ as follows
Jn(F ) ..=
∫
Rk
F (x)Nk/4n p
(Nn)
k,α,GOE
(
x
N
3/4
n
)
dx,
for any F ∈ C1c (Ω). Then, by (3.8) it easily follows that {Jn}n∈N is a Cauchy sequence on C1c (Ω)∗. Indeed, for any
M > L we have by a telescopic sum
|(JM − JL)(F )| =
∣∣∣∣∣
M−1∑
n=L
∫
Rk
F (x)
[
N
k/4
n+1p
(Nn+1)
k,α,GOE
(
x
N
3/4
n+1
)
−Nk/4n p(Nn)k,α,GOE
(
x
N
3/4
n
)]
dx
∣∣∣∣∣
≤ Ck,Ω
(
3
4
)Lc(k)
‖F‖C1.
(3.9)
Thus, we conclude that there exists a unique J∞ ∈ C1c (Ω)∗ such that Jn → J∞ as n→∞ in norm. Then, (3.9) clearly
concludes the proof of (3.7), identifying J∞ = J (Ω)∞ with pGOEk,α restricted to Ω. Since this holds for any open bounded
set Ω ⊂ Rk, the distribution pGOEk,α can be identified with the inductive limit of the consistent family of functionals
{J (Ωm)∞ }m≥1, where, say, Ωm is the ball of radiusm. This completes the proof of Theorem 2.2.

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4. Semicircular flow analysis
In this section we analyse various properties of the semicircular flow in order to prepare the Dyson Brownianmotion
argument in Section 6 and Section 7. Ifρ is a probability density onRwith Stieltjes transformm, then the free semicircular
evolution ρfct = ρ ⊞
√
tρsc of ρ is defined as the unique probability measure whose Stieltjes transform mfct solves the
implicit equation
mfct (ζ) = m(ζ + tm
fc
t (ζ)), ζ ∈ H, t ≥ 0. (4.1)
Here
√
tρsc is the semicircular distribution of variance t.
We now prepare the Dyson Brownian motion argument in Section 7 by providing a detailed analysis of the scDOS
along the semicircular flow. As in Proposition 3.1 we consider the setting of two densities ρλ, ρµ whose semicircular
evolutions reach a cusp of the same slope at the same time. Within the whole section we shall assume the following setup:
Let ρλ, ρµ be densities associated with solutionsMλ,Mµ to some Dyson equations satisfying Assumptions (A)–(C) (or
their matrix counterparts). We consider the free convolutions ρλ,t ..= ρλ ⊞
√
tρsc, ρµ,t ..= ρµ ⊞
√
tρsc of ρλ, ρµ with
semicircular distributions of variance t and assume that after a time t∗ ∼ N−1/2+ω1 both densities ρλ,t∗ , ρµ,t∗ have cusps
in points cλ, cµ around which they can be approximated by (2.3a) with the same γ = γλ(t∗) = γµ(t∗). It follows from
the semicircular flow analysis in [15, Lemma 5.1] that for 0 ≤ t ≤ t∗ both densities have small gaps [e−r,t, e+r,t], r = λ, µ
in their supports, while for t∗ ≤ t ≤ 2t∗ they have non-zero local minima in some points mr,t, r = λ, µ. Instead of
comparing the eigenvalue flows corresponding to ρλ, ρµ directly, we rather consider a continuous interpolation ρα for
α ∈ [0, 1] of ρλ and ρµ. For technical reasons we define this interpolated density ρα,t as an interpolation of ρλ,t and ρµ,t
separately for each time t, rather than considering the evolution ρα,0 ⊞
√
tρsc of the initial interpolation ρα,0. We warn
the reader that semicircular evolution and interpolation do not commute, i.e. ρα,t 6= ρα,0 ⊞
√
tρsc. We now define the
concept of interpolating densities following [22, Section 3.1.1].
Definition 4.1. For α ∈ [0, 1] define the α-interpolating density ρα,t as follows. For any 0 ≤ E ≤ δ∗ and r = λ, µ let
nr,t(E) ..=
∫
e
+
r,t+E
e
+
r,t
ρr,t(ω) dω, 0 ≤ t ≤ t∗, nr,t(E) ..=
∫
mr,t+E
mr,t
ρr,t(ω) dω, t∗ ≤ t ≤ 2t∗
be the counting functions and ϕλ,t, ϕµ,t their inverses, i.e. nr,t(ϕr,t(s)) = s. Define now
ϕα,t(s) ..= αϕλ,t(s) + (1− α)ϕµ,t(s) (4.2)
for s ∈ [0, δ∗∗] where δ∗∗ ∼ 1 depends on δ∗ and is chosen in such a way that ϕα,t is invertible3. We thus define nα,t(E) to
be the inverse of ϕα,t(s) near zero. Furthermore, for 0 ≤ t ≤ t∗ set
e
±
α,t
..= αe±λ,t + (1 − α)e±µ,t, (4.3)
ρα,t(e
+
α,t + E)
..=
d
dE
nα,t(E), E ∈ [0, δ∗] (4.4)
and for t ≥ t∗ set
mα,t
..= αmλ,t + (1− α)mµ,t, (4.5)
ρα,t(mα,t + E) ..= αρλ,t(mλ,t) + (1− α)ρµ,t(mµ,t) + d
dE
nα,t(E), E ∈ [−δ∗, δ∗].
We define ρα,t(E) for 0 ≤ t ≤ t∗ and E ∈ [e−α,t − δ∗, e−α,t] analogously.
Themotivation for the interpolationmode in Definition 4.1 is that (4.2) ensures that the quantiles of ρα,t are the convex
combination of the quantiles of ρλ,t and ρµ,t, see (4.14c) later. The following two lemmas collect various properties of the
interpolating density. Recall that ρλ,t and ρµ,t are asymptotically close near the cusp regime, up to a trivial shift, since
they develop a cuspwith the same slope at the same time. In Lemma 4.2 we show that ρα,t shares this property. Lemma 4.3
shows that ρα,t inherits the regularity properties of ρλ,t and ρµ,t from [6].
Lemma 4.2 (Size of gaps and minima along the flow). For t ≤ t∗ and r = α, λ, µ the supports of ρr,t have small gaps
[e−r,t, e
+
r,t] near c∗ of size
∆r,t ..= e
+
r,t − e−r,t = (2γ)2
( t∗ − t
3
)3/2[
1 +O((t∗ − t)1/3)], ∆r,t = ∆µ,t[1 +O((t∗ − t)1/3)] (4.6a)
and the densities are close in the sense
ρr,t(e
±
r,t ± ω) = ρµ,t(e±µ,t ± ω)
[
1 +O
(
(t∗ − t)1/3 +min
{
ω1/3,
ω1/2
(t∗ − t)1/4
})]
(4.6b)
3Invertibility in a small neighbourhood follows from the form of the explicit shape functions in (2.3b) and (2.3d)
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for 0 ≤ ω ≤ δ∗. For t∗ < t ≤ 2t∗ the densities ρr,t have small local minima mr,t of size
ρr,t(mr,t) =
γ2
√
t− t∗
π
[
1 +O((t− t∗)1/2)], ρr,t(mr,t) = ρµ,t(mµ,t)[1 +O((t− t∗)1/2)] (4.6c)
and the densities are close in the sense
ρr,t(mr,t + ω)
ρµ,t(mµ,t + ω)
= 1 +O
(
(t− t∗)1/2 +min
{
(t− t∗)1/4, (t− t∗)
2
|ω|
}
+min
{ ω2
(t− t∗)5/2
, |ω|1/3
})
(4.6d)
for ω ∈ [−δ∗, δ∗]. Here δ∗, δ∗∗ ∼ 1 are small constants depending on the model parameters in Assumptions (A)–(C).
Lemma 4.3. The density ρα,t from Definition 4.1 is well defined and is a 1/3-Hölder continuous density. More precisely, in
the pre-cusp regime, i.e. for t ≤ t∗, we have∣∣ρ′α,t(e±α,t ± x)∣∣ . 1
ρα,t(e
±
α,t ± x)
(
ρα,t(e
±
α,t ± x) + ∆1/3α,t
) (4.7a)
for 0 ≤ x ≤ δ∗. Moreover, the Stieltjes transformmα,t satisfies the bounds∣∣mα,t(e±α,t ± x)∣∣ . 1, ∣∣mα,t(e±α,t ± (x+ y))−mα,t(e±α,t ± x)∣∣ . |y| |log |y||
ρα,t(e
±
α,t ± x)(ρα,t(e±α,t ± x) + ∆1/3α,t )
(4.7b)
for |x| ≤ δ∗/2, |y| ≪ x. In the small minimum case, i.e. for t ≥ t∗, we similarly have∣∣ρ′α,t(mα,t + x)∣∣ . 1ρ2α,t(mα,t + x) (4.8a)
for |x| ≤ δ∗ and
|mα,t(mα,t + x)| . 1, |mα,t(mα,t + (x+ y))−mα,t(mα,t + x)| . |y| |log |y||
ρ2α,t(mα,t + x)
(4.8b)
for |x| ≤ δ∗ and |y| ≪ |x|.
Proof of Lemma 4.2. We first consider the two densities r = λ, µ only. The first claims in (4.6a) and (4.6c) follow directly
from [15, Lemma 5.1], while the second claims follow immediately from the first ones. For the proof of (4.6b) and (4.6d) we
first note that by elementary calculus
Ψedge((1 + ǫ)λ) = Ψedge(λ)
[
1 +O (ǫ)], Ψmin((1 + ǫ)λ) = Ψmin(λ)[1 +O (ǫ)]
so that
∆
1/3
λ,t Ψedge(ω/∆λ,t) = ∆
1/3
µ,tΨedge(ω/∆µ,t)
[
1 +O
(
(t∗ − t)1/3
)]
and the claimed approximations follow together with (2.3b) and (2.3d). Here the exact cusp case t = t∗ is also covered by
interpreting 01/3Ψedge(ω/0) = ω1/3/24/3.
In order to prove the corresponding statements for the interpolating densities ρα,t , we first have to establish a quantita-
tive understanding of the counting functionnr,t and its inverse. We claim that for r = α, λ, µ they satisfy for 0 ≤ E ≤ δ∗,
0 ≤ s ≤ δ∗∗ that
nr,t(E) ∼ min
{
E3/2
∆
1/6
r,t
, E4/3
}
, ϕr,t(s) ∼ max
{
s3/4, s2/3∆
1/9
r,t
}
,
ϕr,t(s)
ϕλ,t(s)
∼ min
{
ϕ
1/3
λ,t (s),
ϕ
1/2
λ,t (s)
∆
1/6
λ,t
} (4.9a)
for t ≤ t∗ and
nr,t(E) ∼ max{E4/3, Eρr,t(mr,t)}, ϕr,t(s) ∼ min
{
s3/4,
s
ρr,t(mr,t)
}
ϕr,t(s)
ϕλ,t(s)
∼ min
{
ϕ
1/3
λ,t (s),
ϕλ,t(s)
ρ2r,t(mr,t)
,
ϕ2λ,t(s)
ρ
11/2
r,t (mr,t)
} (4.9b)
for t ≥ t∗.
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Proof of (4.9). We begin with the proof of (4.9a) for r = λ, µ. Recall that the shape function Ψedge satisfies the scaling
∆1/3Ψedge(ω/∆) ∼ min{ω1/3, ω1/2/∆1/6}. We first find by elementary integration that∫ q
0
min
{
ω1/3,
ω1/2
∆1/6
}
dω =
9q4/3min{q,∆}1/6 −min{q,∆}3/2
12∆1/6
∼ min
{ q3/2
∆1/6
, q4/3
}
from which we conclude the first relation in (4.9a), and by inversion also the second relation. Together with the estimate
for the error integral for ρλ,t(e
+
λ,t + ω)− ρµ,t(e+µ,t + ω) . min{ω2/3, ω/∆1/3λ,t },∫ q
0
min
{
ω2/3,
ω
∆1/3
}
dω =
6q5/3min{q,∆}1/3 −min{q,∆}2
10∆1/3
∼ min
{ q2
∆1/3
, q5/3
}
we can thus conclude also the third relation in (4.9a).
We now turn to the case t > t∗ where both densities ρλ,t, ρµ,t exhibit a small local minimum. We first record the
elementary integral∫ q
0
(
ρ+min
{
ω1/3,
ω2
ρ5
})
dω =
q4/3min{ρ3, q}5/3 + 12qρ6 − 5min{q, ρ3}3
12ρ5
∼ max{q4/3, qρ}
for q, ρ ≥ 0 and easily conclude the first two relation in (4.9b). For the error integral we obtain∫ q
0
min
{
ω1/3,
ω2
ρ5
}[
min
{
ρ1/2,
ρ4
ω
}
+min
{
ω1/3,
ω2
ρ5
}]
dω ∼ min
{
q5/3,
q2
ρ
,
q3
ρ9/2
}
from which the third relation in (4.9b) follows. Finally, the claims (4.9a) and (4.9b) for r = α follow immediately from
Definition 4.1 and the corresponding statements for r = λ, µ. This completes the proof of (4.9). 
We now turn to the density ρα,t for which the claims (4.6a), (4.6c) follow immediately from Definition 4.1 and the
corresponding statements for ρλ,t and ρµ,t. For t ≤ t∗ we now continue by differentiatingE = ϕr,t(nr,t(E)) to obtain
ρα,t(e
+
α,t + ϕα,t(s)) =
1
ϕ′α,t(s)
=
1
αϕ′λ,t(s) + (1 − α)ϕ′µ,t(s)
=
(
α
ρλ,t(e
+
λ,t + ϕλ,t(s))
+
1− α
ρµ,t(e
+
µ,t + ϕµ,t(s))
)−1
= ρλ,t(e
+
λ,t + ϕλ,t(s))
(
α+ (1− α)ρλ,t(e
+
λ,t + ϕλ,t(s))
ρµ,t(e
+
µ,t + ϕµ,t(s))
)−1
, (4.10)
from which we can easily conclude (4.6b) for r = α together with (4.6b) for r = λ and (4.9a). The proof of (4.6d) for
r = α follows by the same argument and replacing e+r,t bymr,t. This finishes the proof of Lemma 4.2 
Proof of Lemma 4.3. By differentiating we find
ρ′α,t(e
+
α,t + ϕα,t(s))
ρα,t(e
+
α,t + ϕα,t(s))
= − αϕ
′′
λ,t(s) + (1− α)ϕ′′µ,t(s)(
αϕ′λ,t(s) + (1 − α)ϕ′µ,t(s)
)2
=
[
α
ρ′λ,t(e
+
λ,t + ϕλ,t(s))
ρ3λ,t(e
+
λ,t + ϕλ,t(s))
+ (1− α)ρ
′
µ,t(e
+
µ,t + ϕµ,t(s))
ρ3µ,t(e
+
µ,t + ϕµ,t(s))
](
α
ρλ,t(e
+
λ,t + ϕλ,t(s))
+
1− α
ρµ,t(e
+
µ,t + ϕµ,t(s))
)−2
,
from which we conclude the claimed bound (4.7a) together with the fact that the densities ρλ and ρµ fulfil the same
bound according to [6, Remark 10.7], and the estimates from Lemma 4.2. Similarly, the bound in (4.8a) follows by the same
argument by replacing e±α,t bymα,t. The bound |ρ′| ≤ ρ−2 on the derivative implies 13 -Hölder continuity.
We now turn to the claimed bound on the Stieltjes transform and compute
mα,t(e
+
α,t + x) =
∫ δ∗
0
ρα,t(e
+
α,t + ω)
ω − x dω +
∫ 0
−δ∗
ρα,t(e
−
α,t + ω)
ω −∆α,t − x dω,
out of which for x > 0 the first term can be bounded by∫ δ∗
0
ρα,t(e
+
α,t + ω)
ω − x dω .
∫ δ∗
0
|ω − x|1/3
ω − x dω +
∫ δ∗
2x
ρα,t(e
+
α,t + x)
ω − x dω . |x|
1/3 |log x|+ |δ∗ − x|1/3 ,
while the second term can be bounded by∣∣∣∣ ∫ 0
−δ∗
ρα,t(e
−
α,t + ω)
ω −∆α,t − x dω
∣∣∣∣ . |δ∗ −∆α,t − x|1/3 + |∆α,t + x|1/3 |log(∆α,t + x)| ,
both using the 1/3-Hölder continuity of ρα,t. The corresponding bounds for x < 0 are similar, completing the proof of
the first bound in (4.7b).
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The proof of the first bound in (4.8b) is very similar and follows from
|mα,t(mα,t + x)| .
∣∣∣∣∣
∫ δ∗
−δ∗
|ω − x|1/3
ω − x dω
∣∣∣∣∣+
∣∣∣∣∣
∫
[−δ∗,δ∗]\[x−δ∗/2,x+δ∗/2]
ρα,t(mα,t + x)
ω − x dω
∣∣∣∣∣ . 1.
We now turn to the second bound in (4.7b) which is only non-trivial in the case x > 0. To simplify the following
integrals we temporarily use the short-hand notationsm = mα,t, e+ = e
+
α,t, ρ = ρα,t,∆ = ∆α,t and compute
m(e+ + x+ y)−m(e+ + x) =
∫ δ∗
−∆−δ∗
ρ(e+ + ω)
ω − x− y dω −
∫ δ∗
−∆−δ∗
ρ(e+ + ω)
ω − x dω
where we now focus on the integration regime ω ≥ 0 as this is the regime containing the two critical singularities. We
first observe that∫ δ∗−y
−y
ρ(e+ + ω + y)
ω − x dω−
∫ δ∗
0
ρ(e+ + ω)
ω − x dω =
∫ δ∗
0
ρ(e+ + ω + y)− ρ(e+ + ω)
ω − x dω+
∫ 0
−y
ρ(e+ + ω + y)
ω − x dω+O (y) ,
where the second integral is easily bounded by∫ 0
−y
ρ(e+ ω + y)
ω − x dω .
1
x
min
{
y4/3, y3/2∆−1/6
}
.
y
ρ(e+ + x)(ρ(e+ + x) + ∆1/3)
.
We split the remaining integral into three regimes [0, x/2], [x/2, 3x/2] and [3x/2, δ∗]. In the first one we use (4.7a) as
well as the scaling relation ρ(e+ + ω) ∼ min{ω1/3, ω1/2∆−1/6} to obtain∫ x/2
0
ρ(e+ + ω + y)− ρ(e+ + ω)
ω − x dω .
y
x
∫ x/2
0
1
ρ(e+ + ω)
(
ρ(e+ + ω) + ∆1/3
) dω
.
y
x
min
{ x1/2
∆1/6
, x1/3
}
∼ y
max{x2/3, x1/2∆1/6} .
y
ρ(e+ + x)(ρ(e+ + x) + ∆1/3)
.
The integral in the regime [3x/2, δ∗] is completely analogous and contributes the same bound. Finally, we are left with
the regime [x/2, 3x/2]which we again subdivide into [x− y, x+ y] and [x/2, 3x/2]\ [x− y, x+ y]. In the first of those
we have∫ x+y
x−y
ρ(e+ + ω + y)− ρ(e+ + ω)
ω − x dω =
∫ x+y
x−y
ρ(e+ + ω + y)− ρ(e+ + x+ y)− ρ(e+ + ω) + ρ(e+ + x)
ω − x dω
.
y
ρ(e+ + x)(ρ(e+ + x) + ∆1/3)
,
while in the second one we obtain∫
[x/2,3x/2]\[x−y,x+y]
ρ(e+ + ω + y)− ρ(e+ + x+ y)− ρ(e+ + ω) + ρ(e+ + x)
ω − x dω
.
y
ρ(e+ + x)(ρ(e+ + x) + ∆1/3)
∫
[x/2,3x/2]\[x−y,x+y]
|ω − x|−1 dω . y |log y|
ρ(e+ + x)(ρ(e+ + x) + ∆1/3)
.
Collecting the various estimates completes the proof of (4.7b).
The second bound in (4.8b) follows by a similar argument and we focus on the most critical term∫ δ∗/2
−δ∗/2
ρ(m+ ω + y)− ρ(m+ ω)
ω − x dω =
(∫ x−y
−δ∗/2
+
∫ x+y
x−y
+
∫ δ∗/2
x+y
)
ρ(m+ ω + y)− ρ(m+ ω)
ω − x dω.
Here we can bound the middle integral by∣∣∣∣∫ x+y
x−y
ρ(m+ ω + y)− ρ(m+ ω)
ω − x dω
∣∣∣∣ = ∣∣∣∣∫ x+y
x−y
ρ(m+ ω + y)− ρ(m+ x+ y)− ρ(m+ ω) + ρ(m+ x)
ω − x dω
∣∣∣∣
.
|y|
ρ2(m+ x)
,
while for the first integral we have∣∣∣∣∣
∫ x−y
−δ∗/2
ρ(m+ ω + y)− ρ(m+ x+ y)− ρ(m+ ω) + ρ(m+ x)
ω − x dω
∣∣∣∣∣ . |y|ρ2(m+ x)
∫ x−y
−δ∗/2
1
|ω − x| dω .
|y| |log |y||
ρ2(m+ x)
.
The third integral is completely analogous, completing the proof of (4.8b). 
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4.1. Quantiles. Finally we consider the locations of quantiles of ρr,t for r = α, λ, µ and their fluctuation scales. For
0 ≤ t ≤ t∗ we define the shifted quantiles γ̂r,i(t), and for t∗ ≤ t ≤ 2t∗ the shifted quantiles4 qγr,i(t) in such a way that∫ γ̂r,i(t)
0
ρr,t(e
+
r,t + ω) dω =
i
N
,
∫ qγr,i(t)
0
ρr,t(mr,t + ω) dω =
i
N
, |i| ≪ N. (4.11)
Notice that for i = 0 we always have γ̂r,0(t) = qγr,0(t) = 0. We will also need to define the semiquantiles, distinguished
by star from the quantiles, defined as follows:∫ γ̂∗r,i(t)
0
ρr,t(e
+
r,t + ω) dω =
i− 12
N
,
∫ qγ∗r,i(t)
0
ρr,t(mr,t + ω) dω =
i − 12
N
, 1 ≤ i≪ N (4.12)
and ∫ γ̂∗r,i(t)
0
ρr,t(e
+
r,t + ω) dω =
i+ 12
N
,
∫ qγ∗r,i(t)
0
ρr,t(mr,t + ω) dω =
i+ 12
N
, −N ≪ i ≤ −1 (4.13)
Note that the definition is slightly different for positive and negative i’s, in particular γ̂∗i ∈ [γ̂i−1, γ̂i] for i ≥ 1 and
γ̂∗i ∈ [γ̂i, γ̂i+1] for i < 0. The semiquantiles are not defined for i = 0.
Lemma 4.4. For 1 ≤ |i| ≪ N , r = α, λ, µ and 0 ≤ t ≤ t∗ we have
γ̂r,i(t) ∼ sgn(i)max
{( |i|
N
)3/4
,
( |i|
N
)2/3
(t∗ − t)1/6
}
−
{
0, i > 0
∆r,t, i < 0
γ̂r,i(t) = γ̂µ,i(t)
[
1 +O
(
(t∗ − t)1/3 +min
{ γ̂µ,i(t)1/2
(t∗ − t)1/4
, γ̂µ,i(t)
1/3
})]
,
(4.14a)
while for t∗ ≤ t ≤ 2t∗ we have
qγr,i(t) ∼ sgn(i)min
{( |i|
N
)3/4
,
|i|
N
(t∗ − t)−1/2
}
,
qγr,i(t) = qγµ,i(t)
[
1 +O
(
(t∗ − t)1/2 +min
{
qγµ,i(t)
2
(t∗ − t)11/4
,
qγµ,i(t)
t∗ − t , qγµ,i(t)
1/3
})]
.
(4.14b)
Moreover, the quantiles of ρα,t are the convex combination
γ̂α,i(t) = αγ̂λ,i(t) + (1− α)γ̂µ,i(t), qγα,i(t) = αqγλ,i(t) + (1− α)qγµ,i(t). (4.14c)
Proof. The proof follows directly from the estimates in (4.9a) and (4.9b). The relation (4.14c) follows directly from (4.2) in
the definition of the α-interpolating density. 
4.2. Movement of edges, quantiles and minima. For the analysis of the Dyson Brownian motion it is necessary to
have a precise understanding of the movement of the reference points e±r,t and mr,t, r = λ, µ. For technical reasons
it is slightly easier to work with an auxiliary quantity m˜r,t which is very close to mr,t. According to [15, Lemma 5.1] the
minimummr,t can approximately be found by solving the implicit equation
m˜r,t = cr − (t− t∗)ℜmr,t(m˜r,t), m˜r,t ∈ R, r = λ, µ. (4.15a)
The explicit relation (4.15a) is the main reason why it is more convenient to study the movement of m˜t rather than the
one ofmt. We claim that m˜r,t is indeed a very good approximation formr,t in the sense that
|mr,t − m˜r,t| . (t− t∗)3/2+1/4, ℑmr,t(m˜r,t) = γ2(t− t∗)1/2 +O (t− t∗) , r = λ, µ. (4.15b)
Proof of (4.15b). The first claim in (4.15b) is a direct consequence of [15, Lemma 5.1]. For the second claim we refer to [15,
Eq. (89a)] which implies
ℑmr,t(m˜r,t) = (t− t∗)1/2γ2
[
1 +O
(
(t− t∗)1/3[ℑmr,t(m˜r,t)]1/3
)]
= γ2(t− t∗)1/2 +O (t− t∗) . 
For the t-derivative of (semi-)quantiles γr,t, i.e. points such that
∫ γr,t
−∞ ρr,t(x) dx is constant in t, as well as for the
minima m˜r,t we have the explicit relations
d
dt
γr,t = −ℜmr,t(γr,t), (4.15c)
d
dt
m˜r,t = −ℜmr,t(m˜r,t) +O (t− t∗) , t∗ ≤ t ≤ 2t∗. (4.15d)
4We use a separate variable name qγ because in Section 8 the name γ̂ is used for the quantiles with respect to the base point m˜ instead ofm.
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In particular, for the spectral edges it follows from (4.15c) that
d
dt
e
+
r,t = −mr,t(e+r,t), 0 ≤ t ≤ t∗. (4.15e)
Proof of (4.15c)–(4.15e). For the proof of (4.15c) we first recall that from the defining equation (4.1) of the semicircular flow
it follows that the Stieltjes transformm = mt(ζ) of ρt satisfies the Burgers equation
m˙ = mm′ =
1
2
(m2)′, (4.16)
where prime denotes the ddζ derivative and dot denotes the
d
dt derivative. Thus
γ˙r,t = − 1
ρr,t(γr,t)
ℑ
∫ γr,t
−∞
m˙r,t(E) dE = − 1
2ρr,t(γr,t)
ℑ
∫ γr,t
−∞
(m2r,t)
′(E) dE = − ℑm
2
r,t(γr,t)
2ℑmr,t(γr,t) = −ℜmr,t(γr,t).
follows directly from differentiating
∫ γr,t
−∞
ρr,t(x) dx ≡ const.
For (4.15d) we begin by computing the integral
m′r,t∗(cr + iη) =
∫
R
ρt∗(cr + x)
(x− iη)2 dx =
∫
R
√
3γ4/3 |x|1/3 +O( |x|2/3 )
2π(x− iη)2 dx =
γ4/3
3η2/3
+O
(
η−1/3
)
, (4.17)
so that by definitionmr,t(z) = mr,t∗(z + (t− t∗)mr,t(z)) of the free semicircular flow,
d
dt
mr,t(m˜r,t) = m
′
r,t∗(m˜r,t + (t− t∗)mr,t(m˜r,t))
[ d
dt
m˜r,t +mr,t(m˜r,t) + (t− t∗) d
dt
mr,t(m˜z,t)
]
=
( 1
3(t− t∗) +O
(
(t− t∗)−1/2
))[ d
dt
m˜r,t +mr,t(m˜r,t) + (t− t∗) d
dt
mr,t(m˜r,t)
]
= i
( 1
3(t− t∗) +O
(
(t− t∗)−1/2
))[
ℑmr,t(m˜r,t) + (t− t∗) d
dt
ℑmr,t(m˜r,t)
]
=
(
i
γ2
3(t− t∗)1/2 +
i
3
d
dt
ℑmr,t(m˜r,t)
)[
1 +O
(
(t− t∗)1/2
)]
.
Here we used (4.15a), (4.15b) together with (4.17) in the second step. The third step follows from taking the t-derivative
of (4.15a). The ultimate inequality is again a consequence of (4.15b). By considering real and imaginary part separately it
thus follows that
d
dt
ℑmr,t(m˜r,t) = γ
2
2(t− t∗)1/2
[
1 +O
(
(t− t∗)1/2
)]
,
d
dt
ℜmr,t(m˜r,t) = O (1)
and therefore (4.15d) follows by differentiating (4.15a). 
4.3. Rigidity scales. In this section we compute, up to leading order, the fluctuations of the eigenvalues around their
classical locations, i.e. the quantiles defined in Section 4.1. Indeed, the computation of the fluctuation scale for the particles
xi(t), yi(t), defined in (5.5), (5.7), will be one of the fundamental inputs to prove rigidity for the interpolated process in
Section 6. The fluctuation scale ηρf (τ) of any density function ρ(ω) around τ is defined via∫ τ+ηρf (τ)
τ−ηρf (τ)
ρ(ω) dω =
1
N
for τ ∈ supp ρ and by the value ηf(τ) ..= ηf(τ ′) where τ ′ ∈ supp ρ is the edge closest to τ for τ 6∈ supp ρ. If this
edge is not unique, an arbitrary choice can be made between the two possibilities. From (4.14a) we immediately obtain
for 0 ≤ t ≤ t∗ and 1 ≤ i ≤ N , that
η
ρr,t
f (e
+
r,t + γ̂r,±i(t)) ∼ max
{ ∆1/9r,t
N2/3i1/3
,
1
N3/4i1/4
}
∼ max
{ (t∗ − t)1/6
N2/3i1/3
,
1
N3/4i1/4
}
, r = α, λ, µ, (4.18a)
while for t∗ ≤ t ≤ 2t∗, 1 ≤ |i| ≪ N we obtain from (4.14b) that
η
ρr,t
f (mr,t + qγr,i(t)) ∼ min
{ 1
Nρr,t(mr,t)
,
1
N3/4 |i|1/4
}
∼ min
{ 1
N(t− t∗)1/2
,
1
N3/4 |i|1/4
}
, r = α, λ, µ.
(4.18b)
In the second relations we used (4.6a) and (4.6c). For reference purposes we also list for 0 < i, j ≪ N the bounds
|γ̂r,i(t)− γ̂r,j(t)| ∼ max
{ ∆1/9r,t |i− j|
N2/3(i + j)1/3
,
|i− j|
N3/4(i + j)1/4
}
, (4.19)
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in case t ≤ t∗ and
|qγr,i(t)− qγr,j(t)| ∼ min
{ |i− j|
ρr,t(mr,t)N
,
|i− j|
N3/4(i+ j)1/4
}
(4.20)
in case t > t∗. Furthermore we have
ρr,t(e
+
r,t + γ̂r,i(t)) ∼ min
{ i1/3
N1/3(t∗ − t)1/6 ,
i1/4
N1/4
}
(4.21)
and
ρr,t(mr,t + qγr,i(t)) ∼ max
{
ρr,t(mr,t),
i1/4
N1/4
}
. (4.22)
4.4. Stieltjes transform bounds. It follows from (4.6b) and (4.6d) that also the real parts of the Stieltjes transformsmα,t,
mλ,t ,mµ,t are close. We claim that for r = λ, α, ν ∈ [−δ∗, δ∗] and 0 ≤ t ≤ t∗ we have∣∣∣ℜ[(mr,t(e+r,t + ν)−mr,t(e+r,t))− (mµ,t(e+µ,t + ν)−mµ,t(e+µ,t))]∣∣∣
. |ν|1/3
[
|ν|1/3 + (t∗ − t)1/3
]
|log |ν||+ (t∗ − t)11/181(ν ≤ −∆µ,t/2),
(4.23a)
while for t∗ ≤ t ≤ 2t∗ we have∣∣∣ℜ[(mr,t(mr,t + ν)−mr,t(mr,t))− (mµ,t(mµ,t + ν)−mµ,t(mµ,t))]∣∣∣
.
[
|ν|1/3 (t− t∗)1/4 + (t∗ − t)3/4 + |ν|2/3
]
|log |ν|| .
(4.23b)
Proof of (4.23). We first recall from Lemma 4.3 that also the density ρα,t is 1/3-Hölder continuous which we will use
repeatedly in the following proof. We begin with the proof of (4.23a) and compute for r = α, λ, µ
ℜ
[
mr,t(e
+
r,t + ν)−mr,t(e+r,t)
]
=
∫ ∞
0
νρr,t(e
+
r,t + ω)
(ω − ν)ω dω +
∫ ∞
0
νρr,t(e
−
r,t − ω)
(ω +∆r,t + ν)(ω +∆r,t)
dω. (4.24)
For ν > 0 the first of the two terms is the more critical one. Our goal is to obtain a bound on∫ ∞
0
ν
(ω − ν)ω
[
ρλ,t(e
+
λ,t + ω)− ρµ,t(e+µ,t + ω)
]
dω
by using (4.6b). Let 0 < ǫ < ν/2 be a small parameter forwhichwe separately consider the two critical regimes 0≤ ω ≤ ǫ
and |ν − ω| ≤ ǫ. We use
ρr,t(e
+
r,t + ω) . ω
1/3 and ρr,t(e
+
r,t + ω) = ρr,t(e
+
r,t + ν) +O
(
|ω − ν|1/3
)
, r = λ, µ, (4.25)
from the 1/3-Hölder continuity of ρr,t and the fact that the integral over 1/(ω − ν) from ν − ǫ to ν + ǫ vanishes by
symmetry to estimate, for r = λ, µ,∣∣∣∣∫ ǫ
0
ν
(ω − ν)ω ρr,t(e
+
r,t + ω) dω
∣∣∣∣ . ∫ ǫ
0
|ω|−2/3 dω . ǫ1/3
and ∣∣∣∣∣
∫ ν+ǫ
ν−ǫ
[
ρr,t(e
+
r,t + ω)
ω − ν −
ρr,t(e
+
r,t + ω)
ω
]
dω
∣∣∣∣∣ .
∫ ν+ǫ
ν−ǫ
|ω − ν|−2/3 dω + ǫν−2/3 . ǫ1/3 + ǫν−2/3.
Next, we consider the remaining integration regimes where we use (4.6b) and (4.25) to estimate∣∣∣∣∫ ν−ǫ
ǫ
ν
(ω − ν)ω
[
ρr,t(e
+
r,t + ω)− ρµ,t(e+µ,t + ω)
]
dω
∣∣∣∣
.
∫ ν/2
ǫ
ω1/3(t∗ − t)1/3 + ω2/3
ω
dω +
∫ ν−ǫ
ν/2
(ν1/3(t∗ − t)1/3
ω − ν +
ν2/3
ω − ν
)
dω . ν1/3
(
(t∗ − t)1/3 + ν1/3
)
|log ǫ|
and similarly∣∣∣∣∫ ∞
ν+ǫ
ν
(ω − ν)ω
[
ρr,t(e
+
r,t + ω)− ρµ,t(e+µ,t + ω)
]
dω
∣∣∣∣ . ν1/3((t∗ − t)1/3 + ν1/3) |log ǫ| .
We now consider the difference of the first terms in (4.24) for r = λ, µ and for ν < 0where the bound is simpler because
the integration regime close to ν does not have to be singled out. Using (4.6b) we find∣∣∣∣∫ ∞
0
ν
(ω − ν)ω
[
ρr,t(e
+
r,t + ω)− ρµ,t(e+µ,t + ω)
]
dω
∣∣∣∣ . |ν|2/3 + (t∗ − t)1/3 |ν|1/3 .
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Finally, it remains to consider the difference of the second terms in (4.24). We first treat the regime where ν ≥ − 34∆r,t
and split the difference into the sum of two terms∣∣∣∣∣
∫ ∞
0
(
νρr,t(e
−
r,t − ω)
(ω +∆r,t + ν)(ω +∆r,t)
− νρr,t(e
−
r,t − ω)
(ω +∆µ,t + ν)(ω +∆µ,t)
)
dω
∣∣∣∣∣
≤ |ν| |∆r,t −∆µ,t|
∫ ∞
0
ρr,t(e
−
r,t − ω)
[
2∆r,t + 2ω + |ν|
]
(ω +∆r,t + ν)2(ω +∆r,t)2
dω .
|∆r,t −∆µ,t|
∆
2/3
r,t
− |∆r,t −∆µ,t|
(∆r,t + |ν|)2/3 . (t∗ − t)
1/3 |ν|1/3
and ∣∣∣∣∣
∫ ∞
0
(
νρr,t(e
−
r,t − ω)
(ω +∆µ,t + ν)(ω +∆µ,t)
− νρµ,t(e
−
µ,t − ω)
(ω +∆µ,t + ν)(ω +∆µ,t)
)
dω
∣∣∣∣∣ . |ν|2/3 + (t∗ − t)1/3 |ν|1/3 .
Here we used ρr,t(e
−
r,t−ω) . ω1/3 as well as (4.6a) for the first and (4.6a),(4.6b) for the second computation. By collecting
the various error terms and choosing ǫ = ν2 we conclude (4.23a).
We define κ ..= −ν −∆r,t. Then we are left with the regime ν < − 34∆r,t or equivalently κ > − 14∆r,t and use
mr,t(e
+
r,t + ν)−mr,t(e+r,t) = (mr,t(e−r,t − κ)−mr,t(e−r,t)) + (mr,t(e−r,t)−mr,t(e+r,t)) ,
as well as
mµ,t(e
+
µ,t + ν)−mµ,t(e+µ,t) =(mµ,t(e−µ,t − κ+∆µ,t −∆r,t)−mµ,t(e−µ,t − κ)) + (mµ,t(e−µ,t − κ)−mµ,t(e−µ,t))
+ (mµ,t(e
−
µ,t)−mµ,t(e+µ,t))
(4.26)
in the left hand side of (4.23a). Thus we have to estimate the three expressions,∣∣∣ℜ[(mr,t(e−r,t − κ)−mr,t(e−r,t))− (mµ,t(e−µ,t − κ)−mµ,t(e−µ,t))]∣∣∣ , (4.27a)∣∣∣ℜ[(mr,t(e−r,t)−mr,t(e+r,t)) − (mµ,t(e−µ,t)−mµ,t(e+µ,t))]∣∣∣ , (4.27b)∣∣∣ℜ[mµ,t(e−µ,t − κ+∆µ,t −∆r,t)−mµ,t(e−µ,t − κ)]∣∣∣ . (4.27c)
In order to bound the first termwe use that estimating (4.27a) for κ ≥ − 34∆r,t is equivalent to estimating the left hand side
of (4.23a) for ν ≥ − 34∆r,t, i.e. the regime we already considered above. This equivalence follows by using the reflection
A → −A of the expectation (cf. (3.1)) that turns every left edge e+z,t into a right edge e−z,t. In particular, by the analysis
that we already performed (4.27a) is bounded by |κ|1/3 [|κ|1/3 + (t∗ − t)1/3] |log |κ||. Since |κ| ≤ |ν| this is the desired
bound.
For the second term (4.27b) we see from (4.24) that we have to estimate the difference between the expressions∫ ∞
0
∆r,tρr,t(e
+
r,t + ω)
ω(ω +∆r,t)
dω +
∫ ∞
0
∆r,tρr,t(e
−
r,t − ω)
ω(ω +∆r,t)
dω, (4.28)
for r = α, λ, µ. The summands in (4.28) are treated analogously, so we focus on the first summand. We split the integrand
of the difference between the first summands and estimate
(∆r,t −∆µ,t)ρr,t(e+r,t + ω)
(ω +∆r,t)(ω +∆µ,t)
+
∆µ,t
ω(ω +∆µ,t)
(
ρr,t(e
+
r,t + ω)− ρµ,t(e+µ,t + ω)
)
.
∆(ω1/3 + (t∗ − t)1/3)
ω2/3(ω +∆)
where∆ ..= ∆r,t ∼ ∆µ,t and we used (4.6a), (4.6b) and the first inequality of (4.25). Thus∣∣∣∣∣
∫ ∞
0
∆r,tρr,t(e
+
r,t + ω)
ω(ω +∆r,t)
dω −
∫ ∞
0
∆µ,tρµ,t(e
+
µ,t + ω)
ω(ω +∆µ,t)
dω
∣∣∣∣∣ . ∆2/3 +∆1/3(t∗ − t)1/3.
Since |ν| & ∆ this finishes the estimate on (4.27b).
For (4.27c) we use the 1/3-Hölder regularity ofmµ,t and (4.6a) to get an upper bound∆1/3(t∗− t)1/9 . (t∗− t)11/18.
This finishes the proof of (4.23a).
We now turn to the case of a small local minimum in (4.23b) and compute for r = α, λ, µ and ν 6= 0 that
ℜ
[
mr,t(mr,t + ν)−mr,t(mr,t)
]
=
∫
R
νρr,t(mr,t + ω)
(ω − ν)ω dω.
Without loss of generality, we consider the case ν > 0 as ν < 0 is completely analogous. As before, we first pick a
threshold ǫ ≤ ν/2 and single out the integration over [−ǫ, ǫ] and [ν − ǫ, ν + ǫ]. From the 1/3-Hölder continuity of ρr,t
we have, for r = λ, µ,
ρr,t(mr,t + ω) = ρr,t(mr,t + ν) +O
(
|ν − ω|1/3
)
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and therefore ∣∣∣∣∫ ǫ
−ǫ
ρr,t(mr,t + ω)
ω − ν dω
∣∣∣∣ . ǫν ,
∣∣∣∣∫ ǫ
−ǫ
ρr,t(mr,t + ω)
ω
dω
∣∣∣∣ . ∫ ǫ
−ǫ
|ω|−2/3 dω . ǫ1/3
and ∣∣∣∣∫ ν+ǫ
ν−ǫ
ρr,t(mr,t + ω)
ω − ν dω
∣∣∣∣ . ∫ ν+ǫ
ν−ǫ
|ω − ν|−2/3 dω . ǫ1/3,
∣∣∣∣∫ ν+ǫ
ν−ǫ
ρr,t(mr,t + ω)
ω
dω
∣∣∣∣ . ǫν .
We now consider the difference between ρr,t and ρµ,t for which we have
|ρr,t(mr,t + ω)− ρµ,t(mµ,t + ω)| . (t− t∗) |ω|1/3 (t− t∗)1/4 + (t− t∗)3/4 + |ω|2/3
from (4.6d), (4.6c) and the 1/3-Hölder continuity of ρr,t. Thus we can estimate∣∣∣∣[∫ −ǫ
−∞
+
∫ ν−ǫ
ǫ
+
∫ ∞
ν+ǫ
]
ν
(
ρλ,t(mr,t + ω)− ρr,t(mr,t + ω)
)
(ω − ν)ω dω
∣∣∣∣
.
[∫ −ǫ
−∞
+
∫ ν−ǫ
ǫ
+
∫ ∞
ν+ǫ
]
ν
(|ω|1/3 (t− t∗)1/4 + (t− t∗)3/4 + |ω|2/3)
|ω − ν|ω dω
. |log ǫ|
[
ν1/3(t− t∗)1/4 + (t− t∗)3/4 + ν2/3
]
.
We again choose ǫ = ν2 and by collecting the various error estimates can conclude (4.23b). 
5. Index matching for two DBM
For two real symmetric matrix valued standard (GOE) Brownian motionsB(λ)t ,B
(µ)
t ∈ RN×N we define the matrix
flows
H
(λ)
t
..= H(λ) +B
(λ)
t , H
(µ)
t
..= H(µ) +B
(µ)
t . (5.1)
In particular, by (5.1) it follows that
H
(λ)
t
d
= H(λ) +
√
tU (λ), H
(µ)
t
d
= H(µ) +
√
tU (µ), (5.2)
for any fixed 0 ≤ t ≤ t1, where U (λ) and U (µ) are GOE matrices. In (5.2) withX d= Y we denote that the two random
variablesX and Y are equal in distribution.
Wewill prove Proposition 3.1 by comparing the twoDysonBrownianmotions for the eigenvalues of thematricesH(λ)t
andH(µ)t for 0 ≤ t ≤ t1 , see (5.3)–(5.4) below. To do this, we will use the coupling idea of [8] and [10], where the DBMs for
the eigenvalues ofH(λ)t andH
(µ)
t are coupled in such away that the difference of the twoDBMs obeys a discrete parabolic
equation with good decay properties. In order to analyse this equation we consider a short range approximation for the
DBM, first introduced in [18]. Coupling only the short range approximation of the DBMs leads to a parabolic equation
whose heat kernel has a rapid off diagonal decay by finite speed of propagation estimates. In this way the kernels of both
DBMs are locally determined and thus can be directly compared by optimal rigidity since locally the two densities, hence
their quantiles, are close. Technically it is much easier to workwith a one parameter interpolation between the twoDBM’s
and consider its derivative with respect to the parameter, as introduced in [8]; the proof of the finite speed propagation for
this dynamics does not require to establish level repulsion unlike in several previousworks [16, 18, 21]. However, it requires
to establish (almost) optimal rigidity for the interpolating dynamics as well. Note that optimal rigidity is known forH(λ)t
and H(µ)t from [15], see Lemma 6.1 later, but not for the interpolation. For a complete picture, we mention that in the
works [16, 18, 21] on bulk gap universality, beyond heat kernel and Sobolev estimates, a version of De Giorgi-Nash-Moser
parabolic regularity estimate, which used level repulsion in a more substantial way than finite speed of propagation, was
also necessary. Fixed energy universality in the bulk can be proven via homogenisation without De Giorgi-Nash-Moser
estimates, hence level repulsion can also be avoided [20]. In a certain sense, the situation at the edge/cusp is easier than
the bulk regime since relatively simple heat kernel bounds are sufficient for local relaxation to equilibrium. In another
sense, due to singularities in the density, the edge and especially the cusp regime is more difficult.
In Section 6 we will establish rigidity for the interpolating process by DBM methods. Armed with this rigidity, in
Section 7 we prove Proposition 3.1 for the small gap and the exact cusp case, i.e. t1 ≤ t∗. Some estimates are slightly
different for the small minimum case, i.e. t∗ ≤ t1 ≤ 2t∗, the modifications are given in Section 8. We recall that t∗
is the time at which both H(λ)t∗ and H
(µ)
t∗ have an exact cusp. Some technical details on the corresponding Sobolev
inequality and heat kernel estimates as well as finite speed of propagation and short range approximation are deferred to
the Appendix: these are similar to the corresponding estimates for the edge case, see [9] and [22], respectively.
In the rest of this section we prepare the proof of Proposition 3.1 by setting up the appropriate framework. While
we are interested only in the eigenvalues near the physical cusp, the DBM is highly non-local, so we need to define the
dynamics for all eigenvalues. In the setup of Proposition 3.1 we could easily assume that the cusps for the two matrix
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flows are formed at the same time and their slope parameters coincide – these could be achieved by a rescaling and a
trivial time shift. However, the number of eigenvalues to the left of the cusp may macroscopically differ for the two
ensembles which would mean that the labels of the ordered eigenvalues near the cusp would not be constant along the
interpolation. To resolve this discrepancy, we will pad the system with N fictitious particles in addition to the original
flow ofN eigenvalues similarly as in [20], giving sufficient freedom to match the labels of the eigenvalues near the cusp.
These artificial particles will be placed very far from the cusp regime and from each other so that their effect on the
dynamics of the relevant particles is negligible.
With the notation of Section 4, we let ρλ,t, ρµ,t denote the (self-consistent) densities at time 0 ≤ t ≤ t1 ofH(λ)t and
H
(µ)
t , respectively. In particular, ρλ,0 = ρλ and ρµ,0 = ρµ, where ρλ, ρµ are the self consistent densities ofH
(λ) and
H(µ) and ρλ,t, ρµ,t are their semicircular evolutions. For each 0 ≤ t ≤ t∗ both densities ρλ,t, ρµ,t have a small gap,
denoted by [e−λ,t, e
+
λ,t] and [e
−
µ,t, e
+
µ,t] and we let
∆λ,t ..= e
+
λ,t − e−λ,t, ∆µ,t ..= e+µ,t − e−µ,t
denote the length of these gaps. In case of t∗ ≤ t ≤ 2t∗ the densities ρλ,t, ρµ,t have a small minimumdenoted bymλ,t and
mµ,t respectively. Since we always assume 0 ≤ t ≤ t1 ≪ 1, bothH(λ)t andH(µ)t will always have exactly one physical
cusp near cλ and cµ, respectively, using that the Stieltjes transform of the density is a Hölder continuous function of t,
see [6, Proposition 10.1].
Let iλ and iµ be the indices defined by∫
e
−
λ,0
−∞
ρλ =
iλ − 1
N
,
∫
e
−
µ,0
−∞
ρµ =
iµ − 1
N
.
By band rigidity (see Remark 2.6 in [7]) iλ and iµ are integers. Note that by the explicit expression of the density in (2.3a)-
(2.3b) it follows that cN ≤ iλ, iµ ≤ (1 − c)N with some small c > 0, because the density on both sides of a physical
cusp is macroscopic.
We let λi(t) and µi(t) denote the eigenvalues ofH
(λ)
t and H
(µ)
t , respectively. Let {Bi}i∈[−N,N ]\{0} be a family of
independent standard (scalar) Brownian motions. It is well known [14] that the eigenvalues ofH(λ)t satisfy the equation
for Dyson Brownian motion, i.e. the following system of coupled SDE’s
dλi =
√
2
N
dBi−iλ+1 +
1
N
∑
j 6=i
1
λi − λj dt (5.3)
with initial conditions λi(0) = λi(H(λ)). Similarly, for the eigenvalues ofH
(µ)
t we have
dµi =
√
2
N
dBi−iµ+1 +
1
N
∑
j 6=i
1
µi − µj dt (5.4)
with initial conditionsµi(0) = µi(H(µ)). Note that we chose the Brownianmotions for λi and µi+iµ−iλ to be identical.
This is the key ingredient for the coupling argument, since in this way the stochastic differentials will cancel when we
take the difference of the two DBMs or we differentiate it with respect to an additional parameter.
For convenience of notation, we will shift the indices so that the same index labels the last quantile before the gap
in ρλ and ρµ. This shift was already prepared by choosing the Brownian motions for µiµ and λiλ to be identical. We
achieve this shift by adding N “ghost” particles very far away and relabelling, as in [20]. We thus embed λi and µi into
the enlarged processes {xi}i∈[−N,N ]\{0} and {yi}i∈[−N,N ]\{0}. Note that the index 0 is always omitted.
More precisely, the processes xi are defined by the following SDE (extended Dyson Brownian motion)
dxi =
√
2
N
dBi +
1
N
∑
j 6=i
1
xi − xj dt, 1 ≤ |i| ≤ N, (5.5)
with initial data
xi(0) =

−N200 + iN if −N ≤ i ≤ −iλ
λi+iλ (0) if 1− iλ ≤ i ≤ −1
λi+iλ−1(0) if 1 ≤ i ≤ N + 1− iλ
N200 + iN if N + 2− iλ ≤ i ≤ N,
(5.6)
and the yi are defined by
dyi =
√
2
N
dBi +
1
N
∑
j 6=i
1
yi − yj dt, 1 ≤ |i| ≤ N, (5.7)
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with initial data
yi(0) =

−N200 + iN if −N ≤ i ≤ −iµ
µi+iµ (0) if 1− iµ ≤ i ≤ −1
µi+iµ−1(0) if 1 ≤ i ≤ N + 1− iµ
N200 + iN if N + 2− iµ ≤ i ≤ N.
(5.8)
The summations in (5.5) and (5.7) extend to all j with 1 ≤ |j| ≤ N except j = i.
The following lemma shows that the additional particles at distance N200 have negligible effect on the dynamics of
the re-indexed eigenvalues, thus we can study the processes xi and yi instead of the eigenvalues λi, µi. The proof of this
lemma follows by Appendix C of [20].
Lemma 5.1. With very high probability the following estimates hold:
sup
0≤t≤1
sup
1≤i≤N+1−iλ
|xi(t)− λi+iλ−1(t)| ≤ N−100,
sup
0≤t≤1
sup
1−iλ≤i≤N+1−iλ
|xi(t)− λi+iλ(t)| ≤ N−100,
sup
0≤t≤1
sup
1≤i≤N+1−iµ
∣∣yi(t)− µi+iµ−1(t)∣∣ ≤ N−100,
sup
0≤t≤1
sup
1−iµ≤i≤N+1−iµ
∣∣yi(t)− µi+iµ(t)∣∣ ≤ N−100,
sup
0≤t≤1
x−iλ(t) . −N200, sup
0≤t≤1
xN+2−iλ(t) & N
200,
sup
0≤t≤1
y−iµ(t) . −N200, sup
0≤t≤1
yN+2−iµ(t) & N
200.
Remark 5.2. For notational simplicity we assumed that H(λ) and H(µ) have the same dimensions, but our proof works as
long as the corresponding dimensions Nλ and Nµ are merely comparable, say
2
3Nλ ≤ Nµ ≤ 32Nλ. The only modification is
that the times in (5.1) need to be scaled differently in order to keep the strength of the stochastic differential terms in (5.3)–(5.4)
identical. In particular, we rescale the time in the process (5.3) as t′ = (Nµ/Nλ)t, in such a way the N -scaling in front of
the stochastic differential and in front of the potential term are exactly the same in both the processes (5.3) and (5.4); namely we
may replaceN withNµ in both (5.3) and (5.4). Furthermore, the number of additional “ghost” particles in the extended Dyson
Brownian motion (see (5.5) and (5.7)) will be different to ensure that we have the same total number of particles, i.e. the total
number of x and y particles will be 2N ..= 2max{Nµ, Nλ}, after the extension. Hence, assuming that Nµ ≥ Nλ, there will
be N = Nµ particles added to the DBM of the eigenvalues ofH
(µ) and 2Nµ −Nλ particles added to the DBM of H(λ). In
particular, under the assumptionNµ ≥ Nλ, we may replace (5.6) and (5.8) by
xi(0) =

−N200µ + iNµ if −Nµ ≤ i ≤ −iλ
λi+iλ (0) if 1− iλ ≤ i ≤ −1
λi+iλ−1(0) if 1 ≤ i ≤ Nλ + 1− iλ
N200µ + iNµ if Nλ + 2− iλ ≤ i ≤ Nµ,
yi(0) =

−N200µ + iNµ if −Nµ ≤ i ≤ −iµ
µi+iµ(0) if 1− iµ ≤ i ≤ −1
µi+iµ−1(0) if 1 ≤ i ≤ Nµ + 1− iµ
N200µ + iNµ if Nµ + 2− iµ ≤ i ≤ Nµ.
Then, all the proofs of Section 5 and Section 6 are exactly the same of the case N ..= Nµ = Nλ, since all the analysis of the
latter sections is done in a small, order one neighborhood of the physical cusp. In particular, only the particles xi(t), yi(t) with
1 ≤ |i| ≤ ǫmin{Nµ, Nλ}, for some small fixed ǫ > 0, will matter for our analysis. The far away particles in the case will be
treated exactly as in (5.9)–(5.13) replacingN by Nµ.
We now construct the analogues of the self-consistent densities ρλ,t, ρµ,t for the x(t) and y(t) processes as well as for
their α-interpolations. We start with ρx,t. Recall ρλ,t from Section 4, and set
ρx,t(E) ..= ρλ,t(E) +
1
N
−iλ∑
i=−N
ψ(E − xi(t)) + 1
N
N∑
i=N+2−iλ
ψ(E − xi(t)), E ∈ R, (5.9)
where ψ is a non-negative symmetric approximate delta-function on scale N−1, i.e. it is supported in an N−1 neigh-
bourhood of zero,
∫
ψ = 1, ‖ψ‖∞ . N and ‖ψ′‖∞ . N2. Note that the total mass is
∫
R
ρx,t = 2. For the Stieltjes
transformmx,t of ρx,t, we have supz∈C+ |mx,t(z)| ≤ C since the same bound holds for ρλ,t by the shape analysis. Note
that ρλ,t is the semicircular flow with initial condition ρλ,t=0 = ρλ by definition, but ρx,t is not exactly the semicircular
evolution of ρx,0. We will not need this information, but in fact, the effect of the far away padding particles on the density
near the cusp is very tiny.
Since ρx,t coincides with ρλ,t in a big finite interval, their edges and local minima near the cusp regime coincide, i.e
we can identify
e
±
x,t = e
±
λ,t, mx,t = mλ,t.
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The shifted quantiles and semiquantiles γ̂x,i(t), qγx,i(t) and γ̂∗x,i(t), qγ
∗
x,i(t) of ρx,t are defined by the obvious analogues of
the formulas (4.11)–(4.13) except that r subscript is replaced with x and the indices run over the entire range 1 ≤ |i| ≤ N .
As before, γx,0(t) = e
+
x,t . The unshifted quantiles are defined by
γx,i(t) = γ̂x,i(t) + e
+
x,t, 0 ≤ t ≤ t∗, γx,i(t) = qγx,i(t) +mx,t, t∗ ≤ t ≤ 2t∗
and similarly for the semiquantiles.
So far we explained how to construct ρx,t and its quantiles from ρλ,t, exactly in the same way we obtain ρy,t from
ρµ,t with straightforward notations.
Now for any α ∈ [0, 1] we construct the α-interpolation of ρx,t and ρy,t that we will denote by ρt. The bar will
indicate quantities related to α-interpolation that implicitly depend on α; a dependence that we often omit from the
notation. The interpolating measure will be constructed via its quantiles, i.e. we define
γi(t)
..= αγ̂x,i(t) + (1 − α)γ̂y,i(t), γ∗i (t) ..= αγ̂∗x,i(t) + (1− α)γ̂∗y,i(t), 1 ≤ |i| ≤ N, 0 ≤ t ≤ t∗ (5.10)
and similarly for t∗ ≤ t ≤ 2t∗ involving qγ’s. We also set the interpolating edges
e
±
t = αe
±
x,t + (1− α)e±y,t. (5.11)
Recall the parameter δ∗ describing the size of a neighbourhood around the physical cusp where the shape analysis for
ρλ and ρµ in Section 2 holds. Choose i(δ∗) ∼ N such that |γx,−i(δ∗)(t)| ≤ δ∗ as well as |γx,i(δ∗)(t)| ≤ δ∗ hold for all
0 ≤ t ≤ 2t∗. Then define, for anyE ∈ R, the function
ρt(E)
..= ρα,t(E) · 1
(
γ−i(δ∗)(t) + e
+
t ≤ E ≤ γi(δ∗)(t) + e+t
)
+
1
N
∑
i(δ∗)<|i|≤N
ψ(E − e+t − γ∗i (t)), (5.12)
where ρα,t is the α-interpolation, constructed in Definition 4.1, between ρλ,t(E) = ρx,t(E) and ρµ,t(E) = ρy,t(E) for
|E| ≤ δ∗. By this construction (using also the symmetry of ψ) we know that all shifted semiquantiles of ρt are exactly
γ∗i (t). The same holds for all shifted quantiles γi(t) at least in the interval [−δ∗, δ∗] since here ρt ≡ ρα,t and the latter
was constructed exactly by the requirement of linearity of the quantiles (5.10), see (4.14c).
We also record
∫
ρt = 2 and that for the Stieltjes transformmt(z) of ρt we have
max
|ℜz−e+t |≤
1
2 δ∗
|mt(z)| ≤ C (5.13)
for all 0 ≤ t ≤ 2t∗. The first bound follows easily from the same boundedness of the Stieltjes transform of ρα,t.
Moreover, mt(z) is 13 -Hölder continuous in the regime
∣∣ℜz − e+t ∣∣ ≤ 12δ∗ since in this regime ρt = ρα,t and ρα,t is
1
3 -Hölder continuous by Lemma 4.3.
6. Rigidity for the short range approximation
In this section we consider Dyson Brownian Motion (DBM), i.e. a system of 2N coupled stochastic differential equa-
tions for z(t) = {zi(t)}[−N,N ]\{0} of the form
dzi =
√
2
N
dBi +
1
N
∑
j
1
zi − zj dt, 1 ≤ |i| ≤ N, (6.1)
with some initial condition zi(t = 0) = zi(0), where B(s) = (B−N (s), . . . , B−1(s), B1(s) . . . , BN (s)) is the vector
of 2N independent standard Brownian motions. We use the indexing convention that all indices i, j, etc., run from−N
toN but zero index is excluded.
We will assume that zi(0) is an α-linear interpolation of xi(0), yi(0) for some α ∈ [0, 1]:
zi(0) = zi(0, α) ..= αxi(0) + (1− α)yi(0). (6.2)
In the following of this section we will refer to the process defined by (6.1) using z(t, α) in order to underline the α
dependence of the process. Clearly for α = 0, 1 we recover the original y(t) and x(t) processes, z(t, α = 0) = y(t),
z(t, α = 1) = x(t). For these processeswe have the following optimal rigidity estimate that immediately follows from [15,
Corollary 2.6] and Lemma 5.1:
Lemma 6.1. Let ri(t) = xi(t) or ri(t) = yi(t) and r = x, y. Then, there exists a fixed small ǫ > 0, depending only on the
model parameters, such that for each 1 ≤ |i| ≤ ǫN , we have
sup
0≤t≤2t∗
|ri(t)− γr,i(t)| ≤ N ξηρr,tf (γr,i(t)), (6.3)
for any ξ > 0 with very high probability, where we recall that the behavior of η
ρr,t
f (γr,i(t)), with r = x, y, is given by (4.18a).
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Note that, by (4.6a), (4.6c) and (4.18), for all 1 ≤ |i| ≤ ǫN and for all 0 ≤ t ≤ t∗ we have that
η
ρr,t
f (γr,i(t)) .
N
ω1
6
|i| 14 N 34
, (6.4)
with r = x, y.
In particular, we know that z(0, α) lie close to the quantiles (5.10) of an α-interpolating density ρz = ρ0, see the
definition in (5.12). This means that ρz has a small gap [e−z , e
+
z ] of size∆z ∼ t3/2∗ (i.e. it will develop a physical cusp in a
time of order t∗) and it is an α-interpolation between ρx,0 and ρy,0. Here interpolation refers to the process introduced
in Section 5 that guarantees that the corresponding quantiles are convex linear combinations of the two initial densities
with weights α and 1− α, i.e.
γz,i = αγx,i + (1 − α)γy,i.
In this section we will prove rigidity results for z(t, α) and for its appropriate short range approximation.
Remark 6.2. Before we go into the details, we point out that we will prove rigidity dynamically, i.e. using the DBM. The route
chosen here is very different from the one in [22, Sec. 6], where the authors prove a local law for short times in order to get rigidity
for the short range approximation of the interpolated process. While it would be possible to follow the latter strategy in the cusp
regime as well, the technical difficulties are overwhelming, in fact already in the much simpler edge regime a large part of [22]
was devoted to this task. The current proof of the optimal law at the cusp regime [15] heavily use an effective mean-field condition
(called flatness) that corresponds to large time in the DBM. Relaxing this condition would require to adjust not only [15] but also
the necessary deterministic analysis from [6] to the short time case. Similar complications would have arisen if we had followed
the strategy of [1, 19] where rigidity is proven by analysing the characteristics of the McKean-Vlasov equation. The route chosen
here is shorter and more interesting.
Since the group velocity of the entire cusp regime is different for ρx,t and ρy,t, the interpolated process will have an
intermediate group velocity. Since we have to follow the process for time scales t ∼ N− 12+ω1 , much bigger than the
relevant rigidity scale N−
3
4 we have to determine the group velocity quite precisely. Technically, we will encode this
information by defining an appropriately shifted process z˜(t, α) = z(t, α) − Shift(t, α). It is essential that the shift
function is independent of the indices i to preserve the local statistics of the process. In the next section we explain how
to choose the shift.
6.1. Choice of the shifted process z˜. The remainder of Section 6 is formulated for the small gap regime, i.e. for 0 ≤ t ≤
t∗. Wewill comment on the modifications in the small minimum regime in Section 8. Tomatch the location of the gap, the
natural guess would be to study the shifted process zi(t, α)−e+z,t where [e−z,t, e+z,t] is the gap of the semicircular evolution
ρz,t of ρz near the physical cusp, and approximate zi(t, α)−e+z,t by the shifted semiquantiles γ̂∗z,i(t) of ρz,t. However, the
evolution of the semicircular flow t→ ρz,t near the cusp is not sufficiently well understood. We circumvent this technical
problem by considering the quantiles of another approximating density ρt defined by the requirement that its quantiles
are exactly the α-linear combinations of the quantiles of ρx,t and ρy,t as described in Section 5. The necessary regularity
properties of ρt follow directly from its construction. The precise description below assumes that 0 ≤ t ≤ 2t∗, i.e. we
are in the small gap situation. For t∗ ≤ t ≤ t∗ an identical construction works but the reference point e+r,t is replaced
with the approximate minimum m˜r,t, for r = x, y. For simplicity we present all formulas for 0 ≤ t ≤ t∗ and we will
comment on the other case in Section 8.
More concretely, for any fixed α ∈ [0, 1] recall the (semi)quantiles from (5.10). These are the (semi)quantiles of the
interpolating density ρ = ρt defined in (5.12) and let its Stieltjes transform be denoted by m = mt. Bar will refer to
quantities related to this interpolation; implicitly all quantities marked by bar depend on the interpolation parameter
α, which dependence will be omitted from the notation. Notice that ρt has a gap [e
−
t , e
+
t ] near the cusp satisfying (5.11).
Initially at t = 0we have ρt=0 = ρz , in particular γi(t = 0) = γ̂z,i(t = 0) and e
±
0 = e
±
z . We will choose the shift in the
definition of the z˜i(t, α) process so that we could use γ∗i (t) to trail it.
The semicircular flow and the α-interpolation do not commute hence γi(t) are not the same as the quantiles γ̂z,i(t)
of the semicircular evolution ρz,t of the initial density ρz . We will, however, show that they are sufficiently close near the
cusp and up to times relevant for us, modulo an irrelevant time dependent shift. Notice that the evolution of γ̂z,i(t) is
hard to control since analysing ddt γ̂z,i(t) = −ℜmz,t(γz,i(t))+ℜmz,t(e+z,t)would involve knowing the evolved density
ρz,t quite precisely in the critical cusp regime. While this necessary information is in principle accessible from the explicit
expression for the semicircular flow and the precise shape analysis of ρz obtained from that of ρx and ρy , here we chose a
different, technically lighter path by using γi(t). Note that unlike γ̂z,i(t), the derivative of γi(t) involves only the Stieltjes
transform of the densities ρx,t and ρy,t for which shape analysis is available.
However, the global group velocities of γ(t) and γ̂z(t) are not the same near the cusp. We thus need to define z˜(t, α)
not as z(t, α) − e+t but with a modified time dependent shift to make up for this velocity difference so that γ(t) indeed
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correctly follows z˜(t, α). To determine this shift, we first define the function
h∗(t, α) ..= ℜ
[
−mt(e+t ) + (1 − α)my,t(e+y,t) + αmx,t(e+x,t)
]
, (6.5)
where recall thatmt is the Stieltjes transform of themeasure ρt. Note thath
∗(t) = O(1) following from the boundedness
of the Stieltjes transformsmx,t,my,t andmt(e
+
t ). The boundedness ofmx,t andmy,t follows by (4.1) and
∣∣mt(e+t )∣∣ ≤ C
by (5.13).
We note that
h∗(t, α = 0) = my,t(e
+
y,t)−mt(e+t ) = my,t(e+y,t)−mt(e+y,t)
since for α = 0 we have e+y,t = e
+
t by construction. At α = 0 the measure ρt is given exactly by the density ρy,t in an
O(1) neighbourhood of the cusp. Away from the cusp, depending on the precise construction in the analogue of (5.12), the
continuous ρy,t is replaced by locally smoothed out Dirac measures at the quantiles. A similar statement holds at α = 1,
i.e. for the density ρx,t. It is easy to see that the difference of the corresponding Stieltjes transforms evaluated at the cusp
regime is of orderN−1, i.e.
|h∗(t, α = 0)|+ |h∗(t, α = 1)| = O(N−1). (6.6)
Since later in (6.110) we will need to give some very crude estimate on theα-derivative of h∗(t, α), but it actually blows
up sincem′t is singular at the edge, we introduce a tiny regularization of h
∗, i.e. we define the function
h∗∗(t, α) ..= ℜ
[
−mt(e+t + iN−100) + (1 − α)my,t(e+y,t) + αmx,t(e+x,t)
]
. (6.7)
Note that by the 13 -Hölder continuity ofmt in the cusp regime, i.e. for z ∈ H such that
∣∣ℜz − e+t ∣∣ ≤ δ∗2 , it follows that
h∗∗(t, α) = h∗(t, α) +O(N−30). (6.8)
Then, we define
h(t) = h(t, α) ..= h∗∗(t, α)− αh∗∗(t, 1)− (1 − α)h∗∗(t, 0) = O(1) (6.9)
to ensure that
h(t, α = 0) = h(t, α = 1) = 0. (6.10)
In particular, we have
h(t, α) = ℜ
[
−mt(e+t ) + (1− α)my,t(e+y,t) + αmx,t(e+x,t)
]
+O(N−1). (6.11)
Define its antiderivative
H(t, α) ..=
∫ t
0
h(s, α) ds, H(0, α) = 0, max
0≤t≤t∗
|H(t, α)| . N−1/2+ω1 . (6.12)
Now we are ready to define the correctly shifted process
z˜i(t) = z˜i(t, α) ..= zi(t)−
[
αe+x,t + (1 − α)e+y,t
]−H(t, α), (6.13)
that will be trailed by γi(t). It satisfies the shifted DBM
dz˜i =
√
2
N
dBi +
[
1
N
∑
j 6=i
1
z˜i − z˜j +Φα(t)
]
dt (6.14)
with
Φ(t) ..= Φα(t) = αℜmx,t(e+x,t) + (1 − α)ℜmy,t(e+y,t)− h(t, α), (6.15)
and with initial conditions z˜(0) ..= z(0)− e+z by (5.11) andH(0, α) = 0. The shift function satisfies
Φα(t) = ℜ[mt(e+t )] +O(N−1). (6.16)
Notice that for α = 0, 1 this definition gives back the naturally shifted x(t) and y(t) processes since we clearly have
z˜(t, α = 1) = x˜(t) ..= x(t)− e+x,t, z˜(t, α = 0) = y˜(t) ..= y(t)− e+y,t, (6.17)
that are trailed by the shifted semiquantiles
γ∗i (t, α = 1) = γ̂
∗
x,i(t)
..= γ∗x,i(t)− e+x,t, γ∗i (t, α = 0) = γ̂∗y,i(t) ..= γ∗y,i(t)− e+y,t. (6.18)
As we explained, the time dependent shiftH(t, α) in (6.13) makes up for the difference between the true edge velocity
of the semicircular flow (which we do not compute directly) and the naive guess which is ddt
[
αe+x,t+(1−α)e+y,t
]
hinted
by the linear combination procedure. The precise expression (6.5) will come out of the proof. The key point is that this
adjustment is global, i.e. it is only time dependent but independent of i since this expresses a group velocity of the entire
cusp regime.
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6.2. Plan of the proof. In the following three subsections we prove an almost optimal rigidity not directly for z˜i(t) but
for its appropriate short range approximation ẑi(t). This will be sufficient for the proof of the universality. The proof of
the rigidity will be divided into three phases, which we first explain informally, as follows.
Phase 1. (Subsection 6.3) The main result is a rigidity for z˜i(t) − γi(t) for 1 ≤ |i| .
√
N on scale N−
3
4+Cω1 without
i-dependence in the error term. First we prove a crude rigidity on scaleN−1/2+Cω1 for all indices i. Using this
rigidity, we can define a short range approximation z˚ of the original dynamics z˜ and show that z˜i and z˚i are
close by N−
3
4+Cω1 for 1 ≤ |i| .
√
N . Then we analyse the short range process z˚ that has a finite speed of
propagation, so we can localize the dynamics. Finally, we can directly compare z˚ with a deterministic particle
dynamics because the effect of the stochastic term
√
2/N dBi, i.e.
√
t∗/N = N
−3/4+ω1/2 ≪ N−3/4+Cω1 ,
remains below the rigidity scale of interest in this Phase 1.
However, to understand this deterministic particle dynamics we need to compare it with the corresponding
continuum evolution; this boils down to estimating the difference of a Stieltjes transform and its Riemann sum
approximation at the semiquantiles. Since the Stieltjes transform is given by a singular integral, this approximation
relies on quite delicate cancellations which require some strong regularity properties of the density. We can easily
guarantee this regularity by considering the density ρt of the linear interpolation between the quantiles of ρx,t
and ρy,t.
Phase 2. (Subsection 6.4) In this section we improve the rigidity from scale N−
3
4+Cω1 to scale N−
3
4+
1
6ω1 , for a smaller
range of indices, but we can achieve this not for z˜ directly, but for its short range approximation ẑ. Unlike z˚
in Phase 1, this time we choose a very short scale approximation ẑ on scale N4ωℓ with ω1 ≪ ωℓ ≪ 1. As an
input, we need the rigidity of z˜i on scaleN−
3
4+Cω1 for 1 ≤ |i| . √N obtained in Phase 1. We use heat kernel
contraction for a direct comparison with the yi(t) dynamics for which we know optimal rigidity by [15], with
the precise matching of the indices (band rigidity). In particular, when the gap is large, this guarantees that band
rigidity is transferred to the ẑ process from the ŷ process.
Phase 3. (Subsection 6.5) Finally, we establish the optimal i-dependence in the rigidity estimate for ẑi from Phase 2, i.e. we
get a precision N−
3
4+
1
6ω1 |i|−1/4. The main method we use in Phase 3 is maximum principle. We compare ẑi
with ŷi−K , a slightly shifted element of the ŷ process, whereK = N ξ with some tiny ξ. This method allows us
to prove the optimal i-dependent rigidity (with a factor N
1
6ω1 ) but only for indices |i| ≫ K because otherwise
ẑi and ŷi−K may be on different sides of the gap for small i. For very small indices, therefore, we need to rely on
band rigidity for ẑ from Phase 2.
The optimal i-dependence allows us to replace the randomparticles ẑ by appropriate quantiles with a precision
so that
|ẑi − ẑj| . N
ω1
6
∣∣γi − γj∣∣ ∼ N− 34+ω16 ∣∣∣|i| 34 − |j| 34 ∣∣∣ .
Such upper bound on |ẑi − ẑj |, hence a lower bound on the interaction kernelBij = |ẑi − ẑj|−2 of the differen-
tiated DBM (see (6.106) later) with the correct dependence on the indices i, j, is essential since this gives the heat
kernel contraction which eventually drives the precision below the rigidity scale in order to prove universality.
On a time scale t∗ = N−
1
2+ω1 the ℓp → ℓ∞ contraction of the heat kernel gains a factor N− 415ω1 with the con-
venient choice of p = 5. Notice that 415 >
1
6 , so the contraction wins over the imprecision in the rigidity N
1
6ω1
from Phase 3, but not overNCω1 from Phase 1, showing that both Phase 2 and Phase 3 are indeed necessary.
6.3. Phase 1: Rigidity for z˜ on scaleN−3/4+Cω1 . The main result of this section is the following proposition:
Proposition 6.3. Fix α ∈ [0, 1]. Let z˜(t, α) solve (6.14) with initial condition z˜i(0, α) satisfying the crude rigidity bound for
all indices
max
1≤|i|≤N
|z˜i(0, α)− γ∗i (0)| . N−1/2+2ω1 . (6.19)
We also assume that
‖mx,0‖∞ + ‖my,0‖∞ +
∣∣mt(e±t )∣∣ ≤ C. (6.20)
Then we have a weak but uniform rigidity
sup
0≤t≤t∗
max
1≤|i|≤N
|z˜i(t, α)− γ∗i (t)| . N−1/2+2ω1 , (6.21)
with very high probability. Moreover, for small |i|, i.e. 1 ≤ |i| ≤ i∗, with i∗ ..= N1/2+C∗ω1 for some large C∗ > 100, we
have a stronger rigidity:
sup
0≤t≤t∗
max
1≤|i|≤i∗
|z˜i(t, α) − γ∗i (t)| . max
1≤|i|≤2i∗
|z˜i(0, α)− γ∗i (0)|+
NCω1
N3/4
(6.22)
with very high probability.
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In our application, (6.19) is satisfied and the right hand side of (6.22) is simplyN−
3
4+Cω1 since
z˜i(0, α)− γ∗i (0) = α
(
xi(0)− γx,i(0)
)
+ (1− α)(yi(0)− γy,i(0)) = O
(
N ξN
ω1
6
N
3
4 |i| 14
)
, (6.23)
for any ξ > 0with very high probability, by optimal rigidity for xi(0) and yi(0) from [15]. Similarly, the assumption (6.20)
is trivially satisfied by (5.13). However, we stated Proposition 6.3 under the slightly weaker conditions (6.19), (6.20) to
highlight what is really needed for its proof.
Before starting the proof, we recall the formula
d
dt
γ̂∗i,r(t) = −ℜmr,t(γ∗r,i(t)) + ℜmr,t(e+r,t), r = x, y. (6.24)
on the derivative of the (shifted) semiquantiles of a density which evolves by the semicircular flow and follows directly
from (4.15c) and (4.15e).
Proof of Proposition 6.3. We start with the proof of the crude rigidity (6.21), then we introduce a short range approximation
and finally, with its help, we prove the refined rigidity (6.22). The main technical input of the last step is a refined estimate
on the forcing term. These four steps will be presented in the next four subsections.
6.3.1. Proof of the crude rigidity: For the proof of (6.21), using (6.24) twice in (5.10), we notice that
d
dt
γ∗i (t) = α
[−ℜmx,t(γ∗x,i(t)) + ℜmx,t(e+x,t)]+ (1 − α)[−ℜmy,t(γ∗y,i(t)) + ℜmy,t(e+y,t)] = O(1)
sincemx,t andmy,t are bounded recalling that the semicircular flow preserves (or reduces) the ℓ∞ norm of the Stieltjes
transform by (4.1), so ‖mx,t‖∞ ≤ ‖mx,0‖∞ ≤ C , similarly formy,t. This gives
|γ∗i (t)− γ∗i (0)| . N−1/2+ω1 . (6.25)
Thus in order to prove (6.21) it is sufficient to prove
‖z˜(t, α)− z˜(0, α)‖∞ ≤ N−1/2+2ω1 , (6.26)
for any fixed α ∈ [0, 1]. To do that, we compare the dynamics of (6.14) with the dynamics of the y-semiquantiles, i.e. set
ui ..= ui(t, α) = z˜i(t)− γ̂∗y,i(t),
for all 0 ≤ t ≤ t∗.
Compute
dui =
√
2
N
dBi + (B˜u)i dt+ F˜i(t) dt (6.27)
with
(B˜f)i ..= 1
N
∑
j 6=i
fj − fi
(z˜i − z˜j)(γ̂∗y,i − γ̂∗y,j)
(6.28)
and
F˜i(t) ..=
1
N
∑
j 6=i
1
γ̂∗y,i − γ̂∗y,j
+ ℜmy,t(γ∗y,i(t)) + α
[ℜmx,t(e+x,t)−ℜmy,t(e+y,t)]− h(t).
The operator B˜ is defined onC2N andwe label the vectors f ∈ C2N as f = (f−N , f−N+1, . . . , f−1, f1, . . . , fN ), i.e. we
omit the i = 0 index. Accordingly, in the summations the j = 0 term is always omitted since z˜j , ẑj and γ̂∗y,j are defined
for 1 ≤ |j| ≤ N . Furthermore in the summation of the interaction terms, the j = i term is always omitted.
We now show that ∥∥∥F˜ (t)∥∥∥
∞
. logN, 0 ≤ t ≤ t∗. (6.29)
By the boundedness ofmx,t,my,t and the 1/3-Hölder continuity ofmt in the cusp regime, it remains to control
1
N
∑
j 6=i
1
γ̂∗y,i(t)− γ̂∗y,j(t)
.
∑
1≤|j−i|≤N
1
|i− j| . logN
since
∣∣γ̂∗y,j − γ̂∗y,i∣∣ ≥ c |i− j| /N as the density ρy,t is bounded.
Let U˜(s, t) be the fundamental solution of the heat evolution with kernel B˜ from (6.28), i.e, for any 0 ≤ s ≤ t
∂tU˜(s, t) = B˜(t)U˜(s, t), U˜(s, s) = I. (6.30)
Note that U˜ is a contraction on every ℓp space and the same is true for its adjoint U˜∗(s, t). In particular, for any indices
a, b and times s, t we have
U˜ab(s, t) ≤ 1, U˜∗ab(s, t) ≤ 1. (6.31)
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By Duhamel principle, the solution to the SDE (6.27) is given by
u(t) = U˜(0, t)u(0) +
√
2
N
∫ t
0
U˜(s, t) dB(s) +
∫ t
0
U˜(s, t)F˜ (s) ds, (6.32)
whereB(s) = (B−N (s), . . . , B−1(s), B1(s) . . . , BN (s)) are the 2N independent Brownian motions from (6.1).
For the second term in (6.32) we fix an index i and consider the martingale
Mt ..=
√
2
N
∫ t
0
∑
j
U˜ij(s, t) dBj(s)
with its quadratic variation process
[M ]t ..=
2
N
∫ t
0
∑
j
(U˜ij(s, t))2 ds = 2
N
∫ t
0
∥∥∥U˜∗(s, t)δi∥∥∥2
2
ds ≤ 2t
N
.
By the Burkholder maximal inequality for martingales, for any p > 1 we have that
E sup
0≤t≤T
|Mt|2p ≤ CpE[M ]pT ≤ Cp
T p
Np
.
By Markov inequality we obtain that
sup
0≤t≤T
|Mt| ≤ N ξ
√
T
N
(6.33)
with probability more than 1−N−D, for any (large)D > 0 and (small) ξ > 0.
The last term in (6.32) is estimated, using (6.29), by∣∣∣∣∫ t
0
U˜(s, t)F˜ (s) ds
∣∣∣∣ ≤ tmaxs≤t ∥∥∥F˜ (s)∥∥∥∞ . t logN. (6.34)
This, together with (6.33) and the contraction property of B˜ implies from (6.32) that
‖u(t)− u(0)‖∞ . N−3/4+ω1 + t logN . N−1/2+2ω1
with very high probability. Recalling the definition of u and (6.25), we get (6.26) since
‖z˜(t)− z˜(0)‖∞ ≤ ‖u(t)− u(0)‖∞ +
∥∥γ̂∗y(t)− γ̂∗y(0)∥∥∞ . N−1/2+2ω1 .
This completes the proof of the crude rigidity bound (6.21).
6.3.2. Crude short range approximation. Nowwe turn to the proof of (6.22) by introducing a short range approximation
of the dynamics (6.14). Fix an integer L. Let z˚i = z˚i(t) solve the L-localized short scale DBM
dz˚i =
√
2
N
dBi +
1
N
∑
j:|j−i|≤L
1
z˚i − z˚j dt+
[
1
N
∑
j:|j−i|>L
1
γ∗i − γ∗j
+Φ(t)
]
dt (6.35)
for each 1 ≤ |i| ≤ N and with initial data z˚i(0) ..= z˜i(0), where we recall that Φ was defined in (6.15). Then, we have the
following comparison:
Lemma 6.4. Fix α ∈ [0, 1]. Assume that
max
1≤|i|≤N
|z˜i(0, α)− γ∗i (0)| . N−1/2+2ω1 . (6.36)
Consider the short scale DBM (6.35) with a range L = N1/2+C1ω1 with a constant 10 ≤ C1 ≪ C∗, in particular L is much
smaller than i∗. Then we have a weak uniform comparison
sup
0≤t≤t∗
max
1≤|i|≤N
|˚zi(t, α)− z˜i(t, α)| . N−1/2+2ω1 , (6.37)
and a stronger comparison for small i:
sup
0≤t≤t∗
max
1≤|i|≤i∗
|˚zi(t, α)− z˜i(t, α)| . N−3/4+Cω1 , (6.38)
both with very high probability.
CUSP UNIVERSALITY FOR RANDOM MATRICES II: THE REAL SYMMETRIC CASE 26
Proof. For any fixed α ∈ [0, 1] and for all 0 ≤ t ≤ t∗ , set w ..= w(t, α) = z˚(t, α) − z˜(t, α) and subtract (6.35) and (6.14)
to get
∂tw = B˚1w + F˚ ,
where
(B˚1f)i ..= 1
N
∑
j:|j−i|≤L
fj − fi
(˚zi − z˚j)(z˜i − z˜j) , F˚i
..=
1
N
∑
j:|j−i|>L
[ 1
γ∗i − γ∗j
− 1
z˜i − z˜j
]
.
We estimate ∣∣∣F˚i∣∣∣ ≤ 1
N
∑
j:|j−i|>L
|z˜i − γ∗i |+
∣∣z˜j − γ∗j ∣∣
(γ∗i − γ∗j )(z˜i − z˜j)
.
N−1/2+2ω1
N
∑
j:|j−i|>L
1
(γ∗i − γ∗j )(z˜i − z˜j)
,
where we used the crude rigidity (6.21) (applicable by (6.36)), and we chose C1 in L = N1/2+C1ω1 large enough so that∣∣γ∗i − γ∗j ∣∣ for any |i− j| ≥ L be much bigger than the rigidity scaleN−1/2+2ω1 in (6.21). This is guaranteed since∣∣γ∗i − γ∗j ∣∣ = α ∣∣γ̂∗x,i − γ̂∗x,j∣∣+ (1− α) ∣∣γ̂∗y,i − γ̂∗y,j∣∣ & |i− j|N & N−1/2+C1ω
with very high probability. By this choice of L we have |z˜i − z˜j | ∼
∣∣γ∗i − γ∗j ∣∣ and therefore∣∣∣F˚i∣∣∣ . N− 12+2ω1
N
∑
j:|j−i|>L
1
(γ∗i − γ∗j )2
. N1/2+2ω1
∑
j:|j−i|>L
1
|i− j|2 . N
−( 12C1−2)ω1 ≤ 1, ∀ |i| ≤ N. (6.39)
Since B1 is positivity preserving, its evolution is a contraction, so by Duhamel formula, similarly to (6.32), we get
‖z˚(t)− z˜(t)‖∞ = ‖w(t)‖∞ ≤ ‖w(0)‖∞ + tmaxs≤t
∥∥∥F˚ (s)∥∥∥
∞
. N−1/2+ω1
with very high probability.
Next, we proceed with the proof of (6.38).
In fact, for 1 ≤ |i| ≤ 2i∗, with i∗ much bigger than L, we have a better bound:∣∣∣F˚i∣∣∣ . N− 12+2ω1
N
∑
j:|j−i|>L
1
(γ∗i − γ∗j )2
.
∑
j:|j−i|>L
N2ω1∣∣ |i|3/4 − |j|3/4 ∣∣2 . N− 14−( 12C1−2)ω1 ≤ N− 14 , |i| ≤ 2i∗,
(6.40)
which we can use to get the better bound (6.38). To do so, we define a continuous interpolation v(t, β) between z˜ and z˚.
More precisely, for any fixed β ∈ [0, 1] we set v(t, β) = {v(t, β)i}Ni=−N as the solution to the SDE
dvi =
√
2
N
dBi +
1
N
∑
j:|j−i|≤L
1
vi − vj dt+Φα(t) dt
+
1− β
N
∑
j:|j−i|>L
1
z˜i − z˜j dt+
β
N
∑
j:|j−i|>L
1
γ∗i − γ∗j
dt
(6.41)
with initial condition v(t = 0, β) = (1− β)z˜i(0) + βz˚i(0). Clearly v(t, β = 0) = z˜(t) and v(t, β = 1) = z˚(t).
Differentiating in β, for u ..= u(t, β) = ∂βv(t, β) we obtain the SDE
dui = (Bvu)i dt+ F˚i dt, with (Bvf)i ..= 1
N
∑
j:|j−i|≤L
fj − fi
(vi − vj)2 , (6.42)
with initial condition u(t = 0, β) = z˚(0) − z˜(0) = 0. By the contraction property of the heat evolution kernel Uv of
Bv , with a simple Duhamel formula, we have for any fixed β
sup
0≤t≤t∗
‖u(t, β)‖∞ ≤ t∗
∥∥F˚∥∥
∞
≤ N−1/2+ 32ω1 , (6.43)
with very high probability, where we used (6.39). After integration in β we get
‖v(t, β)− γ∗(t)‖∞ ≤ ‖v(t, 0)− γ∗(t)‖∞ +
∥∥∥∥∥
∫ β
0
u(t, β′) dβ′
∥∥∥∥∥
∞
, 0 ≤ t ≤ t∗, β ∈ [0, 1]. (6.44)
From (6.43) we have
E
∥∥∥∥∥
∫ β
0
u(t, β′) dβ′
∥∥∥∥∥
p
∞
≤
∫ β
0
E ‖u(t, β′)‖p dβ′ . (N−1/2+ 32ω1)p (6.45)
CUSP UNIVERSALITY FOR RANDOM MATRICES II: THE REAL SYMMETRIC CASE 27
for any exponent p. Hence, using a high moment Markov inequality, we have
P
(∥∥∥∥∥
∫ β
0
u(t, β′) dβ′
∥∥∥∥∥
∞
≥ N−1/2+ 32ω1+ξ
)
≤ N−D (6.46)
for any (large) D > 0 and (small) ξ > 0 by choosing p large enough. Since v(t, 0) = z˜(t), for which we have rigidity
in (6.21), by (6.44) and (6.46) we conclude that
sup
0≤t≤t∗
‖v(t, β) − γ∗(t)‖∞ . N−
1
2+2ω1 (6.47)
with very high probability for any β ∈ [0, 1].
In particular L is much larger than the rigidity scale of v = v(t, β). This means that∣∣|vi − vj | − ∣∣γ∗i − γ∗j ∣∣∣∣ . N− 12+2ω1
and
∣∣γ∗i − γ∗j ∣∣ & |i−j|N ≥ N− 12+C1ω1 ≫ N− 12+2ω1 whenever |i− j| ≥ L, so we have
|vi − vj | ∼
∣∣γ∗i − γ∗j ∣∣ , |i− j| ≥ L. (6.48)
Since i∗ is much bigger than L and L is much larger than the rigidity scale of vi(t, β) in the sense of (6.48), the heat
evolution kernel Uv satisfies the following finite speed of propagation estimate (the proof is given in Appendix B):
Lemma 6.5. With the notations above we have
sup
0≤s≤t≤t∗
[Uvpi + Uvip] ≤ N−D, 1 ≤ |i| ≤ i∗, |p| ≥ 2i∗ (6.49)
for anyD if N is sufficiently large.
Using a Duhamel formula again, for any fixed β, we have
ui(t) =
∑
p
Uvipup(0) +
∫ t
0
∑
p
Uvip(s, t)F˚p(s) ds.
We can split the summation and estimate
|ui(t)| ≤
[ ∑
|p|≤2i∗
+
∑
|p|>2i∗
]
Uvip |up(0)|+
∫ t
0
[ ∑
|p|≤2i∗
+
∑
|p|>2i∗
]
Uvip(s, t)
∣∣F˚p(s)∣∣ ds.
For |i| ≤ i∗, the terms with |p| > 2i∗ are negligible by (6.49) and the trivial bounds (6.39) and (6.43). For 1 ≤ |p| ≤ 2i∗
we use the improved bound (6.40). This gives
|ui(t, β)| ≤ max
1≤|j|≤2i∗
|uj(0, β)|+N−3/4+ω1 = N−3/4+ω1 , |i| ≤ i∗,
since u(t = 0, β) = 0. Integrating from β = 0 to β = 1, and recalling that v(β = 0) = z˜ and v(β = 1) = z˚, by high
moment Markov inequality, we conclude
|z˜i(t)− z˚i(t)| . N− 34+ω1 , 1 ≤ |i| ≤ i∗,
with very high probability. This yields (6.38) and completes the proof of Lemma 6.4.
We remark that it would have been sufficient to require that |z˜j(0)− z˚j(0)| ≤ N− 34+ω1 for all 1 ≤ |j| ≤ 2i∗ instead
of setting z˚(0) ..= z˜(0) initially. Later in Section 6.4 we will use a similar finite speed of propagation mechanism to show
that changing the initial condition for large indices has negligible effect. 
6.3.3. Refined rigidity for small |i|. Finally, in the last but main step of the proof of (6.22) in Proposition 6.3 we compare
z˚i with γ∗i for small |i|with a much higher precision than the crude boundN−
1
2+Cω1 which directly follows from (6.37)
and (6.21). Notice that we use the semiquantiles for comparison since γ∗i ∈ [γi−1, γi] and γ∗i is typically close to the
midpoint of this interval. In particular, ρt(γ
∗
i (t)) is never zero, in fact we have ρt(γ
∗
i (t)) ≥ cN−1/3, because by band
rigidity quantiles may fall exactly at spectral edges, but semiquantiles cannot. This lower bound makes the semiquantiles
much more convenient reference points than the quantiles.
Proposition 6.6. Fix α ∈ [0, 1], then with the notations above for the localized DBM z˚(t, α) on short scaleL = N1/2+C1ω1
with 10 ≤ C1 ≤ 110C∗, defined in (6.35), we have∣∣(z˚i(t, α)− γ∗i (t))− (˚zi(0, α)− γ∗i (0))∣∣ ≤ N−3/4+Cω1 , 1 ≤ |i| ≤ i∗ = N 12+C∗ω1 (6.50)
with very high probability.
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Combining (6.50) with (6.38) and noticing that
z˚i(0, α)− γ∗i (0) = z˜i(0, α)− γ∗i (0) = O
(
N ξN
ω1
6
N
3
4 |i| 14
)
for any ξ > 0 with very high probability by (6.23), we obtain (6.22) and complete the proof of Proposition 6.3. 
Proof of Proposition 6.6. We recall from (6.24) that
d
dt
γ∗i (t) = α
[−ℜmx,t(γ∗x,i(t)) + ℜmx,t(e+x,t)]+ (1− α)[ −ℜmy,t(γ∗y,i(t)) + ℜmy,t(e+y,t)]. (6.51)
Next, we define a dynamics that interpolates between z˚i(t, α) and γ∗i (t), i.e. between (6.35) and (6.51). Let β ∈ [0, 1] and
for any fixed β define the process v = v(t, β) = {vi(t, β)}Ni=−N as the solution of the following interpolating DBM
dvi =β
√
2
N
dBi +
1
N
∑
j:|j−i|≤L
1
vi − vj dt+ β
[
1
N
∑
j:|j−i|>L
1
γ∗i − γ∗j
dt+Φ(t)
]
dt
+ (1− β)
[
d
dt
γ∗i (t)−
1
N
∑
j:|j−i|≤L
1
γ∗i − γ∗j
]
dt, 1 ≤ |i| ≤ N,
(6.52)
with initial condition vi(0, β) ..= βz˚i(0) + (1 − β)γ∗i (0). Notice that
vi(t, β = 0) = γ
∗
i (t), vi(t, β = 1) = z˚i(t). (6.53)
Here we use the same letter v as in (6.41) within the proof of Lemma 6.4, but this is now a new interpolation. Since both
appearances of the letter v are used only within the proofs of separate lemmas, this should not cause any confusion. The
same remark applies to the letter u below.
Let u ..= u(t, β) = ∂βv(t, β), then it satisfies the equation
dui =
√
2
N
dBi +
∑
j 6=i
Bij(ui − uj) dt+ Fi dt, 1 ≤ |i| ≤ N, (6.54)
with a time dependent short range kernel (omitting the time argument and the β parameter)
Bij(t) = Bij ..= − 1
N
1(|i− j| ≤ L)
(vi − vj)2 (6.55)
and external force
Fi = Fi(t) ..=− 1
N
∑
j
1
γ∗j (t)− γ∗i (t)
+ αℜmx,t(γ∗x,i(t)) + (1− α)ℜmy,t(γ∗y,i(t))− h(t, α), 1 ≤ |i| ≤ N.
(6.56)
Since the density ρ is regular, at least near the cusp regime, we can replace the sum over j with an integral with very high
precision for small i; this integral is ℜm(e+ + γ∗i ). A simple rearrangement of various terms yields
Fi =
[
ℜm(e+ + γ∗i )−
1
N
∑
j
1
γ∗j 6=i − γ∗i
]
− (1 − α)Dy,i − αDx,i +O(N−1), (6.57)
with
Dr,i ..= ℜ
[(
m(e+ + γ∗i )−m(e+)
)− (mr(γ∗r,i)−mr(e+r ))], r = x, y,
where we used the formula for h from (6.11) and the definition of Φ from (6.15). The choice of the shift h was governed
by the idea to replace the last three terms in (6.56) by ℜm(e+ + γ∗i ). However, the shift cannot be i dependent as it
would result in an i-dependent shift in the definition of z˜i, see (6.13), which would mean that the differences (gaps) of the
processes zi and z˜i are not the same. Therefore, we defined the shift h(t) by the similar formula evaluated at the edge,
justifying the choice (6.11). The discrepancy is expressed byDx,i andDy,i which are small. Indeed we have, for r = x, y
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and 1 ≤ |i| ≤ 2i∗ that
|Dr,i| ≤
∣∣∣ℜ[(m(e+ + γ̂∗r,i)−m(e+))− (mr(e+r + γ̂∗r,i)−mr(e+r ))]∣∣∣+ ∣∣m(e+ + γ̂∗r,i)−m(e+ + γ∗i )∣∣
.
∣∣γ̂∗r,i∣∣1/3 [∣∣γ̂∗r,i∣∣1/3 +N− 16+ω13 ] ∣∣log ∣∣γ̂∗r,i∣∣∣∣+N− 1136+ω1 +
∣∣γ̂∗r,i − γ∗i ∣∣
ρ(γ∗i )
2
.
[( |i|
N
)1/2
+
( |i|
N
)1/4
N−
1
6+
ω1
3
]
(logN) +N−
11
36+ω1 +
(
|i|
N
)
+
(
|i|
N
)3/4
N−
1
6+ω1(
|i|
N
)1/2 . N− 14+Cω1 ,
(6.58)
where from the first to the second linewe used (4.23a) and the bound on the derivative ofm, see (4.7b). In the last inequality
we used (4.14a) to estimate
∣∣γ̂∗r,i∣∣ . (|i| /N)3/4NCω1 and similarly ∣∣γ̂∗r,i − γ∗i ∣∣ in the regime |i| ≤ i∗ = N 12+C∗ω1 ,
furthermore we used that ρ(γ∗i ) ≥ (|i| /N)1/4 and also |γ∗i | ≥ c/N , since a semiquantile is always away from the edge.
Let U(s, t) be the fundamental solution of the heat evolution with kernelB from (6.55). Similarly to (6.32), the solution
to the SDE (6.54) is given by
u(t) = U(0, t)u+
√
2
N
∫ t
0
U(s, t) dB(s) +
∫ t
0
U(s, t)F (s) ds. (6.59)
The middle martingale term can be estimated as in (6.33). The last term in (6.59) is estimated by∣∣∣∣∫ t
0
U(s, t)F (s) ds
∣∣∣∣ ≤ t max0≤s≤t ‖F (s)‖∞ . (6.60)
First we use these simple Duhamel bounds to obtain a crude rigidity bound on vi(t, β) by integrating the bound on u
|vi(t, β)− vi(t, β = 0)| ≤ β max
β′∈[0,β]
|ui(t, β′)| ≤ max
β′∈[0,1]
‖u(0, β′)‖∞ +N−1/2+ω1+ξ, 1 ≤ |i| ≤ N, (6.61)
for any ξ > 0 with very high probability, using (6.33), (6.59), (6.60) and that U is a contraction. Note that in the first
inequality of (6.61) we used that it holds with very high probability by Markov inequality as in (6.45)-(6.46). We also used
the trivial bound
max
0≤s≤t∗
‖F (s)‖∞ . logL ∼ logN, (6.62)
which easily follows from (6.56),(6.58) and the fact that
∣∣γ∗j (t)− γ∗i (t)∣∣ & |i− j| /N .
Recalling that vi(t, β = 0) = γ∗i (t) and ui(0, β
′) = z˚i(0)− γ∗i (0), together with (6.37) and (6.21), by (6.61), we obtain
the crude rigidity
|vi(t, β)− γ∗i (t)| ≤ N−
1
2+2ω1 , 1 ≤ |i| ≤ N, (6.63)
with very high probability.
The main technical result is a considerable improvement of the bound (6.63) at least for i near the cusp regime. This is
the content of the following proposition whose proof is postponed:
Proposition 6.7. The vector F defined in (6.56) satisfies the bound
max
s≤t∗
|Fi(s)| ≤ N− 14+Cω1 , 1 ≤ |i| ≤ 2i∗. (6.64)
Since i∗ is much bigger than L = N
1
2+C1ω1 with a large C1 , and we have the rigidity (6.63) on scale much smaller
than L, similarly to Lemma 6.5, we have the following finite speed of propagation result. The proof is identical to that of
Lemma 6.5.
Proposition 6.8. For the short range dynamics U = UB defined by the operator (6.55):
sup
0≤s≤t≤t∗
[
Upi(s, t) + Uip(s, t)
]
≤ N−D, 1 ≤ |i| ≤ i∗, |p| ≥ 2i∗. (6.65)
for anyD if N is sufficiently large. 
Armed with these two propositions, we can easily complete the proof of Proposition 6.6. For any 1 ≤ |i| ≤ i∗ we
have from (6.32), using (6.31), (6.33), (6.65) and that U is a contraction on ℓ∞ that
|ui(t)| ≤N−3/4+ω1+ξ +
∑
p
Uip |up(0)|+
∫ t
0
∑
p
Uip(s, t) |Fp(s)| ds
≤N−3/4+ω1+ξ + max
|p|≤2i∗
|up(0)|+ t max
0≤s≤t∗
max
|p|≤2i∗
|Fp(s)|+N−D max
0≤s≤t
‖F (s)‖∞ .
(6.66)
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The trivial bound (6.62) together with (6.64) completes the proof of (6.50) by integrating back the bound (6.66) for u = ∂βv
in β, using a high moment Markov inequality similar to (6.45)-(6.46), and recalling (6.53). This completes the proof of
Proposition 6.6. 
6.3.4. Estimate of the forcing term.
Proof of Proposition 6.7. Within this proofwewill use γi ..= γi(t), γ
∗
i
..= γ∗i (t), ρ = ρt,m = mt and e
+ = e+t for brevity.
For notational simplicity we may assume within this proof that e+ = 0 by a simple shift. The key input is the following
bound on the derivative of the density, proven in [6] for self-consistent densities of Wigner type matrices
|ρ′(x)| ≤ C
ρ(x)[ρ(x) + ∆1/3]
, |x| ≤ δ∗ (6.67)
where∆ = ∆t is the length of the unique gap in the support of ρ = ρt in a small neighbourhood of size δ∗ ∼ 1 around
e
+ = 0. If there is no such gap, then we set∆ = 0 in (6.67). By the definition of the interpolated density ρt in (5.12) clearly
follows that it satisfies (6.67) by (4.3). Notice that (6.67) implies local Hölder continuity, i.e.
|ρ(x)− ρ(y)| ≤ min{ |x− y|1/3 , |x− y|1/2∆−1/6} (6.68)
for any x, y in a small neighbourhood of the gap or the local minimum.
Throughout the entire proof we fix an i with 1 ≤ |i| ≤ 2i∗. For simplicity, we assume i > 0, the case i < 0 is
analogous. We rewrite Fi from (6.57) as follows
Fi = G1 +G2 +G3 +G4 (6.69)
with
G1 ..=
∑
1≤|j−i|≤L
∫ γj
γj−1
[
1
x− γ∗i
− 1
γ∗j − γ∗i
]
ρ(x) dx, G2 ..=
∫ γi
γi−1
ρ(x) dx
x− γ∗i
,
G3 ..=
∑
|j−i|>L
∫ γj
γj−1
[
1
x− γ∗i
− 1
γ∗j − γ∗i
]
ρ(x) dx, G4 ..= −(1− α)Dy,i − αDx,i +O(N−1).
The termG4 was already estimated in (6.58). In the following we will show separately that |Ga| . N−1/4, a = 1, 2, 3.
Estimate ofG3. By elementary computations, using the crude rigidity (6.21), it follows that
|G3| . N
− 12+2ω1
N
∑
j:|j−i|>L
1
(γ∗i − γ∗j )2
.
Then, the estimate |G3| . N− 14 follows using the same computations as in (6.40).
Estimate ofG2. We write
G2 =
∫ γi
γi−1
ρ(x) dx
x− γ∗i
=
∫ γi
γi−1
ρ(x)− ρ(γ∗i )
x− γ∗i
dx+ ρ(γ∗i )
∫ γi
γi−1
dx
x− γ∗i
(6.70)
and we will show that both summands are bounded by CN−1/4. We make the convention that if γi−1 is exactly at the
left edge of a gap, then for the purpose of this proof we redefine it to be the right edge of the same gap and similarly, if
γi is exactly at the right edge of the gap, then we set it to be left edge. This is just to make sure that [γi−1, γi] is always
included in the support of ρ.
In the first integral we use (6.68) to get∣∣∣∣∣
∫ γi
γi−1
ρ(x) − ρ(γ∗i )
x− γ∗i
dx
∣∣∣∣∣ . min{(γi − γi−1)1/3, (γi − γi−1)1/2∆−1/6} = O(N−1/4). (6.71)
Here we used that the local eigenvalue spacing (with the convention above) is bounded by
γi − γi−1 . max
{∆1/9
N2/3
,
1
N3/4
}
. (6.72)
For the second integral in (6.70) is an explicit calculation
ρ(γ∗i )
∫ γi
γi−1
dx
x− γ∗i
= ρ(γ∗i ) log
γi − γ∗i
γ∗i − γi−1
. (6.73)
Using the definition of the quantiles and (6.68), we have
1
2N
=
∫ γ∗i
γi−1
ρ(x) dx = ρ(γ∗i )(γ
∗
i − γi−1) +O
(
min
{ |γ∗i − γi−1|4/3 , |γ∗i − γi−1|3/2∆−1/6}),
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and similarly
1
2N
=
∫ γi
γ∗i
ρ(x) dx = ρ(γ∗i )(γi − γ∗i ) +O
(
min
{ |γ∗i − γi|4/3 , |γ∗i − γi|3/2∆−1/6}).
The error terms are comparable and they areO(N−1) using (6.72), thus, subtracting these two equations, we have
|(γi − γ∗i )− (γ∗i − γi−1)| .
min
{ |γ∗i − γi|4/3 , |γ∗i − γi|3/2∆−1/6}
ρ(γ∗i )
.
Expanding the logarithm in (6.73), we have∣∣∣∣∣ρ(γ∗i )
∫ γi
γi−1
dx
x− γ∗i
∣∣∣∣∣ . ρ(γ∗i ) |(γi − γ∗i )− (γ∗i − γi−1)|γ∗i − γi−1 . min{ |γ∗i − γi|1/3 , |γ∗i − γi|1/2∆−1/6} . N−1/4
as in (6.71). This completes the estimate
|G2| . N−1/4. (6.74)
Estimate ofG1. Fix i > 0 and set n = n(i) as follows
n(i) ..= min
{
n ∈ N : min { |γi−n−1 − γ∗i | , |γi+n − γ∗i |} ≥ cN−3/4} (6.75)
with some small constant c > 0.
Next, we estimate n(i). Notice that for i = 1 we have n(i) = 0. If i ≥ 2, then we notice that one can choose c
sufficiently small depending only on the model parameters, such that
1
2
≤ ρ(x)
ρ(γ∗i )
≤ 2 : ∀x ∈ [γi−n(i)−1, γi+n(i)], i ≥ 2. (6.76)
Let
m(i) ..= max
{
m ∈ N : 1
2
≤ ρ(x)
ρ(γ∗i )
≤ 2 : ∀x ∈ [γi−m−1, γi+m]
}
,
then, in order to verify (6.76), we need to prove thatm(i) ≥ n(i).
Then by a case by case calculation it follows that
m(i) ≥ c1 |i| , (6.77)
and thus
min
{ ∣∣γi−m(i)−1 − γ∗i ∣∣ , ∣∣γi+m(i) − γ∗i ∣∣ } & max{( iN )2/3∆1/9,( iN )3/4} ≥ c2N−3/4. (6.78)
with some c1, c2. Hence (6.76) will hold if c ≤ c2 is chosen in the definition (6.75). Notice that in these estimates it is
important that the semiquantiles are always at a certain distance away from the quantiles.
Nowwe give an upper bound on n(i)when γ∗i is near a (possible small) gap as in the proof above. The local eigenvalue
spacing is
γi − γ∗i ∼ max
{ ∆1/9
N2/3(i)1/3
,
1
N3/4(i)1/4
}
, (6.79)
which is bigger than cN−3/4 if i ≤ ∆1/3N1/4. So in this case n(i) = 0 and we may now assume that i ≥ ∆1/3N1/4
and still i ≥ 2.
Consider first the so-called cusp case when i ≥ N∆4/3, in this case, as long as n ≤ 12 i, we have
γi+n − γ∗i ∼
n
N3/4(i+ 1)1/4
.
This is bigger than cN−3/4 if n ≥ i1/4, thus we have n(i) ≤ i1/4 in this case.
In the opposite case, the so-called edge case, i ≤ N∆4/3 , which together with the above assumption i ≥ ∆1/3N1/4
also implies that∆ ≥ N−3/4. In this case, as long as n ≤ 12 i, we have
γi+n − γ∗i ∼
n∆1/9
N2/3i1/3
.
This is bigger than cN−3/4 if n ≥ ∆−1/9N−1/12i1/3. So we have n(i) ≤ ∆−1/9N−1/12i1/3 ≤ i1/3 in this case.
We split the sum in the definition ofG1 , see (6.69), as follows:
G1 =
∑
1≤|j−i|≤L
∫ γj
γj−1
x− γ∗j
(γ∗i − γ∗j )(x − γ∗i )
ρ(x) dx =
( ∑
n(i)<|j−i|≤L
+
∑
1≤|j−i|≤n(i)
)
=.. S1 + S2. (6.80)
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For the first sum we use
∣∣x− γ∗j ∣∣ ≤ γ∗j+1 − γ∗j , |γ∗i − x| ∼ ∣∣γ∗i − γ∗j ∣∣. Moreover, we have
ρ(γ∗i )(γi − γi−1) ∼
1
N
(6.81)
from the definition of the semiquantiles. Thus we restore the integration in the first sum S1 and estimate
|S1| . 1
N
[ ∫ γi−n(i)−1
−∞
+
∫ ∞
γi+n(i)
] dx
|x− γ∗i |2
.
1
N
[ 1∣∣γi−n(i)−1 − γ∗i ∣∣ + 1∣∣γi+n(i) − γ∗i ∣∣
]
≤ CN−1/4. (6.82)
In the last step we used the definition of n(i).
Now we consider S2. Notice that this sum is non-empty only if n(i) 6= 0 In this case to estimate S2 we have to
symmetrize. Fix 1 ≤ n ≤ n(i), assume i > n and consider together∫ γi−n
γi−n−1
x− γ∗i−n
(γ∗i − γ∗i−n)(x − γ∗i )
ρ(x) dx+
∫ γi+n
γi+n−1
x− γ∗i+n
(γ∗i − γ∗i+n)(x− γ∗i )
ρ(x) dx
=
1
γ∗i − γ∗i−n
∫ γi−n
γi−n−1
x− γ∗i−n
x− γ∗i
ρ(x) dx+
1
γ∗i − γ∗i+n
∫ γi+n
γi+n−1
x− γ∗i+n
x− γ∗i
ρ(x) dx (6.83)
=
1
N
[ 1
γ∗i − γ∗i−n
+
1
γ∗i − γ∗i+n
]
+
[ ∫ γi−n
γi−n−1
ρ(x) dy
x− γ∗i
+
∫ γi+n
γi+n−1
ρ(x) dx
x− γ∗i
]
=.. B1(n) +B2(n).
We now use 13 -Hölder regularity
ρ(x) = ρ(γ∗i ) +O
(
|x− γ∗i |1/3
)
.
We thus have ∑
n≤n(i)
∫ γi−n
γi−n−1
ρ(x) dy
x− γ∗i
=
∑
n≤n(i)
ρ(γ∗i ) log
γi−n−1 − γ∗i
γi−n − γ∗i
+O
( ∫ γi+n(i)
γi−n(i)−1
dx
|x− γ∗i |2/3
)
(6.84)
and similarly ∑
n≤n(i)
∫ γi+n
γi+n−1
ρ(x) dy
x− γ∗i
=
∑
n≤n(i)
ρ(γ∗i ) log
γi+n−1 − γ∗i
γi+n − γ∗i
+O
( ∫ γi+n(i)
γi−n(i)−1
dx
|x− γ∗i |2/3
)
. (6.85)
The error terms are bounded by CN−1/4 using (6.75) and therefore we have∑
n≤n(i)
B2(n) =
∑
n≤n(i)
ρ(γ∗i )
[
log
γ∗i − γi−n−1
γ∗i − γi−n
− log γi+n − γ
∗
i
γi+n−1 − γ∗i
]
+O(N−1/4)
=
∑
n≤n(i)
ρ(γ∗i )
[
log
γ∗i − γi−n−1
γi+n − γ∗i
+ log
γi+n−1 − γ∗i
γ∗i − γi−n
]
+O(N−1/4).
We now use the bound
|ρ(x)− ρ(γ∗i )| .
|x− γ∗i |
ρ(γ∗i )
2 + ρ(γ∗i )∆
1/3
, x ∈ [γi−n(i)−1, γi+n(i)], (6.86)
which follows from the derivative bound (6.67) if ǫ in the definition of i∗ = ǫN is chosen sufficiently small, depending
on δ since throughout the proof 1 ≤ |i| ≤ 2i∗ and n(i)≪ i∗.
Note that
n
N
=
∫ γi
γi−n
ρ(x) dx = ρ(γ∗i )[γi − γi−n] +O
( |γi−n − γ∗i |2
ρ(γ∗i )
2 + ρ(γ∗i )∆
1/3
)
(6.87)
Thus, using (6.87) also for γi+n − γi, equating the two equations and dividing by ρ(γ∗i ), we have
γi − γi−n = γi+n − γi +O
( |γi−n − γ∗i |2
ρ(γ∗i )
3 + ρ(γ∗i )
2∆1/3
)
. (6.88)
Similar relation holds for the semiquantiles:
γ∗i − γ∗i−n = γ∗i+n − γ∗i +O
( ∣∣γ∗i−n − γ∗i ∣∣2
ρ(γ∗i )
3 + ρ(γ∗i )
2∆1/3
)
(6.89)
and for the mixed relations among quantiles and semiquantiles:
γ∗i − γi−n = γi+n−1 − γ∗i +O
( |γi−n − γ∗i |2
ρ(γ∗i )
3 + ρ(γ∗i )
2∆1/3
)
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γ∗i − γi−n−1 = γi+n − γ∗i +O
( |γi−n − γ∗i |2
ρ(γ∗i )
3 + ρ(γ∗i )
2∆1/3
)
.
Thus, using γ∗i − γi−n−1 ∼ γi+n − γ∗i , we have
ρ(γ∗i )
∣∣∣∣log γ∗i − γi−n−1γi+n − γ∗i
∣∣∣∣ . ρ(γ∗i )γi+n − γ∗i O
( |γi−n−1 − γ∗i |2
ρ(γ∗i )
3 + ρ(γ∗i )
2∆1/3
)
.
|γi−n−1 − γ∗i |
ρ(γ∗i )
2 + ρ(γ∗i )∆
1/3
. (6.90)
Using n ≤ n(i) and (6.75), we have |γi−n−1 − γ∗i | . N−3/4. The contribution of this term to
∑
nB2(n) is thus
N−3/4
∑
n≤n(i)
1
ρ(γ∗i )
2 + ρ(γ∗i )∆
1/3
≤ n(i)N
−3/4
ρ(γ∗i )
2 + ρ(γ∗i )∆
1/3
. (6.91)
In the bulk regime we have ρ(γ∗i ) ∼ 1 and n(i) ∼ N1/4, so this contribution is much smaller thanN−1/4.
In the cusp regime, i.e. when∆ ≤ (i/N)3/4, then we have γ∗i ∼ (i/N)3/4 and ρ(γ∗i ) ∼ (i/N)1/4, thus we get
(6.91) ≤ n(i)N
−3/4
ρ(γ∗i )
2 + ρ(γ∗i )∆
1/3
≤ n(i)N
−3/4
ρ(γ∗i )
2
. N−1/4n(i)i−1/2 . N−1/4
since n(i) ≤ i1/4.
In the edge regime, i.e. when∆ ≥ (i/N)3/4, then we have γ∗i ∼ ∆1/9(i/N)2/3 and ρ(γ∗i ) ∼ ∆−1/9(i/N)1/3, thus
we get
(6.91) ≤ n(i)N
−3/4
ρ(γ∗i )
2 + ρ(γ∗i )∆
1/3
≤ n(i)N
−3/4
ρ(γ∗i )∆
1/3
.
n(i)N−5/12
∆2/9i1/3
≤ N
−5/12
∆2/9
≤ N−1/4
since n(i) ≤ i1/3 and∆ ≥ N−3/4. This completes the proof of∑nB2(n) . N−1/4.
Finally the
∑
nB1(n) term from (6.83) is estimated as follows by using (6.89):∑
n
1
N
[ 1
γ∗i − γ∗i−n−1
+
1
γ∗i − γ∗i+n−1
]
=
∑
n
1
N
1
(γ∗i − γ∗i−n)2
O
( (γi − γi−n−1)2
ρ(γ∗i )
2[ρ(γ∗i ) + ∆
1/3]
)
.
n(i)
Nρ(γ∗i )
2[ρ(γ∗i ) + ∆
1/3]
.
(6.92)
In the bulk regime this is trivially bounded by CN−3/4. In the cusp regime,∆ ≤ (i/N)3/4 , we have
n(i)
Nρ(γ∗i )
2[ρ(γ∗i ) + ∆
1/3]
≤ n(i)
Nρ(γ∗i )
3
.
n(i)
N1/4i3/4
. N−1/4
since n(i) ≤ i1/4.
Finally, in the edge regime,∆ ≥ (i/N)3/4, we just use
n(i)
Nρ(γ∗i )
2[ρ(γ∗i ) + ∆
1/3]
≤ n(i)
Nρ(γ∗i )
2∆1/3
.
n(i)
N1/4i3/4
. N−1/4
since n(i) ≤ i1/3. This gives∑nB1(n) . N−1/4. Together with the estimate on∑nB2(n) we get |S2| . N−1/4,
see (6.80) and (6.83). This completes the estimate ofG1 in (6.69), which, together with (6.74) and (6.58) finishes the proof of
Proposition 6.7. 
6.4. Phase 2: Rigidity of ẑ on scaleN−3/4+ω1/6, without i dependence. For any fixed α ∈ [0, 1] recall the definition
of the shifted process z˜(t, α) (6.14) and the shifted α-interpolating semiquantiles γ∗i (t) from (5.10) that trail z˜. Further-
more, for all 0 ≤ t ≤ t∗ we consider the interpolated density ρt with a small gap [e−t , e+t ], and its Stieltjes transformmt.
In particular,
e
±
t = αe
±
x,t + (1− α)e±y,t.
We recall that by Proposition 6.3 and (6.23) we have that
sup
0≤t≤t∗
max
1≤|i|≤i∗
|z˜i(t, α) − γ∗i (t)| ≤ N−
3
4+Cω1 , (6.93)
holds with very high probability for some i∗ = N
1
2+C∗ω1 .
In this section we improve the rigidity (6.93) from scale N−
3
4+Cω1 to the almost optimal, but still i-independent
rigidity of order N−
3
4+
ω1
6 +ξ but only for a new short range approximation ẑi(t, α) of z˜i(t, α). The range of this new
approximation ℓ4 = N4ωℓ with someωℓ ≪ 1 is much shorter than that of z˚i(t, α) in Section 6.3. Furthermore, the result
will hold only for 1 ≤ |i| ≤ N4ωℓ+δ1 , for some small δ1 > 0. The rigorous statement is in Proposition 6.10 below, after
we give the definition of the short range approximation.
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Short range approximation on fine scale. Adapting the idea of [22] to the cusp regime, we now introduce a new short
range approximation process ẑ(t, α) for the solution to (6.14). The short range approximation in this section will always
be denoted by hat, ẑ, in distinction to the other short range approximation z˚ used in Section 6.3, see (6.35). Not only the
length scale is shorter for ẑ, but the definition of ẑ is more subtle than in (6.35)
The new short scale approximation is characterized by two exponentsωℓ andωA. In particular, we will always assume
that ω1 ≪ ωℓ ≪ ωA ≪ 1, where recall that t∗ ∼ N− 12+ω1 is defined in such a way ρt∗ has an exact cusp. The key
quantity is ℓ ..= Nωℓ that determines the scale on which the interaction term in (6.14) will be cut off and replaced by its
mean-field value. This scale is not constant, it increases away from the cusp at a certain rate. The cutoff will be effective
only near the cusp, for indices beyond i∗2 , with i∗ = N
1
2+C∗ω1 , no cutoff is made. Finally, the intermediate scaleNωA is
used for a technical reason: closer to the cusp, for indices less than NωA , we always use the density ρy,t of the reference
process y(t) to define the mean field approximation of the cutoff long range terms. Beyond this scale we use the actual
density ρt. In this way we can exploit the closeness of the density ρt to the reference density ρy,t near the cusp and
simplify the estimate. This choice will guarantee that the error term ζ0 in (6.105) below is non zero only for |i| > NωA .
Now we define the ẑ process precisely. Let
A ..=
{
(i, j) : |i− j| ≤ ℓ(10ℓ3 + |i| 34 + |j| 34 )
}
∪
{
(i, j) : |i| , |j| > i∗
2
}
. (6.94)
One can easily check that for each i with 1 ≤ |i| ≤ i∗2 the set {j : (i, j) ∈ A} is an interval of the nonzero integers
and that (i, j) ∈ A if and only if (j, i) ∈ A. For each such fixed i we denote the smallest and the biggest j such that
(i, j) ∈ A by j−(i) and j+(i), respectively. We will use the notation
A,(i)∑
j
..=
∑
j:(i,j)∈A
i6=j
,
Ac,(i)∑
j
..=
∑
j:(i,j)/∈A
.
Assuming for simplicity that i∗ is divisible by four, we introduce the intervals
Jz(t) ..=
[
γ− 3i∗4
(t), γ 3i∗
4
(t)
]
, (6.95)
and for each 0 < |i| ≤ i∗2 we define
Iz,i(t) ..= [γj−(i)(t), γj+(i)(t)]. (6.96)
For a fixed α ∈ [0, 1] andN ≥ |i| > i∗2 we let
dẑi(t, α) =
√
2
N
dBi +
[
1
N
A,(i)∑
j
1
ẑi(t, α) − ẑj(t, α) +
1
N
Ac,(i)∑
j
1
z˜i(t, α)− z˜j(t, α) + Φα(t)
]
dt (6.97)
for 0 < |i| ≤ NωA
dẑi(t, α) =
√
2
N
dBi +
[
1
N
A,(i)∑
j
1
ẑi(t, α) − ẑj(t, α) +
∫
Iy,i(t)c
ρy,t(E + e
+
y,t)
ẑi(t, α) − E dE + ℜ[my,t(e
+
y,t)]
]
dt, (6.98)
and forNωA < |i| ≤ i∗2
dẑi(t, α) =
√
2
N
dBi +
[
1
N
A,(i)∑
j
1
ẑi(t, α) − ẑj(t) +
∫
Iz,i(t)c∩Jz(t)
ρt(E + e
+
t )
ẑi(t, α)− E dE
+
1
N
∑
|j|≥ 34 i∗
1
z˜i(t, α)− z˜j(t, α) + Φα(t)
]
dt,
(6.99)
with initial data
ẑi(0, α) ..= z˜i(0, α), (6.100)
wherewe recall that z˜i(0, α) = αx˜i(0)+(1−α)y˜i(0) for anyα ∈ [0, 1]. In particular, ẑ(t, 1) = x̂(t) and ẑ(t, 0) = ŷ(t),
that are the short range approximations of the x˜(t) ..= x(t)− e+x,t and y˜(t) ..= x(t) − e+y,t processes.
Using the rigidity estimates in (6.21) and (6.93) we will prove the following lemma in Appendix C.
Lemma 6.9. Assuming that the rigidity estimates (6.21) and (6.93) hold. Then, for any fixed α ∈ [0, 1] we have
sup
1≤|i|≤N
sup
0≤t≤t∗
|ẑi(t, α)− z˜i(t, α)| ≤ N
Cω1
N
3
4
, (6.101)
with very high probability.
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In particular, since (6.21) and (6.93) have already been proven, we conclude from (6.93) and (6.101) that
sup
0≤t≤t∗
|ẑi(t, α)− γi(t)| ≤
NCω1
N
3
4
, 1 ≤ |i| ≤ i∗, (6.102)
for any fixed α ∈ [0, 1].
Now we state the improved rigidity for ẑ, the main result of Section 6.4:
Proposition 6.10. Fix any α ∈ [0, 1]. There exists a constant C > 0 such that if 0 < δ1 < Cωℓ then
sup
0≤t≤t∗
|ẑi(t, α) − γi(t)| .
N ξN
ω1
6
N
3
4
, 1 ≤ |i| ≤ N4ωℓ+δ1 (6.103)
for any ξ > 0 with very high probability.
Proof. Recall that initially z˜i(0, α) is a linear interpolation between x˜i(0) and y˜i(0) and thus for z˜i(0, α) optimal rigid-
ity (6.23) holds. We define the derivative process
wi(t, α) ..= ∂αẑi(t, α). (6.104)
In particular, we find that w = w(t, α) is the solution of
∂tw = Lw + ζ(0), L ..= B + V , (6.105)
with initial data
wi(0, α) = x̂i(0)− ŷi(0).
Here, for any 1 ≤ |i| ≤ N , the (short range) operator B is defined on any vector f ∈ C2N as
(Bf)i ..=
A,(i)∑
j
Bij(fi − fj), Bij ..= − 1
N
1
(ẑi(t, α) − ẑj(t, α))2 . (6.106)
Moreover, V is a multiplication operator, i.e. (Vf)i = Vifi, where Vi is defined in different regimes of i as follows:
Vi ..=−
∫
Iy,i(t)c
ρy,t(E + e
+
y,t)
(ẑi(t, α) − E)2 dE, 1 ≤ |i| ≤ N
ωA
Vi ..=−
∫
Iz,i(t)c∩Jz(t)
ρt(E + e
+
t )
(ẑi(t, α) − E)2 dE, N
ωA < |i| ≤ i∗
2
(6.107)
and Vi = 0 for |i| > i∗2 . The error term ζ
(0)
i = ζ
(0)
i (t) in (6.105) is defined as follows: for |i| > i∗2 we have
ζ
(0)
i
..=
1
N
Ac,(i)∑
j
∂αz˜j(t, α)− ∂αz˜i(t, α)
(z˜i(t, α)− z˜j(t, α))2 + ∂αΦα(t) =
.. Z1 + ∂αΦα(t) (6.108)
forNωA < |i| ≤ i∗2 we have
ζ
(0)
i
..=
1
N
∑
|j|≥ 3i∗4
∂αz˜j(t, α)− ∂αz˜i(t, α)
(z˜i(t, α)− z˜j(t, α))2 +
∫
Iz,i(t)c∩Jz(t)
∂α
[
ρt(E + e
+
t )
]
ẑi(t, α)− E dE
+
(
∂α
∫
Iz,i(t)c∩Jz(t)
) ρt(E + e+t )
ẑi(t, α)− E dE + ∂αΦα(t) =
.. Z2 + Z3 + Z4 + ∂αΦα(t),
(6.109)
and finally for 1 ≤ |i| ≤ NωA we have ζ(0)i = 0. We recall that Iz,i(t) andJz(t) in (6.109) are defined by (6.96) and (6.95)
respectively. Next, we prove that the error term ζ(0) in (6.105) is bounded by some large power ofN .
Lemma 6.11. There exists a large constant C > 0 such that
sup
0≤t≤t∗
max
1≤|i|≤N
∣∣∣ζ(0)i (t)∣∣∣ ≤ NC . (6.110)
Proof of Lemma 6.11. By (6.15), it follows that
∂αΦα(t) = ∂αℜ[mt(e+t + iN−100)] + h∗∗(t, 1)− h∗∗(t, 0),
with h∗∗(t, α) defined by (6.7). Since the two h∗∗ terms are small by (6.6), for each fixed t, we have that
|∂αΦα(t)| .
∣∣∣∣∂α ∫
R
ρt(e
+
t + E)
E − iN−100 dE
∣∣∣∣+N−1 = U1 + U2 +N−1, (6.111)
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where
U1 ..=
∣∣∣∣∣∂α
∫ γi(δ∗)
γ−i(δ∗)
ρt(e
+
t + E)
E − iN−100 dE
∣∣∣∣∣ =
∣∣∣∣∂α ∫
I∗
ρt(e
+
t + ϕα,t(s))
ϕα,t(s)− iN−100ϕ
′
α,t(s) ds
∣∣∣∣
U2 ..=
∣∣∣∣∣∣ 1N
∑
i∗(δ)<|i|≤N
∂α
∫
R
ψ(E − γ∗i (t))
E − iN−100 dE
∣∣∣∣∣∣ ,
using the notation γi(δ∗) = γi(δ∗)(t) and the definition of ρt from (5.12). In U1 we changed variables, i.e. E = ϕα,t(s),
using that s → ϕα,t(s) is strictly increasing. In particular, in order to compute the limits of integration we used that
ϕα,t(i/N) = γi(t) by (4.2) and defined the α-independent interval I∗
..= [−i(δ∗)/N, i(δ∗)/N ]. Furthermore, in U1 we
denoted by prime the s-derivative.
For U1 we have that (omitting the t dependence, ρ = ρt, etc.)
U1 .
∣∣∣∣∫
I∗
∂α[ρ(e
+ + ϕα(s))]
ϕα(s)− iN−100 ϕ
′
α(s) ds
∣∣∣∣+ ∣∣∣∣∫
I∗
ρ(e+ + ϕα(s))
(ϕα(s)− iN−100)2 (ϕ
′
α(s))
2 ds
∣∣∣∣
+
∣∣∣∣∫
I∗
ρ(e+ + ϕα(s))
ϕα(s)− iN−100 ∂αϕ
′
α(s) ds
∣∣∣∣ . (6.112)
For s ∈ I∗ , by the definition of ϕα(s) and (4.4) it follows that
1 = n′α(ϕα(s))ϕ
′
α(s) = ρα(ϕα(s))ϕα(s),
and so that
ϕ′α(s) =
1
ρα(ϕα(s))
. s−
1
4 , (6.113)
where in the last inequality we used that ρα(ω) ∼ min{ω1/3, ω1/2∆−1/6} and ϕα(s) ∼ max{s 34 , s 23∆1/9} by (4.9a).
In the first integral in (6.112) we use that
ρ(e+ + ϕα(s)) = ρα(e
+ + ϕα(s)), s ∈ I∗
by (5.12) and that ∂α[ρα(e
+ + ϕα(s))] is bounded by the explicit relation in (4.10). For the other two integrals in (6.112)
we use that ρ is bounded on the integration domain and that (ϕ′α(s))
2 . s−1/2 from (6.113), hence it is integrable. In the
third integral we also observe that
∂αϕα(s) = ϕλ(s)− ϕµ(s)
by (4.2), thus |∂αϕ′α(s)| . s−1/4 similarly to (6.113). Using
∣∣ϕα(s)− iN−100∣∣ & N−100, we thus conclude that
U1 . N
200.
Next, we proceed with the estimate for U2.
Notice that |∂αψ(E − γ∗i (t))| ≤ ‖ψ′‖∞ |γ̂x,i(t)− γ̂y,i(t)| by (5.10). Furthermore, since
∣∣E − iN−100∣∣ & δ∗ on the
domain of integration of U2, we conclude that
U2 . N
200 ‖ψ′‖∞ ,
and therefore from (6.111) we have
|∂αΦα(t)| . N202. (6.114)
since ‖ψ′‖∞ . N2 by the choice of ψ, see below (5.9).
Similarly, we conclude that
|Z3| . N200‖ψ′‖∞. (6.115)
To estimate Z2, by (6.14), it follows that
d(∂αz˜i) =
[
1
N
∑
j
∂αz˜j − ∂αz˜i
(z˜i − z˜j)2 + ∂αΦα(t)
]
dt,
with initial data
∂αz˜i(0, α) = x˜i(0)− y˜i(0),
for all 1 ≤ |i| ≤ N . Since |∂αz˜i(0, α)| . N200 for all 1 ≤ |i| ≤ N , by Duhamel principle and contraction, it follows
that
|∂αz˜i(t, α)| . N200 + t∗ max
0≤τ≤t∗
|∂αΦα(τ)| . N202 (6.116)
for all 0 ≤ t ≤ t∗. In particular, by (6.116) it follows that
|Z2| . N202
√
N (6.117)
since for all j in the summation in Z2 we have that |i− j| & i∗ ∼ N 12 and thus |z˜i − z˜j | & |i − j| /N & N−1/2.
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Finally, we estimate Z4 using the fact that the endpoints of Iz,i(t)c ∩ Jz(t) are quantiles γi(t) whose α-derivatives
are bounded by (5.10). Hence
|Z4| .
∣∣∣∣∣ρt(γj+ + e
+
t )
ẑi − γj+
∣∣∣∣∣+
∣∣∣∣∣ρt(γj− + e
+
t )
ẑi − γj−
∣∣∣∣∣ +
∣∣∣∣∣ρt(γ 3i∗4 + e
+
t )
ẑi − γ 3i∗
4
∣∣∣∣∣ . N (6.118)
by rigidity. Combining (6.114)-(6.118) we conclude (6.110), completing the proof of Lemma 6.11. 
Continuing the analysis of the equation (6.105), for any fixed α let us define w# = w#(t, α) as the solution of
∂tw
# = Lw#, (6.119)
with cutoff initial data
w#i (0, α) = 1{|i|≤N4ωℓ+δ}wi(0, α),
with some 0 < δ < Cωℓ where C > 10 a constant such that (4 + C)ωℓ < ωA.
By the rigidity (6.102) the finite speed estimate (B.34), with δ′ ..= δ, for the propagator UL of L holds. Let 0 < δ1 < δ2 ,
then, using Duhamel principle, that the error term ζ(0)i is bounded by (6.110) and that ζ
(0)
i = 0 for any 1 ≤ |i| ≤ NωA , it
easily follows that
sup
0≤t≤t∗
max
|i|≤N4ωℓ+δ1
∣∣∣w#i (t, α)− wi(t, α)∣∣∣ ≤ N−100, (6.120)
for any α ∈ [0, 1]. In other words, the initial conditions far away do not influence the w-dynamics, hence they can be set
zero.
Next, we use the heat kernel contraction for the equation in (6.119). By the optimal rigidity of x̂i(0) and ŷi(0), since
w#i (0, α) is non zero only for 1 ≤ |i| ≤ N4ωℓ+δ , it follows that
max
1≤|i|≤N
∣∣∣w#i (0, α)∣∣∣ ≤ N ξN ω16
N
3
4
, (6.121)
and so, by heat kernel contraction and Duhamel principle
sup
0≤t≤t∗
max
1≤|i|≤N
∣∣∣w#i (t, α)∣∣∣ ≤ N ξN ω16
N
3
4
. (6.122)
Next, we recall that ẑ(t, α = 0) = ŷ(t).
Combining (6.120) and (6.122), integrating wi(t, α′) over α′ ∈ [0, α], by high moment Markov inequality as in (6.45)-
(6.46), we conclude that
sup
0≤t≤t∗
|ẑi(t, α) − ŷi(t)| ≤ N
ξN
ω1
6
N
3
4
, 1 ≤ |i| ≤ N4ωℓ+δ1 ,
for any fixed α ∈ [0, 1]with very high probability for any ξ > 0. Since
|ẑi(t, α)− γi(t)| ≤ |ŷi(t)− γ̂y,i(t)|+ |γi(t)− γ̂y,i(t)|+
N ξN
ω1
6
N
3
4
,
for all 1 ≤ |i| ≤ N4ωℓ+δ1 and α ∈ [0, 1], by (4.19) and the optimal rigidity of ŷi(t), see (6.3), we conclude that
sup
0≤t≤t∗
|ẑi(t, α) − γi(t)| ≤
N ξN
ω1
6
N
3
4
, 1 ≤ |i| ≤ N4ωℓ+δ1 (6.123)
for any fixed α ∈ [0, 1], for any ξ > 0 with very high probability. This concludes the proof of (6.103). 
6.5. Phase 3: Rigidity for ẑ with the correct i-dependence. In this subsection we will prove almost optimal i-
dependent rigidity for the short range approximation ẑi(t, α) (see (6.97)–(6.100)) for 1 ≤ |i| ≤ N4ωℓ+δ1 .
Proposition 6.12. Let δ1 be defined in Proposition 6.10, then, for any fixed α ∈ [0, 1], we have that
sup
0≤t≤t∗
|ẑi(t, α)− γi(t)| .
N ξN
ω1
6
N
3
4 |i| 14
, 1 ≤ |i| ≤ N4ωℓ+δ1 , (6.124)
for any ξ > 0 with very high probability.
Proof. Define
K ..= ⌈N ξ⌉,
then (6.103) (with ξ → ξ/2) implies (6.124) for all 1 ≤ |i| ≤ 2K . Next, we prove (6.124) for all 2K ≤ |i| ≤ N4ωℓ+δ1 by
coupling x˜i(t) with y˜〈i−K〉(t), where we make the following notational convention:
〈i−K〉 ..= i−K if i ∈ [K + 1, N ] ∪ [−N,−1], 〈i−K〉 ..= i−K − 1 if i ∈ [1,K]. (6.125)
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This slight complication is due to our indexing convention that excludes i = 0.
In order to couple the Brownian motion of x˜i(t) with the one of y˜〈i−K〉(t) we construct a new process z˜
∗(t, α)
satisfying
dz˜∗i (t, α) =
√
2
N
dB〈i−K〉 +
[
1
N
∑
j 6=i
1
z˜∗i (t, α) − z˜∗j (t, α)
+ Φα(t)
]
dt, 1 ≤ |i| ≤ N (6.126)
with initial data
z˜∗i (0, α) = αx˜i(0) + (1− α)y˜〈i−K〉(0), (6.127)
for any α ∈ [0, 1]. Notice that the only difference with respect to z˜i(t, α) from (6.14) is a shift in the index of the
Brownian motion, i.e. z˜ and z˜∗ (almost) coincide in distribution, but their coupling to the y-process is different. The
slight discrepancy comes from the effect of the few extreme indices. Indeed, to make the definition (6.126) unambiguous
even for extreme indices, i ∈ [−N,−N +K − 1], additionally we need to define independent Brownian motions Bj
and initial padding particles y˜j(0) = −jN300 for j = −N − 1, . . .−N −K . Similarly to Lemma 5.1, the effect of these
very distant additional particles is negligible on the dynamics of the particles for 1 ≤ |i| ≤ ǫN for some small ǫ.
Next, we define the process ẑ∗(t, α) as the short range approximation of z˜∗(t, α), given by (6.97)–(6.99) butBi replaced
with B〈i−K〉 and we use initial data ẑ
∗(0, α) = z˜∗(0, α). In particular,
ẑ∗i (t, 1) = x̂i(t) +O(N
−100), ẑ∗i (t, 0) = ŷ〈i−K〉(t) +O(N
−100), 1 ≤ |i| ≤ ǫN, (6.128)
the discrepancy again coming from the negligible effect of the additionalK distant particles on the particles near the cusp
regime.
Let w∗i (t, α)
..= ∂αẑ
∗
i (t, α), i.e. w
∗ = w∗(t, α) is a solution of
∂tw
∗ = Bw∗ + Vw∗ + ζ(0)
with initial data
w∗i (0, α) = x̂
∗
i (0)− ŷ〈i−K〉(0).
The operators B,L and the error term ζ(0) are defined as in (6.106)-(6.109) with all z˜ and ẑ replaced by z˜∗ and ẑ∗, respec-
tively.
We now define (w∗)# as the solution of
∂t(w
∗)# = L(w∗)#, (6.129)
with cutoff initial data
(w∗i )
#(0, α) = 1{|i|≤N4ωℓ+δ}w
∗
i (0, α),
with 0 < δ < Cωℓ with C > 10 such that (4 + C)ωℓ < ωA.
We claim that
(w∗i )
#(0, α) ≥ 0, 1 ≤ |i| ≤ N. (6.130)
We need to check it for 1 ≤ |i| ≤ N4ωℓ+δ , otherwise (w∗i )#(0, α) = 0 by the cutoff. In the regime 1 ≤ |i| ≤ N4ωℓ+δ
we use the optimal rigidity (Lemma 6.1 with ξ → ξ/10) for x̂∗i (0) and ŷ〈i−K〉(0) that yields
(w∗i )
#(0, α) = x̂∗i (0)− ŷ〈i−K〉(0) ≥ −N
ξ
10 ηf (γ
∗
x,i(0)) + γ̂x,i(0)− γ̂y,〈i−K〉(0)−N
ξ
10 ηf (γ
∗
y,〈i−K〉(0)). (6.131)
We now check that γ̂x,i(0) − γ̂y,〈i−K〉(0) is sufficiently positive to compensate for the N
ξ
10 ηf error terms. Indeed,
by (4.14a) and (4.19), for all |i| ≥ 2K we have
γ̂x,i(t)− γ̂y,〈i−K〉(t) & Kηf (γ∗x,i(t))≫ N
ξ
10 ηf (γ
∗
x,i(t))
and that
ηf (γ
∗
y,〈i−K〉(t)) ∼ ηf (γ∗x,i(t)).
This shows (6.130) in the 2K ≤ |i| ≤ N4ωℓ+δ regime. IfK ≤ |i| ≤ 2K or−K ≤ i ≤ −1we have that (w∗i )#(0, α) ≥ 0
since
γ̂x,i(0)− γ̂y,〈i−K〉(0) & max
{K3/4
N3/4
, (t∗ − t)1/6K
2/3
N2/3
}
& Kmax
{
ηf (γ
∗
x,i(0)), ηf (γ
∗
y,〈i−K〉(0))
}
,
so γ̂x,i(0)− γ̂y,〈i−K〉(0) beats the error termsN
ξ
10 ηf as well. Finally, if 1 ≤ i ≤ K − 1 the bound in (6.131) is easy since
γ̂x,i(0) and γ̂y,〈i−K〉(0) have opposite sign, i.e. they are in two different sides of the small gap and one of them is at least
of order (K/N)3/4 , beatingN
ξ
10 ηf . This proves (6.130). Hence, by the maximum principle we conclude that
(w∗i )
#(t, α) ≥ 0, 0 ≤ t ≤ t∗, α ∈ [0, 1]. (6.132)
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Let δ1 < δ2 be defined in Proposition 6.10. The rigidity estimate in (6.102) holds for ẑ
∗ as well, since ẑ and ẑ∗ have
the same distribution. Furthermore, by (6.102) the propagator U of L ..= B + V satisfies the finite speed estimate in
Lemma B.3. Then, using Duhamel principle and (6.110), we obtain
sup
0≤t≤t∗
max
1≤|i|≤N4ωℓ+δ1
∣∣(w∗i )#(t, α)− w∗i (t, α)∣∣ ≤ N−100, (6.133)
for any α ∈ [0, 1] with very high probability.
By (6.133), integrating w∗i (t, α
′) over α′ ∈ [0, α], we conclude that
ẑ∗i (t, α)− ŷ〈i−K〉(t) ≥ −N−100, 1 ≤ |i| ≤ N,4ωℓ+δ1 (6.134)
for all α ∈ [0, 1] and 0 ≤ t ≤ t∗ with very high probability. Note that in order to prove (6.134) with very high probability
we used a Markov inequality as in (6.45)-(6.46). Hence,
ẑ∗i (t, α)− γi(t) ≥
[
ŷ〈i−K〉(t)− γ̂y,〈i−K〉(t)
]
+
[
γ̂y,〈i−K〉(t)− γ̂y,i(t)
]
+
[
γ̂y,i(t)− γi(t)
]−N−100
&−K(ηf (γ∗y,〈i−K〉(t)) + ηf (γ∗y,i(t)))− γ∗i (t)t1/3∗ ≥ −2K(ηf(γ∗y,〈i−K〉(t)) + ηf (γ∗y,i(t)))
(6.135)
for all 1 ≤ |i| ≤ N4ωℓ+δ1 , where we used the optimal rigidity (6.3) and (4.19) in going to the second line. In particular,
since for |i| ≥ 2K we have that ηf (γ∗y,i(t)) ∼ ηf (γ∗y,i−K(t)), we conclude that
ẑ∗i (t, α)− γi(t) ≥ −
CKN
ω1
6
N
3
4 |i| 14
, 2K ≤ |i| ≤ N4ωℓ+δ1 , (6.136)
for all 0 ≤ t ≤ t∗ and for any α ∈ [0, 1]. This implies the lower bound in (6.124).
In order to prove the upper bound in (6.124) we consider a very similar process z˜∗i (t, α) (we continue to denote it by
star) where the index shift in y is in the other direction. More precisely, it is defined as a solution of
dz˜∗i (t, α) =
√
2
N
dB〈i+K〉 +
[
1
N
∑
j 6=i
1
z˜∗i (t, α)− z˜∗j (t, α)
+ Φα(t)
]
dt
with initial data
z˜i(0, α) = αy˜〈i+K〉(0) + (1 − α)x˜i(0),
for any α ∈ [0, 1]. Here 〈i+K〉 is defined analogously to (6.125). Then, by similar computations, we conclude that
ẑ∗i (t, α)− γi(t) ≤
KN
ω1
6
N
3
4 |i| 14
, 2K ≤ |i| ≤ N4ωℓ+δ1 , (6.137)
for all 0 ≤ t ≤ t∗ and for any α ∈ [0, 1]. Combining (6.136) and (6.137) we conclude (6.124) and complete the proof of
Proposition 6.12. 
7. Proof of Proposition 3.1: Dyson Brownian motion near the cusp
In this section t1 ≤ t∗, indicating that we are before the cusp formation, we recall that t1 is defined as follows
t1 ..=
Nω1
N1/2
,
for a small fixedω1 > 0 and t∗ is the time of the formation of the exact cusp. Themain result of this section is the following
proposition from which we can quickly prove Proposition 3.1 for t1 ≤ t∗. If t1 > t∗ we conclude Proposition 3.1 using
the analogous Proposition 8.1 instead of Proposition 7.1 exactly in the same way.
Proposition 7.1. For t1 ≤ t∗, with very high probability we have that∣∣∣(λj(t1)− e+λ,t1)− (µj+iµ−iλ(t1)− e+µ,t1)∣∣∣ ≤ N− 34−cω1 (7.1)
for some small constant c > 0 and for any j such that |j − iλ| ≤ Nω1 .
Note that if t1 = t∗ then e
+
r,t∗ = e
−
r,t∗ = cr , for r = λ, µ, with cr being the exact cusp point of the scDOSs ρr,t∗ . The
proof of Proposition 7.1 will be given at the end of the section after several auxiliary lemmas.
Proof of Proposition 3.1. Firstly, we recall the definition of the physical cusp
br,t1
..=

1
2 (e
+
r,t1 + e
−
r,t1) if t1 < t∗,
cr if t1 = t∗,
mr,t1 if t1 > t∗.
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of ρr,t1 as in (2.5), for r = λ, µ. Then, using the change of variables x = N
3
4 (x′− br,t1), for r = λ, µ, and the definition
of correlation function, for each Lipschitz continuous and compactly supported test function F , we have that∫
Rk
F (x)
[
Nk/4p
(N,λ)
k,t1
(
bλ,t1 +
x
N3/4
)
−Nk/4p(N,µ)k,t1
(
bµ,t1 +
x
N3/4
)]
dx
= Nk
(
N
k
)−1 ∑
{i1,...,ik}⊂[N ]
[
E
H
(λ)
t1
F
(
N
3
4 (λi1 − bλ,t1), . . . , N
3
4 (λik − bλ,t1)
)
−E
H
(µ)
t1
F (λ→ µ)
]
,
(7.2)
where λ1, . . . , λN and µ1, . . . , µN are the eigenvalues, labelled in increasing order, of H
(λ)
t1 and H
(µ)
t1 respectively. In
E
H
(µ)
t1
F (λ→ µ) we also replace bλ,t1 by bµ,t1 .
In order to apply Proposition 7.1 we split the sum in the rhs. of (7.2) into two sums:
∑
{i1,...,ik}⊂[N ]
|i1−iλ|,...,|ik−iλ|<N
ǫ
and its complement
′∑
, (7.3)
where ǫ is a positive exponent with ǫ≪ ω1.
We start with the estimate for the second sum of (7.3). In particular, we will estimate only the term E
H
(λ)
t1
(·), the
estimate forE
H
(µ)
t1
(·) will follow in an analogous way.
Since the test function F is compactly supported in some setΩ ⊂ Rk and in∑′ there is at least one index il such that
|il − iλ| ≥ N ǫ, we have that
′∑
E
H
(λ)
t1
F
(
N
3
4 (λi1 − bλ,t1), . . . , N
3
4 (λik − bλ,t1)
)
. Nk−1‖F‖∞
∑
il: |il−iλ|≥Nǫ
P
H
(λ)
t1
(
|λil − bλ,t1 | . CΩN−
3
4
)
.
(7.4)
whereCΩ is the diameter ofΩ. Let γλ,i = γ̂λ,i + e
+
λ,t1
be the classical eigenvalue locations of ρλ(t1) defined by (4.11) for
all 1− iλ ≤ i ≤ N + 1− iλ. Then, by the rigidity estimate from [15, Corollary 2.6], we have that
P
H
(λ)
t1
(
|λil − bλ,t1 | . CΩN−
3
4 , |il − iλ| ≥ N ǫ
)
≤ N−D, (7.5)
for eachD > 0 ifN is large enough, depending on CΩ. Indeed, by rigidity it follows that
|λil − bλ,t1 | ≥ |γλ,il − γλ,iλ | − |λil − γλ,il | − |bλ,t1 − γλ,iλ | &
N cǫ
N
3
4
− N
cξ
N
3
4
&
N cǫ
N
3
4
(7.6)
with very high probability, ifN ǫ ≤ |il − iλ| ≤ c˜N , for some 0 < c˜ < 1. In (7.6) we used the rigidity from [15, Corollary
2.6] in the form
|λi − γλ,i| ≤ N
ξ
N
3
4
,
for any ξ > 0, with very high probability. Note that (7.5) and (7.6) hold for any ǫ & ξ. If |il − iλ| ≥ c˜N , then |γil − γiλ | ∼
1 and the bound in (7.6) clearly holds. A similar estimate holds for H(µ)t1 , hence, choosingD > k + 1 we conclude that
the second sum in (7.3) is negligible.
Next, we consider the first sum in (7.3). For t1 ≤ t∗ we have, by (4.6a) that∣∣∣(e+λ,t1 − bλ,t1)− (e+µ,t1 − bµ,t1)∣∣∣ = 12 |∆λ,t1 −∆µ,t1 | . ∆µ,t1(t∗ − t1)1/3 ≤ N− 34− 16+Cω1 .
Hence, by (7.1), using that |F (x)− F (x′)| . ‖F‖C1‖x− x′‖, we conclude that∑
{i1,...,ik}⊂[N ]
|i1−iλ|,...,|ik−iλ|≤N
ǫ
[
E
H
(λ)
t1
F
(
N
3
4 (λi1 − bλ,t1), . . . , N
3
4 (λik − bλ,t1)
)
−E
H
(µ)
t1
F (λ→ µ)
]
≤ Ck‖F‖C1
Nkǫ
N cω1
,
(7.7)
for some c > 0. Then, using that
Nk(N − k)!
N !
= 1 +Ok(N−1),
we easily conclude the proof of Proposition 3.1. 
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7.1. Interpolation. In order to prove Proposition 7.1 we recall a few concepts introduced previously. In Section 5 we
introduced the padding particles xi(t), yi(t), for 1 ≤ |i| ≤ N , that are good approximations of the eigenvalues λj(t),
µj(t) respectively, for 1 ≤ j ≤ N , in the sense of Lemma 5.1. They satisfy a Dyson Brownian Motion equation (5.5), (5.7)
mimicking the DBM of genuine eigenvalue processes (5.3), (5.4). It is more convenient to consider shifted processes where
the edge motion is subtracted.
More precisely, for r = x, y and r(t) = x(t), y(t), we defined
r˜i(t) ..= ri(t)− e+r,t, 1 ≤ |i| ≤ N,
for all 0 ≤ t ≤ t∗. In particular, r˜(t) is a solution of
dr˜i(t) =
√
2
N
dBi +
(
1
N
∑
j 6=i
1
r˜i(t)− r˜j(t) + ℜ[mr,t(e
+
r,t)]
)
dt, (7.8)
with initial data
r˜i(0) = ri(0)− e+r,0, (7.9)
for all 1 ≤ |i| ≤ N .
Next, following a similar idea of [22], we also introduced in (6.14) an interpolation process between x˜(t) and y˜(t). For
any α ∈ [0, 1] we defined the process z˜(t, α) as the solution of
dz˜i(t, α) =
√
2
N
dBi +
(
1
N
∑
j 6=i
1
z˜i(t, α)− z˜j(t, α) + Φα(t)
)
dt, (7.10)
with initial data
z˜i(0, α) = αx˜i(0) + (1− α)y˜i(0),
for each 1 ≤ |i| ≤ N . Recall that Φα(t) was defined in (6.15) and it is such that Φ0(t) = ℜ[my,t(e+y,t)] and Φ1(t) =
ℜ[mx,t(e+x,t)]. Note that z˜i(t, 1) = x˜i(t) and z˜i(t, 0) = y˜i(t) for all 1 ≤ |i| ≤ N and 0 ≤ t ≤ t∗.
We recall the definition of the interpolated quantiles from (5.10) of Section 5;
γi(t)
..= αγ̂x,i(t) + (1− α)γ̂y,i(t), α ∈ [0, 1], (7.11)
where γ̂x,i and γ̂y,i are the shifted quantiles of ρx,t and ρy,t respectively, defined in Section 5. In particular,
e
±
t = αe
±
x,t + (1− α)e±y,t, α ∈ [0, 1].
We denoted the interpolated density, whose quantiles are the γi(t), by ρt (5.12), and its Stieltjes transform bymt.
Let ẑ(t, α) be the short range approximation of z˜(t, α) defined by (6.97)-(6.99), with exponents ω1 ≪ ωℓ ≪ ωA ≪ 1
andwith initial data ẑ(0, α) = z˜(0, α) and i∗ = N
1
2+C∗ω1 , for some large constantC∗ > 0. In particular, x̂(t) = ẑ(t, 1)
and ŷ(t) = ẑ(t, 0). Assuming optimal rigidity in (6.3) for r˜i(t) = x˜i(t), y˜i(t), the following lemma shows that the process
r˜ and its short range approximation r̂ = x̂, ŷ stay very close to each other, i.e. |r̂i − r˜i| ≤ N− 34−c, for some small c > 0.
This is the analogue of Lemma 3.7 in [22] and its proof, given in Appendix C, follows similar lines. It assumes the optimal
rigidity, see (7.12) below, which is ensured by [15, Corollary 2.6], see Lemma 6.1.
Lemma 7.2. Let i∗ = N
1
2+C∗ω1 . Assume that z˜(t, 0) and z˜(t, 1) satisfy the optimal rigidity
sup
0≤t≤t1
|z˜i(t, α)− γ̂r,i(t)| ≤ N ξηρr,tf (e+r,t + γ̂r,±i(t)), 1 ≤ |i| ≤ i∗, α = 0, 1, (7.12)
with r = x, y, for any ξ > 0, with very high probability. Then, for α = 0 or α = 1 we have that
sup
1≤|i|≤N
sup
0≤t≤t1
|z˜i(t, α)− ẑi(t, α)|
.
N
ω1
6 N ξ
N
3
4
(
Nω1
N3ωℓ
+
Nω1
N
1
8
+
NCω1N
ωA
2
N
1
6
+
N
ωA
2 NCω1
N
1
4
+
NCω1
N
1
18
)
,
(7.13)
for any ξ > 0, with very high probability.
In particular, (7.13) implies that there exists a small fixed universal constant c > 0 such that
sup
1≤|i|≤N
sup
0≤t≤t1
|z˜i(t, α)− ẑi(t, α)| . N− 34−c, α = 0, 1 (7.14)
with very high probability.
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Remark 7.3. Note the denominator in the first error term in (7.13): the factorN3ωℓ is better than N2ωℓ in Lemma 3.7 in [22],
this is because of the natural cusp scaling. The fact that this power is at least N (1+ǫ)ωℓ was essential in [22] since this allowed
to transfer the optimal rigidity from z˜ to the ẑ process for all α ∈ [0, 1]. Optimal rigidity for ẑ is essential (i) for the heat
kernel bound for the propagator of L, see (6.105)–(6.106), and (ii) for a good ℓp-norm for the initial condition in (7.25). With our
approach, however, this power in (7.13) is not critical since we have already obtained an even better, i-dependent rigidity for the
ẑ process for any α by using maximum principle, see Proposition 6.12. We still need (7.13) for the x and y processes (i.e. only
for α = 0, 1), but only with a precision below the rigidity scale, therefore the denominator in the first term has only to beat
N
7
6ω1+ξ .
7.2. Differentiation. Next, we consider the α-derivative of the process ẑ(t, α). Let
ui(t) = ui(t, α) ..= ∂αẑi(t, α), 1 ≤ |i| ≤ N,
then u is a solution of the equation
∂tu = Lu+ ζ(0), (7.15)
where ζ(0) , defined by (6.108)-(6.109), is an error term that is non zero only for |i| > NωA and such that
∣∣∣ζ(0)i ∣∣∣ . NC , for
some large constant C > 0 with very high probability, by (6.110), and the operator L = B + V acting on R2N is defined
by (6.106)-(6.107).
In the following with UL we denote the semigroup associated to (7.15), i.e. by Duhamel principle
u(t) = UL(0, t)u(0) +
∫ t
0
UL(s, t)ζ(0)(s) ds
and UL(s, s) = Id for all 0 ≤ s ≤ t. Furthermore, for each a, b such that |a| , |b| ≤ N , with ULab we denote the entries
of UL , which can be either seen as the solution of the equation (7.15) with initial condition ua(0) = δab.
By Proposition 6.3 and Lemma C.1, for any fixed α ∈ [0, 1], it follows that
sup
0≤t≤t∗
|ẑi(t, α) − γi(t)| .
NCω1
N
1
2
, 1 ≤ |i| ≤ N, (7.16)
and
sup
0≤t≤t∗
|ẑi(t, α)− γi(t)| .
NCω1
N
3
4
, 1 ≤ |i| ≤ i∗, (7.17)
with very high probability. Then, using (7.17), as a consequence of Lemma B.3 we have the following:
Lemma 7.4. There exists a constant C > 0 such that for any 0 < δ < Cωℓ, if 1 ≤ |a| ≤ 12N4ωℓ+δ and |b| ≥ N4ωℓ+δ ,
then
sup
0≤s≤t≤t∗
ULab(s, t) + ULba(s, t) ≤ N−D (7.18)
for anyD > 0 with very high probability.
Furthermore, by Proposition 6.12, for any fixed α ∈ [0, 1], we have that
sup
0≤t≤t∗
|ẑi(t, α)− γi(t)| .
N ξN
ω1
6
N
3
4 |i| 14
, 1 ≤ |i| ≤ N4ωℓ+δ1 , (7.19)
for some small fixed δ1 > 0 and for any ξ > 0 with very high probability.
Next, we introduce the ℓp norms
‖u‖p ..=
(∑
i
|ui|p
) 1
p
, ‖u‖∞ ..= max
i
|ui| .
Following a similar scheme to [9], [18] with some minor modifications we will prove the following Sobolev-type inequal-
ities in Appendix D.
Lemma 7.5. For any small η > 0 there exists cη > 0 such that
∑
i6=j∈Z+
(ui − uj)2∣∣i 34 − j 34 ∣∣2−η ≥ cη
∑
i≥1
|ui|p

2
p
,
∑
i6=j∈Z−
(ui − uj)2∣∣ |i| 34 − |j| 34 ∣∣2−η ≥ cη
∑
i≤−1
|ui|p

2
p
(7.20)
hold, with p = 82+3η , for any function ‖u‖p <∞.
Using the Sobolev inequality in (7.20) and the finite speed estimate of Lemma 7.4, in Appendix E we prove the energy
estimates for the heat kernel in Lemma 7.6 via a Nash-type argument.
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Lemma 7.6. Assume (7.16), (7.17) and (7.19). Let 0 < δ4 <
δ1
10 and w0 ∈ R2N such that |(w0)i| ≤ N−100‖w0‖1, for
|i| ≥ ℓ4N δ4 . Then, for any small η > 0 there exists a constant C > 0 independent of η and a constant cη such that for all
0 ≤ s ≤ t ≤ t∗
‖UL(s, t)w0‖2 ≤
(
NCη+
ω1
3
cηN
1
2 (t− s)
)1−3η
‖w0‖1, (7.21)
and
‖UL(0, t)w0‖∞ ≤
(
NCη+
ω1
3
cηN
1
2 t
) 2(1−3η)
p
‖w0‖p, (7.22)
for each p ≥ 1.
Let 0 < δv <
δ4
2 . Define vi = vi(t, α) to be the solution of
∂tv = Lv, vi(0, α) = ui(0, α)1{|i|≤N4ωℓ+δv}. (7.23)
Then, by Lemma 7.4 the next lemma follows.
Lemma 7.7. Let u be the solution of the equation in (7.15) and v defined by (7.23), then we have that
sup
0≤t≤t1
sup
|i|≤ℓ4
|ui(t)− vi(t)| ≤ N−100, (7.24)
with very high probability.
Proof. By (7.15) and (7.23) have that
ui(t)− vi(t) =
N∑
j=−N
ULij(0, t)uj(0)−
N4ωℓ+δv∑
j=−N4ωℓ+δv
ULij(0, t)uj(0) +
∫ t
0
∑
|j|≥NωA
ULij(s, t)ζ(0)j (s) ds.
Then, using that ζ(0)i = 0 for 1 ≤ |i| ≤ NωA and (6.110), the bound in (7.24) follows by Lemma 7.4. 
Proof of Proposition 7.1. We consider only the j = iλ case. By Lemma 5.1 and (7.14) we have that∣∣∣(λiλ(t1)− e+λ,t1)− (µiµ(t1)− e+µ,t1)∣∣∣ ≤ |x˜1(t1)− x̂1(t1)|+ |x̂1(t1)− ŷ1(t1)|+ |ŷ1(t1)− y˜1(t1)|
≤ |x̂1(t1)− ŷ1(t1)|+N− 34−c
with very high probability.
Since ẑi(t1, 1) = x̂i(t1) and ẑi(t1, 0) = ŷi(t1) for all 1 ≤ |i| ≤ N , by the definition of ui(t, α), it follows that
x̂1(t1)− ŷ1(t1) =
∫ 1
0
u1(t1, α) dα.
Furthermore, by a high moment Markov inequality as in (6.45)-(6.46) and Lemma 7.7, we get∫ 1
0
|u1(t1, α)| dα . N−100 +
∫ 1
0
|v1(t1, α)| dα.
Since vi(0) = ui(0)1{|i|≤N4ωℓ+δv} and, by (4.19) and (6.3), for 1 ≤ |i| ≤ N4ωℓ+δv we have that
|ui(0)| . |x̂i(0)− γ̂x,i(0)|+ |ŷi(0)− γ̂y,i(0)|+ |γ̂x,i(0)− γ̂y,i(0)|
.
N
ω1
6
|i| 14 N 34
+
|i| 34 N ω12
N
11
12
.
N
ω1
6
|i| 14 N 34
,
we conclude that
‖v(0)‖5 . N
ω1
6
N
3
4
(7.25)
with very high probability. Hence, reaclling that t1 = N−1/2+ω1 , by (7.22) and Markov’s inequality again, we get∫ 1
0
|v1(t1, α)| dα ≤ sup
α∈[0,1]
‖v(t1, α)‖∞ ≤
(
NCη+ω1/3
N1/2t1
) 2(1−3η)
5
‖v(0)‖5 . N
ω1
6 +
η
5 (2C+3ω1−6ηC)
N
3
4N
4ω1
15
=
1
N
3
4N
ω1
20
,
(7.26)
with very high probability, for η small enough, say η ≤ ω1(8C + 12ω1)−1. Notice that the constant in front of the ω1
in the exponents play a crucial role: eventually the constant
(
1 − 13
)
2
5 =
4
15 from the Nash estimate beats the constant
1
6 from (7.25). This completes the proof of Proposition 7.1. 
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8. Case of t ≥ t∗: small minimum
In this section we consider the case when the densities ρx,t, ρy,t, hence their interpolation ρt as well, have a small
minimum, i.e. t∗ ≤ t ≤ 2t∗. We deal with the small minimum case in this separate section mainly for notational reasons:
for t∗ ≤ t ≤ 2t∗ the processes x(t) and y(t), and consequently the associated quantiles and densities, are shifted by
m˜r,t, for r = x, y, instead of e
+
r,t. We recall that m˜r,t, defined in (4.15a), denotes a close approximation of the actual local
minimummr,t near the physical cusp. We chose to shift x(t) and y(t) by the tilde approximation of the minimum instead
of the minimum itself for technical reasons, namely because the t-derivative of m˜r,t, r = x, y, satisfies the convenient
relation in (4.15d).
As we explained at the beginning of Section 7, in order to prove universality, i.e. Proposition 3.1 at time t1 ≥ t∗, it is
enough to prove the following:
Proposition 8.1. For t1 ≥ t∗, we have, with very high probability, that∣∣(λj(t1)−mλ,t1)− (µj+iµ−iλ(t1)−mµ,t1)∣∣ ≤ N− 34−c (8.1)
for some small constant c > 0 and for any j such that |j − iλ| ≤ Nω1 . Heremλ,t1 andmµ,t1 are the local minimum of ρλ,t1
and ρµ,t1 , respectively.
We introduce the shifted process r˜i(t) = x˜i(t), y˜i(t) for t ≥ t∗. Let us define
r˜i(t) ..= ri(t)− m˜r,t, 1 ≤ |i| ≤ N, (8.2)
for r = x, y, hence, by (4.15d), the shifted points satisfy the following DBM
dr˜i(t) =
√
2
N
dBi +
1
N
∑
j 6=i
1
r˜i(t)− r˜j(t) dt−
( d
dt
m˜r,t
)
dt. (8.3)
Furthermore we recall that by γ̂r,i(t) we the denote the quantiles of ρr,t, with r = x, y, for all t∗ ≤ t ≤ 2t∗, i.e.
γ̂r,i = γr,i − m˜r,t, 1 ≤ |i| ≤ N.
By the rigidity estimate of [15, Corollary 2.6], using Lemma 5.1 and the fluctuation scale estimate in (4.18a) the proof of
the following lemma is immediate.
Lemma 8.2. Let r˜(t) = x˜(t), y˜(t). There exists a fixed small ǫ > 0, such that for each 1 ≤ |i| ≤ ǫN , we have
sup
t∗≤t≤t1
|r˜i(t)− γ̂r,i(t)| ≤ N ξηρr,tf (γr,i(t)), (8.4)
for any ξ > 0 with very high probability, where we recall that the behavior of η
ρr,t
f (e
+
r,t + γ̂r,±i(t)), with r = x, y, is given
by (4.18b).
In order to prove Proposition 8.1, by Lemma 5.1 and (4.15b), it is enough to prove the following proposition.
Proposition 8.3. For t1 ≥ t∗ we have, with very high probability, that
|(xi(t1)− m˜x,t1)− (yi(t1)− m˜y,t1)| ≤ N−
3
4−c (8.5)
for some small constant c > 0 and for any 1 ≤ |i| ≤ Nω1 .
The remaining part of this section is devoted to the proof of Proposition 8.3. We start with some preparatory lemmas.
We recall the definition of the interpolated quantiles given in Section 5,
γi(t)
..= αγ̂x,i(t) + (1− α)γ̂y,i(t), (8.6)
for all α ∈ [0, 1] and t∗ ≤ t ≤ 2t∗, as well as
mt
..= αm˜x,t + (1 − α)m˜y,t,
for all α ∈ [0, 1] and t∗ ≤ t ≤ 2t∗. Furthermore by ρt from (5.12) we denote the interpolated density between ρx,t and
ρy,t and bymt its Stieltjes transform.
We now define the process z˜i(t, α) whose initial data are given by the linear interpolation of x˜(0) and y˜(0). Anal-
ogously to the small gap case, we define the function Ψα(t), for t∗ ≤ t ≤ 2t∗, that represents the correct shift of the
process z˜(t, α), in order to compensate the discrepancy of our choice of the interpolation for ρt with respect to the
semicircular flow evolution of the density ρ0.
Analogously to the edge case, see (6.5)-(6.11), we define h(t, α) with the following properties
h(t, α) = αℜ[mx,t(m˜x,t)] + (1− α)ℜ[my,t(m˜y,t)]−ℜ[mt(mt + iN−100)] +O
(
N−1
)
(8.7)
and h(t, 0) = h(t, 1) = 0. Then, similarly to the edge case, we define
Ψα(t) ..= −α d
dt
[mx,t(m˜x,t)]− (1 − α) d
dt
[my,t(m˜y,t)]− h(t, α). (8.8)
CUSP UNIVERSALITY FOR RANDOM MATRICES II: THE REAL SYMMETRIC CASE 45
In particular, by our definition of h(t, α) in (8.7) it follows that Ψ0(t) =
d
dt m˜y,t,Ψ1(t) =
d
dt m˜x,t and that
Ψα(t) = ℜ[mt(mt)] +O(N− 12+ω1). (8.9)
Note that the error in (8.9) is somewhat weaker than in the analogous equation (6.16) due to the additional error in (4.15d)
compared with (4.15e).
More precisely, the process z˜(t, α) is defined by
dz˜i(t, α) =
√
2
N
dBi +
[
1
N
∑
j 6=i
1
z˜i(t, α)− z˜j(t, α) + Ψα(t)
]
dt, (8.10)
with initial data
z˜i(t∗, α) ..= αx˜i(t∗) + (1− α)y˜i(t∗), (8.11)
for all 1 ≤ |i| ≤ N and for all α ∈ [0, 1].
We recall that ω1 ≪ ωℓ ≪ ωA ≪ 1 and that i∗ = N 12+C∗ω1 with some large constant C∗.
Next, we define the analogue ofJz(t) and Iz,i(t) for the small minimum by (6.95) and (6.96) using the definition in (8.6)
for the quantiles. Then, for each t∗ ≤ t ≤ t1 , we define the short range approximation ẑi(t, α) of z˜(t, α) by the following
SDE.
For |i| > i∗2 we let
dẑi(t, α) =
√
2
N
dBi +
[
1
N
A,(i)∑
j
1
ẑi(t, α)− ẑj(t, α) +
1
N
Ac,(i)∑
j
1
z˜i(t, α) − z˜j(t, α) + Ψα(t)
]
dt, (8.12)
for |i| ≤ NωA
dẑi(t, α) =
√
2
N
dBi +
[
1
N
A,(i)∑
j
1
ẑi(t, α)− ẑj(t, α) +
∫
Iy,i(t)c
ρy,t(E + m˜
+
y,t)
ẑi(t, α)− E dE
]
dt−
( d
dt
m˜r,t
)
dt, (8.13)
and forNωA < |i| ≤ i∗2
dẑi(t, α) =
√
2
N
dBi +
[
1
N
A,(i)∑
j
1
ẑi(t, α)− ẑj(t, α) +
∫
Iz,i(t)c∩Jz(t)
ρt(E +m
+
t )
ẑi(t, α) − E dE
+
∑
|j|≥ 34 i∗
1
z˜i(t, α)− z˜j(t, α) + Ψα(t)
]
dt,
(8.14)
with initial data
ẑi(t∗, α) ..= z˜i(t∗, α). (8.15)
Next, by Lemma C.2, by the optimal rigidity in (8.4) for x˜(t) and y˜(t), the next lemma follows immediately.
Lemma 8.4. For α = 0 and α = 1, with very high probability, we have
sup
1≤|i|≤N
sup
t∗≤t≤t1
|z˜i(t, α)− ẑi(t, α)| . N
ξ
N
3
4
(
Nω1
N3ωℓ
+
NCω1
N
1
24
)
, (8.16)
for any ξ > 0 and C > 0 a large universal constant.
In order to proceed with the heat-kernel estimates we need an optimal i-dependent rigidity for ẑi(t, α) for 1 ≤ |i| ≤
N4ωℓ+δ , for some 0 < δ < Cωℓ. In particular, analogously to Proposition 6.12 we have:
Proposition 8.5. Fix any α ∈ [0, 1]. There exists a small fixed 0 < δ1 < Cωℓ, for some constant C > 0, such that
sup
t∗≤t≤2t∗
|ẑi(t, α)− γi(t)| .
N ξN
ω1
6
N
3
4 |i| 14
, 1 ≤ |i| ≤ N4ωℓ+δ1 (8.17)
for any ξ > 0 with very high probability.
Proof. We can adapt the arguments in Section 6 to the case of the small minimum, t ≥ t∗ , in a straightforward way.
In Section 6, as the main input, we used the precise estimates on the density ρr,t (4.6b), (4.21), on the quantiles γ̂r,i(t)
(4.14a), on the quantile gaps (4.19), on the fluctuation scale (4.18a) and on the Stieltjes transform (4.23a); all formulated for
the small gap case, 0 ≤ t ≤ t∗. In the small minimum case, t ≥ t∗, the corresponding estimates are all available in
Section 4, see (4.6d),(4.22),(4.14b), (4.20),(4.18b) and (4.23b), respectively. In fact, the semicircular flow is more regular after
the cusp formation, see e.g. the better (larger) exponent in the (t − t∗) error terms when comparing (4.6b) with (4.6d).
This makes handling the small minimum case easier. The most critical part in Section 6 is the estimate of the forcing term
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(Proposition 6.7), where the derivative of the density (4.7a) was heavily used. The main mechanism of this proof is the
delicate cancellation between the contributions to S2 from the intervals [γi−n−1, γi−n] and [γi+n−1, γi+n], see (6.83).
This cancellation takes place away from the edge. The proof is divided into two cases; the so-called “edge regime”, where
the gap length∆ is relatively large and the “cusp regime”, where∆ is small or zero. The adaptation of this argument to
the small minimum case, t ≥ t∗, will be identical to the proof for the small gap case in the “cusp regime”. In this regime
the derivative bound (4.7a) is used only in the form |ρ′| . ρ−2 which is available in the small minimum case, t ≥ t∗,
as well, see (4.8a). This proves Proposition 6.7 for t ≥ t∗. The rest of the argument is identical to the proof in the small
minimum case up to obvious notational changes; the details are left to the reader. 
Let us define ui(t, α) ..= ∂αẑi(t, α), for t∗ ≤ t ≤ 2t∗. In particular, u is a solution of the equation
∂tu = Lu+ ζ(0) (8.18)
with initial condition u(t∗, α) = x˜(t∗) − y˜(t∗) from (8.11). The error term ζ(0) is defined analogously to (6.108)-(6.109)
but replacingΦα and e
+
t withΨα and m˜t, respectively. Note that this error term is non zero only for |i| ≥ NωA and for
any i we have
∣∣∣ζ(0)i ∣∣∣ ≤ NC with very high probability, for some large C > 0. Furthermore, L = B + V is defined as
in (6.106)-(6.107) replacing e+y,t and e
+
t by m˜y,t andmt, respectively. In the following by UL we denote the propagator of
the operator L.
Let 0 < δv <
δ4
2 , with δ4 defined in Lemma 7.6. Define vi = vi(t, α) to be the solution of
∂tv = Lv, vi(t∗, α) = ui(t∗, α)1{|i|≤N4ωℓ+δv}. (8.19)
By the finite speed of propagation estimate in Lemma B.3, similarly to the proof of Lemma 7.7, we immediately obtain the
following:
Lemma 8.6. Let u be the solution of the equation in (8.18) and v defined by (8.19), then we have that
sup
t∗≤t≤2t∗
sup
1≤|i|≤ℓ4
|ui(t)− vi(t)| ≤ N−100 (8.20)
with very high probability.
Collecting all the previous lemmas we conclude this section with the proof of Proposition 8.3.
Proof of Proposition 8.3. We consider only the i = 1 case. By Lemma 5.1 and Lemma 8.4 we have that
|(x1(t1)− m˜x,t1)− (y1(t1)− m˜y,t1)| ≤ |x˜1(t1)− x̂1(t1)|+ |x̂1(t1)− ŷ1(t1)|+ |ŷ1(t1)− y˜1(t1)|
≤ |x̂1(t1)− ŷ1(t1)|+ 1
N
3
4+c
with very high probability. Since u(t, α) = ∂αẑ(t, α), using x̂1(t1)− ŷ1(t1) =
∫ 1
0
u(t1, α) dα and Lemma 8.6 it will be
sufficient to estimate
∫ 1
0 |v1(t1, α)| dα. By rigidity from (8.4), we have
|vi(t∗, α)| = |ui(t∗, α)| = |y˜i(t∗)− x˜i(t∗)| . N
ξ
N
3
4 |i| 14
,
for any 1 ≤ |i| ≤ N4ωℓ+δv hence
‖v(t∗, α)‖5 . N
ξ
N
3
4
,
for any ξ > 0 with very high probability.
Finally, using the heat kernel estimate in (7.22) for UL(0, t) for t∗ ≤ t ≤ 2t∗, we conclude, after a Markov inequality
as in (6.45)-(6.46), ∫ 1
0
|v1(t1, α)| dα . N
ξ
N
3
4N
4ω1
15
, (8.21)
with very high probability. 
Appendix A. Proof of Theorem 2.4
We now briefly outline the changes required for the proof of Theorem 2.4 compared to the proof of Theorem 2.2. We
first note that for 0 ≤ τ1 ≤ · · · ≤ τk . N−1/2 in distribution (H(τ1), . . . , H(τk)) agrees with(
H +
√
τ1U1, H +
√
τ1U1 +
√
τ2 − τ1U2, . . . , H +√τ1U1 + · · ·+
√
τk − τk−1Uk
)
, (A.1)
where U1, . . . , Uk are independent GOE matrices. Next, we claim and prove later by Green function comparison that
the time-dependent k-point correlation function of (A.1) asymptotically agrees with the one of(
H˜t +
√
τ1U1, H˜t +
√
τ1U1 +
√
τ2 − τ1U2, . . . , H˜t +√τ1U1 + · · ·+
√
τk − τk−1Uk
)
, (A.2)
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and thereby also with the one of(
Ht+
√
ctU+
√
τ1U1, Ht+
√
ctU+
√
τ1U1+
√
τ2 − τ1U2, . . . , Ht+
√
ctU+
√
τ1U1+· · ·+
√
τk − τk−1Uk
)
, (A.3)
for any fixed t ≤ N−1/4−ǫ, where we recall that H˜t andHt constructed as in Section 3 (see (3.3)). Finally, we notice that
the joint eigenvalue distribution of the matrices in (A.3) is precisely given by the joint distribution of(
λi(ct+ τ1), . . . , λi(ct+ τk), i ∈ [N ]
)
of eigenvalues λsi evolved according to the DBM
dλi(s) =
√
2
N
dBi +
∑
j 6=i
1
λi(s)− λj(s) ds, λi(0) = λi(Ht). (A.4)
The high probability control on the eigenvalues evolved according to (A.4) in Propositions 7.1 and 8.1 allows to simulta-
neously compare eigenvalues at different times with those of the Gaussian reference ensemble automatically.
In order to establish Theorem 2.4 it thus only remains to argue that the k-point functions of (A.1) and (A.2) are asymp-
totically equal. For the sake of this argument we consider only the randomness inH and condition on the randomness
in U1, . . . , Uk . Then the OU-flow
dH˜ ′s = −
1
2
(
H˜ ′s −A−
√
τ1U1 − · · · −
√
τl − τl−1Ul
)
ds+Σ1/2[dBs]
with initial conditions
H˜ ′0 = H +
√
τ1U1 + · · ·+
√
τl − τl−1Ul
for fixed U1, . . . , Ul is given by
H˜ ′s = H˜s +
√
τ1U1 + · · ·+
√
τl − τl−1Ul,
i.e. we view
√
τ1U1+ · · ·+√τl − τl−1Ul as an additional expectation matrix. Thus we can appeal to the standard Green
function comparison technique already used in Section 3 to compare the k-point functions of (A.1) and (A.2). Here we
can follow the standard resolvent expansion argument from [15, Eq. (116)] and note that the proof therein verbatim also
allows us to compare products of traces of resolvents with differing expectations. Finally we then take the EU1 . . .EUk
expectation to conclude that not only the conditioned k-point functions of (A.1) and (A.2) asymptotically agree, but also
the k-point functions themselves.
Appendix B. Finite speed of propagation estimate
In this section we prove a finite speed of propagation estimate for the time evolution of the α-derivative of the short
range dynamics defined in (6.97)–(6.99). It is an adjustment to the analogous proof of Lemma 4.1 in [22]. For concreteness,
we present the proof for the propagator UL where L = B + V is defined in (6.105)–(6.107). The point is that once the
dynamics is localized, i.e. the range of the interaction term B is restricted to a local scale |i− j| ≤ |j+(i)− j−(i)|, with
|j+(i)− j−(i)| & N4ωℓ =.. L, and the time is also restricted, 0 ≤ t ≤ 2t∗ . N− 12+ω1 , then the propagation cannot go
beyond a scale that is much bigger than the interaction scale. This mechanism is very general and will also be used in a
slightly different (simpler) setup of Lemma 6.5 and Proposition 6.8 where the interaction scale is much bigger L ∼ √N .
We will give the necessary changes for the proof of Lemma 6.5 and Proposition 6.8 at the end of this section.
Lemma B.1. Let ẑ(t) = ẑ(t, α) be the solution to the short range dynamics (6.97)–(6.99) with i∗ = N
1
2+C∗ω1 , exponents
ω1 ≪ ωℓ ≪ ωA ≪ 1 and propagator L = B + V from (6.105)–(6.107). Let us assume that
sup
0≤t≤t∗
|ẑi(t)− γi(t)| ≤
NCω1
N
3
4
, 1 ≤ |i| ≤ i∗, (B.1)
where γi(t) are the quantiles from (5.10). Then, there exists a constant C
′ > 0 such that for any 0 < δ < C′ωℓ, |a| ≥ LN δ
and |b| ≤ 34LN δ , for any fixed 0 ≤ s ≤ t∗, we have that
sup
s≤t≤t∗
ULab(s, t) + ULba(s, t) ≤ N−D (B.2)
for any D > 0, with very high probability. The same result holds for the short range dynamics after the cusp defined in (8.18)
for t∗ ≤ s ≤ 2t∗.
Proof of Lemma B.1. For concreteness we assume that 0 ≤ s ≤ t ≤ t∗, i.e. we are in the small gap regime. For t∗ ≤ s ≤
t ≤ 2t∗ the proof is analogous using the definition (8.6) for the γi(t), the definition of the short range approximation
in (8.12)-(8.15) for the ẑi(t, α) and replacing e
+
t by mt. With these adjustments the proof follows in the same way except
for (B.25) below, where we have to use the estimates in (4.23b) instead of (4.23a).
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First we consider the s = 0 case, then in Lemma B.3 below we extend the proof for all 0 ≤ s ≤ t. Let ψ(x) be an even
1-Lipschitz real function, i.e. ψ(x) = ψ(−x), ‖ψ′‖∞ ≤ 1 such that
ψ(x) = |x| for |x| ≤ L
3
4N
3
4 δ
N
3
4
, ψ′(x) = 0 for |x| ≥ 2L
3
4N
3
4 δ
N
3
4
. (B.3)
and
‖ψ′′‖∞ .
N
3
4
L
3
4N
3δ
4
. (B.4)
We consider a solution of the equation
∂tf = Lf, 0 ≤ t ≤ t∗
with some discrete Dirac delta initial condition fi(0) = δip∗ at p∗ for any |p∗| ≥ N4ωℓN δ . For concreteness, assume
p∗ > 0 and set p ..= N4ωℓN δ . Define
φi = φi(t, α) ..= e
1
2νψ(ẑi(t,α)−γp(t)), mi = mi(t, α) ..= fi(t, α)φi(t, α), ν =
N
3
4
L
3
4N δ′
(B.5)
with some δ′ ≥ δ2 to be chosen later. Let ẑi = ẑi(t, α) and set
F (t) ..=
∑
i
f2i e
νψ(ẑi−γp(t)) =
∑
i
m2i . (B.6)
Since
2
∑
i
fi(Bf)iφ2i =
∑
(i,j)∈A
Bij(mi −mj)2 −
∑
(i,j)∈A
Bijmimj
(
φi
φj
+
φj
φi
− 2
)
,
using Ito’s formula, we conclude that
dF =
∑
(i,j)∈A
Bij(mi −mj)2 dt+ 2
∑
i
Vim2i dt (B.7)
−
∑
(i,j)∈A
Bijmimj
(
φi
φj
+
φj
φi
− 2
)
dt (B.8)
+
∑
i
νm2iψ
′(ẑi − γp) d(ẑi − γp) (B.9)
+
∑
i
m2i
(
ν2
N
ψ′(ẑi − γp)2 +
ν
N
ψ′′(ẑi − γp)
)
dt. (B.10)
Let τ1 ≤ t∗ be the first time such that F ≥ 5 and let τ2 be stopping time so that the estimate (B.1) holds with t ≤ τ2
instead of t ≤ t∗; the condition (B.1) then says that τ2 = t∗ with very high probability. Define τ ..= τ1 ∧ τ2 ∧ t∗, our goal
is to show that τ = t∗. In the following we assume t ≤ τ .
Nowwe estimate the terms in (B.7)–(B.10) one by one. We start with (B.8). Note that the rigidity scaleN−
3
4+Cω1 in (B.1)
is much smaller than N−
3
4 (1−δ)+3ωℓ , the range of the support of ψ′, which, in turn, is comparable with
∣∣γi − γp∣∣ &
(p/N)3/4 for any i ≥ 2p = 2LN δ. Therefore ψ′(ẑi − γp) = 0 unless |i| . LN δ . Moreover, if |i| . LN δ and
(i, j) ∈ A, then |j| . LN δ . Hence, the nonzero terms in the sum in (B.8) have both indices |i| , |j| . N4ωℓ+δ . By (B.1)
and Cω1 ≪ ωℓ, for such terms we have
|ẑi − ẑj| . |i− j|
N
3
4 min{|i| , |j|} 14 +
NCω1
N
3
4
.
L
3
4N
δ
2
N
3
4
. (B.11)
Note that ν |ẑi − ẑj| . 1. Therefore, by Taylor expanding in the exponent, we have∣∣∣∣φiφj + φjφi − 2
∣∣∣∣ = (e ν2 (ψ(ẑj−γp)−ψ(ẑi−γp)) − e ν2 (ψ(ẑi−γp)−ψ(ẑj−γp)))2 . ν2 ∣∣ψ(ẑi − γp)− ψ(ẑj − γp)∣∣2 ,
and thus ∣∣∣∣Bij (φiφj + φjφi − 2
)∣∣∣∣ . ν2
∣∣ψ(ẑi − γp)− ψ(ẑj − γp)∣∣2
N(ẑi − ẑj)2 .
ν2
N
, (B.12)
where in the last inequality we used that ψ is Lipschitz continuous. Hence we conclude the estimate of (B.8) as∣∣∣∣∣∣
∑
(i,j)∈A
Bijmimj
(
φi
φj
+
φj
φi
− 2
)∣∣∣∣∣∣ . ν
2
N
∑
i
m2i
A,(i)∑
j
1{φj 6=φi} .
ν2LN
3
4 δ
N
F (t), (B.13)
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since the number of j ’s in the summation is at most
|j+(i)− j−(i)| ≤ ℓ4 + ℓ |i|3/4 ≤ LN3δ/4. (B.14)
By (B.4) and since |ψ′(x)| ≤ 1, (B.10) is bounded as follows∣∣∣∣∣∑
i
m2i
(
ν2
N
ψ′(ẑi − γp)2 +
ν
N
ψ′′(ẑi − γp)
)∣∣∣∣∣ .
(
ν2
N
+
ν
N
1
4L
3
4N
3
4 δ
)
F (t). (B.15)
The next step is to get a bound for (B.9). Since ψ′(ẑi − γp) = 0 unless |i| . N4ωℓ+δ ≪ NωA , choosing C > 0 such
that (4 + C)ωℓ < ωA and using (6.98) we get
d(ẑi(t)− γp(t)) =
√
2
N
dBi +
1
N
A,(i)∑
j
1
ẑi(t)− ẑj(t) +Qi(t) (B.16)
with
Qi(t) : =
∫
Iy,i(t)c
ρy,t(E + e
+
y,t)
ẑi(t)− E dE + ℜ[my,t(e
+
y,t)] + α
(
ℜ[mx,t(γ̂x,p(t) + e+x,t)−mx,t(e+x,t)]
)
+ (1 − α)
(
ℜ[my,t(γ̂y,p(t) + e+y,t)−my,t(e+y,t)]
)
.
(B.17)
We insert (B.16) into (B.9) and estimate all three terms separately in the regime |i| . LN δ . For the stochastic differen-
tial, by the definition of τ ≤ t∗ and the Burkholder-Davis-Gundy inequality we have that
sup
0≤t≤τ
∫ t
0
√
2
N
ν
∑
i
m2iψ
′(ẑi − γp) dBi ≤ N ǫ
′ ν√
N
√
t∗ sup
0≤t≤τ
F (t) . νN ǫ
′
N−
3
4+
1
2ω1 , (B.18)
for any ǫ′ > 0, with very high probability. In (B.18) we used that τ ≤ t∗ ∼ N− 12+ω1 , and that, by the definition of τ ,
F (t) is bounded for all 0 ≤ t ≤ τ .
The contribution of the second term in (B.16) to (B.9) is written, after symmetrisation, as follows
ν
N
∑
(i,j)∈A
ψ′(ẑi − γp)m2i
ẑj − ẑi =
ν
2N
∑
(i,j)∈A
ψ′(ẑi − γp)(m2i −m2j )
ẑj − ẑi +
ν
2N
∑
(i,j)∈A
m2i
ψ′(ẑi − γp)− ψ′(ẑj − γp)
ẑj − ẑi .
(B.19)
Using (B.4) and (B.14), the second sum in (B.19) is bounded by∣∣∣∣∣∣ ν2N
∑
(i,j)∈A
m2i
ψ′(ẑi − γp)− ψ′(ẑj − γp)
ẑj − ẑi
∣∣∣∣∣∣ . νN 14L 34N 34 δ
∑
i
m2i
A,(i)∑
j
1{ψ′(ẑi−γp) 6=ψ′(ẑj−γp)} .
νL
1
4
N
1
4
F. (B.20)
Usingm2i −m2j = (mi −mj)(mi +mj) and Schwarz inequality, the first sum in (B.19) is bounded as follows
ν
2N
∑
(i,j)∈A
ψ′(ẑi − γp)(m2i −m2j)
ẑj − ẑi ≤ −
1
100
∑
(i,j)∈A
Bij(mi −mj)2 + Cν
2
2N
∑
(i,j)∈A
ψ′(ẑi − γp)2(m2i +m2j).
(B.21)
The second sum in (B.21), using (B.14), is bounded by
Cν2
2N
∑
(i,j)∈A
ψ′(ẑi − γp)(m2i +m2j) ≤
Cν2LN
3δ
4
2N
F, (B.22)
hence we conclude that
ν
N
∑
(i,j)∈A
ψ′(ẑi − γp)m2i
ẑj − ẑi ≤ −
1
100
∑
(i,j)∈A
Bij(mi −mj)2 + C
(
νL
1
4
N
1
4
+
ν2LN
3δ
4
N
)
F. (B.23)
Note that the first term on the right-hand side of (B.23) can be incorporated in the first, dissipative term in (B.7).
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To conclude the estimate of (B.9) we write the third term in (B.16)
Qi(t) =
(∫
Iy,i(t)c
ρy,t(E + e
+
y,t)
ẑi(t)− E dE + ℜ[my,t(γp(t) + e
+
y,t)]
)
+ α
(
ℜ[mx,t(γ̂x,p(t) + e+x,t)−mx,t(e+x,t)]−ℜ[my,t(γ̂x,p(t) + e+y,t)−my,t(e+y,t)]
)
+ α
(
ℜ[my,t(γ̂x,p(t) + e+y,t)]−ℜ[my,t(γp(t) + e+y,t)]
)
+ (1− α)
(
ℜ[my,t(γ̂y,p(t) + e+y,t)]−ℜ[my,t(γp(t) + e+y,t)
)
=.. A1 +A2 +A3 +A4.
(B.24)
Similarly to the estimates in (6.58), for A2 we use (4.23a) while for A3, A4 we use (4.7b), then we use the asymptotic
behavior of γ̂p, γp by (4.14a) and p = LN
δ to conclude that
|A2|+ |A3|+ |A4| . L
1
4N
δ
4NCω1 logN
N
1
4N
1
6
. (B.25)
For the A1 term we write it as
A1 =
∫
Iy,i(t)c
γp(t)− ẑi(t)
(ẑi(t)− E)(γp(t)− E)
ρy,t(E + e
+
y,t) dE +
∫
Iy,i(t)
ρy,t(E + e
+
y,t)
γp(t) − E
dE. (B.26)
Since i ≤ Cp, we have ρy,t(E + e+y,t) ≤ ρy,t(γCp(t) + e+y,t) . L
1
4N−
1
4+
δ
4 for any E ∈ Iy,i(t), the second term
in (B.26) is bounded by L
1
4N−
1
4+
δ
4 logN . In the first term in (B.26) we use that
|ẑi(t)− E| ≥ |γi(t)− E| − |ẑi(t)− γi(t)| & γp(t)
for E 6∈ Iy,i(t), by rigidity (B.1) and by the fact that in the i ≤ Cp regime
∣∣∣γi(t)− γi±j±(i)(t)∣∣∣ & γp(t) ≫ N− 34+Cω1
since ω1 ≪ ωℓ and= LN δ = N4ωℓ+ω1 .
We thus conclude that the first term in (B.26) is bounded by∣∣ẑi(t)− γp(t)∣∣ ℑ[my,t(e+y,t + iγp(t))]γp(t) . γ 13p . L 14N− 14+ δ4 ,
where we used again the rigidity (B.1). In summary, we have
|A1| . L 14N− 14+ δ4 logN. (B.27)
In particular (B.24)-(B.27) imply that
Q ..= sup
0≤t≤t∗
sup
|i|.LNδ
|Qi(t)| . L 14N− 14+ δ4 logN. (B.28)
Collecting all the previous estimates using the choice of ν from (B.5) with δ′ ≥ δ2 and that F is bounded up to t ≤ τ ,
we integrate (B.7)–(B.10) from 0 up to time 0 ≤ t ≤ t∗ and conclude that
sup
0≤t≤τ
F (t)− F (0) .
(
ν2LN
3δ
4 +ω1
N
3
2
+
νL
1
4Nω1
N
3
4
+
νQNω1
N
1
2
)
.
N
3δ
4 +ω1
L
1
2N2δ′
+
Nω1
L
1
2N δ′
+
Nω1+
δ
4
L
1
2N δ′
logN ≤ 1
(B.29)
for largeN and with very high probability, where we used the choice of ν (B.5) and that ω1 ≪ ωℓ in the last line. Since
F (0) = 1, we get that τ = t∗ with very high probability, and so
sup
0≤t≤t∗
F (t) ≤ 5, (B.30)
with very high probability.
Furthermore, since p = LN δ, if i ≤ 34LN δ, choosing δ′ = 3δ4 − ǫ1, with ǫ1 ≤ δ4 , then by Proposition 6.3 we have
that
νψ(ẑi(t)− γp) = ν
∣∣ẑi(t)− γp∣∣ & ν |i− p|
N
3
4 |p| 14
&
N
3δ
4
N δ′
= N ǫ1
with very high probability.
Note that (B.30) implies
fi(t) ≤ 5e− 12νψ(ẑi(t)−γp).
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Therefore, if i ≤ 3LNδ4 and p∗ ≥ p, then for each fixed 0 ≤ t ≤ t∗ we have that
ULip∗(0, t) ≤ N−D, (B.31)
for any D > 0 with very high probability. Similar estimate holds if i and p∗ are negative or have opposite sign. This
proves the estimate on the first term in (B.2) for any fixed s. The estimate forULp∗i(s, t) is analogous with initial condition
f = δi. This proves Lemma B.1. 
Next, we enhance this result to a bound uniform in 0 ≤ s ≤ t∗. We first have:
Lemma B.2. Let u be a solution of
∂tu = Lu, (B.32)
with non-negative initial condition ui(0) ≥ 0. Then, for each 0 ≤ t ≤ t∗ we have
1
2
∑
i
ui(0) ≤
∑
i
ui(t) ≤
∑
i
ui(0) (B.33)
with very high probability.
Proof. Since UL is a contraction semigroup the upper bound in (B.33) is trivial. Notice that ∂t
∑
i ui =
∑
i Viui. Thus
the lower bound will follow once we prove−Vi . N 12L− 12 with very high probability since t∗N 12L− 12 is much smaller
than 1 by ω1 ≪ ωℓ.
The estimate−Vi . N 12L− 12 proceeds similarly to (B.26). Indeed, for 1 ≤ |i| < NωA , we use ρy,t(E+ e+y,t) . |E|
1
3
and that |ẑi(t)− E| ∼ |γi(t)− E| by rigidity (B.1) and by the fact that
|j+(i)− i| , |j−(i)− i| & N4ωℓ +Nωℓ |i|
3
4
is much bigger than the rigidity scale. Therefore, we have
−Vi =
∫
Iy,i(t)c
ρr,t(E + e
+
r,t)
(ẑi(t)− E)2 dE .
∫
Iy,i(t)c
1
|E − γi(t)|
5
3
dE +
∫
Iy,i(t)c
|γi|
1
3
(E − γi(t))2
dE .
N
1
2
N2ωℓ
=
N
1
2
L
1
2
.
The estimate of−Vi forNωA < |i| ≤ i∗2 is similar. This concludes the proof of Lemma B.2. 
Finally we prove the following version of Lemma B.1 that is uniform in s:
Lemma B.3. Under the same hypotheses of Lemma B.1, for any δ′ > 0, such that δ′ < C′ωℓ, with C
′ > 0 the constant
defined in Lemma B.1, |a| ≤ LNδ
′
2 and |b| ≥ LN δ
′
we have that
sup
0≤s≤t≤t∗
ULab(s, t) + ULba(s, t) ≤ N−D (B.34)
with very high probability. The same result holds for t∗ ≤ s ≤ t ≤ 2t∗ as well.
Proof. By the semigroup property for any 0 ≤ s ≤ t ≤ t∗ and any j we have that
ULaj(0, t) ≥ ULab(s, t)ULbj(0, s). (B.35)
Furthermore, by Lemma B.2 for the dual dynamics we have that
1
2
∑
j
uj(0) ≤
∑
j
uj(s) =
∑
i
∑
j
(ULji(0, s))Tui(0),
and so, by choosing u(0) = δb we conclude that∑
j
ULbj(0, s) ≥
1
2
, ∀ 0 ≤ s ≤ t∗.
From the last inequality and since sups≤t∗ ULbj(0, s) ≤ N−100 with very high probability for any |j| ≤ 34LN δ
′
by
Lemma B.1, it follows that there exists an j∗ = j∗(s), maybe depending on s, with |j∗(s)| ≥ 34LN δ
′
, such that
ULbj∗(s)(0, s) ≥ 14N . Furthermore, by the finite speed propagation estimate in Lemma B.1 (this time with |a| ≥ 34LN δ
and |b| ≤ 12LN δ; note that its proof only used that |a− b| & LN δ), we have that
sup
t≤t∗
ULaj∗(0, t) ≤ N−D, ∀ |j∗| ≥
3
4
LN δ
′
with very high probability. Hence we get from (B.35) with j = j∗(s) that sups≤t ULab(s, t) . N−D+1 with very high
probability. The estimate for ULba(s, t) follows in a similar way. This concludes the proof of Lemma B.3. 
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Finally, we prove Lemma 6.5 and Proposition 6.8 which are versions of Lemma B.3 but for the short range approxima-
tion on scale L = N1/2+C1ω1 needed in Section 6.3.2.
Proof of Lemma 6.5. Choosing L = N
1
2+C1ω1 , the proof of Lemma B.1 is exactly the same except for the estimate of Q
in (B.28), since, for any α ∈ [0, 1],Qi(t) from (6.41) is now defined as
Qi(t) ..=
β
N
∑
j:|j−i|>L
1
γ∗i − γ∗j
+
1− β
N
∑
j:|j−i|>L
1
z˜i − z˜j dt+Φα(t), (B.36)
with Φα(t) given in (6.15) instead of (B.17). Then Lemma B.2 and Lemma B.3 follow exactly in the same way.
By (B.36) it easily follows that
Q ..= sup
0≤t≤t∗
sup
|i|≤LNδ′
|Qi(t)| . logN. (B.37)
Hence, by an estimate similar to (B.29), we conclude that
sup
0≤t≤τ
F (t)− F (0) .
(
ν2LN
3δ
4 +ω1
N
3
2
+
νL
1
4Nω1
N
3
4
+
νQNω1
N
1
2
)
.
N
3δ
4 +ω1
L
1
2N δ′
+
Nω1
L
1
2N δ′
+
N
3
4+ω1
L
3
4N
1
2N δ′
logN ≤ 1,
(B.38)
with very high probability. Note that in the last inequality we used that L = N
1
2+C1ω1 . 
Proof of Proposition 6.8. This proof is almost identical to the previous one, except thatQi(t) is now defined from (6.52) as
Qi(t) ..= β
[
1
N
∑
j:|j−i|>L
1
γ∗i − γ∗j
+Φ(t)
]
+ (1− β)
[
d
dt
γ∗i (t)−
1
N
∑
j:|j−i|≤L
1
γ∗i − γ∗j
]
,
which satisfies the same bound (B.37). The rest of the proof is unchanged. 
Appendix C. Short-long approximation
In this section we estimate the difference of the solution of the DBM z˜(t, α) and its short range approximation ẑ(t, α),
closely following the proof of Lemma 3.7 in [22] and adapting it to the more complicated cusp situation. In particular,
in Section C.1 we estimate |z˜(t, α)− ẑ(t, α)| for 0 ≤ t ≤ t∗, i.e. until the formation of an exact cusp; in Section C.2,
instead, we estimate |z˜(t, α)− ẑ(t, α)| for t∗ < t ≤ 2t∗, i.e. after the formation of a small minimum. The precision of
this approximation depends on the rigidity bounds we put as a condition. We consider a two-scale rigidity assumption,
a weaker rigidity valid for all indices and a stronger rigidity valid for 1 ≤ |i| . i∗ = N 12+C∗ω1 ; both described by an
exponent.
C.1. Short-long approximation: Small gap and exact cusp. In this subsection we estimate the difference of the solu-
tion of the DBM z˜(t, α) defined in (6.14) and its short range approximation ẑ(t, α) defined by (6.97)-(6.100) for 0 ≤ t ≤ t∗.
We formulate Lemma C.1 (for 0 ≤ t ≤ t∗) below a bit more generally than we need in order to indicate the dependence
of the approximation precision on these two exponents. For our actual application in Lemma 6.9 and Lemma 7.2 we use
specific exponents.
Lemma C.1. Let ω1 ≪ ωℓ ≪ ωA ≪ 1. Let 0 < a0 ≤ 14 + Cω1, C > 0 a universal constant and 0 < a ≤ Cω1. Let
i∗ ..= N
1
2+C∗ω1 with C∗ defined in Proposition 6.3. We assume that
|z˜i(t, α) − γi(t)| ≤
Na0
N
3
4
, 1 ≤ |i| ≤ N, 0 ≤ t ≤ t∗ (C.1)
and that
|z˜i(t, α) − γi(t)| ≤
Na
N
3
4
, 1 ≤ |i| ≤ i∗, 0 ≤ t ≤ t∗. (C.2)
Then, for any α ∈ [0, 1], we have that
sup
1≤|i|≤N
sup
0≤t≤t∗
|ẑi(t, α) − z˜i(t, α)|
≤ N
aNCω1
N
3
4
(
1
N2ωℓ
+
N
ωA
2 logN
N
1
6Na
+
N
ωA
2 logN
N
1
4Na
+
1
N
2a
5 i
1
5
∗
+
Na0
Nai
1
2
∗
+
1
N
1
18Na
)
,
(C.3)
with very high probability.
Proof of Lemma 6.9. Use Lemma C.1 with the choice a0 = 14 + Cω1 and a = Cω1, for some universal constant C > 0.
The conditions (C.1) and (C.2) are guaranteed by (6.21) and (6.22). 
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Proof of Lemma C.1. Let wi ..= ẑi − z˜i, hence w is a solution of
∂tw = B1w + V1w + ζ, (C.4)
where the operator B1 is defined for any f ∈ C2N by
(B1f)i =
1
N
A,(i)∑
j
fj − fi
(z˜i(t, α)− z˜j(t, α))(ẑi(t, α)− ẑj(t, α)) . (C.5)
The diagonal operator V1 is defined by (V1f)i = V1(i)fi, where
V1(i) ..= −
∫
Iy,i(t)c
ρy,t(E + e
+
y,t)
(z˜i(t, α) − E)(ẑi(t, α)− E) dE, for 0 < |i| ≤ N
ωA , (C.6)
and
V1(i) ..= −
∫
Iz,i(t)c∩Jz(t)
ρt(E + e
+
t )
(z˜i(t, α)− E)(ẑi(t, α)− E) dE, for N
ωA < |i| ≤ i∗
2
. (C.7)
Finally, V1(i) = 0 for |i| ≥ i∗2 . The vector ζ in (C.4) collects various error terms.
We define the stopping time
T ..= max
{
t ∈ [0, t∗]
∣∣∣∣ sup
0≤s≤t
|z˜i(s, α)− ẑi(s, α)| ≤ 1
2
min{|Iz,i(t)| , |Iy,i(t)| , } ∀α ∈ [0, 1]
}
, (C.8)
where we recall that |Iz,i(t)| ∼ |Iy,i(t)| ∼ N− 34+3ωℓ .
For 0 ≤ t ≤ T we have that V1 ≤ 0. Therefore, since
∑
i(Bf)i = 0, by the symmetry of A, the semigroup of
B1 + V1, denoted by UB1+V1 , is a contraction on every ℓp space. Hence, since w(0) = 0 by (6.100), we have that
w(t) =
∫ t
0
UB1+V1(s, t)ζ(s) ds
and so
‖w(t)‖∞ ≤ t sup
0≤s≤t
‖ζ(s)‖∞ ≤ N− 12+ω1 sup
0≤s≤t
‖ζ(s)‖∞. (C.9)
Thus, to prove (C.3) it is enough to estimate ‖ζ(s)‖∞, for all 0 ≤ s ≤ t∗.
The error term ζ is given by ζi = 0 for |i| > i∗2 , then for 1 ≤ |i| ≤ NωA , ζi is defined as
ζi =
∫
Iy,i(t)c
ρy,t(E + e
+
y,t)
z˜i(t, α) − E dE −
1
N
Ac,(i)∑
j
1
z˜i(t, α)− z˜j(t, α) + Φα(t)−ℜ[my,t(e
+
y,t)], (C.10)
with Φα(t) defined in (6.15), and forNωA < |i| ≤ i∗2 as
ζi =
∫
Iz,i(t)c∩Jz(t)
ρt(E + e
+
t )
z˜i(t, α) − E dE −
1
N
Ac,(i)∑
1≤|j|< 3i∗4
1
z˜i(t, α)− z˜j(t, α) . (C.11)
Note that in the sum in (C.11) we do not have the summation over |j| ≥ 3i∗4 since if 1 ≤ |i| ≤ i∗2 and |j| ≥ 3i∗4 then
(i, j) ∈ Ac.
In the following we will often omit the t and the α arguments from z˜i and γi for notational simplicity.
First, we consider the error term (C.11) forNωA < |i| ≤ i∗2 . We start with the estimate
|ζi| =
∣∣∣∣∣∣
∫
Icz,i(t)∩Jz(t)
ρt(E + e
+
t )
z˜i − E dE −
1
N
Ac,(i)∑
1≤|j|< 3i∗4
1
z˜i − z˜j
∣∣∣∣∣∣
.
∣∣∣∣∣∣
Ac,(i)∑
1≤|j|< 3i∗4
∫ γj+1
γj
ρt(E + e
+
t )(E − γj)
(z˜i − E)(z˜i − γj)
dE
∣∣∣∣∣∣+
∣∣∣∣∣∣ 1N
Ac,(i)∑
1≤|j|< 3i∗4
z˜j − γj
(z˜i − z˜j)(z˜i − γj)
∣∣∣∣∣∣
+
∣∣∣∣∣
∫ γj++1
γj+
ρt(E + e
+
t )
z˜i − E dE
∣∣∣∣∣+
∣∣∣∣∣∣
∫ γ
−
3i∗
4
+1
γ
−
3i∗
4
ρt(E + e
+
t )
z˜i − E dE
∣∣∣∣∣∣+
∣∣∣∣∣
∫ γ1
0
ρt(E + e
+
t )
z˜i − E dE
∣∣∣∣∣ .
(C.12)
Since |j+ − i| ≥ N4ωℓ +Nωℓ |i|
3
4 andNωA , i.e.∣∣∣γj+ − γi∣∣∣ ≥ Nωℓ |i| 12N 34
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is bigger than the rigidity scale (C.2), all terms in the last line of (C.12) are bounded byN−
1
4−3ωℓ .
Then, using the rigidity estimate in (C.2) for the first and the second term of the rhs. of (C.12), we conclude that
|ζi| . N
a
N
7
4
Ac,(i)∑
1≤|j|< 3i∗4
1
(γi − γj)2
+N−
1
4−3ωℓ . (C.13)
The sum on the rhs. of (C.13) is over all the j, negative and positive, but the main contribution comes from i and j with
the same sign, because if i and j have opposite sign then
1
(γi − γj)2
≤ 1
(γ−i − γj)2
.
Hence, assuming that i is positive (for negative i’s we proceed exactly in the same way), we conclude that
|ζi| . N
a
N
7
4
Ac,(i)∑
1≤j< 3i∗4
1
(γi − γj)2
+N−
1
4−3ωℓ . (C.14)
From now we assume that both i and j are positive. In order to estimate (C.14) we use the explicit expression of the
quantiles from (4.14a), i.e.
γj ∼ max
{( j
N
)2/3
∆
1
9
t ,
( j
N
)3/4}
,
where∆t . t
3/2
∗ denotes the length of the small gap of ρt, for all |j| ≤ i∗ ∼ N
1
2 . A simple calculation from (4.14a) shows
that in the regime i ≥ NωA and j ∈ Ac we may replace
∣∣γi − γj∣∣ ∼ |γy,i(t)− γy,j(t)| ∼ ∣∣i3/4 − j3/4∣∣ /N3/4, hence
|ζi| . N
a
N
1
4
Ac,(i)∑
1≤j< 3i∗4
i
1
2 + j
1
2
(i − j)2 +N
− 14−3ωℓ . (C.15)
In fact, the same replacement works if either i ≥ N4ωℓ or j ≥ N4ωℓ and at least one of these two inequalities always
hold as (i, j) ∈ Ac. Using i ≤ i∗2 and that by the restriction (i, j) ∈ Ac we have |j − i| ≥ ℓ(ℓ3 + i
3
4 ), elementary
calculation gives
|ζi| . N
a
N
1
4N2ωℓ
. (C.16)
Since analogous computations hold for i and j both negative, we have
|ζi| . N
a
N
1
4N2ωℓ
, for any NωA < |i| ≤ i∗
2
. (C.17)
with very high probability.
Next, we proceed with the bound for ζi for |i| ≤ NωA . From (C.10) we have
ζi =
∫
Iz,i(t)c∩Jz(t)
ρt(E + e
+
t )
z˜i − E dE −
1
N
Ac,(i)∑
|j|< 3i∗4
1
z˜i − z˜j

+
∫
Jz(t)c
ρt(E + e
+
t )
z˜i − E dE −
1
N
Ac,(i)∑
|j|≥ 3i∗4
1
z˜i − z˜j

+Φα(t)−ℜ[mt(z˜i + e+t )] + ℜ[my,t(z˜i + e+y,t)]−ℜ[my,t(e+y,t)]
+
(∫
Iz,i(t)
ρt(E + e
+
t )
z˜i − E dE −
∫
Iy,i(t)
ρy,t(E + e
+
y,t)
z˜i − E dE
)
=.. A1 +A2 +A3 +A4.
(C.18)
By the remark after (C.15), the estimate ofA1 proceeds as in (C.15) and so we conclude that
|A1| . N
a
N
1
4N2ωℓ
. (C.19)
To estimate A2, we first notice that the restriction (i, j) ∈ Ac in the summation is superfluous for |i| ≤ NωA and
|j| ≥ 34 i∗. Let η1 ∈ [N−
3
4+
3
4ωA , N−δ], for some small fixed δ > 0, be an auxiliary scale we will determine later in the
CUSP UNIVERSALITY FOR RANDOM MATRICES II: THE REAL SYMMETRIC CASE 55
proof, then we write A2 as follows:
A2 =
(∫
Jz(t)c
ρt(E + e
+
t )
z˜i − E dE −
∫
Jz(t)c
ρt(E + e
+
t )
z˜i − E + iη1 dE
)
+
 1
N
∑
|j|≥ 3i∗4
1
z˜i − z˜j + iη1 −
1
N
∑
|j|≥ 3i∗4
1
z˜i − z˜j

+
 1
N
∑
|j|< 3i∗4
1
z˜i − z˜j + iη1 −
∫
Jz(t)
ρt(E + e
+
t )
z˜i − E + iη1 dE

+ (mt(z˜i + iη1)−m2N (z˜i + iη1, t, α)) =.. A2,1 +A2,2 +A2,3 +A2,4,
(C.20)
where we introduced
m2N (z, t, α) ..=
1
N
∑
|j|≤N
1
zj(t, α)− z , z ∈ H.
For 1 ≤ |i| ≤ NωA and |j| > 3i∗4 , the term A2,2 is bounded by the crude rigidity (C.1) as
|A2,2| ≤ 1
N
∑
|j|> 3i∗4
η1
(z˜i − z˜j)2 .
N
1
2 η1
i
1
2
∗
. (C.21)
Exactly the same estimate holds forA2,1.
Next, using the rigidity estimates in (C.1) and (C.2) we conclude that
|A2,4| . 1
N
∑
1≤|j|≤i∗
∣∣z˜j − γj∣∣
|z˜i − z˜j + iη1|2
+
1
N
∑
i∗≤|j|≤N
∣∣z˜j − γj∣∣
|z˜i − z˜j + iη1|2
.
Na
N
3
4 η1
ℑmN (γi + iη1) +
Na0
N
7
4
∑
i∗≤|j|≤N
1
(γi − γj)2
.
Na
N
3
4 η1
(
N
3ωA
4
N
3
4
+ η1
) 1
3
+
Na0
N
1
4 i
1
2
∗
.
Na
N
3
4 η
2
3
1
+
Na0
i
1
2
∗N
1
4
.
(C.22)
Here we used that the rigidity scale near i for 1 ≤ |i| ≤ NωA is much smaller than η1 ≥ N− 34+ 34ωA . In particular,
we know that ℑmN (γi + iη1) can be bounded by the density ρt(γi + η1) which in turn is bounded by (γi + η1)1/3.
Similarly we conclude that
|A2,3| ≤ N
a
N
3
4 η
2
3
1
.
Optimizing (C.21) and (C.22) for η1, we choose η1 = (i
1/2
∗ N
a−5/4)3/5 which falls into the required interval for η1.
Collecting all estimates for the parts ofA2 in (C.20), we therefore conclude that
|A2| ≤ N
3a
5
i
1
5
∗N
1
4
+
Na0
i
1
2
∗N
1
4
. (C.23)
Next, we treat A3 from (C.18). Φα(t) = ℜ[mt(e+t )] +O(N−1) by (6.16), then by (4.23a) we conclude that
|A3| =
∣∣ℜ[mt(e+t )]−ℜ[mt(z˜i + e+t )] + ℜ[my,t(z˜i + e+y,t)]−ℜ[my,t(e+y,t)]∣∣
.
(
|i| 14 N 7ω118
N
1
4N
1
6
+
|i| 12
N
1
2
)
|log |γi|| .
N
ωA
4 N
7ω1
18 logN
N
1
4N
1
6
+
N
ωA
2 logN
N
1
2
.
(C.24)
We proceed writingA4 as
A4 =
(∫
Iz,i(t)
ρt(E + e
+
t )
z˜i − E dE −
∫
Iz,i(t)
ρy,t(E + e
+
y,t)
z˜i − E dE
)
+
(∫
Iz,i(t)
ρy,t(E + e
+
y,t)
z˜i − E dE −
∫
Iy,i(t)
ρy,t(E + e
+
y,t)
z˜i − E dE
)
=.. A4,1 +A4,2.
(C.25)
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We start with the estimate for A4,2. By (6.96) and the comparison estimates between γz,i and γ̂y,i by (4.19) we have
that
|Iz,i(t)∆Iy,i(t)| .
∣∣∣γz,i−j−(i) − γ̂y,i−j−(i)∣∣∣+ ∣∣∣γz,i+j+(i) − γ̂y,i+j+(i)∣∣∣ . N ω12 (ℓ3 + |i| 34 )N 1112 , (C.26)
where∆ is the symmetric difference. In the second inequality of (C.26) we used that |i± j±(i)| . NωA and ωA ≪ 1.
For E ∈ Iz,i∆Iy,i we have that ∣∣∣∣∣ρy,t(E + e
+
y,t)
z˜i − E
∣∣∣∣∣ . N
1
2 (ℓ2 + |i| 12 )
ℓ3 + |i| 34
, (C.27)
and so, using |i| ≤ NωA ,
|A4,2| . N
ω1
2 N
ωA
2
N
5
12
=
N
ω1
2 N
ωA
2
N
1
4N
1
6
(C.28)
with very high probability.
To estimate the integral in A4,1 we have to deal with the logarithmic singularity due to the values of E close to z˜i(t).
Formax{e−t , e−y,t} < E ≤ 0 we have that
ρy,t(E + e
+
y,t) = ρt(E + e
+
t ) = 0. (C.29)
Formin{e−t , e−y,t} ≤ E ≤ max{e−t , e−y,t}, using the 13 -Hölder continuity of ρt and ρy,t and (4.6a) we have that∣∣ρy,t(E + e+y,t)− ρt(E + e+t )∣∣ . ∆ 13y,t(t∗ − t) 19 . N 11ω118
N
11
36
, (C.30)
for all 0 ≤ t ≤ t∗. In the last inequality we used that ∆y,t ≤ ∆y,0 . N− 34+
3ω1
2 for all t ≤ t∗. Similarly, for
E ≤ min{e−t , e−y,t} we have that∣∣ρy,t(E + e+y,t)− ρt(E + e+t )∣∣ . ∣∣ρy,t(E′ + e−y,t)− ρt(E′ + e−t )∣∣+∆ 13y,t(t∗ − t) 19 , (C.31)
with E′ ≤ 0.
Using (4.6b) for E ≥ 0 and combining (4.6b) with (C.29)-(C.31) for E < 0, we have that
|A4,1| .
(
(ℓ+ |i| 14 )N ω13
N
1
4N
1
6
+
(ℓ2 + |i| 12 )
N
1
2
+
N
11ω1
18
N
11
36
)∫
I,i(t)∩{|E−z˜i|>N−60}
1
|z˜i − E| dE
+
∣∣∣∣∣
∫
|E−z˜i|≤N−60
ρt(E + e
+
t )− ρy,t(E + e+y,t)
z˜i − E dE
∣∣∣∣∣ .
(C.32)
The two singular integrals in the second line are estimated separately. By the 13 -Hölder continuity ρy,t we conclude that∣∣∣∣∣
∫
|E−z˜i|≤N−60
ρy,t(E + e
+
y,t)
z˜i − E dE
∣∣∣∣∣ =
∣∣∣∣∣
∫
|E−z˜i|≤N−60
ρy,t(E + e
+
y,t)− ρy,t(z˜i + e+y,t)
z˜i − E dE
∣∣∣∣∣
.
∫
|E−z˜i|≤N−60
1
|z˜i − E|
2
3
dE . N−20.
The same bound holds for the other singular integral in (C.32) by using the 13 -Hölder continuity of ρt. Hence, for 1 ≤
|i| ≤ NωA , by (C.32) we have that
|A4,1| ≤ N
ωA
4 N
ω1
3 logN
N
1
4N
1
6
+
N
ωA
2 logN
N
1
2
+
N
11ω1
18 logN
N
11
36
, (C.33)
with very high probability.
Collecting all the estimates (C.17), (C.19), (C.23), (C.24), (C.28) and (C.33), and recalling ω1 ≪ ωℓ ≪ ωA ≪ 1, we see
that (C.19) is the largest term and thus |ζ| . N− 14−2ωℓNCω1 as a ≤ Cω1. Thus, using (C.9), we conclude that the
estimate in (C.3) is satisfied for all 0 ≤ t ≤ T . In particular, this means that
|ẑi(t, α)− z˜i(t, α)| ≤ N− 34+Cω1 , 0 ≤ t ≤ T,
for some small constant C > 0. We conclude the proof of this lemma showing that T ≥ t∗.
Suppose by contradiction that T < t∗, then, since the solution of the DBM have continuous paths (see Theorem 12.2
of [17]), we have that ∣∣ẑi(T + t˜, α)− z˜i(T + t˜, α)∣∣ ≤ NaN cω1
N
3
4N2ωℓ
,
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for some tiny t˜ > 0 and for anyα ∈ [0, 1]. This bound ismuch smaller than the threshold |Iy,i(t)| , |Iz,i(t)| ∼ N− 34+3ωℓ
in the definition of T . But this is a contradiction by the maximality in the definition of T , hence T = t∗, proving (C.3)
for all 0 ≤ t ≤ t∗. This completes the proof of Lemma C.1. 
Proof of Lemma 7.2. The proof of this lemma is very similar to that of Lemma C.1, hence we will only sketch the proof
by indicating the differences. The main difference is that in this lemma we have optimal i-dependent rigidity for all
1 ≤ |i| ≤ i∗. Hence, we can give a better estimate on the first two terms in (C.12) as follows (recall thatNωA ≤ i ≤ i∗2 )
|ζi| . N
ξN
ω1
6
N
3
4
∑
|j|< 3i∗4
1
(γi − γj)2 |j|
1
4
.
N ξN
ω1
6
N
3
4
∑
|j|< 3i∗4
|i| 12 + |j| 12
(|i| − |j|)2 |j| 14
.
N ξN
ω1
6
N
1
4N3ωℓ
.
Compared with (C.16), the additionalNωℓ factor in the denominator comes from the |j|1/4 factor beforehand that is due
to the optimal dependence of the rigidity on the index. Consequently, using the optimal rigidity in (6.3), we improve the
denominator in the first term on the rhs. of (C.3) fromN2ωℓ toN3ωℓ with respect Lemma C.1.
Furthermore, by (6.3),
|A2,3| , |A2,4| ≤ N
ξ
Nη1
, and |A2,1| , |A2,2| . N
1
2 η1
i
1
2
∗
. N
1
4−
C∗ω1
2 η1,
since i∗ = N
1
2+C∗ω1 , hence, choosing η1 = N−
5
8 , we conclude that
|A1|+ |A2| . N
ξN
ω1
6
N
1
4N3ωℓ
+
N ξ
N
3
8
.
All other estimates follow exactly in the sameway of the proof of LemmaC.1. This concludes the proof of Lemma 7.2. 
C.2. Short-long approximation: Small minimum. In this subsection we estimate the difference of the solution of
the DBM z˜(t, α) defined by (8.10) and its short range approximation ẑ(t, α) defined by (8.12)-(8.15) for t∗ ≤ t ≤ 2t∗.
Lemma C.2. Under the same assumption of Lemma C.1 and assuming that the rigidity bounds (C.1) and (C.2) hold for the
z˜(t, α) dynamics (8.10) for all t∗ ≤ t ≤ 2t∗, we conclude that
sup
1≤|i|≤N
sup
t∗≤t≤2t∗
|z˜i(t, α) − ẑi(t, α)| . N
aNCω1
N
3
4
(
1
N2ωℓ
+
1
N
2a
5 i
1
5
∗
+
Na0
Nai
1
2
∗
+
1
NaN
1
24
)
, (C.34)
with very high probability, for any α ∈ [0, 1].
Proof. The proof of this lemma is similar to the proof of Lemma C.1, but some estimates for the semicircular flow are
slightly different mainly because in this lemma the z˜i(t, α) are shifted by mt instead of e
+
t . Hence, we will skip some
details in this proof, describing carefully only the estimates that are different respect to Lemma C.1.
Let wi ..= ẑi − z˜i, hence w is a solution of
∂t = B1w + V1w + ζ,
where B1 and V1 are defined as in (C.5)-(C.7) substituting e+t withmt.
Without loss of generality we assume that V1 ≤ 0 for all t∗ ≤ t ≤ T (see (C.8) in the proof of Lemma C.1 but now we
have t∗ ≤ t ≤ 2t∗ in the definition of the stopping time). This implies that UB1+V1 is a contraction semigroup and so in
order to prove (C.34) it is enough to estimate
sup
t∗≤t≤T
‖ζ(s)‖∞.
At the end, exactly as at the end of the proof of Lemma C.1, by continuity of the paths, we can easily establish T = 2t∗
for the stopping time.
The error term ζ is given by ζi = 0 for |i| > i∗2 , then ζi for 1 ≤ |i| ≤ NωA is defined as
ζi =
∫
Iy,i(t)c
ρy,t(E + m˜y,t)
z˜i − E dE −
1
N
Ac,(i)∑
j
1
z˜i − z˜j +Ψα(t) +
d
dt
m˜y,t, (C.35)
with Ψα(t) defined in (8.8), and forNωA < |i| ≤ i∗2 as
ζi =
∫
Iz,i(t)c∩Jz(t)
ρt(E +mt)
z˜i − E dE −
1
N
Ac,(i)∑
|j|< 3i∗4
1
z˜i − z˜j . (C.36)
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We start to estimate the error term for NωA < |i| ≤ i∗2 . A similar computation as the one leading to (C.17) in
Lemma C.1, using (C.2), we conclude that
|ζi| =
∣∣∣∣∣∣
∫
Ici,z(t)∩Jz(t)
ρt(E +mt)
z˜i − E dE −
1
N
Ac,(i)∑
|j|< 3i∗4
1
z˜i − z˜j
∣∣∣∣∣∣ . N
a
N
1
4N2ωℓ
, NωA < |i| ≤ i∗
2
. (C.37)
Next, we proceed with the bound for ζi for 1 ≤ |i| ≤ NωA . We rewrite ζi as
ζi =
∫
Ici,z(t)
ρt(E +mt)
z˜i − E dE −
1
N
Ac,(i)∑
j
1
z˜i − z˜j

+ ℜ[my,t(z˜i + m˜y,t)] + d
dt
m˜y,t +Ψα(t)−ℜ[mt(z˜i +mt)]
+
(∫
Iz,i(t)
ρt(E +mt)
z˜i − E dE −
∫
Iy,i(t)
ρy,t(E + m˜y,t)
z˜i − E dE
)
=.. (A1 +A2) +A3 +A4.
(C.38)
where (A1 + A2) indicates that for the actual estimates we split the first line in (C.38) into two terms as in (C.18). By
similar computations as in Lemma C.1, see (C.19) and (C.23), we conclude that
|A1|+ |A2| . N
a
N
1
4N2ωℓ
+
N
3a
5
N
1
4 i
1
5
∗
+
Na0
i
1
2
∗N
1
4
. (C.39)
By (4.15b), (4.15d), (4.23b) and the definition ofΨα(t) in (8.8) it follows that
|A3| . |ℜ[my,t(z˜i + m˜y,t)−my,t(m˜y,t)]−ℜ[mt(mt)−mt(z˜i +mt)]|+ N
ω1
N
.
(
N
ωA
4 N
ω1
4
N
1
4N
1
8
+
N
3ω1
4
N
3
8
+
N
ωA
2
N
1
2
)
|log |γ̂i(t)||+ N
7ω1
12
N
7
24
.
N
7ω1
12
N
7
24
.
(C.40)
We proceed writingA4 as
A4 =
(∫
Iz,i(t)
ρt(E +mt)
z˜i − E dE −
∫
Iz,i(t)
ρy,t(E + m˜y,t)
z˜i − E dE
)
+
(∫
Iz,i(t)
ρy,t(E + m˜y,t)
z˜i − E dE −
∫
Iy,i(t)
ρy,t(E + m˜y,t)
z˜i − E dE
)
=.. A4,1 +A4,2.
(C.41)
We start with the estimate for A4,2.
By (4.20) we have that
|Iz,i(t)∆Iy,i(t)| . N
ξ(ℓ+ |i|)
N
, (C.42)
where∆ is the symmetric difference. Note that this bound is somewhat better than the analogous (C.26) due to the better
bound in (4.20) compared with (4.19). For E ∈ Iz,i(t)∆Iy,i(t) we have that∣∣∣∣ρy,t(E +mt)z˜i − E
∣∣∣∣ . N 12 (ℓ2 + |i| 12 )
ℓ3 + |i| 34
, (C.43)
and so
|A4,2| . N
3ωA
4
N
1
2
(C.44)
with very high probability.
To estimate the integral inA4,1, we combine (4.6d) and (4.15b) to obtain that
|ρt(mt + E)− ρy,t(m˜y,t + E)| ≤ |ρx,t(αmx,t + (1− α)my,t + E)− ρy,t(my,t + E)|+ (t− t∗)
7
12 . (C.45)
Proceeding similarly to the estimate of |A4,1| at the end of the proof of Lemma C.1, we conclude that
|A4,1| .
(
N ξ(ℓ2 + |i| 12 )
N
1
2
+
N
7ω1
12
N
7
24
)∫
Iz,i(t)∩{|E−z˜i|>N−60}
1
|z˜i − E| dE
+
∣∣∣∣∣
∫
|E−z˜i|≤N−60
ρt(E +mt)− ρy,t(E + m˜y,t)
z˜i − E dE
∣∣∣∣∣ .
(C.46)
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Furthermore, similarly to the estimate in the singular integral in (C.32), but substituting e+t and e
+
y,t by mt and m˜y,t
respectively, we conclude that that the last term in (C.46) is bounded byN−20. Therefore,
|A41| . N
ξ(ℓ2 + |i| 12 )
N
1
2
+
N
7ω1
12
N
7
24
.
N
7ω1
12
N
7
24
, (C.47)
for any |i| ≤ NωA . Collecting (C.39), (C.40), (C.44) and (C.47) completes the proof of Lemma C.2. 
Appendix D. Sobolev-type inequality
The proof of the Sobolev-type inequality in the cusp case is essentially identical to that in the edge case presented in
Appendix B of [9]; only the exponents need adjustment to the cusp scaling. We give some details for completeness.
Proof of Lemma 7.5. Wewill prove only the first inequality in (7.20). The proof for the second one is exactly the same. We
start by proving a continuous version of (7.20) and then we will conclude the proof by linear interpolation. We claim that
for any small η there exists a constant cη > 0 such that for any real function f ∈ Lp(R+) we have that∫ +∞
0
∫ +∞
0
(f(x)− f(y))2∣∣∣x 34 − y 34 ∣∣∣2−η dxdy ≥ cη
(∫ +∞
0
|f(x)|p dx
) 2
p
. (D.1)
We recall the representation formula for fractional powers of the Laplacian: for any 0 < α < 2 and for any function
f ∈ Lp(R) for some p ∈ [1,∞)we have
〈f, |p|α f〉 = C(α)
∫
R
∫
R
(f(x) − f(y))2
|x− y|1+α
dxdy, (D.2)
with some explicit constant C(α), where |p| ..= √−∆.
Since for 0 < x < y we have that
y
3
4 − x 34 = 4
3
∫ y
x
s−
1
4 ds ≤ C(y − x)(xy)− 18 ,
in order to prove (D.1) it is enough to show that∫ +∞
0
∫ +∞
0
(f(x)− f(y))2
|x− y|2−η (xy)
q dxdy ≥ cη
(∫ +∞
0
|f(x)|p dx
) 2
p
, (D.3)
where q ..= 14 − η8 and p ..= 82+3η . Let f˜(x) be the symmetric extension of f to the whole real line, i.e. f˜(x) ..= f(x) for
x > 0 and f˜(x) ..= f(−x) for x < 0. Then, by a simple calculation we have
4
∫ +∞
0
∫ +∞
0
(f(x)− f(y))2
|x− y|2−η (xy)
q dxdy ≥
∫
R
∫
R
(f˜(x) − f˜(y))2
|x− y|2−η |xy|
q
dxdy.
Introducing φ(x) ..= |x|q and dropping the tilde for f the estimate in (D.3) would follow from∫
R
∫
R
(f(x) − f(y))2
|x− y|2−η φ(x)φ(y) dxdy ≥ c
′
η
(∫
R
|f(x)|p dx
) 2
p
. (D.4)
By the same computation as in the proof of Proposition 10.5 in [9] we conclude that∫
R
∫
R
(f(x)− f(y))2
|x− y|2−η φ(x)φ(y) dxdy = 〈φf, |p|
1−η
φf〉+ C0(η)
∫
R
|φ(x)f(x)|2
|x|1−η dx
with some C0(η) > 0, hence for the proof of (D.4) it is enough to show that
〈φf, |p|1−η φf〉 ≥ cη
(∫
R
|f |p
) 2
p
.
Let g ..= |p| 12 (1−η) |x|q f , we need to prove that
‖g‖2 ≥ cη‖|x|−q |p|−
1
2 (1−η) g‖p.
By the n-dimensional Hardy-Littlewood-Sobolev inequality in [23] we have that∥∥∥∥|x|−q ∫ |x− y|−a g(y) dy∥∥∥∥
p
≤ C‖g‖r,
where 1r +
a+q
n = 1 +
1
p , 0 ≤ q < np and 0 < a < n. In our case a = 1+η2 , r = 2, n = 1 and all the conditions are
satisfied if we take 0 < η < 1. This completes the proof of (D.1).
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Next, in order to prove (7.20), we proceed by linear interpolation as in Proposition B.2 in [18]. Given u : Z → R, let
ψ : R→ R be its linear interpolation, i.e. ψ(i) ..= ui for i ∈ Z and
ψ(x) ..= ui + (ui+1 − ui)(x − i) = ui+1 − (ui+1 − ui)(i + 1− x), (D.5)
for x ∈ [i, i+ 1]. It is easy to see that for each p ∈ [2,+∞] (i.e. η ≤ 2/3), there exists a constant Cp such that
C−1p ‖ψ‖Lp(R) ≤ ‖u‖Lp(Z) ≤ Cp‖ψ‖Lp(R). (D.6)
In order to prove (7.20) we claim that∫ +∞
0
∫ +∞
0
|ψ(x) − ψ(y)|2∣∣∣x 34 − y 34 ∣∣∣2−η dxdy ≤ cη
∑
i6=j∈Z+
(ui − uj)2∣∣∣i 34 − j 34 ∣∣∣2−η , (D.7)
for some constant cη > 0. Indeed, combining (D.6) and (D.7) with (D.1) we conclude (7.20). Finally, the proof of (D.7) is a
simple exercise along the lines of the proof of Proposition B.2 in [18]. 
Appendix E. Heat-kernel estimates
The proof of the heat kernel estimates relies on the Nash method. In the edge scaling regime a similar bound was
proven in [9] for a compact interval, extended to non-compact interval but with compactly supported initial data w0
in [22]. Here we closely follow the latter proof, adjusted to the cusp regime, where interactions on both sides of the cusp
play a role unlike in the edge regime.
Proof of Lemma 7.6. We start proving (7.21), then (7.22) follows by (7.21) by duality. Without loss of generality we assume
‖w0‖1 = 1 and that
‖w(s˜)‖p ≥ N−100 (E.1)
for each s ≤ s˜ ≤ t, wherew(s˜) = UL(s, s˜)w0. Otherwise, by ℓp-contraction we had ‖w(s˜)‖p ≤ N−100 implying (7.21)
directly.
In the following we use the convention w ..= w(s˜) if there is no confusion. By (7.20), we have that
‖w‖2p .
∑
i,j≥1
i6=j
(wi − wj)2∣∣∣i 34 − j 34 ∣∣∣2−η +
∑
i,j≤−1
i6=j
(wi − wj)2∣∣∣|i| 34 − |j| 34 ∣∣∣2−η .
First we assume that both i and j are positive. Let δ4 < δ2 < δ3 <
δ1
2 . We start with the following estimate∑
i,j≥1
i6=j
(wi − wj)2∣∣∣i 34 − j 34 ∣∣∣2−η .
∑
(i,j)∈A
i,j≥1
(wi − wj)2∣∣∣i 34 − j 34 ∣∣∣2−η +
∑
i≥1
Ac,(i)∑
j≥1
w2i∣∣∣i 34 − j 34 ∣∣∣2−η . (E.2)
We proceed by writing∑
(i,j)∈A
i,j≥1
(wi − wj)2∣∣∣i 34 − j 34 ∣∣∣2−η .
∑
(i,j)∈A: i,j≥1
i or j≤ℓ4Nδ2
(wi − wj)2∣∣∣i 34 − j 34 ∣∣∣2−η +
∑
(i,j)∈A
i,j≥ℓ4Nδ2
(wi − wj)2∣∣∣i 34 − j 34 ∣∣∣2−η . (E.3)
By Lemma B.3 we have that ∑
(i,j)∈A
i,j≥ℓ4Nδ2
(wi − wj)2∣∣∣i 34 − j 34 ∣∣∣2−η . N−200, (E.4)
since i ≥ ℓ4N δ2 and |(w0)j | ≤ N−100 for j ≥ ℓ4N δ4 by our hypotheses. Indeed, for i ≥ ℓ4N δ2 , we have that
wi =
(UL(s, s˜)w0)i = N∑
j=−N
ULij(w0)j =
ℓ4Nδ4∑
j=−ℓ4Nδ4
ULij(w0)j +N−100 . N−100, (E.5)
with very high probability. If (i, j) ∈ A, i, j ≥ 1 and i or j are smaller than ℓ4N δ2 then both i and j are smaller than
ℓ4N δ3 . Hence, for such i and j, by (7.19), we have that
|ẑi(t, α)− ẑj(t, α)| .
N
ω1
6
∣∣∣i 34 − j 34 ∣∣∣
N
3
4
, (E.6)
for any fixed α ∈ [0, 1] and for all 0 ≤ t ≤ t∗, where ẑi(t, α) is defined by (6.106)-(6.107).
If i and j are both negative the estimates in (E.2)-(E.6) follow in the same way.
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In the following of the proof B, Bij and Vi are defined in (6.106)-(6.107). By (E.6) it follows that∑
(i,j)∈A: i,j≥1
i or j≤ℓ4Nδ2
(wi − wj)2∣∣i 34 − j 34 ∣∣2−η +
∑
(i,j)∈A: i,j≤−1
i or j≥−ℓ4Nδ2
(wi − wj)2∣∣i 34 − j 34 ∣∣2−η . −N− 12N ω13 +Cη
∑
(i,j)∈A
Bij(wi − wj)2
= −2N− 12N ω13 +Cη〈w,Bw〉.
(E.7)
Furthermore, since 1 ≤ |i| ≤ ℓ4N δ3 , we have that
Ac,(i)∑
j
1∣∣ |i| 34 − |j| 34 ∣∣2−η . N
ω1
3 +Cη
N
3
2
Ac,(i)∑
j
1
(ẑi − ẑj)2 . (E.8)
By the rigidity (7.16), (7.17) and (7.19), we can replace ẑj by γj in the sum on the rhs. of (E.8) and so approximate it by an
integral, then using that ρt(E) . ρy,t(E) in the cusp regime, i.e. |E| ≤ δ∗, with δ∗ defined in Definition 4.1, we conclude
that
1
N
Ac,(i)∑
j
1
(ẑi(t)− ẑj(t))2 .
∫
Ii,y(t)c
ρy,t(E + e
+
y,t)
(ẑi(t)− E)2 dE = −Vi. (E.9)
Hence, by (E.9), we conclude that
∑
i
Ac,(i)∑
j
w2i∣∣ |i| 34 − |j| 34 ∣∣2−η .
∑
1≤|i|≤ℓ4Nδ3
Ac,(i)∑
j
w2i∣∣ |i| 34 − |j| 34 ∣∣2−η +N−200
. −N− 12N ω13 +Cη
∑
|i|≤ℓ4Nδ3
w2i Vi +N−200
. −N− 12N ω13 +Cη〈w,Vw〉 +N−200.
(E.10)
Note that in the first inequality of (E.10) we used (E.5).
Summarizing (E.4), (E.7) and (E.10) and rewritingN−200 into an ℓp-norm using (E.1), we obtain
‖w‖2p ≤ −N−
1
2N
ω1
3 +Cη〈w,Lw〉 + 1
10
‖w‖2p.
Hence, using Hölder inequality, we have that
∂t‖w‖22 = 〈w,Lw〉 ≤ −cηN
1
2N−
ω1
3 −Cη‖w‖2p
≤ −cηN 12N−
ω1
3 −Cη‖w‖
6−3η
2
2 ‖w‖
− 2−3η2
1
≤ −cηN 12N−
ω1
3 −Cη‖w‖
6−3η
2
2 ‖w0‖−
2−3η
2
1 .
(E.11)
In the last inequality of (E.11) we used the ℓ1-contraction of UL. Integrating (E.11) back in time, it easily follows that
‖UL(s, t)w0‖2 ≤
(
NCη+
ω1
3
cηN
1
2 (t− s)
)1−3η
‖w0‖1, (E.12)
proving (7.21). The same bound also holds for the transpose operator (UL)T .
In order to prove (7.22) we follow Lemma 3.11 of [22]. Let χ(i) ..= 1{|i|≤ℓ4Nδ5} , with δ4 < δ5 <
δ1
2 , and v ∈ R2N .
Then, we have that
〈UL(0, t)w0, v〉 = 〈w0, (UL)Tχv〉+ 〈w0, (UL)T (1− χ)v〉.
By Lemma B.3 we have that ∣∣〈w0, (UL)T (1− χ)v〉∣∣ ≤ N−100‖w0‖2‖v‖1. (E.13)
By (7.21) and Cauchy-Schwarz inequality we have that
∣∣〈w0, (UL)Tχv〉∣∣ ≤ ‖w0‖2‖(UL)Tχv‖2 ≤ ‖w0‖2
(
NCη+
ω1
3
cηN
1
2 t
)1−3η
‖v‖1. (E.14)
Hence, combining (E.13) and (E.14), we conclude that
‖UL(0, t)w0‖∞ ≤
(
NCη+
ω1
3
cηN
1
2 t
)1−3η
‖w0‖2, (E.15)
REFERENCES 62
and so, by (E.12), that
‖UL(0, t)w0‖∞ = ‖UL(t/2, t)UL(0, t/2)w0‖∞ .
(
NCη+
ω1
3
cηN
1
2 t
)1−3η
‖UL(0, t/2)w0‖2
.
(
NCη+
ω1
3
cηN
1
2 t
)2(1−3η)
‖w0‖1,
(E.16)
where in the first inequality we used that UL(0, t/2)w0 satisfies the hypothesis of Lemma 7.6, since
∣∣(UL(0, t/2)w0)i∣∣ ≤
N−100 for |i| ≥ ℓ4N2δ4 by the finite speed estimate of Lemma B.3. Combining (E.15) and (E.16) then (7.22) follows by
interpolation. 
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