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Results
To answer the first research question, the multiple linear
regression model found coefficients for each of the features listed:
Total tests per thousand, positive test rate, stringency index,
median age, GDP, extreme poverty rate, cardiovascular death rate,
hospital beds per thousand, and life expectancy. Positive
coefficients are positively correlated with total infections, and vice
versa.
Simple regression was then used to predict total deaths based on
total infections. This model was used globally as well as by
country. The R^2 score for the global model was .946 which means
the model has relatively low variance. However the mean squared
error for this model was 204,424,213 due to many outliers. Simple
regression improved greatly at the country level. Countries like with
more linear infections vs deaths lines had much higher R^2 scores.
Mexico, for example, had an R^2 score of .984 and a mean
squared error of 36,246,091.
Polynomial regression was then used at the country level. This
type of regression had improved R^2 score and mean squared
errors for each country. Polynomial regression for countries with
non-linear infections vs deaths lines also performed well. An
example of this would be Germany (displayed on the right).
Finally when linear regression was used on countries on four
features: GDP, stringency index, median age, and life expectancy.
When the countries are organized by wealthiest continent, the
GDP and stringency index of the wealthiest 3 continents are almost
completely positively correlated with infection rate, while countries
from the 3 poorest continents had GDP and stringency index that
was negatively correlated with infections. When the countries were
organized by infection rate, each of the features turned out to be
negatively correlated with infection rate (with the Asian countries
as outliers).
Conclusions and Future 
Directions
In conclusion, each research question was
answered effectively. Multiple linear regression was
able to find coefficients for each of the nine
features provided. Covid-19 deaths can be
predicted accurately based on infection rate for
simple linear regression and polynomial regression
effectively. The models performed significantly
better at a country level and with polynomial
regression. Finally, linear regression was used with
specific features for countries, and patterns were
elicited effectively.
Findings for this project could be used in case of a
future pandemic. Analysis of each of the features
would also be helpful in curtailing or preventing a
future pandemic. Finally, more features taken from
different datasets could be analyzed.
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Introduction
The key point and purpose to this study is to 
effectively analyze Covid-19 data by answering the 
research questions below. Linear regression models 
combined with data preprocessing was used to 
perform this analysis on the given dataset of over 
60,000+ lines. The models used in this study are 
simple linear regression, multiple linear regression, 
and polynomial regression.
Materials and Methods
The materials used in this study included the Our
World in Data Covid-19 dataset and the Python
libraries listed in the Tools section. The OWID
dataset is a 60,000+ line CSV file with over 50
features that pulls information from the Johns
Hopkins University’s Covid-19 data repository.
The methods used in this study included simple
linear regression, multiple linear regression, and
polynomial regression. These models came from
SciKitLearn’s machine learning library.
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Research Question(s)
1. Can multiple linear regression find coefficients 
for each feature provided?
2. How accurately can Covid-19 deaths be 
predicted given infection data with simple linear 
regression and polynomial regression?
3. How significantly will these models' performance 
change at a country level vs global level?
4. Can linear regression be used with specific 
countries to elicit patterns?
Abstract
Covid-19 is the most impactful event in the past
century. This study focuses on using different types
of linear regression to predict and analyze Covid-19
infection and death data based on different features.
First, simple and polynomial regression were used to
predict deaths based on infections. It was found that
polynomial regression at a higher degree was
superior for each country with R^2 scores as high as
.9998. Next linear regression coefficients were used
to analyze 18 countries based on four features.
When these countries were organized by wealth of
the continent, death rate, and infection rate, it was
found that GDP and Stringency Index were
negatively correlated with infection rate.
Tools
