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1. Introduction
Let n be a positive integer and let n = {1, . . . , n}. Let R be the set of all one-
to-one maps σ with domain I (σ ) ⊆ n and range J (σ) ⊆ n. If i ∈ I (σ ) let iσ
denote the image of i under σ . There is an associative product (σ, τ ) → στ on R
defined by composition of maps: i(στ)= (iσ )τ if i ∈ I (σ ) and iσ ∈ I (τ ). Thus
the domain I (στ) consists of all i ∈ I (σ ) such that iσ ∈ I (τ ). The set R, with
this product, is a monoid (semigroup with identity) called the symmetric inverse
semigroup. We agree that R contains a map with empty domain and range which
behaves as a zero element. Let F be a field. Let Mn(F ) denote the algebra of
n× n matrices over F . There is a one-to-one map R→Mn(F ) defined by
σ → [σ ] =
∑
i∈I (σ )
Ei,iσ (1.1)
where Eij is a matrix unit with an entry 1 in the (i, j) position and 0’s
elsewhere. The corresponding set R of matrices consists of those zero-one
matrices which have at most one entry equal to 1 in each row and column. In
particular, Eij corresponds to the map σ with I (σ ) = {i}, J (σ) = {j } which
takes i to j . Since [στ ] = [σ ][τ ] for σ, τ ∈ R, the set R is a monoid under
matrix multiplication which is isomorphic to R. Since the elements of R are in
one-to-one correspondence with placements of nonattacking rooks on an n × n
chessboard, we callR the rook monoid. The author used the name “rook monoid”
in the title of this paper to (perhaps) increase the marketability of a paper on the
symmetric inverse semigroup to those who are interested in combinatorics and
representation theory.
If σ ∈ R, define the rank of σ by rk(σ ) = |I (σ )|. Thus rk(σ ) is equal to the
rank of the matrix [σ ]. For 0 r  n let Rr = {σ ∈ R | rk(σ )= r}. Then
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∣∣Rr ∣∣= (n
r
)2
r!, so |R| =
n∑
r=0
(
n
r
)2
r!. (1.2)
To see the first equality in terms of rooks, note that there are
(
n
r
)
ways to choose
the rows,
(
n
r
)
ways to choose the columns and r! ways to place r nonattacking
rooks, once the rows and columns containing the rooks are chosen. For 1 r  n
let Sr ⊆ R be the symmetric group on r = {1, . . . , r}. Note that Rr ⊇ Sr and that
Rn = Sn. The restriction of the map σ → [σ ] to Sn is the natural representation of
Sn by permutation matrices. For convenience and uniformity of statement define
S0 by S0 = R0; this is a group whose unique element is the map with empty
domain and range.
In this paper we consider various aspects of the representation theory of R over
a field F of characteristic zero. It is understood that representations are finite-
dimensional, although we sometimes allow graded modules of infinite dimension
in which the homogeneous components are of finite dimension. We identify a
representation of R with its F -linear extension to a representation of the monoid
algebra FR =⊕σ∈R Fσ and make a similar convention for representations of
Sr and FSr . The main concerns in this paper are Munn’s representation theory
and character formula, character multiplicities, the representation of R on the
polynomial algebra F [x1, . . . , xn] and the representation of R on tensors by
“place permutations.” We do not assume any facts from semigroup theory. We
do assume some facts about symmetric functions and the representation theory of
the symmetric group [7, Chapter I].
In Section 2 we describe the irreducible representations of R. The ideas
and results in this section are due to W.D. Munn [10] who proved that FR is
semisimple and found its irreducible representations in terms of the irreducible
representations of the symmetric groups Sr for 0  r  n. Munn also defined a
character table for R. The irreducible characters ζ λ are indexed by partitions λ
of integers r with 0  r  n; ζ (1) is the character of the representation σ → [σ ]
by rook matrices. The main new feature in this section is an explicit formula for
certain central idempotents of FR which were introduced [14] in the context of
the Möbius algebra of a lattice.
In Section 3 we define two square matrices A and B either of which, together
with the character tables of the Sr , is sufficient to determine Munn’s character
table. Both A and B may be described in combinatorial terms. See Proposition 3.5
which gives A in terms of binomial coefficients and Proposition 3.11 which
gives B in terms of Ferrers boards. Since R is not a group, we do not have the
usual orthogonality relations for irreducible characters to help compute character
multiplicities. Lemma 3.17 shows how to compute multiplicities in terms of
A or B. In Example 3.18 we use A to decompose the character of the pth
tensor power of the representation σ → [σ ]: if λ is a partition of r then the
multiplicity of ζ λ in the pth tensor power is S(p, r)f λ where S(p, r) is a Stirling
number of the second kind and f λ is the degree of the corresponding character
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of Sr . In Example 3.22 we use B to show that the pth exterior power of the
representation σ → [σ ] is an irreducible representation with character ζ (1p).
In Section 4 we study the action of R on the polynomial algebra F [x1, . . . , xn].
We decompose theR-module F [x1, . . . , xn] into its isotypic components, in terms
of analogous (known) data for the symmetric groups Sr for 0 r  n.
In Section 5 we study the action of R on tensors by “place permutations.”
If V is a vector space over F then Sn acts on V ⊗n by place permutations:
w(v1 ⊗ · · · ⊗ vn)= v1w ⊗ · · · ⊗ vnw , for w ∈ Sn. According to Schur and Weyl,
the centralizer algebra for this action is the algebra of endomorphisms of V⊗n
provided by the natural action of GL(V ) on V⊗n. If σ ∈ R, we cannot define
σ(v1 ⊗ · · · ⊗ vn) = v1σ ⊗ · · · ⊗ vnσ because the domain of σ need not be all
of n. We try to approximate the last formula as best we can: replace V by
U = F ⊕ V and use the field F as a wastebasket for the undefined iσ . We prove
that the centralizer algebra for this action of R is the algebra of endomorphisms
of U⊗n provided by the natural action of GL(V ) on U⊗n, where GL(V ) acts on
U = F ⊕ V by fixing F .
In Section 6 we give a presentation for R in terms of the Moore–Coxeter
generators for Sn and the element ν ∈ R which corresponds to a nilpotent
Jordan block in R. This section is not about representation theory. However, the
argument given here is the q = 1 version of an argument which will be used in
a representation-theoretic context [16]; see the second paragraph of Section 6 for
some brief remarks about a q-analogue of FR. The representation theory of this
q-analogue has been studied by Tom Halverson [3].
Cheryl Grood [2] defined the notion of a λnr -tableau where λ is a partition of
an integer r with 1 r  n. This is a Ferrers board of shape λ filled with distinct
elements of n. She has used the standard λnr -tableaux to construct R-modules
which are analogous to the Specht modules in the theory of the symmetric group
and has shown that they furnish a complete set of irreducible R-modules.
The work in this article, except for the examples at the end of Section 3, was
outlined in a talk at the Centre de Recherches Mathématiques, Université de Mon-
tréal in June 1997. I would like to thank Ira Gessel and Glenn Tesler who heard the
talk and settled two points which were left open. Both Gessel and Tesler gave (in-
dependently) an explicit formula for the inverse of the matrix B; see Remark 3.27.
Gessel gave a direct proof of the Schur function identity in Corollary 4.10, which
follows in this paper from facts about the representation of R on F [x1, . . . , xn].
In July 1997 I learned from Grant Walker that he has studied the representation
of R on F [x1, . . . , xn] in case F = Fp is the field of p elements; see [18].
2. Munn’s representation theory and character formula
The main ideas and the results in section are due to W.D. Munn [10], who
found the irreducible representations of R and gave a formula for its irreducible
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characters in terms of the irreducible characters of the symmetric groups Sr for
0  r  n. This was a special but interesting case of his general theory [9] of
representations of finite semigroups. Let A = FR =⊕σ∈R Fσ be the monoid
algebra. The identity element 1A is the identity map of n. It is understood that an
algebra homomorphism A→ B maps 1A to 1B . For 0 r  n let
I (r) =
∑
rk(σ )r
Fσ. (2.1)
Since rk(στ) rk(σ ) and rk(τσ ) rk(σ ) for all σ, τ ∈R, it follows that I (r) is a
two sided ideal of A. Thus we have an ascending chain F  I (0) ⊂ · · · ⊂ I (r−1) ⊂
I (r) ⊂ · · · ⊂ I (n) =A of two sided ideals. Munn proved [10, Theorem 3.1] that A
is semisimple. Thus there exists for each 0 r  n a uniquely determined central
idempotent ηr of A such that
I (r) = I (r−1)⊕Aηr for 1 r  n. (2.2)
The alternating sum formula for ηr given by (2.4) and (2.8) is the new feature
in the present (self-contained) exposition of Munn’s work. The splitting (2.2) is
proved directly in Corollary 2.14 without assuming semisimplicity. The formula
for ηr has some antecedents. R. Penrose [9, p. 11] gave a formula for the identity
element of A, which amounts to 1A =∑nr=0 ηr in our notation. The pairwise
orthogonal idempotents ηK defined in (2.4) were introduced in the context of the
Möbius algebra of a lattice; see [14, p. 605] or [17, p. 124]. In fact, the subalgebra
of A generated by the idempotents of R is isomorphic to the Möbius algebra of
the lattice of subsets of n and, under this isomorphism, the ηK correspond to
the primitive idempotents of the Möbius algebra. The idempotents ηK also occur
naturally as projections in the action of R on tensors; see (5.12) and (5.15).
If K ⊆ n is nonempty let εK ∈ R be the identity map of K . If K = ∅ let ε∅ be
the zero element of R. Then εK is idempotent and
εJ εK = εJ∩K = εKεJ (2.3)
for J,K ⊆ n. Thus E = {εK | K ⊆ n} is a commutative submonoid of R. The
element ε∅ is the zero element of R but is not the zero element of A. Similarly,
[ε∅] is the zero matrix but is not the zero element of FR. If K ⊆ n define
ηK ∈ FE =⊕K⊆n FεK by
ηK =
∑
J⊆K
(−1)|K−J |εJ . (2.4)
It follows by inclusion–exclusion that
εK =
∑
J⊆K
ηJ . (2.5)
Thus FE =⊕K⊆n FηK .
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Lemma 2.6. If J,K ⊆ n then ηKηJ = δK,J ηK . Thus the ηK are pairwise
orthogonal idempotents of A.
Proof. We show first that
εKηJ =
{
ηJ if J ⊆K,
0 otherwise. (2.7)
Fix J and K . Let L = J ∩ K and let M = J ∩ (n − K). Any subset of J has
the form X ∪ Y where X ⊆ L and Y ⊆M . Since K ∩ (X ∪ Y ) = X we have
εKεX∪Y = εX by (2.3). Thus
εKηJ = εK
∑
X⊆L
∑
Y⊆M
(−1)|L∪M−X∪Y |εX∪Y
=
∑
X⊆L
( ∑
Y⊆M
(−1)|M−Y |
)
(−1)|L−X|εX.
If K ⊇ J then M is empty and L= J so the inner sum is 1 and we get εKηJ = ηJ
by (2.4). If K does not include J then M is nonempty so the inner sum is 0 and
we get εKηJ = 0. This proves (2.7). By (2.4) and (2.7),
ηKηJ =
∑
L⊆K
(−1)|K−L|εLηJ =
∑
J⊆L⊆K
(−1)|K−L|ηJ .
The last sum is zero unless K = J when it is 1. ✷
We may use the ηK to construct some pairwise orthogonal central idempotents
of A. If 0 r  n define
ηr =
∑
|K |=r
ηK. (2.8)
It follows from Lemma 2.6 that
ηjηk = δjkηk for 0 j, k  n. (2.9)
Thus the ηr are pairwise orthogonal idempotents of A. If w ∈ Sn and K ⊆ n then
both εKw and wεKw have domain K . If i ∈K then iεKw = iw = iwεKw . Thus
εKw=wεKw so
w−1εKw = εKw and hence w−1ηKw = ηKw. (2.10)
Let σ ∈ R and let K = I (σ ). Choose w ∈ Sn so that iw = iσ for i ∈ K . Then
σ = εKw. Thus
R =ESn = SnE. (2.11)
It follows from (2.8) and (2.10) that ηr centralizes Sn. Since FE is a commutative
algebra, ηr also centralizes E. Thus ηr centralizes R and hence lies in the center
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of A. Thus Aηr is a two sided ideal of A. Since 1A = εn, it follows from (2.5)
with K = n that εn =∑nr=0 ηr . Thus
A=
n⊕
r=0
Aηr (2.12)
a direct sum of two sided ideals.
Lemma 2.13. Suppose 1 r  n.
(i) If σ ∈R and rk(σ ) < r then σηr = 0.
(ii) The set {σηr | σ ∈ Rr } is an F -basis for Aηr .
(iii) I (r) =⊕rj=0 Aηj .
Proof. Suppose σ ∈ R and rk(σ ) < r . Let K = I (σ ). Since |K| = rk(σ ) < r , it
follows from (2.7) that if J ⊆ n and |J | = r then εKηJ = 0. Thus εKηr = 0. Write
σ = εKw, where w ∈ Sn. Since ηr is central, σηr = εKηrw = 0. This proves (i).
Suppose K ⊆ n and |K| = r . If J ⊆ n and |J | r then εJ ∈ I (r). Thus ηK ∈ I (r)
by (2.4), so ηr ∈ I (r) and thus Aηr ⊆ I (r). Suppose α ∈ Aηr . We may write
α =∑rk(σ )r cσ σ with cσ ∈ F so α = αηr =∑rk(σ )=r cσ σηr by (i). Thus the set
{σηr | σ ∈ Rr } spans Aηr . It follows that dimA=∑nr=0 |Rr |∑nr=0 dimAηr =
dimA where the last equality comes from (2.12). Thus dimAηr = |Rr |. This
proves (ii). To prove (iii) let A(r) =∑rj=0Aηj . If 0 j  r then ηj ∈ I (j) ⊆ I (r)
by (2.1) and (2.8) so A(r) ⊆ I (r). To prove the reverse inclusion it suffices to
show that if σ ∈ R0 ∪ · · · ∪ Rr then σ ∈ A(r). Write σ = εKw where w ∈ Sn
and K = I (σ ). Then |K| = rk(σ )  r . If |J |> r then εKηJ = 0 by (2.7). Thus
εKηj = 0 for j > r . Since 1A = εn =∑nj=0 ηj we have εK =∑nj=0 εKηj =∑r
j=0 εKηj ∈A(r) so σ = εKw ∈A(r). ✷
Corollary 2.14. I (r) = I (r−1)⊕Aηr for 0 r  n.
Corollary 2.14 gives the splitting promised in (2.2). If r = 0 then η0 = ε∅ so
I (0) = Fε∅ = Aε∅ =Aη0. Thus (ii) and (iii) in Lemma 2.13 hold for r = 0.
Next we describe the structure of Aηr . Suppose r  1. Choose, for each K ⊆ n
with |K| = r , an element µK ∈ R which maps r = {1, . . . , r} to K . If K = r,
choose µK = εK . If σ ∈ R define σ− ∈ R by I (σ−) = J (σ), J (σ−) = I (σ )
and jσ− = i if iσ = j . Here i ∈ I (σ ) and j ∈ J (σ). Thus σσ− is the identity
map of I (σ ) and σ−σ is the identity map of J (σ). Note that µ−KµK = εK is the
identity map of K . If σ ∈ Rr and I = I (σ ) and J = J (σ) then σ = εI σεJ =
µ−I µI σµ
−
J µJ . Define p(σ) ∈ Sr by
p(σ)= µIσµ−J (2.15)
where I = I (σ ) and J = J (σ). Then
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σ = µ−I p(σ )µJ . (2.16)
This expression is unique: if I, J are r-subsets of n and µ−I pµJ = µ−I qµJ with
p,q ∈ Sr then p = q .
Lemma 2.17. For 1 r  n let Ar = M(nr)(FSr ) be the F -algebra of all matrices
with rows and columns indexed by r-subsets I, J of n and entries in FSr . Let
EIJ ∈ Ar denote the natural basis of matrix units. Define an F -linear map
ψr :Aηr →Ar by
ψr(σηr)= p(σ)EIJ where σ ∈ Rr, I = I (σ ), J = J (σ). (2.18)
For r = 0 we agree that A0 = F and that ψ0 :Aη0 = Fε∅ → F is defined by
ψ0(ε∅)= 1. If 0 r  n then ψr is an isomorphism of F -algebras.
Proof. We may assume that r  1. The mapψr is well defined by Lemma 2.13(ii).
Write ψ = ψr and η = ηr . We show first that ψ is a homomorphism of al-
gebras. It suffices to show that ψ((ση)(τη)) = ψ(ση)ψ(τη) for σ, τ ∈ Rr .
Let I = I (σ ) and J = J (σ). Let p = p(σ), q = p(τ) and let L = I (τ ),
K = J (τ). Then ψ(ση)ψ(τη) = (pEIJ )(qELK) = pqEIK if J = L and
ψ(ση)ψ(τη) = 0 otherwise. Note that J = L if and only if rk(στ) = r , in
which case στ = (µ−I pµJ )(µ−J qµK) = µ−I pqµK . Thus, if rk(στ) = r then
ψ((ση)(τη)) = ψ(στη) = pqEIK = ψ(ση)ψ(τη). If rk(στ) < r then στ ∈
I (r−1) = Aη0 + · · · + Aηr−1 so στη = 0 because ηjη = 0 for 0  j  r − 1
by (2.9). Thus ψ((ση)(τη)) = 0 = ψ(ση)ψ(τη). Thus ψ is a homomorphism
of algebras. Suppose a ∈ kerψ . By Lemma 2.13(ii) and (2.16) we may write
a =∑ cIJ (p)µ−I pµJ ηr where cIJ (p) ∈ F ; the sum is over all r-subsets I, J
of n and all p ∈ Sr . Apply ψ . This gives 0 = ∑I,J ∑p cIJ (p)pEIJ . Thus∑
p cIJ (p)p = 0 for all I, J so cIJ (p) = 0 for all I, J and p. Thus ψ is one-
to-one. It follows from Lemma 2.13(ii) and (1.2) that dimAη = |Rr | = (n
r
)2
r! =
dimAr . Thus ψ is an isomorphism. ✷
Corollary 2.19 (Munn). A⊕nr=0 M(nr)(FSr). In particular, A is a semisimple
algebra.
Proof. The first assertion follows from (2.12) and Lemma 2.17. The second
assertion follows from the first since F has characteristic zero. ✷
It is convenient, for the moment, to let A be any associative F -algebra with
identity and let η ∈A be a central idempotent. Let B be an associative F -algebra
with identity, let d be a positive integer and let ψ :Aη→ Md (B) be an algebra
homomorphism. If a ∈A define βij (a) ∈B for 1 i, j  d by
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ψ(aη)=
d∑
i,j=1
βij (a)Eij . (2.20)
If a, b ∈ A then βij (ab)=∑dk=1 βik(a)βkj (b). It is understood in what follows
that representations of A or B are matrix representations with coefficients in F .
If ρ is a representation of B then we may define a representation ρ∗ of A by
ρ∗(a)=
d∑
i,j=1
ρ
(
βij (a)
)
Eij ; (2.21)
to get the matrix ρ∗(a) we apply ρ to the matrix entries of ψ(aη).
Lemma 2.22. Let A be an associative algebra over F . Suppose A contains
pairwise orthogonal central idempotents η0, η1, . . . , ηn such thatA=⊕nr=0Aηr .
Suppose for each 0 r  n that there exists an integer dr , a semisimple algebra
Br and an algebra isomorphism ψr :Aηr → Mdr (Br). Let B̂r be a full set of
inequivalent irreducible representations of Br . Then {ρ∗ | 0  r  n, ρ ∈ B̂r } is
a full set of inequivalent irreducible representations of A.
Proof. The hypotheses in Lemma 2.22 insure that the algebra A is semisimple. If
A is simple then it has a unique irreducible representation, up to equivalence, and
B is also simple, so the assertion is clear. The case n= 0 may be reduced to the
case A simple. The general case may be reduced to the case n= 0. ✷
Apply Lemma 2.22 with A= FR, with Br = FSr and ψr as in Lemma 2.17.
If ρ is an irreducible representation of Sr and hence of Br we say that ρ∗ is an
irreducible representation of A or R of rank r . Note that
degρ∗ =
(
n
r
)
degρ. (2.23)
For 1 r  n let Pr denote the set of partitions of r . The equivalence classes of
irreducible representations of Sr are indexed by Pr . Choose, for each 1 r  n
and λ ∈ Pr , an irreducible representation ρλ of Sr indexed by λ. We agree that
P0 consists of the empty partition written λ = (0) and that the corresponding
irreducible representation of S0 is given by ρ(0)(ε∅) = 1 ∈ F . Since B0 = Fε∅
and ψ0(ση0)= ψ0(σε∅)= ψ0(ε∅)= 1 we have ρ(0)∗(σ )= 1 for all σ ∈ R. This
“trivial representation” ρ(0)∗ is the unique irreducible representation of R which
has rank zero.
Theorem 2.24 (Munn). Let Q =⋃nr=0Pr . The set {ρλ∗ | λ ∈ Q} is a full set of
inequivalent irreducible representations of R.
Proof. This follows from (2.12), Lemmas 2.17 and 2.22. ✷
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To compute the value of the character of ρ∗ = ρλ∗ on an element of R we need
a formula for ρ∗(σ ) with σ ∈ R.
Proposition 2.25. Suppose 1  r  n. If ρ is a representation of Sr and σ ∈ R
then
ρ∗(σ )=
∑
|K |=r
rk(εKσ)=r
ρ
(
p(εKσ)
)
EI(εKσ),J (εKσ). (2.26)
Proof. If rk(σ ) < r then we cannot have |K| = r and K ⊆ I (σ ) so the right-
hand side of side of (2.26) is zero. On the other hand, σ ∈ I (r−1) =⊕r−1j=0Aηj by
Lemma 2.13(iii), so σηr = 0 by (2.9). Thus
ρ∗(σ )= 0 if rk(σ ) < r (2.27)
by (2.20) and (2.21). This proves (2.26) if rk(σ ) < r . If rk(σ ) = r then the sum
on the right-hand side of (2.26) consists of a single term with K = I (σ ) in which
case εKσ = σ . Thus the right-hand side of (2.26) is ρ(p(σ))EIJ where I = I (σ )
and J = J (σ). On the other hand, ψr(σηr)= p(σ)EIJ by (2.18). Thus
ρ∗(σ )= ρ(p(σ))EIJ if rk(σ )= r (2.28)
by (2.20) and (2.21). This proves (2.26) if rk(σ )= r . Finally suppose rk(σ ) > r .
Let ≡ denote congruence mod I (r−1). Then
ηr =
∑
|K |=r
ηK =
∑
|K |=r
∑
J⊆K
(−1)|K−J |εJ ≡
∑
|K |=r
εK = εr .
Since ηr is a central idempotent, we get
σηr = ηrσηr ≡ εrσηr =
∑
|K |=r
εKσηr .
But ρ∗(a) = ρ∗(aηr) for all a ∈ FR by (2.20) and (2.21). Thus ρ∗(σ ) =∑
|K |=r, rk(εKσ)=r ρ
∗(εKσ) by (2.27). Now (2.26) follows from (2.28). ✷
Example 2.29. If r = 1 then λ = (1) and ρ = ρ(1) :Sr → F is defined by
ρ(ε{1})= 1 ∈ F . The conditions on K in (2.26) are K = {i} and i ∈ I (σ ). Since
p(εKσ)= 1 and hence ρ(p(εKσ))= 1, it follows that ρ(1)∗(σ )=∑i∈I (σ ) Ei,iσ .
Thus ρ(1)∗ is the representation (1.1) of R by rook matrices. Suppose r = n. Then
K = n and εKσ = σ in (2.26). If rk(σ ) < n then ρ∗(σ )= 0 by (2.27). If rk(σ )= n
then σ ∈ Sn and p(σ)= σ in (2.26) so ρ∗(σ )= ρ(σ). Thus the representations of
maximal rank n have the shape ρ∗ = ρ ◦ π where π :FR→ FSn is the F -linear
map, in fact homomorphism of algebras, defined by π(σ) = σ if σ ∈ Sn and
π(σ)= 0 if σ ∈ R − Sn.
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If χ is the character of a representation ρ of Sr let χ∗ denote the character
of ρ∗. We identify χ with its F -linear extension to a character of FSr and identify
χ∗ with its F -linear extension to a character of A= FR. Since A is semisimple,
two representations of A are equivalent if and only if they have the same character.
The following theorem of Munn [10, Theorem 3.5] gives a formula for χ∗(σ )
when σ ∈R.
Theorem 2.30 (Munn). Suppose 1  r  n. If χ is a character of Sr and χ∗ is
the corresponding character of R then
χ∗(σ )=
∑
K⊆I (σ ), |K |=r
Kσ=K
χ(µKσµ
−
K). (2.31)
Proof. It follows from Proposition 2.25 that
χ∗(σ )=
∑
|K |=r, rk(εKσ)=r
I (εKσ)=J (εKσ)
χ
(
p(εKσ)
)
.
The simultaneous occurrence of rk(εKσ) = |K| and I (εKσ) = J (εKσ) is
equivalent to the simultaneous occurrence of K ⊆ I (σ ) and Kσ = K . If K ⊆
I (σ ) then p(εKσ) = µKεKσµ−K by (2.15). Now (2.31) follows since µKεK =
µK . ✷
Example 2.32. Suppose that n = 5 and r = 3. Suppose that I (σ ) = {1,2,3,5}
and that σ : 1 → 3 → 5 → 1 and σ : 2 → 4 with 4σ undefined. There are four sets
K with |K| = 3 and K ⊆ I (σ ). The action of σ on these sets is
K Kσ
{1,2,3} {3,4,5}
{1,2,5} {1,3,4}
{1,3,5} {1,3,5}
{2,3,5} {1,4,5}
Thus Kσ = K only for K = {1,3,5}. Choose µK : {1,2,3} → {1,3,5} so
that µK : 1 → 1,2 → 3,3 → 5. Then µKσµ−K ∈ S3 has domain {1,2,3} and
maps 1 → 2 → 3 → 1. Thus µKσµ−K = (123) in the usual cycle notation for
permutations so χ∗(σ )= χ((123)).
For 0 r  n and α,λ ∈ Pr let χλα be the value which the irreducible character
χλ of Sr assumes on elements of the conjugacy class of Sr indexed by α. The
character table of Sr is the square matrix Xr of size |Pr | with (α,λ) entry equal to
χλα . Note that χ(0)(ε∅) = 1 so χ(0)(0) = 1 and X0 is an identity matrix of size 1.
In [10] Munn defined a character table for R. This is a square matrix M of
L. Solomon / Journal of Algebra 256 (2002) 309–342 319
size |Q|. To define it we introduce an equivalence relation on R as follows. If
σ ∈ R let I ◦(σ ) denote the set of i ∈ n such iσ k is defined for all k  1. Then
I ◦(σ )⊆ I (σ ) and I ◦(σ ) is stable under σ . Define σ ◦ ∈ R to have domain I ◦(σ )
and let σ ◦ act on its domain as σ does. For example, if σ is as in Example 2.32
then I ◦(σ )= {1,3,5} and σ ◦ : 1 → 3 → 5 → 1. Note that I (ε∅) and I (0)(ε∅) are
empty, so ε◦∅ = ε∅. Say that σ, τ ∈R are Munn equivalent and write σ ≈ τ if there
exists w ∈ Sn with τ ◦ = w−1σ ◦w. Munn introduced this equivalence relation in
[10] and called rk(σ ◦) the subrank of σ . Any Munn equivalence class meets a
unique group Sr where r is the common subrank of all elements in the class. The
Munn classes of R which meet Sr are indexed by conjugacy classes of Sr and
hence by Pr . Thus the Munn classes of R are indexed by Q.
Proposition 2.33. If σ, τ ∈ R are Munn equivalent and ζ is the character of a
representation of FR then ζ(σ )= ζ(τ ).
Proof. Since there exists w ∈ Sn with τ ◦ = w−1σ ◦w we have ζ(σ ◦)= ζ(τ ◦). It
thus suffices to show that ζ(σ )= ζ(σ ◦). We may assume that ζ is the character of
an irreducible representation and apply (2.31) with ζ = χ∗. The simultaneous
occurrence of K ⊆ I (σ ) and Kσ = K is equivalent to the simultaneous
occurrence of K ⊆ I (σ ◦) and Kσ ◦ =K . Furthermore, if these conditions hold,
then µKσ = µKσ ◦. The assertion ζ(σ )= ζ(σ ◦) thus follows from (2.31) applied
to both σ and σ ◦. ✷
In the rest of this paper we let ζ λ = χλ∗ denote the irreducible character of R
which corresponds to the irreducible character χλ of Sr . From (2.23) we get
ζ λ(1)=
(
n
r
)
f λ, (2.34)
where f λ = χλ(1). If α,λ ∈Q let ζ λα be the value which ζ λ assumes on elements
of the Munn class indexed by α. This is well defined by Proposition 2.33. Munn’s
character table is the square matrix M of size |Q| with (α,λ) entry Mαλ = ζ λα .
3. Character table and character multiplicities
In this section we use various matrices T with rows and columns indexed byQ.
If λ ∈ Pr , write |λ| = r . To label the rows and columns of T we linearly order Q:
if λ,µ ∈Q say that λ precedes µ if |λ| > |µ|, or |λ| = |µ| = r and λ precedes
µ in the reverse lexicographic order on Pr . Let Tαλ denote the (α,λ) entry of T.
Say that T is block upper triangular if Tαλ = 0 for |λ| > |α| and block upper
unitriangular if, in addition, Tαλ = δαλ when |λ| = |α|.
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Lemma 3.1. Suppose α ∈ Pm and λ ∈ Pr where 0  m  r  n. If m < r then
ζ λα = 0. If m= r then ζ λα = χλα .
Proof. Choose σ ∈ R with ζ λ(σ ) = ζ λα . Since the Munn class of σ meets Sm
we may assume by Proposition 2.33 that σ ∈ Sm. If m < r then (2.27) gives
ζ λ(σ )= 0. If m= r = 0 then ζ (0)
(0) = 1= χ(0)(0) . If m= r > 0, apply Theorem 2.30.
Since I (σ ) = r, the sum in (2.31) consists of a single term corresponding to
K = r, in which case µK = εK by our choice of µK . Thus µKσµ−K = σ , so
ζ λ(σ )= χλ(σ). ✷
It follows from Lemma 3.1 and the definition of M that
M =

Xn · · · ∗ ∗
...
...
...
0 · · · X1 ∗
0 · · · 0 X0
 (3.2)
is block upper triangular where Xr is the character table of Sr . Define a block
diagonal matrix Y by
Y= diag[Xn, . . . ,X1,X0]. (3.3)
Since the matrices Xr are invertible, Y is invertible. Thus there are unique block
upper unitriangular matrices A,B with rows and columns indexed by Q such that
M = AY and M= YB. (3.4)
Thus either A or B and the character tables of the Sr determine the character table
of R. If α,β ∈Q have ai, bi parts equal to i define
(
α
β
)=∏i1 (aibi) where (aibi) is
the binomial coefficient. We agree that
(0
0
)= 1.
Proposition 3.5. If α,β ∈Q then Aαβ =
(
α
β
)
.
Proof. Let r = |λ| and m = |α|. Choose σ ∈ R such that ζ λα = ζ λ(σ ). We may
assume, as in the proof of Proposition 3.1, that σ ∈ Sm. Thus I (σ )= {1, . . . ,m}.
It follows from (2.31) that
ζ λα =
∑
K⊆{1,...,m}, |K |=r
Kσ=K
χλ(µKσµ
−
K). (3.6)
A set K which appears in (3.6) is a union of σ -orbits. Let σ |K denote the
restriction of σ to K . Since |K| = r the permutation µKσµ−K of r has the same
cycle pattern as the permutation σ |K of K . Thus if σ |K has bi cycles of length i
then χλ(µKσµ−K) = χλβ where β ∈ Pr has bi parts equal to i . Since σ has ai
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orbits of size i , there are
(
α
β
)
ways to choose these orbits in such a way that σ |K
has cycle pattern β . Thus
ζ λα =
∑
β∈Pr
(
α
β
)
χλβ =
∑
β∈Q
(
α
β
)
Yβλ.
The assertion Aαβ =
(
α
β
)
follows since Y is invertible. ✷
Corollary 3.7. If λ,µ ∈Q and n= |λ|, m= |µ| then
Bλµ =
∑
α∈Pn, β∈Pm
z−1α
(
α
β
)
χλαχ
µ
β ,
where zα =∏i0 ai !iai if α has ai parts equal to i .
Proof. For 0 r  n define a diagonal matrix Zr of size |Pr | by (Zr )αβ = δαβzα
for α,β ∈ Pr . Let W= diag[Zn, . . . ,Z1,Z0]. The second orthogonality relation for
the characters of Sr gives XrXr = Zr where  means transpose. Thus YY = W.
From (3.4) we get B= Y−1AY= YW−1AY. Now compare (λ,µ) entries on both
sides of the last equation. ✷
We may also compute the matrix entries Bλµ in terms of Ferrers diagrams.
To do this, recall some facts about symmetric functions and characters of Sn
[7, Chapter I]. Let Λ be the Q-algebra of symmetric functions in a sequence
of indeterminates. For n = 1,2,3, . . . let hn ∈Λ be the complete homogeneous
symmetric function of degree n and let pn ∈ Λ be the power sum of degree n.
We agree that h0 = 1 and that hn = 0 for n < 0. If λ = (λ1, λ2, . . .) ∈ Pn let
pλ = pλ1pλ2 · · ·. The Schur function sλ may be defined by [7, Chapter I, (3.4)]
sλ = det[hλi−i+j ], (3.8)
where the matrix has size equal to the number of parts in λ. Let Cn be the
space of Q-valued functions on Sn which are constant on conjugacy classes. The
characteristic map ch :
⊕
n0 Cn →Λ is defined by [7, Chapter I, (7.2)]
ch(f )=
∑
α∈Pn
z−1α fαpα, (3.9)
where f ∈ Cn and fα is the value which f assumes on the conjugacy class
indexed by α. It is bijective. Let ηn be the principal character of Sn. Then [7,
Chapter I, (7.3) and (7.4)]
ch(ηn)= hn and ch
(
χλ
)= sλ. (3.10)
Identify λ ∈ Pn with its Ferrers diagram. If λ,µ ∈ Q, say that the set theoretic
difference λ− µ is a horizontal strip if it has at most one node in each column.
For λ= (0) we agree that the empty Ferrers diagram is a horizontal strip.
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Proposition 3.11. If λ,µ ∈Q then
Bλµ =
{1 if λ⊇ µ and λ−µ is a horizontal strip,
0 otherwise. (3.12)
Proof. Let C be the square matrix of size |Q| with entries Cλµ given by the right-
hand side of (3.12). We must prove that B = C. Since Y is invertible it suffices to
show that M= YC. Argue by induction on n. For n= 1
M =
[
1 1
0 1
]
=
[
1 0
0 1
][
1 1
0 1
]
= YC.
Suppose n 2. Let R′ ⊂R be the semigroup of all one-to-one maps with domain
and range included in {1, . . . , n − 1}. The irreducible representations of R′ are
indexed by Q′ =⋃n−1r=0 Pr =Q−Pn. We have used R to define square matrices
M,A,C,Y. Let M′,A′,C′,Y′ be the corresponding matrices for R′. Let I be an
identity matrix of size |Pn| and let 0 be a zero matrix of appropriate size. Since
M= AY and M′ = A′Y′ we have
M = AY=
[
I ∗
0 A′
][
Xn 0
0 Y′
]
=
[
Xn ∗
0 A′Y′
]
=
[
Xn ∗
0 M′
]
by (3.3) and Proposition 3.5 and the definition of Y. On the other hand, by
definition of C and C′ and induction, we have
YC=
[
Xn 0
0 Y′
][
I ∗
0 C′
]
=
[
Xn ∗
0 Y′C′
]
=
[
Xn ∗
0 M′
]
.
To prove M = YC it thus suffices to show that Mαµ = (YC)αµ for α ∈ Pn and
µ ∈ Q′. This amounts to ζµα =∑λ∈Pn χλαCλµ for α ∈ Pn and µ ∈ Pr where
0  r  n − 1. This is clear for r = 0 since ζ (0)(0) = 1 = χ(0)(0) and C(0)(0) = 1.
Suppose 1 r  n−1. The restriction of ζµ to Sn ⊆R is a character of Sn which
we write as ζµ|Sn . We must prove that
ζµ|Sn =
∑
λ∈Pn
Cλµχλ for µ ∈ Pr and 1 r  n− 1. (3.13)
To do this we use Pieri’s formula [7, Chapter I, (5.16)]. This states, in terms
of the matrix C, that sµhn−r = ∑λ∈Pn Cλµsλ. Apply the characteristic map.
Fix r and let P = {w ∈ Sn | rw ⊆ r}  Sr × Sn−r be the stabilizer of r. Then
ch(indSnP (χµ × ηn−r )) = sµhn−r as in [7, Chapter I, (7.1)] where ind means
induction of characters. Thus Pieri’s formula amounts to the character formula
indSnP (χµ × ηn−r )=
∑
λ∈Pn Cλµχ
λ
. It remains to prove that
ζµ|Sn = indSnP
(
χµ × ηn−r
)
for µ ∈Pr and 1 r  n− 1.
Apply (3.6) with m = n and σ = w ∈ Sn. This gives ζµ(w) =∑χµ(µKwµ−K)
where the sum is over all subsets K of n with |K| = r and Kw = K . Extend
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µK : r → K to an element wK ∈ Sn. The condition Kw = K is equivalent to
wKww
−1
K ∈ P . If Kw =K then µKwµ−K is the restriction of wKww−1K to r so
χµ(µKwµ
−1
K )= (χµ × ηn−r )(wKww−1K ). Thus
ζµ(w)=
∑(
χµ × ηn−r
)(
wKww
−1
K
)
,
where the sum is over all subsets K of n with |K| = r and wKww−1K ∈ P . Since
the elements wK with |K| = r are a set of coset representatives for Sn mod P the
last sum is equal to indSnP (χµ × ηn−r )(w). ✷
Corollary 3.14. Let n  m be positive integers. Suppose λ ∈ Pn and µ ∈ Pm.
Then ∑
α∈Pn, β∈Pm
z−1α
(
α
β
)
χλαχ
µ
β =
{1 if λ⊇ µ and λ−µ is a horizontal strip,
0 otherwise.
This is a statement about characters of symmetric groups which does not
involve the monoid R. If λ = (n) and µ = (m), we get ∑α∈Pn, β∈Pm z−1α (αβ) =
1 for any positive integers n  m. The case n = m is Cauchy’s formula∑
α∈Pn z
−1
α = 1.
Corollary 3.15. If 1 r  n and µ ∈Pr then ζµ|Sn =
∑
λ∈Pn Bλµχ
λ
.
Proof. If 1 r  n− 1 this follows from (3.13) since C= B. If r = n then λ⊇ µ
only for λ= µ so Bλµ = Cλµ = δλµ. ✷
Example 3.16. Suppose n= 3. The partitions which index the rows and columns
of our matrices are written in the order (3), (21), (13), (2), (12), (1), (0) and
M = AY = YB where Y is block diagonal with diagonal blocks equal to the
character tables X3, X2, X1, X0. We compute A with Proposition 3.5, compute
B with Proposition 3.11 and find
A M B
1 0 0 0 0 0 1
0 1 0 1 0 1 1
0 0 1 0 3 3 1
0 0 0 1 0 0 1
0 0 0 0 1 2 1
0 0 0 0 0 1 1
0 0 0 0 0 0 1


1 −1 1 0 0 0 1
1 0 −1 1 −1 1 1
1 2 1 3 3 3 1
0 0 0 1 −1 0 1
0 0 0 1 1 2 1
0 0 0 0 0 1 1
0 0 0 0 0 0 1


1 0 0 1 0 1 1
0 1 0 1 1 1 0
0 0 1 0 1 0 0
0 0 0 1 0 1 1
0 0 0 0 1 1 0
0 0 0 0 0 1 1
0 0 0 0 0 0 1

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Now consider the decomposition of characters into irreducible characters. Let
ψ be a character of R. For λ ∈Q let (ψ : ζ λ)R ∈ Z denote the multiplicity of the
irreducible character ζ λ as a constituent of ψ . Thus
ψ =
∑
λ∈Q
(
ψ : ζ λ)
R
ζ λ.
Since R is not a group we do not have the usual orthogonality relations for
irreducible characters to help compute multiplicities. The following lemma shows
how to compute multiplicities in terms of either (i) the matrix A−1 and the values
of the character ψ or (ii) the matrix B−1 and the decomposition into irreducible
characters of the restriction of ψ to Sr for 0  r  n. After the proof we give
examples to illustrate (i) and (ii).
Lemma 3.17. Let ψ be a character of R. Let ψα be the value which ψ assumes
on elements of the Munn class indexed by α. Let ψ|Sr be the restriction of ψ to Sr .
For µ ∈ Pr let (ψ|Sr : χµ)Sr be the multiplicity of the irreducible character χµ
as a constituent of ψ|Sr .
(i) If λ ∈ Pr then
(
ψ : ζ λ)
R
=
∑
β∈Pr
χλβ z
−1
β
∑
α∈Q
A−1βαψα.
(ii) If λ ∈Q then (ψ : ζ λ)
R
=
n∑
r=0
∑
µ∈Pr
B−1λµ
(
ψ|Sr : χµ
)
Sr
.
Proof. For µ ∈ Q let cµ = (ψ : ζµ)R . Then ψ = ∑µ∈Q cµζµ so ψα =∑
µ∈Q cµζ
µ
α =∑µ∈Q cµMαµ. If λ ∈Q then(
ψ : ζ λ)
R
=
∑
µ∈Q
cµδλµ =
∑
µ∈Q
cµ
∑
α∈Q
M−1λα Mαµ =
∑
α∈Q
M−1λαψα.
Let W be as in the proof of Corollary 3.7. Then YY =W. If λ ∈Pr then Yαλ = χλα
for |α| = r and Yαλ = 0 otherwise. Thus
M−1λα =
(
YW−1A−1
)
λα
=
∑
β∈Pr
χλβz
−1
β A
−1
βα .
This implies (i). Similarly
M−1λα =
(
B−1YW−1
)
λα
=
∑
µ∈Q
B−1λµYαµz
−1
α
and ∑
α∈Pr
χµα z
−1
α ψα =
(
ψ|Sr : χµ
)
Sr
for any λ ∈Q. This implies (ii). ✷
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Example 3.18. We know from Example 2.29 that ζ (1) is the character of the
representation σ → [σ ] of R by rook matrices. Let ψ = (ζ (1))p be the character
of the pth tensor power of this representation. We use Lemma 3.17(i) to show for
p  1 and λ ∈Q that(
ψ : ζ λ)
R
= S(p, r)f λ, (3.19)
where r = |λ| and S(p, r) is a Stirling number of the second kind [17, p. 34]. To
do this, use the formula [17, p. 34, (24a)]
S(p, r)= 1
r!
r∑
k=0
(−1)r−k
(
r
k
)
kp.
We may sum here over 0 k  n since
(
r
k
)= 0 for k > r . Define a column vector
Ψ with components Ψα for α ∈ Q by Ψα = ψ(σ) if σ lies in the Munn class
corresponding to α. Define a column vector Θ with componentsΘα for α ∈Q by
Θα =
{
r!S(p, r) if α = (1r ) for some 1 r  n,
0 otherwise.
Fix α ∈ Q and let a be the number of parts of α which are equal to 1. Then
Aα,(1r ) =
(
a
r
)
so
(AΘ)α =
∑
β∈Q
AαβΘβ =
n∑
r=1
Aα,(1r )
n∑
k=0
(−1)r−k
(
r
k
)
kp
=
n∑
k=0
(
n∑
r=1
(−1)r−k
(
a
r
)(
r
k
))
kp.
The inner sum is, by a known identity for binomial coefficients, equal to δa,k.
Thus (AΘ)α = ap. Choose σ ∈ R in the Munn class corresponding to α. Then
ζ
(1)
α = trace[σ ] = a so Ψα = ap = (AΘ)α . This is true for all α ∈Q so Ψ = AΘ .
Thus
∑
α∈QA
−1
βαΨα = (A−1Ψ )β =Θβ for β ∈Q. If λ ∈Q then by Lemma 3.17(i)
and Proposition 3.5(
ψ : ζ λ)
R
=
∑
β∈Pr
χλβ z
−1
β Θβ = χλ(1r )z−1(1r )r!S(p, r).
This proves (3.19) since z(1r ) = r! and χλ(1r ) = f λ. It follows from (3.19) that(
ζ (1)
)p =∑
λ∈Q
S
(
p, |λ|)f λζ λ. (3.20)
Since ζ λ(1) = (n
r
)
f λ and
∑
λ∈Pr (f
λ)2 = r!, the last formula, specialized at
σ = 1 ∈R, is the known identity [17, p. 34, (24d)]
np =
n∑
r=1
S(p, r)r!
(
n
r
)
=
n∑
r=1
S(p, r)n(n− 1) · · · (n− r + 1).
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We may also restrict the characters in (3.20) to the group Sn ⊆ R. This gives us
a formula for the multiplicity of χλ in the character of the pth tensor power of
the representation w → [w] of Sn by permutation matrices, a statement about
characters of symmetric groups which does not involve the monoid R:
Corollary 3.21. Let ϕ be the character of the representation w → [w] of Sn
by permutation matrices. If p  1 and λ ∈ Pn, then the multiplicity of χλ as
an irreducible constituent of ϕp is equal to ∑S(p, |µ|)f µ, where S(p, r) is a
Stirling number of the second kind and the sum is over all partitions µ such that
λ⊇ µ and λ−µ is a horizontal strip.
Proof. By (3.20) and Corollary 3.15, ϕp =∑λ∈Pn∑µ∈Q S(p, |µ|)f µBλµχλ.
The assertion follows from Proposition 3.12. ✷
Example 3.22. Let Fn be the space of row vectors over F . Let x1, . . . , xn be the
standard basis for Fn. Make Fn a right R-module by defining
xiσ =
{
xiσ if i ∈ I (σ ),
0 otherwise, (3.23)
for σ ∈ R. Then xiσ = xi[σ ] so theR-module Fn has character ζ (1). IfK ⊆ n and
|K| = p write K = {i1, . . . , ip} where i1 < · · ·< ip and let xK = xi1 ∧ · · · ∧ xip .
The elements xK with |K| = p are an F -basis for ∧pFn. Make ∧pFn a right
R-module by defining
xKσ =
{
xi1σ ∧ · · · ∧ xipσ if K ⊆ I (σ ),
0 otherwise.
For p = 0 we agree that 1σ = 1. Let ψp be the character of the R-module ∧pFn.
We will show that ψp = ζ (1p). Thus, in particular, ψp is an irreducible character.
The main effort is to show for 0 p  n and 0 r  n and λ ∈Pr that(
(ψp)|Sr : χλ
)
Sr
= Bλ,(1p). (3.24)
In doing this we use (3.12) to compute Bλµ. If r = 0 and p = 0 then both sides
of (3.24) are equal to 1 because B(0),(0) = 1 and (ψ0)|S0 = χ(0). If r = 0 and
p  1 then both sides of (3.24) are equal to 0, the right side because (0)⊇ (1p)
is impossible and the left side because ∧p[ε∅] is the zero matrix. Assume from
now on that r  1. Say that a partition λ is a hook if λ = (r −m,1m) for some
0 m  r − 1. If λ is not a hook then λ− (1p) cannot be a horizontal strip so
Bλ,(1p) = 0. If λ = (r −m,1m) is a hook and λ− (1p) is a horizontal strip then
p =m or p =m+ 1. Thus
n∑
p=0
Bλ,(1p)tp =
{
tm + tm+1 if λ= (r −m,1m) with 0m r − 1,
0 if λ is not a hook.
(3.25)
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If λ ∈Pr define a polynomial Fλ(t) in an indeterminate t by
Fλ(t)=
n∑
p=0
(
(ψp)|Sr , χλ
)
Sr
tp.
We will show that
Fλ(t)=
{
tm + tm+1 if λ= (r −m,1m) with 0m r − 1,
0 if λ is not a hook.
(3.26)
Then (3.24) follows by equating coefficients of tp . Identify Fr with Fx1 ⊕ · · · ⊕
Fxr ⊆ Fn and identify ∧pF r with a subspace of ∧pFn. For 0  p  n let ϕp,r
be the character of the Sr -module ∧pF r . Thus ϕp,r = 0 if p > r . If γ ∈ Sr then
I (γ )= r so γ annihilates xK if K contains at least one of r + 1, . . . , n. Thus the
trace of γ in its action on ∧pFn is equal to the trace of γ in its action on ∧pF r
so (ψp)|Sr = ϕp,r .1 If γ ∈ Sr then
∑n
p=0 ϕp,r(γ )tp = det(1+ γ t) where, on the
right side, 1 is an identity matrix of size r and we view γ as a permutation matrix
of size r . Thus
Fλ(t)=
n∑
p=0
(
ϕp,r : χλ
)
Sr
tp = 1
r!
∑
γ∈Sr
χλ(γ )det(1+ γ t).
If γ has cycle type α = (α1, α2, . . .) ∈ Pr then det(1 + γ t) = (1 − (−t)α1)×
(1 − (−t)α2) · · · . As before let Λ be the Q-algebra of symmetric functions in a
sequence of indeterminates. Then Λ= Q[p1,p2, . . .] where pk is the kth power
sum. Define a Q-algebra homomorphism Φ :Λ→ Q[t] by Φ(pk) = 1 − (−t)k .
Then det(1+ γ t)=Φ(pα) where pα = pα1pα2 · · · . By (3.9), (3.10), and (3.8)
Fλ(t)=Φ
( ∑
α∈Pr
z−1α χλαpα
)
=Φ(sλ)= det
[
Φ(hλi−i+j )
]
.
Let Aλ = [Φ(hλi−i+j )]. Since khk =
∑k
j=1 pjhk−j , we conclude, by induction
on k, that Φ(hk)= 1 + t for k  1. If λ is not a hook then λ2  1 so all entries
in the first two rows of Aλ are equal to 1 + t . Thus Fλ(t) = detAλ = 0. If
λ = (r − m,1m) for some 0  m  r − 1 then the matrix Aλ has size m + 1
with (i, j) entry equal to 1 + t if j  i , equal to 1 if j = i − 1 and equal to 0
if j  i − 2. Subtract the second row of Aλ from the first row and use induction
on m to conclude that Fλ(t)= detAλ = tm + tm+1. This proves (3.26) and thus
proves (3.24). If ν ∈Q then, by Lemma 3.17(ii) and (3.24)(
ψp : ζ ν
)
R
=
n∑
r=0
∑
λ∈Pr
B−1νλ
(
(ψp)|Sr : χµ
)
Sr
=
∑
λ∈Q
∑
µ∈Q
B−1νλ Bλµδµ,(1p)
1 This is a slippery spot. In the representation theory of Sn we usually view Sr as a subgroup of
Sn when r  n so an element of Sr fixes xr+1, . . . , xn . In our present context the elements of Sr have
domain r so Sr is not a subgroup of Sn for r < n. An element of Sr annihilates xr+1, . . . , xn .
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=
∑
µ∈Q
δνµδµ,(1p) = δν,(1p).
Thus ψp = ζ (1p). ✷
Remark 3.27. In view of Lemma 3.17 one would like formulas for A−1 and B−1.
L.C. Hsu [5, p. 176] showed that
A−1αβ = (−1)l(α)+l(β)
(
α
β
)
,
where l(α) is the number of parts in α. The author observed for small n that the
entries of B−1 are 0 or ±1. I. Gessel and G. Tesler proved, independently, that if
λ,µ ∈Q then
B−1λµ =
{
(−1)|λ−µ| if λ⊇ µ and λ−µ is a vertical strip,
0 otherwise.
4. The representation of R on F [x1, . . . , xn]
In this section all R-modules and Sr -modules have action on the right. Let Fn
be the space of row vectors over F . Let x1, . . . , xn be the standard basis for Fn.
Make Fn an R-module as in (3.23). Let F [x] = F [x1, . . . , xn] be the polynomial
algebra in commuting indeterminates x1, . . . , xn. For p = 0,1,2, . . . let F [x]p be
the space of homogeneous polynomials of degree p. We agree that F [x]p = 0 for
p < 0. Make F [x] an R-module by defining 1σ = 1 and
(xi1 · · ·xip )σ = (xi1σ) · · · (xipσ ) (4.1)
for 1 i1, . . . , ip  n. In this section we determine the gradedR-module structure
of F [x]; this is the content of Theorem 4.7 and Corollary 4.9.
If M is an Sr -module which affords a representation ρ of Sr let M∗ denote
an R-module which affords the representation ρ∗ of A defined in (2.21).
Thus M∗ is determined by M up to isomorphism. It follows from (2.23) that
dimM∗ = (n
r
)
dimM . If λ ∈ Pr choose an Sr -module Mλ which affords the
irreducible representation ρλ with character χλ and an R-module Nλ which
affords the irreducible representation ρλ∗ with character ζ λ. Let J λ be the
isotypic component of F [x] of type λ. This is by definition the sum of all
simple R-submodules of F [x] which are isomorphic to Nλ. For p = 0,1,2, . . .
let J λp = J λ ∩ F [x]p. Then
F [x] =
⊕
λ∈Q
J λ and F [x]p =
⊕
λ∈Q
J λp .
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Example 4.2. (i) Suppose λ= (0). Then ρλ∗ is the trivial representation. We may
choose Nλ = F with action 1σ = 1 for σ ∈ R. Suppose f ∈ J λ is homogeneous.
Then f σ = f for σ ∈ R. Define ν ∈ R by I (ν)= {1, . . . , n− 1} and kν = k + 1
for 1 k  n− 1. Then xkν = xk+1 for 1 k  n− 1 and xnν = 0. If degf > 0
then f = f νn = 0. Thus J λ = F ; the only R-invariant polynomials are constants.
The Sn-invariant polynomials in x1, . . . , xn occur in (iii) below.
(ii) Suppose λ = (1). By Example 2.29 we may choose Nλ = Fx1 + · · · +
Fxn with R-action as in (3.23). Let θ :Nλ → F [x]p be a nonzero R-mod-
ule homomorphism, where p  1. Let ν ∈ R be as in (i). Write θ(x1) =∑
ci1,...,cin x
i1
1 · · ·xinn where ci1,...,in ∈ F and the sum is over all (i1, . . . , in) with
i1 + · · · + in = p. Since x1νn−1 = xn and xiνn−1 = 0 for 2  i  n we have
θ(xn)= θ(x1νn−1)= θ(x1)νn−1 = cp,0,...,0xpn . Since Nλ is a simple module, θ is
one-to-one so cp,0,...,0 "= 0. By replacing θ by a nonzero constant multiple we
may assume that θ(xn) = xpn . Now apply powers of ν− to get xpk ∈ θ(Nλ) for
1  k  n. Thus θ(Nλ) ⊇ Fxp1 + · · · + Fxpn so θ(Nλ) = Fxp1 + · · · + Fxpn by
simplicity of Nλ. Since this is true for all θ , we have J λp = Fxp1 + · · · +Fxpn .
(iii) Suppose λ= (n). By Example 2.29 we may choose Nλ = F with action
1σ = 1 for σ ∈ Sn and 1σ = 0 for σ ∈ R − Sn. Let Λn be the F -algebra of
symmetric polynomials in x1, . . . , xn. Suppose f ∈ J λ is homogeneous. Then
f σ = f for σ ∈ Sn and f σ = 0 for σ ∈R− Sn. In particular, f ∈Λ and f is not
constant. Fix k ∈ n and let K = {1, . . . , k−1, k+1, . . . , n}. Write f = xkf ′ +f ′′
where f ′′ does not involve xk . Then 0 = f εK = (xkεK)(f ′εK) + f ′′εK . But
xkεK = 0 and f ′′εK = f ′′. Thus f ′′ = 0. Thus xk divides f for all k so f ∈
x1 · · ·xnΛn. Thus J λ = x1 · · ·xnΛn.
We will compute the J λ in terms of corresponding data for the symmet-
ric groups Sr with 0  r  n. Let F [x; r] = F [x1, . . . , xr ]. We agree that
F [x;0] = F . Then F [x; r] is an Sr -submodule of F [x]. The action of Sr de-
fined by (4.1) with r in place of n is the natural action of Sr by automorphisms of
F [x; r]. Let F [x; r]p = F [x; r] ∩ F [x]p. If λ ∈Pr let Iλ be the isotypic compo-
nent of F [x; r] of type λ, the sum of all simple Sr -submodules of F [x; r] which
are isomorphic to Mλ. Let Iλp = Iλ ∩F [x; r]p. Then
F [x; r] =
⊕
λ∈Pr
I λ and F [x; r]p =
⊕
λ∈Pr
I λp .
To proceed further we construct for each Sr -submodule M of F [x; r]
an R-submodule MD of F [x]. Lemma 4.4 states various properties of the
correspondence M ❀ MD, among them a module isomorphism MD  M∗. To
construct MD recall from Section 2 that we have chosen for each K ⊆ n with
|K| = r , an element µK ∈ R such that µK maps r to K . The element µK is
not uniquely determined by K , but it is determined by K up to replacement by
γµK with γ ∈ Sr . Since M is an Sr -module, the space MµK is thus uniquely
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determined by M and K . Define xK ∈ F [x] by xK =∏k∈K xk . Define a subspace
MD of F [x] by
MD =
∑
|K |=r
xK(MµK). (4.3)
For example, suppose that λ = (n) and M = I (n) = Λn is the F -algebra
of symmetric polynomials in x1, . . . , xn. Since µn is the identity of Sn,
Example 4.2(iii) shows that MD = xnΛn = x1 · · ·xnΛn = J (n).
If dimM is finite let χD be the character of the R-module MD. If M affords a
matrix representation ρ of Sr then, by definition, M∗ affords the representation
ρ∗ of R. As in Section 2, if χ is the character of ρ let χ∗ denote the character
of ρ∗.
Lemma 4.4. Let M be an Sr -submodule of F [x; r]. Then
(i) MD is an R-submodule of F [x].
(ii) If dimM is finite then dimMD = (n
r
)
dimM .
(iii) If M =M1 + · · · +Mh is a sum of submodules, then MD =MD1 + · · · +MDh .
(iv) If dimM is finite and χ is its character then χD = χ∗ and thus MD M∗.
(v) If λ ∈Pr then (Mλ)D Nλ.
Proof. Let σ ∈ R and K ⊆ n with |K| = r . If K ⊆ I (σ ) then µKσ : r →Kσ is
a one-to-one map. Thus there exists γK,σ ∈ Sr such that
µKσ = γK,σµKσ . (4.5)
Then (MµK)σ =MγK,σµKσ =MµKσ . If K ⊆ I (σ ) then xKσ = xKσ . On the
other hand, if K is not included in I (σ ) then xKσ = 0. Thus(
xK(MµK)
)
σ = (xKσ)(MµKσ)=
{
xKσ (MµKσ ) if K ⊆ I (σ ),
0 otherwise. (4.6)
In particular, (xK(MµK))σ ⊆MD. This proves (i). To prove (ii) we show first that
the sum in (4.3) is direct. Suppose that ∑|K |=r xK(mKµK)= 0 where mK ∈M .
It follows from (3.23) that if K ⊆ n then xiεK = xi if i ∈ K and xiεK = 0
otherwise. Choose L⊆ n with |L| = r . Then xKεL = 0 if L "=K and xLεL = xL.
Thus xL(mLµLεL)= 0 so mLµLεL = 0. But µLεL = µL so mLµL = 0 because
F [x] is an integral domain. Since µLµ−L is the identity map of L it follows that
mL = 0. Thus the sum is direct. The same argument shows that if xKmKµK = 0
then mK = 0. Thus MD is a direct sum of the
(
n
r
)
subspaces xK(MµK) of
dimension equal to dimM . This proves (ii). Assertion (iii) is clear from the
definition of MD. Suppose that dimM is finite. Let σD be the endomorphism of
MD which corresponds to σ . Choose a basis for MD adapted to the direct sum
decomposition (4.3). The matrix for σD is decomposed into blocks of size (n
r
)
.
The diagonal blocks are in one-to-one correspondence with r-subsets K of n.
L. Solomon / Journal of Algebra 256 (2002) 309–342 331
It follows from (4.6) that the Kth diagonal block is zero unless K ⊆ I (σ ) and
Kσ =K . Assume in the rest of this argument that K ⊆ I (σ ) and Kσ =K . Then
(4.5) gives µKσ = γK,σµK . Thus the trace of the Kth diagonal block is χ(γK,σ )
so
χD(σ )=
∑
K⊆I (σ ), |K |=r
Kσ=K
χ(γK,σ ).
Now εKσ = µ−KµKσ = µ−KγK,σµKσ . Since I (εKσ) = K = J (εKσ) it follows
from the uniqueness in (2.16) and from (2.15) that γK,σ = p(εKσ) = µKσµ−K .
Thus
χD(σ )=
∑
K⊆I (σ ), |K |=r
Kσ=K
χ(µKσµ
−
K).
Now (iv) follows from (2.31). Finally (v) follows from (iv) since both (Mλ)D and
Nλ have the same character χλ∗. ✷
Theorem 4.7. If λ ∈Q then J λ = (Iλ)D.
Proof. If λ ∈ Pr then (Iλp−r )D ⊆ F [x]p for all integers p by (4.3); if p < r
then Iλp−r = 0. Write Iλp−r as a sum of Sr -modules isomorphic to Mλ. By
Lemma 4.4(iii) and (v), (Iλp−r )D is a sum of R-modules isomorphic to Nλ and
is thus included in J λ. Thus J λp = J λ ∩F [x]p ⊇ (Iλp−r )D. In particular, dimJ λp 
dim(Iλp−r )D. To complete the proof we show that dimJ λp = dim(Iλp−r )D whence
J λp = (Iλp−r )D and thus J λ = (Iλ)D. Let t be an indeterminate. Since
F [x]p =
⊕
λ∈Q
J λp and
∑
p0
dimF [x]ptp = 1
(1− t)n
we have∑
p0
n∑
r=0
∑
λ∈Pr
(
dimJ λp
)
tp = 1
(1− t)n .
Similarly
∑
p0
∑
λ∈Pr (dim I
λ
p)t
p = 1/(1 − t)r . If λ ∈ Pr then dim(Iλp−r )D =(
n
r
)
dim Iλp−r by Lemma 4.4(ii). Since Iλp−r = 0 for p < r we get∑
p0
n∑
r=0
∑
λ∈Pr
(
dim Iλp−r
)D
tp =
n∑
r=0
(
n
r
)
tr
∑
p0
∑
λ∈Pr
(
dim Iλp−r
)
tp−r
=
n∑
r=0
(
n
r
)
tr
∑
p0
∑
λ∈Pr
(
dim Iλp
)
tp
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=
n∑
r=0
(
n
r
)
tr
1
(1− t)r =
1
(1− t)n .
Now compare coefficients of tp to get
n∑
r=0
∑
λ∈Pr
dimJ λp =
n∑
r=0
∑
λ∈Pr
(
dim Iλp−r
)D
.
Since dimJ λp  dim(Iλp−r )D for all p  0, we have dimJ λp = dim(Iλp−r )D, so
J λ = (Iλ)D. ✷
The following corollary gives the multiplicity of the R-module Nλ in F [x]p,
in terms of analogous data for the symmetric group Sr .
Corollary 4.8. Let ψp be the character of the R-module F [x]p and let ϕp,r be the
character of the Sr -module F [x; r]p. If λ ∈Pr then (ψp : ζ λ)R = (ϕp−r,r : χλ)Sr .
Proof. Since J λp is isomorphic to a direct sum of (ψp : ζ λ)R copies of Nλ we
have dimJ λp = (ψp : ζ λ)R dimNλ = (ψp : ζ λ)R
(
n
r
)
f λ. Since Iλp−r is isomorphic
to a direct sum of (ϕp−r,r : χλ)Sr copies of Mλ, we have
dim
(
Iλp−r
)D = (n
r
)
dim Iλp−r =
(
n
r
)(
ϕp−r,r : χλ
)
Sr
f λ.
The assertion follows since J λp = (Iλp−r )D. ✷
The next corollary gives a generating function for the multiplicities (ψp : ζ λ)R .
Corollary 4.9. Suppose λ ∈ Pr . Let Gλ(t)=∑p0(ψp : ζ λ)Rtp . Then
Gλ(t)= tn(λ)+r
∏
x∈λ
(
1− th(x))−1,
where h(x) is the hook length at the node x of the Ferrers diagram and n(λ) =∑
i0(i − 1)λi .
Proof. By Corollary 4.8 we have Gλ(t)= trF λ(t) where
Fλ(t)=
∑
p0
(
ϕp,r : χλ
)
Sr
tp.
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The series Fλ(t) are known2 and may be computed as follows. If γ ∈ Sr then∑
p0
ϕp,r(γ )t
p = det(1− γ t)−1,
where, on the right side, 1 is an identity matrix of size r and we view γ as a
permutation matrix of size r . If γ has cycle type α = (α1, α2, . . .) ∈Pr then
det(1− γ t)−1 = (1− tα1)−1(1− tα2)−1 · · · = pα(1, t, t2, . . .).
Thus by (3.9), (3.10) and [7, p. 45, Example 2]
Fλ(t) =
∑
α∈Pr
z−1α χλαpα
(
1, t, t2, . . .
)= sλ(1, t, t2, . . .)
= tn(λ)
∏
x∈λ
(
1− th(x))−1. ✷
The next corollary is a statement about Schur functions which does not involve
the monoid R.
Corollary 4.10. If λ ∈ Pr then
sλ
(
1, t, t2, . . .
)=∑ t |µ|sµ(1, t, t2, . . .)
where the sum is over all partitions µ such that λ⊇ µ and λ− µ is a horizontal
strip.
Proof. As in Example 3.22 the restriction of ψp to Sr is ϕp,r .3 It follows
from Lemma 3.17(ii) and the definition of Gλ(t) and Fµ(t) that Gλ(t) =∑
µ∈Q B
−1
λµF
µ(t). Thus Fλ(t) =∑µ∈Q BλµGµ(t). The assertion follows now
from Proposition 3.11 since, as in the proof of Corollary 4.9,
Fλ(t)= sλ
(
1, t, t2, . . .
)
and µ(t)= t |µ|Fµ(t). ✷
5. The representation of R on tensors
Let V be a vector space of finite dimension over F . Let G = GL(V ) be the
general linear group. Then V⊗n is a G-module with the action
g(v1 ⊗ · · · ⊗ vn)= gv1 ⊗ · · · ⊗ gvn (5.1)
2 See, for example, (2.2.1) in [G. Lusztig, Irreducible representations of finite classical groups,
Invent. Math. 43 (1977)], where the formula for Fλ(t) is deduced from work of R. Steinberg on
characters of GLn(Fq).
3 In Example 3.22 the ψp and ϕp,r are characters of representations on the exterior algebra rather
than the polynomial algebra, but the reasoning for this statement is the same in both cases.
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for v1, . . . , vn ∈ V and g ∈G. The space V⊗n also has the structure of Sn-module
in which Sn acts, on the left, by place permutations:
w(v1 ⊗ · · · ⊗ vn)= v1w ⊗ · · · ⊗ vnw (5.2)
for v1, . . . , vn ∈ V and w ∈ Sn. In his thesis [12] Schur constructed the represen-
tations of GL(V ) which are rational and homogeneous of degree n and found
their characters in terms of the characters of Sn. Schur [13, Hilfsätze V, VI] and
Weyl [19, Satz 10] reworked the theory in terms of the actions (5.1) and (5.2) on
tensors. It is clear from the definitions that these actions centralize each another.
Thus (5.2) defines an algebra homomorphism ρ :FSn → HomG(V ⊗n,V⊗n). For
λ ∈ Pn, let V λ be the simple G-module which corresponds to λ. Schur and Weyl
showed that V⊗n ⊕λ∈Pn f λV λ, an isomorphism of G-modules. It follows that
dim HomG
(
V ⊗n,V ⊗n
)= ∑
λ∈Pn
(
f λ
)2 = n!,
so ρ :FSn → HomG(V ⊗n,V ⊗n) is an isomorphism of algebras. This isomor-
phism is often called Schur–Weyl duality.
In Lemma 5.4 we will construct an analogous isomorphism for FR. To do this
we need the analogue of a place permutation for an element σ ∈ R. We cannot
define σ(v1 ⊗ · · · ⊗ vn) = v1σ ⊗ · · · ⊗ vnσ as in (5.2) because σ need not have
domain n. We try to approximate the formula (5.2) as best we can by using the
field F as a wastebasket for the undefined iσ . To this end, let U = F ⊕ V . View
both F and V as subspaces of U . Then U is a G-module via g(c + v) = c+ gv
for g ∈ G, c ∈ F , and v ∈ V . We give U⊗n a G-module structure analogous to
that in (5.1), namely,
g(u1 ⊗ · · · ⊗ un)= gu1 ⊗ · · · ⊗ gun (5.3)
for u1, . . . , un ∈U and g ∈G.
Lemma 5.4. Let V be a vector space over F . Let U = F ⊕ V . Let u → u0 be
the projection of U on F with kernel V . Let u → u1 be the identity map of U .
For K ⊆ n and i ∈ n define δ(i,K)= 1 if i ∈ K , and δ(i,K)= 0 if i /∈K . Thus
if u ∈ U then uδ(i,K) is defined and is in U . If σ ∈ R write σ = εKw for some
K ⊆ n and w ∈ Sn, as in (2.11). Define
σ(u1 ⊗ · · · ⊗ un)= uδ(1,K)1w ⊗ · · · ⊗ uδ(n,K)nw . (5.5)
Then (5.5) depends only on σ and not on the particular representation σ = εKw,
and gives U⊗n an R-module structure for which the action of R centralizes the
action of G.
Example 5.6. We precede the proof of Lemma 5.4 with an example to illustrate
(5.5). Suppose that n = 3 and that σ has domain I (σ ) = {1,2} with 1σ = 2
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and 2σ = 3. The corresponding rook matrix [σ ] is E12 + E23. Heuristically we
want σ(u1 ⊗ u2 ⊗ u3) = u2 ⊗ u3⊗ ? where ? lies in the wastebasket F . Write
σ = ε{1,2}w where w ∈ S3 is the permutation 1 → 2 → 3 → 1. Then (5.5) says
σ(u1 ⊗ u2 ⊗ u3) = u2 ⊗ u3 ⊗ u01. Note that if σ = w ∈ Sn then K = n, so
δ(i,K) = 1 for all i ∈ n and w(u1 ⊗ · · · ⊗ un) = u1w ⊗ · · · ⊗ unw . Thus the
action of Sn on U⊗n is the usual action of Sn on tensors by place permutations.
Proof. We show first that the right-hand side of (5.5) does not depend on the
chosen K and w. The set K is uniquely determined by σ as K = I (σ ). Thus we
must show that if w,x ∈ Sn and εKw = εKx then
u
δ(1,K)
1w ⊗ · · · ⊗ uδ(n,K)nw = uδ(1,K)1x ⊗ · · · ⊗ uδ(n,K)nx .
If i ∈ K then iw = ix so uδ(i,K)iw = uiw = uix = uδ(i,K)ix . Write n − K ={j1, . . . , jr}. We must show that
u0j1w ⊗ · · · ⊗ u0jrw = u0j1x ⊗ · · · ⊗ u0jr x.
Suppose for simplicity of notation that {j1, . . . , jr } = r. We must show that
u01w ⊗ · · · ⊗ u0rw = u01x ⊗ · · · ⊗ u0rx. (5.7)
Since Kw = Kx we have {1w, . . . , rw} = {1x, . . . , rx}. Choose an F -basis B
for V . We may assume by linearity that the uj lie in {1} ∪ B where 1 ∈ F is the
unit element. If 1  i  r define 1  i ′  r by iw = i ′x . If uiw ∈ B for some
1 i  r then u0iw = 0 and u0i′x = 0, so both sides of (5.7) are zero. If uiw = 1 for
all 1 i  r then both sides of (5.7) are equal to 1⊗ · · ·⊗ 1. Thus the right-hand
side of (5.5) does not depend on the choice of w.
To show that (5.5) is an R-module action we must check that σ(τ t) = (στ)t
for σ, τ ∈ R and t = u1 ⊗ · · · ⊗ un with uj ∈ U . Write σ = εKw and τ = εLx
where K,L⊆ n and w,x ∈ Sn. Then
σ(τ t) = σ (uδ(1,L)1x ⊗ · · · ⊗ uδ(n,L)nx )
= (uδ(1w,L)1wx )δ(1,K)⊗ · · · ⊗ (uδ(nw,L)nwx )δ(n,K). (5.8)
View 0, 1 in the definition of u0 and u1 as elements of Z/2Z. Then (ua)b = uab
for a, b ∈ Z/2Z and u ∈ U . Also, δ(iw,L) = δ(i,Lw−1) and δ(i, J )δ(i,K) =
δ(i, J ∩K) for all subsets J,K of n. Thus (5.8) may be written as
σ(τ t)= uδ(1,Lw−1∩K)1wx ⊗ · · · ⊗ uδ(n,Lw
−1∩K)
nwx . (5.9)
Since wεL = εLw−1w, we have (εKw)(εLx)= εKεLw−1wx = εLw−1∩Kwx . Thus
the right-hand side of (5.9) is (στ)t . To show that σgt = gσ t for g ∈ GL(V )
we may assume, since σ = εKw, that σ = εK . The assertion follows since
g(ua)= (gu)a for u ∈U and a ∈ {0,1} and thus g(uδ(i,K))= (gu)δ(i,K). ✷
The following theorem is an analogue, for R and GL(V ), of Schur–Weyl
duality for Sn and GL(V ).
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Theorem 5.10. Let V be a vector space of finite dimension over a field F of
characteristic zero. Let U = F ⊕V . Let G=GL(V ) act on U and hence on U⊗n
by fixing F . Let ρ :R→ GL(U⊗n) be the representation of R defined in (5.5). If
dimV  n then ρ :FR→ HomG(U⊗n,U⊗n) is an isomorphism of algebras.
Proof. Let A= FR. It suffices to show that dim HomG(U⊗n,U⊗n)= dimA and
that ρ is one-to-one. Suppose 0  r  n. Let Sr be the symmetric group on r.
Then V ⊗r is a G-module and an Sr -module where the action is given by (5.1)
and (5.2) with n replaced by r . If r = 0 we agree that V⊗0 = F with trivial G
action and trivial S0 action. If r "= r ′ then [20, Theorem 4.4.F]
HomG
(
V⊗r , V ⊗r ′
)= 0. (5.11)
Expand V⊗n = (F ⊕ V )⊗n using distributivity of the tensor product. To be
precise, let U0 = F and let U1 = V . For i = 0,1 let pi be the projection of U
on Ui which annihilates Uj for j "= i . If K ⊆ n define πK :U⊗n →U⊗n by
πK = pδ(1,K)⊗ · · · ⊗ pδ(n,K). (5.12)
Let TK = πKU⊗n. For example, if n= 3 and K = {1,3} then πK = p1⊗p0 ⊗p1
and TK = V ⊗ F ⊗ V . The πK are pairwise orthogonal idempotents with sum
equal to the identity map of U⊗n. Thus U⊗n =⊕K⊆n TK . If |K| = r then TK is a
G-submodule of U⊗n which is isomorphic to V ⊗r . Thus there is an isomorphism
U⊗n 
n⊕
r=0
(
n
r
)
V⊗r (5.13)
of G-modules where
(
n
r
)
V ⊗r means a direct sum of
(
n
r
)
copies of V ⊗r . It follows
from (5.11), (5.13) and Schur–Weyl duality that
HomG
(
U⊗n,U⊗n
)  HomG( n⊕
r=0
(
n
r
)
V⊗r ,
n⊕
r=0
(
n
r
)
V ⊗r
)

n⊕
r=0
M(nr)
(
HomG
(
V ⊗r , V⊗r
)) n⊕
r=0
M(nr)(FSr).
Thus, by (1.2),
dim HomG
(
U⊗n,U⊗n
)= n∑
r=0
(
n
r
)2
r! = dimA.
To prove that ρ is one-to-one we first construct an F -basis for A in terms of the
idempotents ηK defined in (2.4). For K ⊆ n let SK = {w ∈ Sn | iw = i for all
i ∈K} be the fixer of K . Suppose w ∈ SK . If J ⊆K then w ∈ SJ so εJw = εJ . It
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follows from (2.4) that ηKw = ηK . Write Sn = SKXK where XK is a set of coset
representatives. By (2.4) and (2.5) we have
FE =
⊕
K⊆n
FεK =
⊕
K⊆n
FηK.
Thus
A= FR = FESn =
⊕
K⊆n
FηKSn =
⊕
K⊆n
FηKSKXK =
⊕
K⊆n
FηKXK.
Thus
Q= {ηKw |K ⊆ n and w ∈XK }
spans A as an F vector space. If |K| = r then |SK | = (n− r)!, so
|Q|
n∑
r=0
(
n
r
)
n!
(n− r)! =
n∑
r=0
(
n
r
)2
r! = dimA.
Thus Q is an F -basis for A. Suppose that a ∈A and ρ(a)= 0. Write
a =
∑
K⊆n
∑
w∈XK
cK,wηKw
for uniquely determined cK,w ∈ F . To complete the proof we show that cK,w = 0
for all K ⊆ n and w ∈XK . Fix K ⊆ n. Then
0= ρ(ηK)ρ(a)=
∑
J⊆n
∑
w∈XJ
cJ,wρ(ηKηJ )ρ(w).
It follows from Lemma 2.6 that∑
w∈XK
cK,wρ(ηK)ρ(w)= 0. (5.14)
Next we compute ρ(ηK). If u1, . . . , un ∈ U then εK(u1 ⊗ · · · ⊗ un)= uδ(1,K)1 ⊗
· · · ⊗ uδ(n,K)n . If u ∈ U then uδ(i,K) = p0u + p1u if i ∈ K and uδ(i,K) = p0u if
i /∈K . Thus
εK(u1 ⊗ · · · ⊗ un) =
∑
J⊆K
pδ(1,J )u1 ⊗ · · · ⊗ pδ(n,J )un
=
∑
J⊆K
πJ (u1 ⊗ · · · ⊗ un)
by (5.5). For example, if n= 3 and K = {1,3} then
εK(u1 ⊗ u2 ⊗ u3)= (p0u1 + p1u1)⊗ p0u2 ⊗ (p0u3 + p1u3)
and expansion of the right-hand side gives a sum indexed by subsets of {1,3}.
Thus ρ(εK)=∑J⊆K πJ . It follows from (2.5) by induction on |K| that
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ρ(ηK)= πK. (5.15)
Thus, by (5.14) and (5.12),∑
w∈XK
cK,w(pδ(1,K)u1w ⊗ · · · ⊗ pδ(n,K)unw)= 0 (5.16)
for all u1, . . . , un ∈U . Let m= dimV . Let {b1, . . . , bm} be a basis for V . Choose
a subset L of n with |L| = |K| and hold it fixed until further notice. Let Y be the
set of all w ∈XK such that Kw= L. Since, by hypothesis, |L| n dimV =m
we may define u1, . . . , un ∈U by uj = bj for j ∈L, and uj = 1 for j ∈ n−L. Let
tK,w = pδ(1,K)u1w ⊗ · · · ⊗ pδ(n,K)unw . Suppose w ∈ XK − Y . Then iw ∈ L for
some i ∈ n−K . For this i we have pδ(i,K)uiw = p0biw = 0. Thus if w ∈XK −Y
then tK,w = 0. Thus (5.16) implies∑w∈Y cK,wtK,w = 0. Suppose w ∈ Y . If i ∈K
then iw ∈ L, so pδ(i,K)uiw = p1uiw = biw . If i ∈ n − K then iw ∈ n − L, so
pδ(i,K)uiw = p01 = 1. If w,w′ ∈ Y and biw = biw′ for all i ∈ K then iw = iw′
for all i ∈ K so w′w−1 ∈ XK and thus w = w′. Since {1, b1, . . . , bm} is a basis
for U , the tensors tK,w with w ∈ Y are thus distinct elements of a basis for U⊗n.
It follows that cK,w = 0 for all w ∈ Y . Now let L range over all subsets of n for
which |L| = |K| to conclude that cK,w = 0 for all w ∈XK . ✷
Remark 5.17. Let G = GL(V ) where dimV  n. If λ ∈ Q, let V λ be an
irreducible rational G-module which corresponds to λ. By Schur–Weyl duality,
V⊗r ⊕λ∈Pr f λV λ, an isomorphism of G-modules. Thus, by (5.13), U⊗n ⊕n
r=0
⊕
λ∈Pr
(
n
r
)
f λV λ. Since
(
n
r
)
f λ = ζ λ(1), there is a G-module isomorphism
U⊗n 
⊕
λ∈Q
ζ λ(1)V λ.
Corollary 5.18. If dimV  n and U = F ⊕ V then HomFR(U⊗n,U⊗n) is the
subalgebra of Hom(U⊗n,U⊗n) generated by all endomorphisms u1⊗· · ·⊗un →
gu1 ⊗ · · · ⊗ gun with u1, . . . , un ∈ U and g ∈ GL(V ).
Proof. Since FR is semisimple this follows from Theorem 5.10 and double
centralizer theory. ✷
6. A presentation for R
For 1 i  n− 1 let si ∈ Sn be the transposition of i and i + 1. E.H. Moore
[8] found the now familiar presentation
(i) s2i = 1,
(ii) sisj = sj si , if |i − j | 2,
(iii) sisi+1si = si+1sisi+1, (6.1)
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for Sn. There are several known presentations for R, found by L.M. Popova [11],
D. Easdown [1], and S. Lipscomb [6, Chapter 9]. These presentations adjoin an
idempotent ε of rank n− 1 to the generating set {s1, . . . , sn−1} for Sn and use the
relations (6.1) together with further relations which involve ε. In this section we
give a presentation for R in terms of {s1, . . . , sn−1} and the nilpotent element ν
defined by I (ν) = {1,2, . . . , n− 1} and iν = i + 1 for 1  i  n− 1. The rook
matrix [ν] ∈R corresponding to ν is the Jordan block E12 + · · · +En−1,n.
The incentive to look for a presentation of R which involves the element
ν rather than an idempotent ε lies in [15], which concerns an algebra—call it
I(q) here—with a basis {Tσ | σ ∈ R}. The algebra I(q) is a q-analogue of the
monoid algebra I(1)  FR. It contains the Iwahori Hecke algebra with basis
{Tw |w ∈ Sn} just as R contains Sn. In [16] we will define a representation of I(q)
on tensors which is a q-analogue of the representation of R on tensors defined in
Lemma 5.4. To define the representation of I(q) we use a presentation for I(q)
in terms of Iwahori generators Ts1, . . . , Tsn−1 and Tν , which is q-analogous to the
presentation for R in Theorem 6.2. It seems that there is no simple presentation
for I(q) in terms of Ts1, . . . , Tsn−1 and an element Tε which corresponds to an
idempotent ε of rank n− 1.
Theorem 6.2. The monoid R has a presentation with generators s1, . . . , sn−1, ν
and defining relations
(i) s2i = 1,
(ii) sisj = sj si, if |i − j | 2,
(iii) sisi+1si = si+1sisi+1,
(iv) νi+1si = νi+1,
(v) siνn−i+1 = νn−i+1,
(vi) siν = νsi+1,
(vii) νs1s2 · · · sn−1ν = ν, (6.3)
where 1 i  n− 1 and 1 i  n− 2 in (iii) and (vii).
Proof. To start, let s1, . . . , sn−1, ν be as in the first paragraph of this section. We
show that s1, . . . , sn−1, ν satisfy (iv)–(vii) and generateR. For this it is convenient
to use the isomorphism R R defined by σ → [σ ]. Left multiplication of [σ ] by
[si ] permutes rows i and i + 1. Right multiplication by [si] permutes columns i
and i + 1. Thus (iv) holds in R since the first i + 1 columns of νi+1 are zero and
(v) holds since the last i+ 1 rows of νi+1 are zero. Relation (vii) holds inR since
[ν][s1][s2] · · · [sn−1] = E11 + · · · + En−1,n−1 is idempotent. To check (vi) in R
examine the matrices on both sides of the formula. Thus s1, . . . , sn−1, ν satisfy
the relations (6.3).
Let M be the submonoid of R generated by {s1, . . . , sn−1, ν}. For K ⊆ n let
εK be as in (2.3) and let E = {εK |K ⊆ n}. Thus [εK ] is the diagonal idempotent
matrix with nonzero entries in the rows indexed by K . Let J = {1, . . . , n − 1}.
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Since [εJ ] = [ν][s1] · · · [sn−1]we have εJ ∈M . Conjugation by a suitable element
of Sn shows that M contains all εK with |K| = n − 1 and hence, by (2.3),
M contains all εK with K ⊆ n. It follows from (2.11) that M = R. Thus
s1, . . . , sn−1, ν generate R.
LetR′ be the monoid generated by elements s′1, . . . , s′n−1, ν′ subject to defining
relations (6.3), with si replaced by s′i and ν replaced by ν′; see [4, p. 10] for the
definition of a monoid presentation by generators and relations. We must show
that R′  R. Since R satisfies (6.3), there is a surjective monoid homomorphism
ϑ :R′ → R such that ϑ(s′i ) = si and ϑ(ν′) = ν. Let S′n = 〈s′1, . . . , s′n〉 ⊆ R′. By
(6.1) and (6.3), (i)–(iii), there is a group homomorphism ψ :Sn → S′n such that
ψ(si) = s′i . Since ψϑ is the identity map of S′n the restriction of ϑ to S′n is an
isomorphism S′n  Sn. Thus S′n acts on n and s′i acts as the transposition (i, i+1).
To show that ϑ :R′ → R is an isomorphism of monoids it suffices to show that
|R′| |R| where |R| is given by (1.2).
To avoid cluttered notation using “primed” letters, we replace the letters ν′, s′i
by ν, si and write R,Sn in place of R′, S′n. There is no danger in this provided
we are careful with what we know about the current R,Sn. We know that R is
a monoid generated by elements s1, . . . , sn−1, ν which satisfy the relations (6.3),
that Sn = 〈s1, . . . , sn−1〉 acts on n and that si acts as the transposition (i, i + 1). It
suffices to show using these properties of R,Sn that
|R|
n∑
r=0
(
n
r
)2
r!. (6.4)
For 0  j  n − 1 let wj = s1s2 · · · sj where we agree that w0 = 1. Argue by
descending induction on j that νn = νwjνn for 0  j  n − 1. For j = n − 1,
(6.3)(vii) gives
νn = ννn−1 = νwn−1ννn−1 = νwn−1νn.
Suppose that νn = νwjνn for some 1 j  n− 1. Since wj =wj−1sj , (6.3)(v)
implies
ν = νwj−1sj νn−j+1νj−1 = νwj−1νn−j+1νj−1 = νwj−1νn.
This completes the induction. For j = 0 we get νn+1 = νn. Agree to write
ν0 = 1 ∈R. We show next for r  0 and 0 j  n− 1 that
νwjν
r =
{
νr if r + j  n,
νr+1sr+1 · · · sr+j if r + j  n− 1. (6.5)
This is clear for r = 0, so assume that r  1. Suppose that r + j  n. If
j + 1  i  n − 1 then r  n − i + 1, so siνr = νr by (6.3)(v). Thus, since
wj =wn−1sn−1 · · · sj+1, we have
νwjν
r = νwn−1sn−1 · · · sj+1νr = νwn−1νr = νwn−1ννr−1 = ννr−1 = νr
L. Solomon / Journal of Algebra 256 (2002) 309–342 341
by (6.3)(vii). Suppose that r + j  n − 1. If 1  i  j then r + i  n − 1,
so siν
r = νrsr+i by r applications of (6.3)(vi). Thus νwj νr = νs1 · · · sj νr =
ννrsr+1 · · · sr+j . This proves (6.5).
Recall that si acts on n as the transposition (i, i + 1). Since 〈s2, . . . , sn−1〉
is the stabilizer of 1 ∈ n and 1wj = j + 1 for 0  j  n − 1, we have Sn =⋃n−1
j=0〈s2, . . . , sn−1〉wj . It follows from (6.3)(vi) that ν〈s2, . . . , sn−1〉 ⊆ Snν. Thus
νSn ⊆⋃n−1j=0 Snνwj . It follows from (6.5) that
νwjν
r ⊆ νrSn ∪ νr+1Sn for 0 j  n− 1 and r  0,
and thus
νSnν
r ⊆
n−1⋃
j=0
Snνwjν
r ⊆ SnνrSn ∪ Snνr+1Sn for r  0.
Thus the set
⋃
r0 Snν
rSn is stable under left multiplication by ν. Since the same
set is clearly stable under left multiplication by Sn and contains ν0 = 1, we have⋃
r0 Snν
rSn = R. Since νn+1 = νn and hence νr = νn for r  n, we conclude
that
R =
n⋃
r=0
Snν
rSn. (6.6)
To get an upper bound on |SnνrSn|, suppose first that 1 r  n− 1. Let
Sr,n−r = 〈s1, . . . , sr−1, sr+1, . . . , sn−1〉  Sr × Sn−r .
Write Sn = Sr,n−rXr where Xr is a set of coset representatives. If 1  i  r − 1
then νrsi = νr by (6.3)(iv). If r + 1  i  n − 1 then νrsi = si−r νr by r
applications of (6.3)(vi). Thus νrSn = νrSr,n−rXr ⊆ SnνrXr , so∣∣SnνrSn∣∣ ∣∣SnνrXr ∣∣ ∣∣Snνr ∣∣|Xr | = (n
r
)∣∣Snνr ∣∣.
If 0  r  n and n − r + 1  i  n − 1 then siνr = νr by (6.3)(v). Since
〈sn−r+1, . . . , sn−1〉  Sr , it follows that |Snνr | |Sn : Sr |. Thus
∣∣SnνrSn∣∣ (n
r
)
n!
r! =
(
n
r
)2
(n− r)! (6.7)
for 1 r  n− 1. In fact (6.7) holds for r = 0 and r = n as well. This is clear for
r = 0. It follows from (6.3), (iv) and (v), that siνn = νn = νnsi for 1 i  n− 1,
so Snν
nSn = {νn}. Thus (6.7) holds for r = n. The desired inequality (6.4) follows
from (6.6), (6.7), and the symmetry (n
r
)= ( n
n−r
)
. ✷
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