Abstract. In this study, a new nonlinear neural network ensemble model is proposed for financial time series forecasting. In this model, many different neural network models are first generated. Then the principal component analysis technique is used to select the appropriate ensemble members. Finally, the support vector machine regression method is used for neural network ensemble. For further illustration, two real financial time series are used for testing.
Introduction
Financial market is a complex evolved dynamic market with high volatility and noise. Due to its irregularity, financial time series forecasting is regarded as a rather challenging task. For traditional statistical methods, it is extremely difficult to capture the irregularity. In the past decades, many emerging techniques, such as neural networks, were widely used in the financial time series forecasting and obtained good results.
However, neural networks are a kind of unstable learning methods, i.e., small changes in the training set and/or parameter selection can produce large changes in the predicted output. This diversity of neural networks is a naturally by-product of the randomness of the inherent data and training process, and also of the intrinsic nonidentifiability of the model. For example, the results of many experiments have shown that the generalization of single neural network is not unique. That is, the neural network's results are not stable. Even for some simple problems, different structures of neural networks (e.g., different number of hidden layers, different hidden nodes and different initial conditions) result in different patterns of network generalization. In addition, even the most powerful neural network model still cannot cope well when dealing with complex data sets containing some random errors or insufficient training data. Thus, the performance for these data sets may not be as good as expected [1] [2] .
Recently, some experiments have been proved that neural network ensemble forecasting model is an effective approach to the development of a high performance forecasting system relative to single neural networks [3] . Meantime, some linear ensemble methods are also presented [4] [5] [6] . Different from the previous work, this study proposes a novel nonlinear ensemble forecasting method in terms of support vector machine regression principle.
The rest of this study is organized as follows. Section 2 describes the building process of the nonlinear neural network ensemble forecasting model in detail. For further illustration, two real financial time series are used for testing in Section 3. Finally, some concluding remarks are drawn in Section 4.
The Building Process of the Nonlinear Ensemble Model
In this section, a triple-phase nonlinear neural network ensemble model is proposed for financial time series forecasting. First of all, many individual neural predictors are generated. Then an appropriate number of neural predictors are selected from the considerable number of candidate predictors. Finally, selected neural predictors are combined into an aggregated neural predictor in a nonlinear way.
A. Generating individual neural network predictors
With the work about bias-variance trade-off of Breiman [7] , an ensemble model consisting of diverse models with much disagreement is more likely to have a good generalization. Therefore, how to generate diverse models is a crucial factor. For neural network model, there are four methods for generating diverse models.
(1) Initializing different starting weights for each neural network models. 
B. Selecting appropriate ensemble members
After training, each individual neural predictor has generated its own result. However, if there are a great number of individual members, we need to select a subset of representatives in order to improve ensemble efficiency. In this study, the principal component analysis (PCA) technique [8] is adopted to select appropriate ensemble members. Interested readers can be referred to [8] for more details.
C. Combining the selected members
Depended upon the work done in previous phases, a collection of appropriate ensemble members can be collected. The subsequent task is to combine these selected members into an aggregated predictor in an appropriate ensemble strategy. Generally, there are two ensemble strategies: linear ensemble and nonlinear ensemble.
Typically, linear ensemble strategy includes two approaches: the simple averaging [4] approach and the weighted averaging [5] approach. There are two types of weighted averaging: the mean squared error (MSE) based regression approach [6] and variance-based weighted approach [6] . The nonlinear ensemble strategy is a promising approach for determining the optimal neural ensemble predictor's weight. The literature only mentions one nonlinear approach: neural network-based nonlinear ensemble method [8] . Different from the previous work, we propose a new nonlinear ensemble method with support vector machine regression (SVMR) [9] principle.
Generally speaking, an SVMR-based nonlinear ensemble forecasting model can be viewed as a nonlinear information processing system that can be represented as:
is the output of individual neural network predictors, ŷ is the aggregated output, f(·) is nonlinear function determined by SVMR. In this sense, SVMR-based ensemble is a nonlinear ensemble method.
Empirical Analysis
The data set used for our experiment consists of two time series data: the S&P 500 index series, and the GBP/USD series. The data used in this study are obtained from (1) in all the ensemble methods the SVMRbased ensemble model performs the best, followed by the neural network based ensemble method and other three linear ensemble method from a general view and (2) the nonlinear ensemble methods including neural network-based and SVMR-based method outperform all the linear ensemble methods, indicating that the nonlinear ensemble methods are more suitable for financial time series forecasting than the linear ensemble approaches due to high volatility of the financial time series. Interestedly, in the testing case of S&P 500, the simple averaging ensemble method can beat other two linear ensemble approaches. The phenomenon also reflects a basic principle, i.e., the simplest may be the best.
Conclusions
In this study, we propose a novel triple-phase nonlinear ensemble predictor for financial time series forecasting. The experimental results reported in this paper demonstrate the effectiveness of the proposed nonlinear ensemble approach, implying that the proposed nonlinear ensemble model can be used as a feasible approach to financial time series forecasting.
