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Abstract. This research-in-progress paper proposes the need for a move
towards more meaningful variability of visual notations. Evidence ac-
cumulated via an online survey on the requirements practitioners have
for visual notations, indicate the need for variability of a modeling lan-
guages visual notation. Widely used modeling languages in practice such
as UML and BPMN do not support redesign of the visual notation of
core constructs without modifying or extending the underlying abstract
syntax and semantics (e.g., UML stereotypes, BPMN extensions). The
expressed need to vary commonly used visual notations depending on
particular users or contexts, while not changing the underlying modeling
language itself, poses a set of research challenges discussed here.
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1 Introduction
Visual notation, or concrete syntax, is the main way people interface with mod-
els. Whether models convey their meaning effectively and accurately depends on
their visual design [14], as well as the cognitive makeup of the person looking at
them [24]. Consequently, a model used among developers or technical experts
would have different requirements towards its visual representation being effec-
tive than a model used to communicate with other stakeholders such as users,
business experts and domain experts.
This paper will show that many practitioners who employ conceptual mod-
eling techniques require the ability to vary the visual representation (i.e., the
concrete syntax) of their models depending on the audience they target. This
does not mean they are interested in modifying the language itself, whether by
extending the meta-model or creating specialized extensions. In particular, when
developers communicate with customers or business stakeholders they prefer us-
ing less technical or complicated displays for the same model, such as using rich
pictures or clear iconography.
This implies the need for a certain variability in the way models are repre-
sented: changing the way the visual notation appears. However, at the same time
practitioners use general-purpose languages which remain visually abstract, and
offer little to no support for on-the-fly variation of their visual notation. Short
of creating specialized notations, e.g., by stereotyping in UML or extension cre-
ation in BPMN, there is no easy way to vary only the visual representation of
the notation.
This paper is focused on understanding how we can give practitioners what
they want. In particular, how the visual notation of a single modeling language
can accommodate a diverse audience of model users, including non-experts with
no experience with modeling. Based on an ongoing empirical study into the re-
quirements practitioners have for visual notations, we describe the need for a
move towards a meaningful variability of visual notation use. We discuss the
challenges stemming from the requirement to change parameters of a visual no-
tation on-the-fly to suit different audiences, in particular when these changes to
accommodate non-experts are non-trivial and require rethinking existing models.
2 Defining Variability of Concrete Syntax
Variability in the context of modeling languages has received attention in lit-
erature, such as the need for systematic ways to create dialects of enterprise
modeling languages [3]. However, such work remains primarily on the level
of meta-models describing which entities exist, namely the abstract syntax. To
define or describe a modeling language fully this is not sufficient, as both se-
mantics (what things mean) and the concrete syntax, or visual notation (how
things look), are important [8]. Meta-modeling approaches grounded in the
OMG Meta-Object-Facility (MOF) [20] have been proposed to extend the de-
gree to which visual notations are systematically captured and linked to their
meta-models [6,17]. Related, approaches to detect inconsistencies between such
definitions of visual notations and meta-models have been proposed [1]. Some of
this work has explicitly noted the option of having multiple visual notations for
a single meta-model [8], concluding that multiple visual notations can be used
as long as the underlying meta-model is well defined and serves as a common
(abstract) representation of the actual information represented in the model.
However, these studies predate insights from more recent theory on visual
notation design [14], which shows diagram-level aspects of design known to be
important for ensuring that non-experts can parse models effectively. In particu-
lar, it is now understood that meaningful variations in concrete syntax to bridge
the expert/non-expert gap amount to more than mere differences in symbols or
color schemes used. Some examples of such variation are [14]:
– Targeted iconographic design to suggest meaning: non-experts are aided
by the use of rich pictures that suggest their underlying concepts meaning
clearly
– Use of visual complexity management mechanisms: non-experts may find
it hard to parse models that do not incorporate any mechanisms to ab-
stract and hide information, having to mentally ‘chunk’ elements into sub-
diagrams.
– Variation in the number of visual variables used to discriminate between
visual elements: non-experts may benefit from graphical symbols being dis-
tinguished on more than just shape or color.
– Variation in size of the visual vocabulary: non-experts are challenged by
notations with a high number of distinct graphical symbols.
These aspects of visual notation design are not addressed by the earlier work
mentioned, and pose additional challenges for the ease with which a visual no-
tation may be selected and used on-the-fly, as will be further discussed in Sec-
tion 5.3.
3 Empirical Study
The original objective of the empirical study was to elicit data on the require-
ments that practitioners hold for visual notations, and analyze how these com-
pare to the Physics of Notations (PoN) [14], a widely used design theory for
cognitively effective visual notations. We then aimed to determine whether some
requirements are considered more important than others, depending on profes-
sional context.
While the assessment of the relative importance of the PoN requirements was
done in a quantitative fashion, We took a qualitative approach [18] to explore
practitioners views on what is important in visual notations. Specifically, we
used exploratory coding [22] to analyze the views elicited from practitioners.
3.1 Research questions
Our general research question is: what requirements do practitioners have for
visual notations? For a satisfactory answer to this question, we need not only to
understand what requirements practitioners might find important, but also to
what degree these requirements are found important, which ones are perceived
to be the least addressed, and so on. To this end, we concretely investigate:
1. What requirements do practitioners have for visual notations?
2. To what extent does the existing theory for visual notation design adequately
cover practitioners’ requirements?
3. Which requirements, if any, are considered more high priority than others?
Can we correlate this to a domain or focus of modeling?
4. To what extent do existing modeling languages satisfy these requirements?
How can this be improved?
3.2 Research Design
Participants. We used LinkedIn to approach practitioners employing concep-
tual modeling techniques. In particular, we solicited participation in the study
via relevant professional groups. We searched first for groups based on keywords
including “conceptual modeling”, “requirements”, “business analyst”, “software
architect/engineer”, “enterprise architect/engineer”. After joining a group, we
posted a message asking group members for their input on requirements for
visual notations.
Materials. To assess requirements for visual notations we used the summary
of the PoN principles [14] given in [15]. For each principle we displayed the
summary with a 5-point Likert scale ranging from “very important” to “not
important at all.” Although these results are not discussed in this paper, we
mention them as they are used to contextualize the qualitative questions on any
additional requirements practitioners may have.
Pilot. Before setting out the survey on LinkedIn, we piloted an initial version
among four professionals with expertise in conceptual modeling techniques. Their
feedback was used to verify the estimated time needed to complete the survey
(attempting to keep it short in order to stimulate participation), and remove
any potential misunderstandings in the phrasing. Two participants in the pilot
indicated that they would have different answers for how important each require-
ment was depending on whether they interacted with experts or non-experts. As
a result of this feedback we adapted the survey to be of two parts, investigating
the importance of requirements for visual notations used first among experts,
and second among non-experts such as business professionals. This version was
piloted again with the same group, after which no more ambiguities were found.
Procedure. We invited people to participate in the survey voluntarily, with no
incentive given. The questionnaire first elicited some general demographic data,
as well as some information about their modeling experience asking:
– What country do you work in?
– How many people are employed in your organization? [Less than 100, Less
than 1000, Less than 10.000, More than 10.000]
– How many years have you used modeling languages in a professional setting?
[Less than 5 years, 5 to 10 years, More than 10 years]
This was followed by specific demographics, asking:
– What do you mostly model? [Processes, Goals/Motivations, Information/Data,
Requirements, Architecture (Software), Architecture (Enterprise), Other: ]
– What is the typical purpose of your models? [. . . ]
– What modeling language(s) do you have significant experience with? [. . . ]
– What domain do you currently work in? [Services, Manufacturing, Telecom,
Financial, Health, Government, Academic, IT/Software, Other: . . . ]
Next, participants were presented the one-line summaries of each PoN principle
and asked to rate them on a 5-Point Likert scale. This was done twice, first asking
participants to consider their requirements for visual notations used among fellow
modelers, followed by the question:
– Are there any requirements you feel are not covered by the ones you just
saw, specific to the use of a visual notation among fellow modeling experts?
And then, considering their requirements for non-modeler experts, followed
by the question:
– Are there any requirements you feel are not covered by the ones you just
saw, specific to the use of a visual notation among other stakeholders with
no expertise in modeling?
3.3 Data analysis
The data described in this paper is based on the first 85 responses received.
One response was discarded on suspicion of non-serious data, with all Likert
Scale data repeating the same value, and any open question containing only
meaningless repeating characters. The data we analyze in this paper results from
the open questions, yielding qualitative data. We used a qualitative approach for
coding this data, using iterative coding in which all three authors coded the data
independently. Coding of the data describing the purpose of modeling involved
two iterations of coding, after which we agreed on a limited set of codes that
arose similarly out of our analyses. For the data on missing requirements we
separately encoded whether one of the PoN principles addressed the presented
requirement and/or whether the requirement was instead related to a different
factor, such as tool support or semantic quality instead of the visual notation.
After discussion these coding sessions led to the results shown in Tables 1 and 2.
3.4 Threats to validity
The primary threats to validity in this study are construct validity and partici-
pant fit. In the survey, requirements are presented as the one-sentence summary
given by the PoN itself. It is possible that they would be interpreted differently
than intended, however, given the ambiguous nature of the PoN itself [11], even
if given full details of the principles as presented in [14] such differences in
understanding could arise. Nonetheless, these high-level descriptions represent
the summarized overall ‘spirit’ of the principle, and are widely used by different
applications of the PoN. We therefore work under the assumption they serve as
an adequate representation of the principles.
Whether participants actually know if, and to what degree, these require-
ments are important for them is another matter. We targeted participants with
experience in conceptual modeling, specifically capturing their years of profes-
sional experience, in order to have a grounded assumption that they had been
exposed to the use of modeling languages long enough to develop an internal
set of high-priority requirements. In an analog to Henry Ford’s quote on the
development of the first cars, “if I asked anyone at the time what they wanted,
they would have said faster horses,” we do acknowledge that the importance of
these requirements might not be understood or underwritten by all participants.
The fit of participants to the study was ensured as much as possible by
limiting the participant recruitment to relevant groups of LinkedIn, our own
professional network, and academic mailing lists, in order to target only those
with experience in conceptual modeling. The profile built by the questions given
above further helped to (de)select only those participants with relevant and
significant experience. Furthermore, we specifically targeted those with primary
industrial experience, and specifically, ensured in the datasets that there were
no participants whose primary experience was solely of an academic nature.
A final threat to validity is the potential self-selection bias, as we only elicit
responses from those practitioners willing to respond. However, in our experience
setting out these surveys on LinkedIn, we encountered several groups where one
or more participants enthusiastically replied to the survey and stimulated others
to join, emphasizing the potential benefit of the insight the study could also
bring for their community.
4 Study Results
4.1 Demographic Data
While the dataset at this point in time cannot yet be considered to be significant
enough to generalize (given n=84), we established some basic demographic data
to ensure that the data represents a heterogeneous sample of participants (see
Fig. 1).
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Fig. 1: General demographics.
For modeling-specific demographics we list the domains in which participants
operated. Practitioners typically only operated in a single domain (see Fig. 2).
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Fig. 2: Domains in which participants operate.
As for what is actually modeled: most participants were involved in modeling
multiple foci, the median being three. Fig. 3 shows how many participants
modeled each focus.
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Fig. 3: Different foci modeled by participants. The x-axis is number of participants,
running up to the n of 84.
4.2 Used visual notations
A large number of modeling languages (36) was reported to be used by the re-
spondents: BPMN, UML, xtUML, SysML, SimuLink, Stateflow, SDL, MARTE,
ERD, ORM, BPEL, FSA, ArchiMate, IDEF0, IDEF1x, CMMN, Viso, RDF/OWL,
GRAPES BPM, i*, IE, DMN, MODAF, GSN, EPC, C4, and more. However,
most of these notations were reported to be used by very few participants. By far
the most used visual notations reported on were UML (49 counts) and BPMN
(32 counts), followed at a big distance by ArchiMate (12 counts) and SysML (8
counts).
Of particular interest is that the two most frequently used visual notations
are general-purpose languages, seemingly wielded and adapted to many domains
and purposes. Interestingly, dataflow diagrams (DFDs) and entity-relationship
diagrams (ERDs) were noted only once and four times, respectively. Compared
to a study from 2006 which found DFDs and ERDs [4] among the most used
notations in practice, this could point towards changing attitudes.
As noted, there are limitations to keep in mind when considering these data,
most notably self-reporting bias and selection bias. However, given the wide
spread of LinkedIn groups targeted and different domains reached, we believe
that even in these preliminary results a tendency of practice can be seen regard-
ing the use of general-purpose languages and the eschewing, from their perspec-
tive, of more esoteric notations.
4.3 Purpose of modeling efforts
Of the 77 responses received for the question regarding the purpose of modeling
effort, we discarded one for being irrelevant (stating solely “UML”). To code
these responses, we first looked to use an existing set of codes for purposes of
conceptual modeling, such as used in two widely-cited papers on the practice
conceptual modeling [4,5]. However, the list of given purposes did not include
communication, commonly seen as the core purpose of conceptual modeling [21],
nor was their origin (e.g., literature, resulting from coding) discussed.
Thus, we decided to have each author code all 76 responses independently.
These responses encompassed 106 distinct purposes described by participants.
Following comparison of the codes that arose in the initial coding process, the
set of codes presented in Table 1 was agreed upon.
Table 1: Coded purpose of modeling efforts
Purpose # Exemplary quote(s)
Communicating 25 “Common point of reference for requirements discus-
sions”
“Make the modelled system clear and understandable to
various stakeholders”
“Bridging communication gaps across diverse groups of
stakeholders”
Designing 23 “Designing new software.”
“Systems design.”
Understanding 20 “Simplification of complex concepts/solutions”
“High level understanding of the system and purpose.”
Supporting development 13 “Guide me when actually writing the software”
“Supporting decisioning, and instructioning designers”
Visually Representing 13 “Visualisation of architectural metadata”
“Visualizing design”
Engineering requirements 12 “Represent knowledge at different levels of abstraction
to look for missing, incorrect, and unnecessary require-
ments.”
4.4 Additional or missing requirements
We processed the data elicited on missing requirements with a coding schema
with the three researchers independently coding the data marking whether, and
if so, which PoN principle addressed the proposed requirements. A total of 49
remarks were coded: six remarks were irrelevant to the posed question; five
remarks were excluded due to their ambiguous nature; and, eleven remarks
were not related to the principles, reflecting requirements related to a tool rather
than the visual notation itself. Of the remaining 27 remarks, only two dealt with
something not clearly or directly addressed by a PoN principle: how to display
visually overlapping relationships. The remaining 25 remarks were found to be
addressed by one or more PoN principles, as summarized in Table 2 below.
Table 2: Requirements covered by each principle.
PoN Principle # Exemplary quote(s)
Cognitive fit 8 “I cannot do the formal models without ‘artist impres-
sions’ or rich pictures tailored to specific stakehold-
ers or stakeholder groups, even fellow modeling insid-
ers/experts.”
“My responses are coloured by my desire to use these
diagrams to collaborate with non - experts, those most
familiar with the problem domain”
“Highlight how important is to have flexibility to com-
municate to several audiences perhaps incorporating a
more complex visual design. The simplicity of the visual
design of UML could be perfect for a software engineer
but very cold for a Business User.”
“Flexibility in presentation.”
Complexity management 6 “Visual representation capabilities like zooming in or
out”
“visual simplication techniques”
“Provide different views of complexity level”
“use of abstraction (eg a high-level overview)”
Semantic transparency 5 “I think [the] biggest detractor to existing [notations]
are that they are conceptually abstract and have steep
learning curves.”
Semiotic clarity 3 “Precision and unambiguous.”
Dual coding 1 “Visual notation needs to have a textual counterpart.”
Perceptual discriminability 1 “The size and usability of the symbols”
All (PoN overall) 2 “The modeling notation should be empirically founded
on cognitive theories of visualisation.”
The responses in Table 2 show a link to the aspects in which non-experts
are perceived by our participants as more cognitively challenged during model
usage, such as the notion of personalizing the notation for different audiences,
and ensuring that the used visual representation be as simple as possible. In
an earlier study the first author performed on model-aided decision making in
Enterprise Architecture [10], numerous responses were found that corroborate
this tendency to require simplicity when dealing with modeling non-experts. For
example, one architect noted that PowerPoint, Excel and Visio were more suit-
able for non-technical audiences, and another architect noted that in dialogues
with management stakeholders, they did not use any modeling languages or
techniques.
5 Toward Meeting Practitioners’ Requirement for Visual
Variability
5.1 The Need
The presented results sketch a clear view on the research question what re-
quirements practitioners have towards visual notations, as well as showing that
existing theory for visual notation design adequately covers practitioners require-
ments. What seems particularly salient in Table 4 is practitioners requirements
to support the purpose of models in communicating with non-experts, and bridg-
ing the cognitive gap between modeling experts and non-experts. This means,
specifically, that a meaningful visual variability is indeed required: varying the
(properties of the) visual notation depending on the audience. However, this
need seems to not yet be accommodated by the main modeling languages that
are used in practice: UML and BPMN.
5.2 Why this need is not accommodated
To concretely answer the research question To what extent does the existing the-
ory for visual notation design adequately cover practitioners requirements?, let
us look at the two most used modeling languages among our participants. UML
allows a designer to adapt the notation to a specific context by using stereotyp-
ing, which enables both the use of specific terminology, and [visual] notation [19,
sec. 12.3.3.4]. The extent to which a new notation can be introduced is limited
though, to primarily new symbols and coloring. Stereotyped entities can have
symbols appended to them as markers, or be displayed as that symbol entirely,
as shown in Fig. 4.
Fig. 4: Example of a stereotyped entity from the UML standard [19].
This allows at least for the use of rich pictures: the use of detailed icono-
graphic representation for domain concepts. However, there is a significant limi-
tation in that these visual modifications only seem to be allowed over stereotyped
elements. This means that new elements in the abstract syntax have to be cre-
ated, and semantics defined, instead of allowing for simple visual variability in
the representation. The existence of numerous tool-specific extensions to allow
for modification and coloring of core elements (e.g., in Visual Studio) seems to
be a clear hint at people implementing this need themselves. Similar to UML,
BPMN extensions primary means of visual modification in practice seems to
be coloring and the addition of markers to existing graphical elements [12].
There are concrete instructions in the standard for BPMN [20] when it comes
to extending its notation. Particularly salient are:
– “A new shape representing a kind of Artifact MAY be added to a Diagram,
but the new Artifact shape SHALL NOT conflict with the shape specified
for any other BPMN element or marker.”
– “An extension SHALL NOT change the specified shape of a defined graph-
ical element or marker (e.g., changing a square into a triangle, or changing
rounded corners into squared corners, etc.).”
The same restriction as in the UML standard is found again: that existing el-
ements may not be meaningfully changed. Shape, color, and line style of existing
core constructs are all protected. This impacts the ability to create a meaning-
ful variability in the visual notation, as properties of the core constructs would
be modified to deal with practitioners needs. An argument may be brought that
allowing to make changes to core constructs representation would impact the mu-
tual intelligibility of created models. However, as practitioners clearly indicate
such variability would be used to communicate from an expert audience (e.g.,
developer, technical analysts) to a non-expert audience (e.g., business stakehold-
ers, management, end-users), there is no need for these two groups to read the
same underlying model in the visual representation optimal for the other group.
Therefore, the challenge of mutual intelligibility does not come into play.
The ability to create meaningful visual variability in UML and BPMN thus
lags behind the ability to create meaningful semantic variability.
5.3 The challenges
Finally, we reflect on what can be done. Some aspects required to implement
variability in the concrete syntax to accommodate the expert/non-expert divide
are seemingly trivial, although they would require incorporation into the relevant
modeling languages standard to be truly effective. However, other aspects require
more careful thought.
The aspects needed for meaningful variability to target non-experts as de-
scribed in Section 2 lead to a number of challenges for the implementation and
use of visual variability. In particular, the last three require thought on how to
redraw models: when adding or removing complexity management mechanisms,
when changing the number of visual variables used to discriminate between sym-
bols, and when changing the total number of graphical symbols used.
Challenge 1: Complexity mechanisms. It is known that non-experts are
more challenged by visual complexity on models due to a lack of “chunking
strategies.” [2]. This means that non-experts find it more challenging to men-
tally group together closely related entities and effectively perceive them as sub-
diagrams. When changing the visual notation for a non-expert audience, one
would thus have to incorporate such mechanisms. However, how do we decide
which parts of the model to group together and hide without expert (modeler)
oversight? The meta-model has to enforce encoding of meta-data that represents
whether, and to which, sub-diagram an element may be collapsed. Determining
the boundaries for this is challenging, as over-zealous encoding of sub-diagram
potential may lead to diagrams with little actual information, with all meaning-
ful semantic elements hidden away in sub-diagrams. Furthermore, the “chunks”
of a model should ideally also be represented in a rich visual way. This poses an
additional challenge for the iconographic design of these chunks, as the chunked
sub-diagram not only requires complicated iconography (e.g., representing in a
realistic way the chunked concept of “financial handling”, which is composed of
say “payment request,” “payment receiving,” “payment registration,” “payment
reminder”) but also has to be relatable to the rich pictures used for all the un-
derlying elements when the sub-diagram is unfolded into all of its constituent
parts.
Challenge 2: Variation in visual variables. to assist non-experts in clearly
discriminating between different elements in a model, we can use visual vari-
ables. However, the more visual variables that are used, the more cognitively
complicated it will be to assess which elements are distinct. If only shape is used
to distinguish between different elements, most people would see so quickly.
However, with the complexity of realistic models, more variables are needed to
distinguish between all possible different elements, going up as high as using e.g.,
the unique combination shape, color, texture and size to determine an elements
uniqueness. How can we redraw a model for non-experts, requiring using fewer
combinations of visual variables as a unique separation? This requires the in-
corporation of evidence-driven data, showing exactly which visual variables are
most distinguishable, and then in particular which instantiations thereof, as re-
cently proposed for e.g., color schemes [23]. However, for other visual variables
such data is needed too, showing e.g., optimal schemes of most distinct textures,
shapes, orientations.
Challenge 3: Variation in visual vocabulary size. Visual notations use
many different graphical symbols. While experts may be trained to deal with
this complexity, for non-experts not trained or familiar with the use of such
models, limiting the size of the visual vocabulary is important. Practically, this
means not exceeding the established threshold of 72 distinct symbols [13]. How-
ever, the two most used notations exceed this by far, with UML going up as high
as 60 distinct symbols for some diagrams [16], and BPMN as high as 171 [7].
When presenting a model to a non-expert, this requires one to thus either use a
very limited subset of the notation, as in the case of BPMNs “core” constructs,
or dynamically concatenating semantic elements to be represented by a similar
visual element. When we have a model using, say, 35 distinct elements, and we
want to apply a visual notation for non-experts that reduces that down to seven,
how do we decide which semantic elements to represent by the same visual ele-
ment? This, again, requires either extensive additional meta-data, grounded in
e.g., ontological or psycholinguistic work establishing the similarity or “close-
ness” of these concepts [9] or expert (modeler) oversight establishing clear
rationale for the used grouping.
6 Concluding Outlook
In this research-in-progress paper we have described initial results from an on-
going study into the requirements practitioners have for visual notations, clearly
showing the need from practice for meaningful variability in visual notations.
In particular, variability in aspects that make diagrams easier to read for non-
experts. Allowing for such variability poses some challenges to on-the-fly re-
representing models, often demanding either expert (modeler) oversight and clear
rationale, or grounding in additional meta-data of the modeled elements.
The contribution of this work so far is in its empirical findings providing
insight into requirements from modeling practice, and how those may clash with
prevailing research efforts. For example, the findings diverge from previous stud-
ies in the past decade [4], pointing towards changing attitudes in what modeling
languages are most commonly used. Furthermore, it re-emphasizes the lack of
widespread acceptance of specialized, niche notations for specific foci, showing
that practitioners commonly use UML and/or BPMN instead of domain-specific
notations. Perhaps as a consequence, participants stressed the yet unsatisfied
requirement for visual notations to allow for variability in its visual notation.
In particular, for design that allows for models to be effectively used with non-
experts (i.e., end-users, business stakeholders).
Our further work in this area will center around implementing this kind of
meaningful variability in the visual notation of general-purpose modeling lan-
guages. To do so, we will focus on (i) systematic formulation of visual notation
dialects that account for design aspects important for non-expert understand-
ing, (ii) mechanisms to allow OMG specifications to use multiple visual notations
linked to one core meta-model (or abstract syntax), and finally (iii) an evidence-
driven approach for systematically capturing (structures for) meta-data in the
meta-model of a modeling language that can inform the on-the-fly rendering into
varying visual notations.
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