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Abstract. There is considerable interest in the simulation of systems where humans
move around, for example for traffic or pedestrian simulations. Any such simulation
consists of two layers: the simulation of the “physical” system, which includes effects
such as interaction with other agents or the environment; and the simulation of the
“mental” layer, which generates strategies of the agents. The traditional way to couple
the modules is to use files. The disadvantage of that approach is twofold: The compu-
tational performance is limited by I/O; and the modules can only be run sequentially.
In order to overcome these problems without sacrificing modularity, a message-
based approach is presented. Agent strategies are sent via messages to the simulation
of the physical system, which executes them and sends back performance information
in the form of “events”. The strategic modules listen to these events, memorize them
in some appropriate way, and possibly generate revised strategies. These strategies are
sent to the simulation of the physical system immediately, so that the representation of
the agent in the physical system will switch to the new strategy right away.
In addition, the same messages can also be used to plug helper modules, such as
viewers or recorders, into the system. An implementation of the framework is tested
within our project, which explores the feasibility of using autonomous agent modeling
to evaluate future scenarios in a tourist landscape in the Swiss Alps.
1. Introduction
As many planning problems focus on processes that evolve over time in a complex envi-
ronment, it is often difficult to evaluate the long term implications of a planning decision.
Computer simulations can be used as a method for evaluating proposed future scenarios in
planning [18]. However, most simulation efforts in spatial planning have focused on large
spatial scales (such as at the city and regional levels) and on relatively abstract concepts
(such as land use patterns, traffic and economic development), while one can argue that
the planning decisions that have the most impact on individual citizens tend to be either
at a relatively small scale or have very local impacts.
Multi-agent simulations, where each agent is modeled individually, allow to look
at this problem from a point of view of a person walking in an area. We developed a
large scale pedestrian simulation which is intended for the simulation of hikers in the
Alps [1, 8, 9], but which should also be applicable to related problems such as urban
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park design, building design, evacuation simulation [6], department store design, etc. The
same computational techniques will be applicable for any kind of distributed multi-agent
mobility simulation, in particular for multi-agent traffic simulations.
Any such simulation system does not just consist of the mobility simulation itself,
but also of modules that compute higher level strategies of the agents. For traffic and for
hiking simulations, the most typical of these modules are: (i) demand generation; (ii) route
generation. The demand generation module generates demand for movement between
different locations (trips); the routing module computes the actual paths that these trips
will follow.
A major and very important difference to the traditional approach is that it is now
possible to make all the modules completely microscopic on the level of the hikers. Mi-
croscopic means that in all modules each individual agent retains its identity, including,
for example, gender, age, income, physical fitness, or remaining energy level. It is, we
hope, easy to see how such information can be used for better modeling.
Traditional implementations of transportation planning software, even when micro-
scopic, are monolithic software packages [15, 3, 13, 16]. By this we do not dispute that
these packages may use advanced modular software engineering techniques; we are rather
referring to the user view, which is that one has to start one executable on one CPU and
then all functionality is available from there. The disadvantage of that approach is twofold:
All the different modules add up in terms of memory and CPU consumption, limiting the
size of the problem. And second, although the approach is helpful when starting as one
software project, it is not amenable to the coupling of different software modules, devel-
oped by different teams on possible/different operating systems.
A first step to overcome these problems is to make all modules completely stan-
dalone, and to couple them via files. Such an approach is for example used by TRANSIMS
[19]. The two disadvantages of that approach are: (1) The computational performance is
severely limited by the file I/O performance. (2) Modules typically need to be run sequen-
tially. Each module needs to be run until completion before starting the next module. For
example, the routing module can only be run before or after the mobility simulation. This
implies that agents cannot change their routes while the mobility simulation is running.
Another possibility is to use a database system for information exchange between
modules. This is easiest to imagine if modules still run sequentially. Then each module
changes the state of agents in the database, and some central schedule decides which
module to run at which time. This approach is, for example, used by URBANSIM [20].
The approach presented in this paper is to couple the modules by messages (Fig. 1).
In this way, each module can run on a different computer using different CPU and mem-
ory resources, which overcomes the memory bottleneck of the monolithic approach. The
approach also avoids the bottleneck of file I/O, since data is not written to file at all while
the simulation is running. Finally, the message-based approach allows real-time interac-
tion between the modules: for example, if an agent is blocked in congestion, the strategy
generation modules can react to this new situation and submit, say, new routes or activities
while the agent is still en-route.
On simulations with tens of millions of agents, issues such as bandwidth usage,
packet loss, and latency become increasingly important. As a result, we use different
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FIGURE 1. Any simulation system does not just consist of the pedes-
trian simulation itself (physical layer), but also of modules that compute
higher level strategies of the agents (mental or strategic layers).
network protocols and implementations tailored to specific requirements of inter-module
communication. This paper will also discuss some of these protocols, and the diverse
purposes they serve in a distributed multi-agent simulation.
2. The Framework
As said above, our approach is to model each tourist individually as an “agent”. A syn-
thetic population of tourists is created that reflects current (and/or projected) visitor de-
mographics. These tourists are given goals and expectations that reflect existing litera-
ture, on-site studies, and, in some cases where sufficient data is not available, are based
on experts’ estimates. These expectations are individual, meaning that each agent could
potentially be given different goals and expectations.
These agents are introduced into the simulation with initial plans (see later), but with
no “knowledge” of the environment. The agents execute these plans, receiving feedback
from the environment as they move throughout the landscape. At the end of each run, the
agents’ actions are compared to their expectations. If the results of a particular plan do not
meet their expectations, on subsequent runs the agents try different alternatives, learning
both from their own direct experience, and, depending on the learning model used, from
the experiences of other agents in the system.
After numerous runs, the goal is to have a system that, in the case of a status quo
scenario, reflects observed patterns in the real world. In this case, this could, for example,
be the observed distribution of hikers across the study site over time.
A “plan” can refer to an arbitrary period, such as a day or a complete vacation
period. As a first approximation, a plan is a completely specified “control program” for
the agent. It is, however, also possible to change parts of the plan during the run, or to
have incomplete plans, which are completed as the system goes.
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2.1. The physical layer (mobility simulation)
In our architecture, agents’ plans are submitted to the mobility simulation. The mobility
simulation executes all plans simultaneously, computing interactions of the agents with
the environment and with each other. For example, if two agents want, according to their
plans, to be at the same place at the same time, the physical interaction of the simulation
will prevent that and compute physically plausible solutions instead.
Information about each agent’s performance is sent back to other modules in the
form of events. Examples of events are “agent left hotel”, “agent entered link”, “agent
had nice view”, etc. Events come together with a time stamp and the agent id number.
Many modeling techniques exist for the simulation of pedestrian movements. For
our simulations, we need to maintain individual particles, since they need to be able to
make individual decisions, such as route choices, throughout the simulation. This imme-
diately rules out field-based methods, where particles are aggregated into fields. We also
need a realistic representation of inter-pedestrian interactions, which rules out mesoscopic
models, such as queue models or smooth particle hydrodynamics models.
For microscopic simulations, there are essentially two techniques: methods based
on coupled differential equations, and cellular automata (CA) models. In our situation,
it is important that agents can move in arbitrary directions without artifacts caused by
the modeling technique, which essentially rules out CA techniques. We therefore use a
coupled differential equation model for pedestrian movement (social force model [10]).
An important functionality of our simulation is to evaluate the visual quality of
the landscape. It turns out that this can be done by using the 3d visualizer that is also
used for humans to interact with the computer system (see below). However, instead of
displaying a view on the screen after it is computed, the video memory is read out in
order to determine what individual agents “see” as they move through the landscape. The
agents’ field-of-view is analyzed, and events now contain information describing what
the agent sees. Depending on the needs of the brain modules, these events either list all
of the individual objects (houses, restaurants, forest stands, or individual trees) or return
synthesized information about particular visual metrics (such as enclosure, percentage of
view that is non-vegetative, etc.)
2.2. Learning
Initially, every agent starts with a plan that, in its opinion, fulfills its expectations. For
example, if the period of interest is a day, then such an initial plan might refer to a specific
hike. To do this, the agent chooses activity locations it wants to visit, like hotel, peak of
mountain, restaurant etc. The chain of activity locations is then handed over to the rout-
ing module, which calculates the routes between activities according to the information
available. This information can be static and global, like shortest path information based
on the street network graph.
The mobility simulation then executes the routes. The agent experiences the envi-
ronment and sends its perception as events to the other modules.
From here on, the system enters the replanning or learning loop. The idea, as men-
tioned before, is that the agents go through the same period (e.g. day) over and over again.
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During these iterations, they accumulate additional information, and try to improve their
plan.
The two critical questions are (1) how to accumulate, store, and classify that infor-
mation, and (2) how to come up with new plans. Both questions are related to (artificial)
intelligence, and we are certainly far away from answering them in their entirety. Never-
theless, our system contains the following elements which makes it able to learn.
As one can see in Fig. 1, there are agent databases associated with each level of the
planning hierarchy (e.g. activities, routes). The task of these agent databases is to store
plans and to accord scores to them. That is, every time an agent comes up with a new
plan, that plan is added to the repertoire of plans. In addition, the agent databases listen
to the events emitted by the mobility simulation, and use these events to calculate a score
for each plan once it has completed. If an agent database module assigns a bad score to
a simulated hike, it tries to avoid its elements in future hikes. If it gets good feedback,
however, it will try to reuse the elements of a hike, and combine these into a new hike,
which will be simulated and scored again.
The agent databases, at each level of the hierarchy, need to obtain new plans from
time to time. Such plans can be constructed by the following methods:
• New plans can be constructed from global information.
• New plans can be constructed from information that an individual agent has ac-
cumulated.
• New plans can be constructed by randomly modifying an existing plan. In the
language of genetic algorithms, this is called (generalized) mutation.
• New plans can be constructed by taking two existing plans and combining ele-
ments of them. In the language of genetic algorithms, this is called (generalized)
crossover.
An example of a method that generates elements of plans from scratch based on
global information is a shortest (fastest, best) path algorithm. This algorithm takes
starting and ending location as input, and computes the best path connecting those two
as output. An example of such a method is a Dijkstra algorithm [4]. It is possible to
use generalized cost functions in such a router, which makes it possible to find different
solutions for different types of agents. For example, a physically fit person might prefer a
route that is steeper, while a physically less fit person might get a route that includes more
possibilities to rest. It is also possible for the router to listen to the streams of events, for
example finding out how many agents are on which links as a function of the time-of-day.
This makes it possible to include congestion effects.
An example of a method that generates elements of plans from individual agent
information is a module based on a mental map (e.g. [2]). This module listens to the
stream of events. However, rather than scoring complete plans as the agent database does,
it constructs a mental map of the spatial environment. From the times when agents enter
and leave links, the mental map learns how long it takes for an agent to walk along each
link in the network. Also, the mental map accumulates all the other events that occur on
every link. Using these values for each link in the network, a router based on this mental
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FIGURE 2. Agents leave the hotel (A) in the morning and hike to the
mountain peak (B). On the first run, where no hiker knew about the
others’ intentions (top), and the situation after 50 iterations.
map is able to return a route for each agent, based on its expectation and demographic
data. A prototype implementation of such an approach can be found in Ref. [11].
It is possible to make the mental layer module dynamic. In this case, it observes
the agent on its path through the virtual environment. As soon as it detects an option that
might yield a better score than the current plan, e.g. using a better path, or entering a
restaurant, it notifies the agent in the simulation. Using this mechanism, agents are able
to react to unpredicted changes in the environment, like weather changes or congestion.
It should be noted that the distinctions between these modules are not sharp. For
example, an agent database may run out of memory if it memorizes as separate entities
plans that differ only in small details; in that case, the agent database might have to start
building a mental map of the world. In this case, it becomes similar to the mental map
module as described above.
Fig. 2 shows an example of agent learning. Both pictures show a snapshot of the
same region at the same time of day. All agents leave the hotel (A) in the morning, and
hike to the mountain peak (B). On the first run (top), when the hikers do not know about
the other hikers’ intentions, all hikers take the same path, which they consider the best.
After 50 iterations, agents have learned to spread out in order to somewhat avoid each
other. – Clearly, this depends on how much hikers really want to be alone, which is a
parameter that needs to be estimated from real-world surveys. The simulation can then
show the results of changes in that parameter, or it can show how much the satisfaction of
hikers with respect to that parameter can change when the environment is changed.
2.3. Initial conditions
The learning process needs to be started somehow. For this, an initial population needs to
be generated, and they need to compute initial activities and routes. For the generation of
the initial population, a synthetic population generation module is used. This could use
aggregated information, such as known age or gender distribution of tourists, and generate
individual agents from this, which have individual age, gender, income, etc. At this point,
the implemented module generates agents with random attributes (varying walking speed,
different weights for the generalized cost function in the router).
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Initial activity plans are constructed from some global knowledge of the area (i.e.
agents are told where attractive view points or where restaurants are); initial routes are
constructed based on geometrical distance.
2.4. Helper Modules
For computing a solution, the following modules are not needed. However, a simulation
system without would be useless:
Recorder/Player. This module receives and processes agents positions and other
data from the simulation. It can store them in a file and/or forward them to any viewers
which are currently connected to it.
There are several reasons that the simulation does not directly write to log files itself:
• The simulation can be parallelized, and we need the log output of all the instances
in a single file.
• Writing to a remote file system (i.e. NFS) can be very slow.
• There is a single interface for viewers.
• By splitting the logging functionality from the simulation, we are able to change
implementation details for all of the simulation modules without needing to mod-
ify the logging code. For example, one could use a database to log the events
instead of a file.
In order to visualize simulation runs, we have developed Viewer Modules, which
are stand-alone applications that connect to the simulation system via the network. View-
ers are built so that they directly plug into the live system. The simulation sends agents’
positions to the viewer, which allows to look at the scenario from a bird’s eye view and ob-
serve how the agents move. It is also possible to send that same data stream to a recorder
which records it to file, while a player can read the file and send the data stream to the
viewer exactly the same way it would come from the simulation directly. There can be
any number of viewers connected to a player module, each showing the same scenario
from a different perspective, or displaying different accumulations of events. Finally, in
order to deal with data conversion issues, it is also possible to pipe the data stream from
the simulation through the recorder directly to the player and from there to the viewer.
We have implemented two different viewers. One displays a 2D view, and is suited
for situations where a lot of detailed information is needed, for example while debugging
(Fig. 2 and Fig. 3, right side). Also, a 3D viewer has been implemented (Fig. 3, left), as
one of our overall project goals is to integrate decisions based on visual stimuli. The 3D
viewer connects to the simulation using the same protocol as the 2D viewer. The user can
move independently of the agents or can attach the camera viewpoint to a specific agent
and see the landscape through the eyes of the agent.
3. Technical Implementation
As described above, the modules need to communicate with each other. The mobility
simulation receives plans and outputs events. The mental modules receive events, and
output and receive plans. The helper modules normally deal with events only.
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FIGURE 3. A 3-dimensional viewer has been implemented, since one
of our overall project goals is to integrate decisions based on visual
stimuli (left). Both pictures show agents hiking from a hotel (A) to the
peak of a mountain (B). The 2-dimensional viewer (right) displays the
events, which contain the agents’ perception and performance informa-
tion, in different colors.
3.1. MPI/PVM
When a single module is distributed across multiple computational nodes, one often uses
MPI (Message Passing Interface [12]) or PVM (Parallel Virtual Machine [14]). It is also
possible to use MPI or PVM for the communication between different modules as de-
scribed in this paper. That approach has, however, the disadvantage that one is bound to
the relatively inflexible options that MPI offers. For example, options to add or remove
modules during runtime have only recently been added to the MPI standard, and multicast
(see below) is not possible at all.
3.2. TCP
On clusters of workstations, MPI is often implemented on top of TCP (Transmission Con-
trol Protocol). TCP is the connection based, reliable protocol of the TCP/IP suite. Initially,
a connection from the sender to the receiver must be opened. With this connection, both
sides can send their messages as the connection is symmetric. TCP guarantees that the
messages arrive, in correct order, and without errors.
3.3. UDP
UDP offers, in comparison to TCP, no control for packet loss. This means that there is
no guarantee that the sent packets will arrive. The advantage is that there is considerably
less overhead. Also, as will be described later, this offers (via multicast) the option to
send events only once, even when many modules listen to them. In a TCP-based imple-
mentation, events need to be sent to each listener separately. A message that arrives is
guaranteed to be error free, since the UDP protocol includes a checksum.
We use UDP to transmit the agent positions to the visualizers. If the network is down
for a few seconds, the simulation does not need to slow down because of lost packets.
Once the viewer is back on line, it will receive the latest positions.















FIGURE 4. Multicast uses one data connection, even if there are multi-
ple receivers subscribed to the multicast channel.
There are other situations in which one may accept the loss of messages. For ex-
ample, if an agent reports that it is blocked in unexpected congestion (e.g. waiting for a
cablecar, traffic jam), it needs a new route instantly. If its request is lost or delayed, it
makes no sense for the system to buffer its request, since the agent has moved on, and
the location in the original request might now be invalid. A new route computed based
on the old information will be invalid as well. It is the agent’s responsibility to restate its
position again if it does not receive a new route after a certain time has elapsed [7].
The amount of packet loss is strongly dependent on the overall number of packets
in the network. In state-of-the-art networks, which today are often 1 Gbit Ethernet, there
is hardly any packet loss in the network itself. Losses occur mainly in the sending and
receiving network interface cards (NICs), due to overflowing buffers. This is the case, for
example, if the CPU is busy so that it cannot read the packets from the buffer quickly
enough. The more packets that are sent, the higher the chance that one is lost. With Gbit
Ethernet communication, up to 180’000 raw data packets can be sent per second without
any losses. Using a naive approach, which is packing one event into one network packet,
one obtains 180’000 events per wall-clock second. Since the mobility simulation runs
more than 100 times faster than wall-clock time, this results in 1’800 events per simulated
second. However, this is not much for a simulation of 1000 or more agents.
Recently, new networking infrastructures have been developed which allow to send
packets reliably with UDP. An example is the TNet Hardware [17], used in computer
clusters. The TNet hardware assigns a 16 bit CRC (cyclic redundancy check) to each
packet. After every transmission over a network link the packet is checked for correctness,
and retransmitted if an error is detected.
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3.4. Multicasting
Often there is a need for sending the same packet to more than one receiver. This can
be achieved by opening multiple TCP connections or by sending multiple UDP packets
to the receivers. However, on large simulations, the network interface card (NIC) of the
sending host quickly becomes the bottleneck, as it is unable to send out enough packets
to keep the receivers fully occupied.
On Internetworks, it is possible to use multicasting to send a single message from
one computer to several other computers.Because multiple machines can receive the same
packet, bandwidth is conserved. Multicasting is particularly useful for any kind of stream-
ing data such as radio or television broadcasts over the network. Its advantage is that the
multiplication of the packets for multiple receivers is not done by the NIC, but by the
network itself. This allows to avoid the NIC bottleneck.
Multicasting provides groups of hosts, that are referenced using special IP addresses
(224.0.0.0 – 239.255.255.255). The sender chooses one of these groups and sends a single
packet to this IP address. A receiver must explicitly join a group first, telling its NIC
and the operating system to listen for packets sent to this group. An advantage of this
addressing scheme is that the sender does not need to know the IP address of the receiver.
This simplifies the configuration of the system substantially. The Internet routers ensure
that the packets find their way from the sender to the receivers, once they are registered to
the multicast group.
A drawback with multicasting is that it has, similar to UDP, no arrival control. There
is no feedback to the sender if all packets arrived at all destinations.However, as described
before, this is not a problem for data sent to our viewers.
Our project is a collaboration between two institutes at ETH Zu¨rich. One of them is
located more than 5 km away from where our computational cluster is. For every viewer
that is connected to the simulation, extra bandwidth is needed. Using multicast, we cannot
reduce the bandwidth used for one viewer. But as soon as there are multiple viewers look-
ing at the same general area, the bandwidth remains constant (Fig. 4). Sending agent data
to multiple viewers is an instance where multicasting is extremely effective. Using multi-
casting, we were able to allow multiple viewers at the remote institute without saturating
the NIC.
3.5. XML: Extensible ASCII Messages
Viewers are built so that they directly plug into the live system. The simulation sends
agents’ positions to the viewers, which allows to look at the scenario from a bird’s eye
view and observe how the agents move. As mentioned before, at this point there are two
different viewers, one in 2D and mostly intended for debugging, and on in 3D.
For the 3D viewer, more data has to be sent, since it needs also the altitude of an
agent. One needs the ability to add this value to the data stream in a way that there is no
need to change existing viewers.
The Extensible Markup Language (XML) is a simple, very flexible text format de-
rived from SGML (ISO 8879). Originally designed to meet the challenges of large-scale
electronic publishing, XML is also playing an increasingly important role in the exchange
of a wide variety of data on the Web and elsewhere.
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The main advantage of XML is that there is no need to enforce a mandatory file
format between the sender and the receiver.
Tags (e.g. event) and attributes (e.g. agent="42") are not defined in any XML
standard per se. These tags are introduced by the author of the XML document. This
makes XML a perfect choice as a format for data exchange among different modules of
a simulation. Whenever a module introduces a new kind of message, there is no need for
a change in any of the modules that listens to the message stream—unless of course, a
module wants to handle this new information specifically. This is also the case for a at-
tribute introduced additionally. It is, however, not possible to change the name of existing
tags or attributes.
A typical position update message used in our simulation system encoded in a XML
fragment looks like this:
<event type="position" agent="42"
x="588440.1" y="150281.4" />
Frequent changes in messages, something that happens often in research and de-
velopment, are possible. Since the receiving modules search for “keyword=value” pairs,
an additional attribute is simply ignored. As a result, there is no need to adopt existing
modules. Further, due to the fact that messages are transmitted in plain text, debugging
of communication is possible without further tools. The example message is perfectly
understandable by all modules if another attribute is added:
<event type="position" time="23"
agent="42" x="588440.1" y="150281.4" />
Since it is possible to attach existing XML parsers to any I/O stream or buffer, there
is no difference between reading messages from a file or receive messages over the net-
work. We tested XML over UDP and TCP, both versions are very flexible. Using UDP,
however, if a packet containing a piece of a message is lost during transmission, the result-
ing stream is not necessarily still a valid XML document. This problem is circumvented
by always sending complete messages in a packet. Recall that packets are guaranteed to
be error free. UDP packets arriving with an error are discarded; TCP packets arriving with
an error are re-transmitted.
Problems with XML are that (i) searching for “keyword=value” pairs is slow, (ii) if
part of a XML stream is lost, the whole XML context may become invalid, and (iii) XML
is plain text, so we have to convert binary numbers into ASCII characters and back. To
overcome problems (i) and (ii), we have developed a parser that is specialized in parsing
a certain subset of the XML standard. This subset consists of simple tags with no nested
tags inside:
<tag {attr="value"} />
Note that all information is inside the attributes, and therefore inside the tag as well.
Therefore no nesting of tags is possible. This subset parser is written as a substitute for
existing XML parsers, such as Expat [5]. Therefore, the programmer’s interface is exactly
identical.
























FIGURE 5. Comparison of parsing speed (left): Expat, XML Subset
Parser, Extensible Binary Protocol vs. raw binary messages.
We measured the performance of our subset parser by parsing messages of differ-
ent size for one second. These measurements were done on a 700MHz Pentium III. The
messages were taken directly out of the machines main memory, so no network or disk
access was involved. The results are that the off-the-shelf Expat parser parses 110’000
messages per second, while our specialized XML subset parser parses 210’000 messages
per second (see Fig. 5). Thus, our XML subset parser is faster by a factor of 2.
3.6. Extensible Binary Protocol
The flexibility of XML is achieved at the cost of parsing ASCII files for tags and well-
formatted entries. In multi-agent simulations, millions of individual agents are simulated
and have to report to external applications such as graphical viewers or storage managers.
Our experiments have shown that the exchange of multi-agent data in the form of
XML streams is very flexible but can reduce the bandwidth substantially due to the over-
head of parsing the streams and due to converting numbers represented binary internally
into ASCII and back.
In terms of CPU time, parsing the same type of streams data all the time is a waste.
Often the structure of a message is known once the simulation is running.
A potential strategy is: initially, the consumer module connects to the producer mod-
ule and receives a description of the available data. Then the consumer specifies which
part of the data and which formatting it needs. Based on that specification, the producer
begins to output binary streams formatted according to the consumer specification.
For instance, if agents are agents in a cablecar, a 2D viewer will only require x/y
coordinates, while a 3D viewer will require x/y/z positions. The whole process can be
seen as a user-defined on-the-fly serialization of the producer’s objects (i.e. the agents)
and their transfer over a high bandwidth binary channel.
We have implemented a protocol that follows these steps:
• A receiving module asks for certain data values to be transmitted in data mes-
sages. This is done by specifying the XML tag names, e.g. “agent” or “time”.
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A example request, as sent over the network, looks like <request type=
"event" time="" agent="" x="" y="" />.
• The sending module transmits a description of future data messages, e.g.
<description type="event" version="1" time="i" agent="i"
x="d" y="d" >. The field version is the sequence number of the descrip-
tion. It is unique for each new description sent.
• The sending module from then on sends plain data, packed according to the
description into a binary buffer.
As soon as another receiving module asks for additional data values, they are in-
cluded into the message as well, after a new description is sent to all the receiving mod-
ules. A description is sent every second as well, in case a receiving module lost a descrip-
tion or joined the system without requesting a new message format.
Our measurements have shown that this strategy yields in a factor of 17 faster than
by using Expat, and in a factor of 8 faster than by using our XML subset parser (Figure 5,
3rd bar).
3.7. Sending raw binary data
For comparison, also the exchange of raw, binary messages was measured. It communi-
cates the same amount of information as the above, but does nothing with it. This results
in the 4th bar in Fig. 5. As one can see, the maximum possible speed as measured by this
method is only about a third faster than our extensible binary protocol.
3.8. Conclusions
Using the Extensible Binary Protocol, it was possible to visualize scenarios containing
more than 1000 agents running more than 100 times faster than real time. An agent num-
ber and the x and y co-ordinates of a position update message consume 20 bytes, when
packed binary. It is therefore possible to transmit up to 75 agent positions per packet. If
the viewer is able to receive 200’000 packets per second, we are able to display 15 million
agents per second. Since the viewer uses its host’s CPU cycles for drawing the graphical
output as well, the actual number drops again substantially.
4. Discussion and Outlook
It is important to note that the task of the mobility simulation is simply to send out events
about what happens; all interpretation is left to the mental modules. In contrast to most
other simulations in the area of mobility research, the simulation itself does not perform
any kind of data aggregation. For example, link travel times are not aggregated into time
bins, but instead link entry and link exit events are communicated every time they happen.
If some external module, e.g. the router, wants to construct aggregated link travel times
from this information, it is up to that module to perform the necessary aggregation. Other
modules, however, may need different information, for example specific progress reports
for individual agents, which they can extract from the same stream of events. This would
no longer be possible if the simulation had aggregated the link entry/exit information into
link travel times.
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Despite this clean separation – the mobility simulation and the modules in the phys-
ical layer compute “events”, all interpretation is left to mental modules – there are con-
ceptual and computational limits to this approach. For example, reporting everything that
an agent sees in every given time step would be computationally too slow to be useful.
In consequence, some filtering has to take place “at the source” (i.e. in the simulation),
which corresponds to some kind of preprocessing similar to what real people’s brains do.
This is once more related to human intelligence, which is not well understood. However,
also once more it is possible to pragmatically make progress. For example, it is possi-
ble to report only a random fraction of the objects that the agent “sees”. Calibration and
validation of these approaches will be interesting future projects.
5. Summary
This paper reports basic elements of a distributed mobility simulation system. The simula-
tion system consists of two layers, the physical layer (mobility simulation), and the mental
layer (strategy/plans generation). The mental layer generates plans, which are submitted
to the mobility simulation for execution. The mobility simulation returns events to the
mental layer. The modules of the mental layer use these events in different ways, for
example to score plans, to compute best paths, or to construct mental maps.
Since the communication needs between these modules is substantial, several meth-
ods for message passing are evaluated. Traditional approaches, such as MPI or PVM, are
too inflexible for what was intended for this project. For that reason, specialized protocols
based directly on the operating system are evaluated. These protocols have trade-offs in
terms of ease-off-use, bandwidth consumption, and potential message loss. The overall
result is that, albeit at the expense of having to use a variety of protocols for different
purposes, even with existing technology simulations with thousands of agents running
hundreds of times faster than real time are possible with our approach.
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