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Zusammenfassung
Eines der Hauptaufgabengebiete des HADES1 Experiments ist die Erforschung des Zerfalls leich-
ter Vektormesonen in Leptonenpaare innerhalb eines dichten Mediums. Diese Zerfälle sind ein
konzeptionell ideales Werkzeug zur Erforschung der invarianten Masse von Vektormesonen in
einem Medium, da diese das Medium in dem sie zerfallen ohne weitere starke Wechselwirkung
verlassen. Daher wird die Messung nicht von Wechselwirkungen im Endzustand beeinﬂusst. Un-
glücklicherweise sind die Verzweigungsverhältnisse von Vektormesonen nach Leptonenpaaren sehr
klein (≈ 10−5), was es nötig macht Experimente mit hohen Reaktionsraten und hoher Akzeptanz
durchzuführen. Zusätzlich verfügt das HADES Experiment über ein leistungsfähiges Trigger-
System, um die physikalisch relevanten Ereignisse in den aufgenommenen Daten anzureichern.
Das Augenmerk dieser Arbeit liegt in der Entwicklung der nächsten Generation eines in Echt-
zeit arbeitenden Trigger-Verfahrens für das HADES Experiment zur signiﬁkanten Verbesserung
der Anreicherung von Leptonen. Des weiteren wurde eine Hardwareplatform (das GE-MN2) zur
Entwicklung und zur Erprobung des Trigger-Verfahrens entwickelt.
Das GE-MN System besitzt zwei Gigabit-Ethernet Schnittstellen für den Transport von Daten,
eine VMEbus Schnittstelle zur Konﬁguration und Überwachung sowie einen TigerSHARC DSP
zur Datenverarbeitung. Es ermöglicht die Diskussion der Herausforderungen und Vorteile beim
Einsatz eines solchen, auf Standard-Netzwerktechnologie aufbauenden, Systems in physikalischen
Experimenten.
Die vorgestellte Trigger-Methode korreliert die Ring-Informationen des HADES RICH Detek-
tors3 mit den angesprochenen Drahtkammern des HADES MDC Detektors4. Sie berechnet die
Drahtkammern, die durch das Signal eines hindurch ﬂiegenden Leptons hätten ansprechen sol-
len und vergleicht diese mit den tatsächlich angesprochenen Drahtkammern. Die angesprochenen
Drähte werden ausgehend von den Polar- und Azimutwinkelinformationen berechnet, indem aus-
gehend vom Target eine Gerade mit den Winkeln des Ringes in den Raum gelegt wird. Diese
Gerade führt durch die inneren Drahtkammern. Die geschnittenen Drahtkammern sind dieje-
nigen, die einen Treﬀer registrieren sollten. Zur Kompensation verschiedener Ungenauigkeiten
werden nicht Treﬀer der berechneten Driftzellen gefordert, sondern lediglich Treﬀer in einem
Korrelationsfenster verlangt, und nur ein Bruchteil der berechneten Drahtkammerlagen muss
einen Treﬀer registriert haben.
Im Weiteren wird gezeigt, daß die Verwendung dieser Korrelationsmethode die Anzahl an Er-
eignissen, die Leptonen enthalten, um einen von dem Experiment abhängigen Faktor anreichern
kann. Die möglichen Anreicherungsfaktoren für verschiedene Reaktionen sind ≈ 30 für p+p,
≈ 50 für C+C und ≈ 5, 5 für Ar+KCl. Hierbei liegt die Eﬃzienz immer über 80% und zeigt
keine Abhängigkeit von den Größen Polarwinkel, Azimuthalwinkel und Leptonenimpuls. Es wird
1High Acceptance Di-Electron Spectrometer; Gesellschaft für Schwerionenforschung (GSI) mbH (Germany)2Gigabit-Ethernet-Multi-Node3RICH Detektor: Ring Imaging Cherenkov Detektor4MDC: Mini Drift Chambers  Driftkammer basiertes Detektorsystem zur Spurverfolgung geladener Teilchen
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gezeigt wie die Einstellungen zum Betrieb der Trigger-Methode vollständig aus den in Echtzeit
verfügbaren Rohdaten gewonnen werden kann.
Die Geschwindigkeit der Methode in analysierten Ereignissen pro Sekunde wird mit dem GE-
MN untersucht. Sie hängt ab von den Eingangsdaten und reicht von 6600Ereignisse/s für p+p
Daten bis zu 1400Ereignisse/s für Ar+KCl Daten unter Verwendung lediglich eines GE-MN
Systems.
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Abstract
One focus of the HADES experiment5 is the investigation of the decay of light vector mesons
inside a dense medium into lepton pairs. These decays provide a conceptually ideal tool to study
the invariant mass of the vector meson in-medium, since the lepton pairs of these meson decays
leave the reaction without further strong interaction. Thus, no ﬁnal state interaction aﬀects
the measurement. Unfortunately, the branching ratios of vector mesons into lepton pairs are
very small (≈ 10−5). This calls for a high rate, high acceptance experiment. In addition, a
sophisticated real time trigger system is used in HADES to enrich the interesting events in the
recorded data.
The focus of this thesis is the development of a next generation real time trigger method to
improve the enrichment of lepton events in the HADES trigger. In addition, a ﬂexible hardware
platform (GE-MN) was developed to implement and test the trigger method.
The GE-MN features two Gigabit-Ethernet interfaces for data transport, a VMEbus for slow
control and conﬁguration, and a TigerSHARC DSP for data processing. It provides the experi-
ence to discuss the challenges and beneﬁts of using a commercial standard network technology
based system in an experiment.
The developed and tested trigger method correlates the ring information of the HADES RICH6
with the ﬁred wires (cells) of the HADES MDC7 detector. This correlation method operates by
calculating for each event the cells which should have seen the signal of a traversing lepton, and
compares these calculated cells to all the cells that did see a signal. The cells which should
have ﬁred are calculated from the polar and azimuthal angle information of the RICH rings by
assuming a straight line in space, which is starting at the target and extending into a direction
given by the ring angles. The line extends through the inner MDC chambers and the traversed
cells are those that should have been hit. To compensate diﬀerent sources for inaccuracies not
the exact cell numbers are required, but instead the cells in a matching window are investigated,
and only a fraction of the MDC layers that should be hit are required to have seen a hit.
It is demonstrated that the use of the correlation method can enhance the number of events
which contain leptons by an experiment dependent factor. The possible enhancements of dif-
ferent reactions are ≈ 30 for p+p, ≈ 50 for C+C and ≈ 5, 5 for Ar+KCl. The eﬃciency at
these enhancements is above 80%, and it is constant in relation to the parameters polar angle,
azimuthal angle and momentum. It is demonstrated how to obtain the correlation parameters
from the online available raw data only.
The performance of the correlation method in terms of the events analyzed per second has
been studied with the GE-MN. The performance depends on the input data and ranges from
6600 events/s for p+p data to 1400 events/s for Ar+KCl data for a single GE-MN system.
5High Acceptance Di-Electron Spectrometer at Gesellschaft für Schwerionenforschung (GSI) mbH (Germany)6RICH detector: Ring Imaging Cherenkov detector7MDC: Mini Drift Chambers  drift chamber based detector system for the tracking of charged particles
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1.1. Introduction
The continuous research about the nature of matter, its building blocks and its interactions, in
the last 100 years has led to a series of remarkable discoveries. First, the substructure of the
atom was discovered  it is composed of neutrons, protons and electrons. Later, the discovery
of the substructure of neutrons and protons led to the whole new world of particles composed of
diﬀerent quark combinations.
Four fundamental interactions, and the theories which describe them, govern the various as-
pects of physics: Quantum Electrodynamics (QED) describes the electromagnetic interaction
which binds atoms into molecules, and thus also governs all chemistry and solid state physics.
The weak interaction is explaining the radioactive β-decay as most common example. QED and
the weak interaction can be uniﬁed into a common framework named the electro-weak theory.
Gravity, as described by general relativity, is what creates solar systems and binds matter to plan-
ets. And ﬁnally, the strong interaction as described by the Quantum Chromodynamics (QCD)
theory, which is responsible for creating all hadronic bound states, like protons and neutrons,
which themselves are composed of quarks and gluons.
This thesis evolved in the context of the HADES experiment (see Chapter 2), which is designed
to investigate several aspects of QCD and the properties of hadrons. In particular the properties
of the ρ, ω and φ mesons are studied.
These vector mesons provide an interesting tool to investigate the properties of hadrons in the
hot and dense medium of a heavy ion collision. The key property is their decay channel into lepton
pairs. These interact only electromagnetically, thus they can leave the collision without further
interference by strong interactions, while they still carry the properties the vector meson had
at the point of its in-medium decay. The ρ meson is especially suited for these investigations,
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since it decays inside the initial phase of a heavy ion collision. This is due to its short life time of
cτρ ≈ 1 fm compared to the size of a heavy ion collision, which can be as long lived as cτ ≈ 10 fm.
The internal structure of hadrons is studied in the HADES experiment by measuring their
electromagnetic form factors F (q2) in the time like region. One concrete example is the mea-
surement of the η form factor in elementary p+p collisions. Here, also dilepton spectroscopy is
used in studying the η → e+e−γ reaction .
A dilepton experiment like HADES has to cope with several challenges. First, the branching
ratios into dileptons are small (≈ 10−5). To acquire suﬃcient statistics the HADES experiment
features a high acceptance (≈ 40% for dileptons) and is operated at a high interaction rate
(≈ 106Hz), which requires a sophisticated trigger and data acquisition system. The details of
the HADES spectrometer and the data acquisition system are discussed in Chapter 2. In the
search of e+e−-pairs from vector meson decays the main source of background are electrons from
other sources. Examples are electrons from γ-conversions in the detector material as well as
knock-out electrons.
The HADES spectrometer is a second generation experiment. Its predecessor experiments
operating at a much higher energy are CERES [Aga05] and HELIOS [Mas95], while the DLS
experiment [Por97] also operated in the HADES energy region of up to 2AGeV. The HADES
experiment features an improved momentum resolution and an improved geometrical acceptance
compared to DLS.
All these experiments found an excess of dileptons at low energies in heavy ion collisions, which
could not be described adequately by summing up the known sources as a cocktail. This lead to
several new theoretical models to explain these results, like the dropping of the ρ vector meson
mass in medium [Hun97, Cas95, Li96, Bro02], or the modiﬁcation of the spectral function in
medium [Bra98, Rap00, Urb98, Urb00, Rap97, Cha96]. Recent results of the two current dilepton
experiments HADES and NA60 are discussed in Section 1.5 together with their implications for
the current models.
In the following, a selection of topics directly related to the just described physical processes
are shortly reviewed from a theoretical point of view. The selection starts with an overview of
the basic key aspects of the QCD theory, which also describes the properties of the light vector
mesons and their strong interactions. In particular, the QCD Lagrangian, asymptotic freedom
and anti-screening, and the conﬁnement of quarks in hadrons are discussed. The diﬀerent types
of symmetries and their consequences are discussed together with the mechanisms of explicit and
spontaneous symmetry breaking. The eﬀects and observables of the restoration of one particular
symmetry, the chiral symmetry, is discussed in the framework of the linear-σ model.
The internal structure of systems of subatomic size is accessible in scattering and annihila-
tion processes. The relation between the observable distributions and the internal structure is
discussed in terms of the form factor F (q2). The cross sections and thus the form factors in
time like electromagnetic processes (i.g. e+e−-annihilation; Dalitz decay η → e+e−γ) show
an interesting behavior in the low energy transfer region. There, the photon can easily couple
into a light vector meson with the same quantum numbers. This yields an enhancement around
the light vector meson mass which is discussed in terms of the vector meson dominance model.
This chapter concludes with a summary and discussion of the recent results of several dilepton
experiments including the HADES experiment.
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1.2. Quantum Chromodynamics - QCD
The theory of strong interaction is called Quantum Chromodynamics (QCD). The name arises
from the charge associated with the strong interaction which is called color charge. This name
is chosen in analogy to the three (additive) primary colors red (R), green (G) and blue (B) and
the way they can be mixed to form the color white (in QCD: color neutral) by combining them
either additively (R+G+B=white) or in QCD also as color anti-color (i.g. R¯R = white). One
justiﬁcation for this analogy is that strongly bound systems in nature have been found to be
always color neutral. In the quark model, where every quark (q) does carry one color charge,
all known hadrons (particles made from quarks) are either mesons (qq¯-states) or baryons (qqq-
states). The known properties of the diﬀerent quarks are summarized in Table 1.1 and lead to
the additional conclusion that mesons are bosons (integral spin) and baryons are fermions (spin
= n∗ 12 ; n∈ N). The strong interaction preserves the following quantum numbers: baryon number
B, parity P and C-Parity C, and therefore also CP as well as CPT 1 and the ﬂavor quantum
numbers S, C, B, T (Table 1.1). The weak interaction is the relevant mechanism in processes
that are violating P, CP , or the ﬂavor conservation.
The grouping of the experimentally known particles, resonances and their excited states ac-
cording to their quantum numbers into multiplets leads to the SU(3) ﬂavor symmetry when
considering the three lightest quarks, or SU(N) ﬂavor if the N lightest quarks are considered.
The details are summarized in [Yao06h]. The ﬂavor symmetry is strongly broken, as it can be
seen by mass diﬀerence of the particles that belong to the same multiplet. The ﬂavor symmetry
would be perfect when all particle states belonging to the same multiplet would have identical
energy states, i.e. mass.
The mediator of the strong interaction is the gluon. Its name arises from its property of being
responsible for binding quarks into hadrons. Unlike the mediator of the electromagnetic force, the
gluon is a carrier of the charge of its interaction, i.e. it does carry color charge. More precisely,
it carries one of the eight diﬀerent possible combinations of color and anti-color. This directly
leads to fundamental diﬀerences in the observed phenomena compared to other interactions
without this property (e.g. electromagnetic interaction): gluons directly and strongly interact
with gluons.
Formally, Quantum Chromodynamics is a gauge ﬁeld theory in principle similar to QED. One
phenomena not observed in QED is the self interaction of the photon. In contrast, the gluons
of QCD do interact strongly with one another. This ultimately leads to the interesting, but
complicated anti-screening behavior, which is discussed in Section 1.2.1. The closely related
phenomenon of conﬁnement discussed in Section 1.2.2. The Lagrangian describing Quantum
Chromodynamics LQCD is given in Equation (1.2). It has a more complicated structure than
LQED (compare Equation (1.1) [Hal84]), since LQCD is not symmetric under local unitary
U(1) transformations, but under the special unitary SU(3) color transformations. As usual, the
Einstein-convention is used, omitting the summation symbol in the formula whenever a index
happens to appear twice in the same term.
1T : Time reversal
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LQED = ψ¯ (iγµDµ −m)ψ −
1
4
FµνF
µν (1.1)
Dµ = ∂µ − ieAµ
Fµν = ∂µAν − ∂νAµ
Here, the four independent components of the ﬁeld are given by ψ, while m is the mass of the
described spin 12 particle (i.e. the electron), γµ are the Dirac matrices, Dµ is called the covariant
derivative, Aµ is the vector potential and Fµν is the ﬁeld strength tensor derived from it.
Demanding SU(3) local gauge invariance on a free Lagrangian of the form L0 = Ψ¯q(iγµ∂µ−
m)Ψq it is possible to derive the Lagrangian of QCD [Hal84, Yao06b]:
LQCD = −
1
4
F (a)µν F
µν
(a) + i
∑
q
Ψ¯iqγ
µ (Dµ)ij Ψ
j
q −
∑
q
mqΨ¯iqΨ
i
q (1.2)
F (a)µν = ∂µA
a
ν − ∂νAaµ − gsfabcAbµAcν
(Dµ)ij = δij∂µ + igs
∑ 1
2
λai,jA
a
µ
The variable Ψiq represents the four component Dirac spinor of color i and quark ﬂavor q.
F
(a)
µν is again the ﬁeld strength tensor as well as Dµ is again the covariant derivative, but both
now feature additional terms representing the more elaborate SU(3) group structure. The fabc
are the structure constants of the SU(3) algebra and the 3 × 3 matrices λa are the generators
of the SU(3) transformations. Furthermore, gs is the QCD coupling constant and mq is the
mass of the quark of ﬂavor q. The color index runs from 1 to 8 as given by the group structure
(N2 − 1 = 32 − 1 = 8), while the ﬂavor index q runs over the six quark ﬂavors u, d, s, c, b, t as
given in Table 1.1.
14
1.2. Quantum Chromodynamics - QCD
Symbol Name Bare Quark Mass I (JP ) Charge IZ S C B T
u up 1, 5MeV to 3, 0MeV 12
(
1
2
+
)
+23 e +
1
2 0 0 0 0
d down 3MeV to 7MeV 12
(
1
2
+
)
−13 e −12 0 0 0 0
s strange (95± 25) MeV 0
(
1
2
+
)
−13 e 0 −1 0 0 0
c charm (1, 25± 0, 09)GeV 0
(
1
2
+
)
+23 e 0 0 +1 0 0
b bottom (4, 2± 0, 07)GeV 0
(
1
2
+
)
−13 e 0 0 0 −1 0
t top (174, 2± 3, 3)GeV 0
(
1
2
+
)
+23 e 0 0 0 0 +1
Table 1.1.: Quark Properties Summary [Yao06a].
Quarks have Baryon number B = +1/3, anti-quarks B = −1/3. The other variables are: I 
isospin, Iz  z component of the isospin, J  spin, P  parity, e  electron charge. The ﬂavor
quantum numbers are S  strangeness, C  charmness, B  bottomness, T  topness. The bare
quark masses are still under active discussion, a detailed discussion can be found in the references
in [Yao06a].
1.2.1. Asymptotic Freedom and Anti-Screening
In Quantum Electrodynamic the eﬀect of charge screening leads to a reduction of the actual vis-
ible amount of charge at large distances (low probe energy). The strength of the electromagnetic
interaction, as characterized by α, is the asymptotic value at large interaction distances. The
actual screening eﬀect is caused by virtual γ∗-quanta emitted by a charge, in this example an
electron, which couple to e+e−-pairs. Since the positrons are attracted by the real charge, the
electron surrounds itself with a positron cloud. Thus, the eﬀective charge, as seen from outside
the cloud, is reduced. A probe of suﬃcient energy penetrates the surrounding e+e−-cloud and
sees with decreasing distance an increasing amount of charge, i.e. it sees the coupling constant
α(r) is rising with decreasing distance. An example of an experimental conﬁrmation is discussed
in [Ach05].
In QCD a similar but reversed eﬀect is observed. Virtual gluons emitted by the real color
charge couple, in addition to coupling into q¯q-pairs in analogy to QED, also into gluon loops.
The self interactions of this virtual gluon cloud lead to anti-screening and asymptotic freedom
(derivation see [Hal84]). Anti screening describes the opposite eﬀect of screening: with increasing
distance the strength of the interaction αS(r) is strongly rising, with αS(r) ≈ 1 at a distance
of r = 1 fm (conﬁnement barrier). At the same time the color ﬁeld strength is largely reduced
at small distances (or large momentum transfer), and two close quarks asymptotically approach
a state of being free, non interacting particles. The nominal value of αS at the mass of the Z0
boson is given by αS(mZ) = 0, 1176 ± 0, 0020 [Yao06c], while a functional description of the
running coupling can be found in [Yao06b]. This eﬀect in terms of the momentum transfer Q is
shown in Figure 1.1 as it is expected by theory and actually seen by diﬀerent experiments.
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Figure 1.1.: Strong Coupling Constant αS(Q) by Momentum Transfer [Tas01].
With increasing momentum transfer Q the distance where the interaction takes place is reduced
and the coupling constant αS(Q) drops. The sources of the data points and their error bars are
discussed in [Tas01]. Next to Leading Order (NLO) and Next to Next to Leading Order (NNLO)
calculation are compared to Lattice QCD calculations.
1.2.2. Conﬁnement
The experimental fact that all observed objects are color neutral, and thus no free single quarks
are observed, is referred to as conﬁnement. A simple picture of conﬁnement is sketched in Figure
1.2. The force between two quarks can be phenomenologically modeled by an ansatz of a potential
with two terms in the relative distance r  an 1/r term and a term linear in r:
V (r) ≈ −4
3
·αS(r) · ~c · 1
r
+ k · r (1.3)
The ﬁrst term models a Coulomb like potential at short distances, while the linear term
ensures conﬁnement. The variable αS(r) is the distance dependent strong coupling constant
discussed in Section 1.2.1. The magnitude of the string tension k is of the order of k = 1GeV/fm,
which ensures that already at very small separations of quarks from one another (Fermi scale)
the binding energy is high enough to create a new qq¯-pair in the center of the string, breaking it
as depicted in Figure 1.2 into two color neutral particles. The formation of back-to-back particle
pairs observed as back-to-back jets in the ﬁnal state in high energy collider experiments is a
nice example of how this string breaking can be observed. Lattice QCD calculations support
this picture quantitatively (compare Figure 1.3) and also show ﬂux-tubes for systems of three
quarks, as for example in [Ich03].
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Figure 1.2.: Schematic Picture of the Color Field and the String Breaking.
The k · r term in the potential Equation (1.3) leads to the depicted stretched ﬁeld lines that form
a ﬂux-tube with a string tension k. It should be noted how diﬀerent this picture is compared
to the ﬁeld of two electric charges. When the two quarks are being separated, the energy of the
binding increases according to the k · r term. Due to the high coupling strength k = 1GeV/fm
the energy is already at very small separations suﬃcient to create a new q¯q-pair in between,
and thus the string breaks. Light Green and dark Green represent an arbitrary color anti-color
combination, e.g. GG.
(a) Quenched Wilson Action Potential
Figure 1.3.: Normalized Quenched Wilson Action SU(3) Potential [Bal00].
This ﬁgure shows the QCD potential as it is derived from quenched lattice simulation. The
agreement to Equation (1.3) should be noted and all further details are found in [Bal00].
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1.2.3. Symmetry and Symmetry Breaking
Symmetries are of fundamental interest for physics. The Noether theorem [Noe18] connects
symmetries directly with the appearance of a conserved quantity. Classical examples are that
the invariance under translations, time displacements and rotations lead respectively to the con-
servation of momentum, energy and angular momentum. In ﬁeld theory additional symmetries
are of interest, especially local gauge symmetries. In particular, the symmetries under the trans-
formations of the unitary U(1) and special unitary SU(N) groups are relevant. For example, the
local U(1) symmetry of QED enforces the conservation of the electric charge.
As interesting as the symmetries themselves is the special case when a symmetry is broken.
A symmetry can be broken explicitly by adding a term which does not obey the symmetry to an
otherwise symmetrical Lagrangian (e.g. in QED a photon mass term). Spontaneous symmetry
breaking, on the other hand, is realized if a symmetry of the Lagrangian is hidden by a particular
choice of the ground state of the potential, which does not show the symmetry anymore. A famous
example is the so called Mexican hat potential as sketched in Figure 1.4(b). This potential is
perfectly rotational symmetric, but the point in the center is not a stable minimum, so the ground
state a real system chooses is somewhere on the minimum ring. When this happens rotations
obviously do change something in the system, so the symmetry is spontaneously broken. Both
types of symmetry breaking have important practical physical implications.
(a) Ground State Symmetric (b) Ground State not Symmetric
Figure 1.4.: Mexican hat potential in 3D [Koc02].
This potential is illustrating how the random choice of a ground state in a fully rotational
symmetric potential breaks, or better hides, the symmetry of the potential, as it is demonstrated
in (b). The axis x and y are also labeled as σ and pi for the explanation of the σ and pi ﬁelds as
discussed in detail in Section 1.2.4 and Figure 1.5.
The explicit symmetry breaking term can have a certain strength in relation to the other terms
in the Lagrangian, and if it is small enough, the physical system will still show characteristics
of the symmetry, although it is in principle broken. This can make it possible to neglect the
symmetry breaking term and describe the system as approximately symmetric, as long as this
term is small enough. It should be noted that the diﬀerent contributions to the Lagrangian
can depend on diﬀerent energy scales, which provides a way to virtually restore a symmetry
by changing the energy scale under discussion, if the symmetry breaking term is not (or much
weaker) increasing with energy.
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Spontaneous symmetry breaking is conceptually more involved and will be sketched sticking
to the Mexican hat example from Figure 1.4. The Goldstone theorem states that whenever a
continuous symmetry is spontaneously broken a new mass-less scalar particle appears, i.e. the
Goldstone boson. In the Mexican hat picture this corresponds to excitations on the minimum
ring around the symmetry of the potential (azimuthal excitations).
1.2.4. Chiral Symmetry, its Breaking and Restoration
With the chirality operator γ5 = iγ0γ1γ2γ3 (Dirac matrices [Hal84]) it is possible to deﬁne the
right and left handed projection operators PR and PL:
PR =
1
2
(
1 + γ5
)
, PL =
1
2
(
1− γ5)
For massive fermions the projections of PR/L, called the handedness, are not good quantum
numbers, but in the limit of vanishing masses m = 0 in Equation (1.2) this Lagrangian acquires
a symmetry that is connected to the conservation of the handedness of quarks. In other words,
the so called chiral symmetry of the interactions is SU(2)R×SU(2)L ﬂavor for a model treating
only up and down quarks. This decouples the left handed world from the right handed one.
Equivalently the Lagrangian is symmetric under the axial-vector transformation ΛA and the
vector transformation ΛV (group structure: SU(2)V × SU(2)A) [Koc02, Koc95]:
ΛV : ψ → e−i
~τ
2
~Θψ ≈
(
1− i ~τ
2
~Θ
)
ψ
V aµ = ψ¯ γµ
τa
2
ψ
ΛA : ψ → e−iγ5
~τ
2
~Θψ ≈
(
1− iγ5 ~τ
2
~Θ
)
ψ
Aaµ = ψ¯ γµγ
5 τ
a
2
ψ
Here ~τ refers to the Pauli (iso-)spin matrices, V aµ and Aaµ are the conserved currents associated
with the vector and axial vector symmetries, while ~Θ gives the parameters of the transformation.
The vector transformation ΛV can be identiﬁed with isospin rotations and it is known to be
conserved in the strong interaction. In contrast, the axial-vector transformation ΛA is known to
be heavily broken, since the axial-vector symmetry rotations can transform a ρ-particle into a
a1-particle. Thus, these two should have the same energy eigenvalue, i.e. the same mass. This is
obviously not the case since there is a large gap in the masses (compare Table 1.2 on page 27).
If the energy scale involved in hadron physics (ΛQCD ≈ 200MeV) is compared to the much
lighter up and down quark masses (compare Table 1.1), one can assume by following the argu-
ments from Section 1.2.3 that the axial current should be at least approximately (or partially)
conserved. This is called the Partially Conserved Axial Current (PCAC) hypothesis. The diﬀer-
ence in mass of the ρ and a1 is too large to be explained exclusively by the small quark masses,
instead it is explained by the spontaneous breaking of chiral symmetry.
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Figure 1.5.: Linear Sigma Model Mexican Hat Potential as 2D cut [Koc02].
The ﬁgure on the right shows the potential of the linear sigma model without an explicitly
symmetry breaking term, in contrast to the ﬁgure on the left which shows the tilt of the Mexican
hat that grants the pion its mass within this model.
The linear sigma model uses the Mexican hat potential shown in Figure 1.5 as a two dimensional
cut of Figure 1.4. The shape ensures a spontaneous symmetry breaking because the ground state
does not follow the rotational symmetry anymore. In this picture it is the massive σ state (new
PDG name: f0 [Yao06d] compare Table 1.2), which, in the quark picture, has a ﬁnite vacuum
expectation value 〈q¯|q〉 6= 0, since it has the quantum numbers of the vacuum. The σ excitations
correspond to shifts along the σ axis, while the excitations of the pi in this picture correspond
to small mass-less excitations in the valley along the pi axis, i.e. the pions are the Goldstone
bosons. It is well known from experiment that the pion mass is not zero, but remarkably small
compared to the mass of all the other hadrons. The linear sigma model includes an explicit
symmetry breaking term given by the mass of the quarks to describe this fact. The resulting
tilted Mexican hat potential is shown in Figure 1.5 (a) and ensures that pion excitations are not
mass-less anymore, while ensuring that their mass will be small, as long as the explicit symmetry
breaking term is also small compared to the scale of the spontaneous symmetry breaking.
A measure of the strength of the symmetry breaking is the ﬁnite quark expectation value〈
q¯|q〉 (quark condensate) via the Gell-Mann-Oakes-Renner relation (GOR) [GM68] which
also relates 〈q¯|q〉 to measurable quantities:
m2pif
2
pi = −
1
2
(mu +md) · 〈0| u¯u+ d¯d |0〉 (1.4)
Here mpi denotes the pion mass, fpi is the pion decay constant, mu and md are the up and down
quark masses.
20
1.2. Quantum Chromodynamics - QCD
In addition, it can be shown in a chiral perturbation model [Koc02], that the expectation value
of the quark condensate has a dependency on the temperature T and the actual nuclear density
ρ in relation to the normal nuclear density ρ0 . These in-medium eﬀects are described in ﬁrst
order by [Ger89, Koc02]:
〈q¯q〉T = 〈0| q¯q |0〉 ·
(
1− T
2
8f2pi
)
(1.5)
〈q¯q〉ρ = 〈0| q¯q |0〉 ·
(
1− 0, 35 · ρ
ρ0
)
(1.6)
Thus the temperature dependency is quadratic, while the density dependence is linear and has
a strength of already 35% at normal nuclear density. It should be noted that Equation (1.6) is
only valid for small values of ρ. A diagram visualizing the combined eﬀect of nonzero density
and temperature, as well as some experimentally accessible regions, is shown in Figure 1.6. At
high temperature and/or density the quark condensate drops to zero, and since it is a measure
of the strength of the symmetry breaking, the symmetry breaking vanishes. At this so called
chirally restored phase the discussed eﬀects of the symmetry breaking also vanish.
The inspection of the QCD phase diagram, as shown in Figure 1.7, shows where the chirally
restored phase is expected, if it exists at all and is not hidden by the overlap of a deconﬁned
phase, where the individual quarks are no longer conﬁned into color neutral hadrons, but form
a quark gluon plasma, which is also expected at high temperatures and densities.
Figure 1.6.: Dependency of the Quark Condensate on Temperature and Density [Kli90].
At high temperature or density 〈q¯q〉T,ρ drops to zero and a chirally restored phase is expected.
Some experimentally accessible regions are noted as SIS (Schwerionen-Synchrotron (@GSI)) and
SPS (Super Proton Synchrotron (@CERN))
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Figure 1.7.: QCD Phase Diagram [Gut06].
This ﬁgure shows a plot of temperature versus the Net Baryon Density (NBD) of strongly
interacting systems. Some regions of the QCD phase diagram are indicated, which are accessible
at diﬀerent accelerator facilities. In addition, the areas that are present as condensed (atomic)
nuclear matter (T ≈ 0, NBD = 1) are shown, as well as those which are expected to be
present as neutron stars. A phase transition separating the world of hadrons as we see it, and
a deconﬁned phase in which quarks and gluons exist as free particles in a quark-gluon plasma is
sketched, including a possible critical point. For more a quantitative review consult [Cle98] and
the references therein.
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1.3. Subatomic Structure and Form Factors
The internal structure of an object can be investigated by shooting projectiles at it and measuring
the resulting scattering distributions. A detailed analysis (as found in [Pov06, Hal84]) leads to
several formulas for the diﬀerential cross sections dσ/dΩ. The description of the scattering
depends on the properties of projectile and target. In the simplest case of classical point-like
particles (both projectile and target) without spin the elastic scattering process without recoil is
described by the Rutherford diﬀerential cross section (cross section σ per solid angle Ω) of a
projectile with kinetic energy Ekin and electric charge ze on a point like target with charge Ze:
( dσ
dΩ
)classical
Rutherford
=
(
zZe2
)2
(4pi²0)
2 · (4Ekin)2 sin4 θ2( dσ
dΩ
)relativistic
Rutherford
=
4Z2α2 (~c)2 ·E′2
|−→q c|4 =
Z2α2 (~c)2
4 ·E2 sin4 θ2
The variable ²0 is the permittivity of free space, θ the scattering angle, α is the ﬁne structure
constant and ~ is the Plank-constant. The variable E′ (= E if no recoil) gives the energy in
the ﬁnal state, and ~q is the momentum transfer in the process.
A more elaborate formula, called the Mott cross section, describes the scattering of electrons
(spin 1/2):
( dσ
dΩ
)point
Mott
=
( dσ
dΩ
)∗
Mott
· E
′
E( dσ
dΩ
)∗
Mott
=
( dσ
dΩ
)
Rutherford
·
(
1− β2 sin2
(
θ
2
))
The variable β = v/c is the relativistic velocity, θ is the scattering angle, the initial state energy
is denoted by E, so E′E is the recoil factor and the star indicates that recoil eﬀects are not included
in the cross section.
To investigate the internal charge distribution inside a nucleus the scattering of electrons with
suﬃcient energy is an option. The comparison of the measured diﬀerential cross section with the
cross section of a point like target yields the form factor F (q2):( dσ
dΩ
)
=
( dσ
dΩ
)point
Mott
· ∣∣F (q2)∣∣2
In the non relativistic limit, the form factor F (q2) can be interpreted as the Fourier transform
of the charge distribution in the target. This is in complete analogy to classical optics, where
the Fourier transform of the spatial extents of an illuminated object describes the diﬀraction
of light on the object, and thus carries the complete information about the shape of the object.
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Figure 1.8.: Feynman Diagrams of Electron Scattering and Annihilation.
Figure a) shows e−pi− scattering (space-like, q2 < 0). Reversing the diagram leads to the
e+e−annihilation and pi+pi− pair production diagram (time-like, q2 > 0 ) shown in b). The time
axis is pointing upwards in both ﬁgures.
To study the structure of nucleons it has to be considered that the constituents of the nucleon
also have spin and the distributions of its magnetic and electric moments are not equal. The
solution is to reﬁne the Mott formula into the Rosenbluth formula [Ros50]:( dσ
dΩ
)
Rosenbluth
=
( dσ
dΩ
)point
Mott
·
[
G2E
(
Q2
)
+ τG2M
(
Q2
)
1 + τ
+ 2τG2M (Q
2) tan2
(
θ
2
)]
The variables which enter in addition are the electric form factor G2E
(
Q2
), the magnetic
form factor G2M
(
Q2
), the 4-momentum transfer −Q2 = q2 = (Ec )2 − p2 and the abbreviation
τ = Q
2
4M2c2
, where M is the mass of the target particle. It should be noted that in the case of
relativistic particles the form-factors are no longer directly the Fourier-transform of the spatial
distributions, but nevertheless still carry the full spatial information.
The Rosenbluth formula can be used to investigate the structure of a nucleon by ﬁrst
measuring the scattering cross section for diﬀerent ﬁxed values of Q2 at diﬀerent scattering
angles θ. The analysis of this data in terms of the Rosenbluth formula yields the form factors
G2E
(
Q2
) and G2M (Q2), which lead (when investigating their Q2 dependence) to the spatial
distribution of charges and magnetic moments in the nucleus.
The numerical value of q2 is negative (space-like region) in scattering processes since no
energy and only 3-momentum is transferred between projectile and target. The time-like region
of q2 > 0 becomes accessible in annihilation processes where the 3-momentum transfer is zero and
only energy is transferred. Apart from the time-like region of 4-momenta q2 < (2×Mparticle)
where not enough energy is available to produce the particle anti-particle pair of interest in the
outgoing channel, the whole q2 region can be investigated. Example Feynman-diagrams of these
processes are shown in Figure 1.8.
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1.4. Light Vector Mesons and Vector Meson Dominance
The cross sections (and thus also the forms factor involved) in time-like electromagnetic pro-
cesses (i.g. e+e−-annihilation , Dalitz decay η → e+e−γ ) in the low energy transfer region(
q2 / 1 (GeV/c)2
)
show some interesting characteristics: a strong enhancement in the mass
range of light vector mesons (ρ/ω) as shown as an example in Figure 1.9. This can be described
in the framework of the Vector Meson Dominance (VMD) model (as suggested by [Sak69]),
where the electromagnetic coupling of leptons to hadrons at low energy is described by assuming
that the coupling is also mediated by a vector meson. The quantum numbers a virtual photon
possess (JPC) = (1−−) allow it to directly couple into a quark anti-quark (qq¯) state, i.e. a vector
meson with the same quantum numbers. In Table 1.2 the characteristics of the vector mesons
with suﬃciently low mass can be found. The VMD model explains the hadronic structure of
the coupling of the virtual photon at low energies, and the Feynman diagrams describing this
behavior can be found in Figure 1.10. More formally the earlier presented peak in the pion form
factor is described well by
Fpi
(
q2
)
=
m2ρ
m2ρ − q2 − i ·mρΓρ
(
q2
)
where mρ is the mass of the ρ-meson and Γρ is the ρ → pipi decay width. More general, the
dependence of the form factor on the mass of the vector meson (MVM) according to VMD is
given by:
F
(
q2
)
=
M2VM
M2VM − q2
The observed sudden and sharp drop in ∣∣Fpi (q2)∣∣2 in Figure 1.9 around 780MeV at the mass of
the ω(782) (compare Table 1.2) can be understood by the interference of ρ and ω. This eﬀect is
known as ρ− ω mixing.
A more recent review of the topic in terms of the hadronic structure function F γ2 can be found
in [Yao06e, Nis00].
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Figure 1.9.: Pion Form Factor (time-like) [Kli96].
Both ﬁgures show the same pion form factor ∣∣Fpi (q2)∣∣2 in the time-like region, the right ﬁgure
is magniﬁed. The experimental data points presented are from [Bar85].
γ∗γ∗
q¯
q
(a) hadonic characteristics of virtual photons
γ∗
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ρ/ω/φ
A
A
(b) VMD electron nucleon scatering
Figure 1.10.: Coupling of Virtual Photons to Hadrons in the VMD Model.
Figure (a) shows a virtual γ∗ forming (ﬂuctuating into) an intermediate qq¯ pair (time evolving
to the right). The quantum numbers of a virtual photon γ∗ are (JPC) = (1−−), and thus a
vector meson is formed, since its quantum numbers are identical (by deﬁnition) to quantum
numbers of the photon. Figure (b) shows the coupling of such an intermediate vector meson
in e−-Hadron scattering (time axis upwards). By this mechanism the virtual photon acquires
hadronic properties at small momentum transfers according to the Vector Meson Dominance
(VMD) Model (see Section 1.4).
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Particle Q. N. Mass m Γ Main Decay Branching Ratio
Name IG (JPC) /MeV /MeV Channel into e+e−
ρ0(770) 1+ (1−−) 775, 5± 0, 4 149, 4 ≈ 100% to pipi (4, 70± 0, 08)× 10−5
a1(1260) 1− (1++) 1230± 40 ≈ 500 uncertain uncertain
f0(600) 0+(0++) 400− 1200 ≈ 800 pipi not seen so far
ω(782) 0− (1−−) 782, 65± 0, 12 8, 49 ≈ 89% to pi+pi−pi0 (7, 18± 0, 12)× 10−5
φ(1020) 0− (1−−) 1019, 46± 0, 02 4, 62 ≈ 50% to K+K− (2, 97± 0, 04)× 10−5
Table 1.2.: Selected Light Mesons [Yao06a].
Q. N. abbreviates the Quantum Numbers, the meson spin J is given by |l − s| < J < |l + s|
when s = 0 (anti-parallel quark spin) or s = 1 (parallel quark spin), Parity P = (−1)l+1, l is
the orbital angular momentum; C-Parity C = (−1)l+s, G-Parity G = (−1)I+l+s, I is the isospin
and Iz its z-component. The lifetime τ of these resonances/particles are related to their decay
widths Γ by τ = ~Γ .
1.5. Dilepton Experiments
The unique properties of vector mesons which are utilized in dilepton experiments (such as
HADES, compare Chapter 2) are their short lifetime paired with their decay channel into dilep-
tons. The short lifetime ensures their decay inside the hot and dense initial phase of a heavy
ion collision, while their decay into a pair of leptons (e+e−) provides a conceptually ideal tool to
study this phase undisturbed, since the lepton pairs can leave the hot and dense medium without
further strong interaction (i.e. there is no strong ﬁnal state interaction). In addition, the study of
decays of vector mesons into channels with only a lepton pair (for example: ρ0 → e++e−) allows
the direct reconstruction of the invariant mass of the vector meson at the point in space and time
where its decay took place, i.e. in the hot and dense medium of the heavy ion collision. This
provides an interesting tool to investigate in medium eﬀects such as chiral restoration (compare
Section 1.2.4).
Several experiments measured dileptons in diﬀerent collisions at diﬀerent energies up to now:
for example DLS [Por97], CERES [Aga05], HELIOS [Maz94], NA60 [Arn06] and recently HADES
[HAD94]. Spectra from two of them, HADES and NA60, are shown in Figure 1.11 and Figure
1.12. Prominent in all the experiments is that the so-called hadronic cocktail, which describes
the spectrum as the naive sum of all known hadronic contributions which works perfectly well for
proton-nucleus collisions, does not describe the data adequately. Instead a signiﬁcant enhance-
ment in the region of the ρ/ω peak relative to the hadronic cocktail has been observed.
Two diﬀerent approaches are followed by theory to explain this: the dropping of the ρ vector
meson mass in the medium, as for example described in [Hun97, Cas95, Li96, Bro02], or the
modiﬁcation of the spectral function in medium, as described in [Bra98, Rap00, Urb98, Urb00,
Rap97, Cha96]. The dropping ρ mass scenario seems to be suﬃcient to explain the spectra
presented by CERES, but a modern high statistics experiment (NA60) strongly supports the
second scenario of the in-medium modiﬁcation of the spectral function of the ρ meson [Arn06].
Comparing the two models with the available experimental data, as shown in Figure 1.12, the
NA60 collaboration completely rules out that the ρ meson is not modiﬁed in any way as given
by the dashed line. In addition, it is concluded, that an in medium mass drop of the ρ meson
does not describe the data as it is shown by the dashed-dotted line in Figure 1.12. The model
that describes the NA60 data well is the strong broadening of the ρ meson's spectral function
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shown by the thick solid line.
This result does not seem to rule out dropping mass scenarios of vector mesons in general, since
other experiments with diﬀerent conditions report a dropping mass. The in-medium modiﬁcation
of the ω mesons in the photo-production process γ+A→ ω+X → pi0γ+X ′ has been investigated
by the CBELSA/TAPS collaboration [Trn05]. There, a drop of the in-medium mass of the ω
meson to Mω = 722MeV/c2 (equal to 8% drop) is reported at an estimated average nuclear
density of 0, 6 · ρ0.
Summarized it seems that the matter of in medium modiﬁcation still needs a lot of investigation
before it will be ﬁnally concluded.
Figure 1.11.: Recent HADES Dilepton (e+e−) Spectra from C+ C [Aga07].
The left ﬁgure shows the invariant e+e−-pair mass distribution data (dots with error bars)
normalized to the pi yield, and shows for comparison two cocktail (A/B) with their diﬀerent
sources. Cocktail A is a thermal cocktail, while cocktail B also includes resonant decays (details
in [Aga07]). The ﬁgure on the right compares the measured data with several theoretical models
and the cocktails. It should be noted that the transport models qualitatively reproduce the
measured curve, but fall short in describing the actual yield, most likely due to the use of
vacuum spectral functions instead of in medium spectral functions.
28
1.5. Dilepton Experiments
Figure 1.12.: NA60 Dilepton (µ+µ−) Spectra in In+In Collisions [Arn06].
The left ﬁgure shows the total mass spectrum data (open circles) without a centrality selection
and compares them to the known contributing sources (solid lines) to obtain the actual excess,
which is given by the solid triangles. The ﬁgure on the right compares the excess mass spectra
data in the semi-central bin to several model predictions. The thin solid line is the cocktail
prediction (sum of known sources) and the dashed dotted line shows calculations from the in-
medium moving ρ meson mass model [Bro02, Bro91, Li95], and the in medium broadening model
prediction as in [Cha96, Rap00, Rap97] is given by the thick solid line. The actual data points
are given by the solid triangles with error bars.
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The High Acceptance Di-Electron Spectrometer HADES shown in Figure 2.1 is installed at the
heavy ion synchrotron (SIS1) of the GSI2 facilities in Darmstadt (Germany). Its main objective
is the measurement of lepton pairs (dileptons) produced in the decay of light vector mesons at
reaction rates of 106 Hz with an accuracy of ∆pp ' 1% particle momentum resolution [HAD94].
In order to fulﬁll the design goals the HADES spectrometer is composed of several diﬀerent
specialized particle detectors, which are described in detail in the following sections. The details
of the detector setup of the spectrometer can be found in Figure 2.1 and Figure 2.2.
1 Schwerionen-Synchrotron2 Gesellschaft für Schwerionenforschung mbH, Darmstadt (Germany)
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(a) exploded drawing of the HADES spectrometer
(b) view of the HADES spec-
trometer as mounted
(c) cut through the assembled
HADES spectrometer
Figure 2.1.: Artist's view of the HADES spectrometer [Sch06].
The view in ﬁgure a) is exploded to enhance the visibility of the individual detectors composing
the spectrometer, while ﬁgures b) and c) show how tightly the detectors are mounted in reality
inside the support frame (yellow). The green line entering from the bottom left represents the
particle beam. The support frame's physical dimensions are about 5 m by 5 m by 4 m (width,
height, depth). The sixfold symmetry of the whole setup is apparent. The deﬁnition of the
coordinate system is: z-axis parallel to the beam direction, y-axis upward, x-axis to the left,
polar angle ϑ is deﬁned with respect to the z-axis and azimuthal angle φ is deﬁned in the
x, y-plane starting from the x-axis turning towards the y-axis.
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Figure 2.2.: Schematic of the HADES spectrometer shown in a lateral cut [HAD94].
Two of the six opposing sectors can be seen. The beam enters the spectrometer from the left
side and hits the target. The magnet in the lower half of the picture has its kick-plane (compare
Section 2.5) indicated by a dashed line. Also shown is the track of a charged particle. The track
starts at the target, travels though the RICH and inner MDC chambers, is being bent in the
magnet, and ﬁnally traverses the outer MDC chambers and hits the TOF. The bending in the
magnet can be described by a momentum kick at the kick-plane (compare Section 2.5). 37
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Brieﬂy summarized following the downstream direction of the beam, the HADES spectrometer
features the HADES RICH for electron/positron particle identiﬁcation (PID). Two sets of MDC
drift chambers are mounted before and after a superconducting toroidal magnet respectively, to
enable the tracking of charged particles and to measure their momentum. The setup is completed
by the TOF and TOFino time of ﬂight detector systems and the HADES Pre-Shower detector.
These detectors serve particle identiﬁcation and ﬁrst level trigger event detection and form the
so called Multiplicity Electron Trigger Array (META).
Light vector mesons decay into e+e−-pairs with a branching ratio of only about 10−5 [Yao06d].
In order to maximize the number of lepton pairs in the measured data samples, two approaches
are realized by the HADES spectrometer: a large geometrical acceptance and high reaction
rates. The former is realized by building a spectrometer which covers most of the 2pi azimuthal
angle, and as a ﬁxed target experiment gets most particles propagating downstream in the
laboratory system. The latter is made possible only by a sophisticated multi-level trigger system
described here as an integral part of the spectrometer. The overall geometrical acceptance of the
spectrometer setup is approximately 80% of the full azimuthal angle and 18◦ to 85◦ in polar angle.
This gives an overall result of about 40% acceptance for e+e−-pairs for the whole spectrometer.
The use of high primary beam rates of up to 108 particles/s and a 1% interaction length target
yields reaction rates of up to 106 Hz, which require a sophisticated real time trigger system to
enrich the data sample with the rare decays of light vector mesons into dileptons. For example, a
central Au+Au collision at 1 AGeV has a rate of dileptons from ρ-decays of only 10−6 pairs/event.
In addition to these high rate requirements the trigger has to be very selective to handle the
background from combinatorics and other channels as for example the conversion electrons from
the photons of pi0 decays or the pi0 Dalitz decays.
The following sections provide more insight into the details of the operation of the individual
detectors of the spectrometer and are ordered downstream starting with the target and ending
with the PreShower. This is followed by the description of systems combining or interpreting
data from individual detectors. The RICH and MDC sub detectors are of special interest for
Chapter 4 The Trigger Algorithm. For this reason, the RICH and MDC detectors are presented
in more detail than the other detectors of the HADES spectrometer.
2.1. Targets
For diﬀerent experiments, collisions of diﬀerent particle species are studied. The projectile is
given by the choice of an appropriate source used for the beam, and its well deﬁned energy is
given by the accelerator setup. The other partner in a ﬁxed target experiment like HADES is
mounted at the interaction point, typically either as thin foils or as a liquid.
Experiments with the goal to study the interaction of heavy ions can implement the target,
as in the case of HADES, as (i) a single foil or (ii) segmented as a set of two or more foils. Case
(i) was for example realized in the November 2001 beamtime (C+C; 1 AGeV to 2 AGeV) with a
single graphite foils with of 5mm thickness, a density of 2, 15 g/cm3 and a interaction length of
5%. Case (ii) was realized in the beamtime of November 2002 (C+C) with two graphite foils of
3mm thickness, same density and a gap of 2 cm in between (placed 1 cm before and 1 cm after
the nominal target position). A segmented target reduces the interactions (i.g. scattering) of
reaction products with the target compared to a not segmented target of the same total thickness.
Experiments studying more elementary reactions with light projectiles (like pions and protons
on a proton target) require a liquid hydrogen (LH2) target. The LH2 target of HADES is a
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cylindrical vessel (radius=1, 25 cm, length= 5 cm) made of Mylar foils. The liquid hydrogen
is contained at atmospheric pressure at a temperature of 20K. Thermal isolation is provided
by layers of aluminized Mylar foils. The used low Z materials of the containment ensure a
low interaction probability of the incoming beam with the container. For a proton beam the
interaction probability with the container is ≈ 0, 07%, while the hydrogen target itself provides
a ≈ 1% interaction probability.
2.2. START and VETO
(a) Position of START and VETO (b) START/VETO
Figure 2.3.: The START/VETO detectors.
In ﬁgure a) the position of the START and VETO detector relative to the target is outlined, while
picture b) shows the real START/VETO (identical) detectors (ruler in cm). The segmentation
into stripes can be noted in both ﬁgures.
In order to decide if a reaction happened inside the target, the HADES spectrometer is equipped
with a START and a VETO detector [Ber99]. Both detectors are CVD diamonds (Chemical
Vapor Deposition) (thickness = 100µm) of hexagonal shape divided into eight strips (as shown
in Figure 2.3), with smaller inner strips to keep count rates constant among the diﬀerent strips.
The thickness is chosen to minimize multiple scattering. This type of detector is capable of high
rates and can sustain the 108 particles/s primary rate used in HADES. In addition, it provides a
very good intrinsic time resolution of about 30 ps and has a very good thermal conductivity.
START and VETO are each located 75 cm away from the target, START upstream and VETO
downstream (compare Figure 2.3). They operate in anti-coincidence mode, i.e. a reaction is
triggered, if a strip in the START detector detects a particle while no particle is detected in
one of the three associated strips in the VETO detector (1:3 mode). In this case there is a
high probability that the particle did not pass through the target without inducing a reaction.
The eﬃciency for this START/VETO detector is 96, 5% for heavy ion beams. In addition, the
START detector provides beam focus monitoring and a spill monitor. For light particle beams
the eﬃciency is much lower since the energy loss, and thus also the signal, depends on the Z2
of the incident particle (Equation (2.3)). Therefore the START/VETO system was not used in
the proton beam runs, i.e. January 2004 and May 2006.
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2.3. Ring Imaging erenkov Detector - RICH
The ﬁrst detector in downstream direction of the beam is the RICH (Ring Imaging Cherenkov)
detector which serves to discriminate leptons from hadrons. As the name implies, the erenkov
eﬀect [er37b, Jac99] is used as the detection principle. This type of detector is often used in
particle physics experiments [Seg94, Seg99, Yao06f] and is discussed in the following sections.
2.3.1. erenkov Eﬀect
Whenever a charged particle travels through a medium (index of refraction n, vacuum speed
of light c) with a velocity ν higher than the phase velocity of light cn in that medium, light is
emitted along the path of the particle [er37b, Jac99, Yao06g].
ν > cn =
c
n
This shows that the emission of erenkov light starts at a threshold velocity vthr and a thresh-
old relativistic βthr factor given by:
βthr =
1
n
=
νthr
c
The erenkov light is emitted under an angle cosΘC = 1nβ and is totally linearly polarized
in the plane containing the path of the particle and the direction of observation [Jac99]. Selecting
the index of refraction by choosing an appropriate radiator material it is possible to precisely set
the threshold velocity νthr or the equivalent relativistic γthr factor (particle Energy E, rest mass
m):
γthr =
E
m
=
1√
1− β2thr
=
1√
1− ( 1n)2 (2.1)
The diﬀerential photon yield per energy is given by [Yps94]:
dNph
dE
=
( α
~c
)
·Z2L ·
[
1−
(
1
βn
)2]
Here α is the ﬁne structure constant, ~ is the Planck constant, L is the path length of the
particle traveling through the medium and Z is the charge of the particle measured in units of
the electron charge e. In case of constant βn the photon yield N can be written as
N = N0Z2L sin2ΘC
N0 =
( α
~c
)
²∆E (2.2)
²∆E =
∫ Et
El
(QTR) dE
with ² being the energy average of the detector eﬃciency between the lower energy limit El and
the top energy limit Et given by the detector properties.
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The eﬃciency ² depends on the diﬀerent photon eﬃciencies of the detector for transmission
in the medium T , reﬂection on a mirror R and quantum eﬃciency of detection Q and N0 is
called the detector response parameter. It should be noted that in reality the index of refraction
is frequency dependent. This causes a rise in the UV-region of the spectral distribution of the
erenkov light.
2.3.2. The HADES RICH
The layout of the RICH detector of HADES [Zei99a] is shown in Figure 2.4. Its design goal
is to provide the data to perform the online identiﬁcation of e+e− pairs in an environment of
about 200 charged particles from heavy ion collisions at rates of 105 interactions/s. As seen in
Figure 2.1 and Figure 2.2, the detector is placed around the target and covers almost the full
hemisphere in the forward direction.
This detector uses C4F10 gas (n = 1, 00151) as radiator material for its ﬁtting γthr, its good
photon transmittivity and low energy loss. The use of Equation (2.1) leads to a threshold of
γthr = 18, 22 and also to the minimum particle energy required to produce erenkov light for
diﬀerent particle species, for example:
Ee+ = Ee− ≈ 9, 3MeV; Epi ≈ 2, 6GeV; Ep ≈ 17, 8GeV; Eµ ≈ 1, 92GeV
This demonstrates that at the maximum SIS energy of 2 AGeV for heavy ions basically only
electrons are above this γthr. It should be noted however, that for example in the case of a
2AGeV 12C-beam the total available energy in the collision is actually high enough to produce
also particles other than electrons above the γthr. However, this is not a process with a high
probability. Thus, only few pions with energies above the threshold are produced, and their ring
diameter is smaller than for electrons (see below). The ring detection algorithms in HADES only
ﬁnd rings of the asymptotic size of the electron rings .
Since β approaches 1 for electrons and positrons, the light is emitted under an asymptotic
angle of ΘC =3, 15◦. The mirror reﬂects this light as a ring of approximately constant diameter
onto the photo detector plane. The inclination of 20◦ of the detection plane is a compromise
which helps to keep the reﬂected light approximately focused onto the plane independent of the
angle of the particle track. The projected rings have a diameter of about 5 cm [Leh00].
The photo detector plane is segmented into 4712 pads per sector, and the pad size is varied
along the y-axis from 7, 1mm× 6, 6mm to 4, 6mm× 6, 6mm to keep the size of a ring approxi-
mately constant (Figure 2.5) and correct for eccentricity eﬀects modifying the ring shape, which
arise from using a ﬂat detection plane instead of a complicated proper shaped plane [Sch95].
This ﬁxes the ring size to a radius of 4 pads [Leh99, Leh00] (compare Figure 2.5).
The detection of photons is realized by means of a MWPC3 with a CsI photo-cathode and
CH4 as detector gas, located at backward angles in the ﬁeld free region of the spectrometer.
The optical mirror [Fri03] is composed of carbon, coated with an Al reﬂective layer and a MgF2
protective layer. Its physical thickness is 2, 3 mm which results in a radiation thickness of x/X0 <
1%. The reﬂectivity is approximately 80%. The optical window separates the radiator gas
volume and the photo-detector gas volume. It is composed of CaF2 and has a transmittivity of
approximately 70%.
3MWPC: Multi-Wire Proportional Chamber
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Figure 2.4.: Schematic lateral cut of the RICH detector of HADES [Böh99].
The beam is entering from the left and hits the target. Electrons with momenta of pe ≥ 10MeV/c
traveling through the radiator gas (C4F10) produce erenkov light in a cone along the particle
path. This light is reﬂected by a mirror and focused in a ring shape onto the photon detector,
a MWPC (Multi-Wire Proportional Chamber) with a CsI photo-cathode. The photo-detector
gas (CH4) volume and the C4F10 radiator gas volume are separated by a CaF2 window. The
outer diameter of the RICH is about 1, 58 m and the inner gap for target and beam pipe has a
diameter of 15 cm. The center of the target is located nearly in the focal point of the mirror.
For further details please refer to Section 2.3.
Since erenkov light is more intense at higher frequencies, all the components of the HADES
RICH are chosen and optimized to operate at highest eﬃciency in the VUV4. The wavelength
dependence of all relevant components is shown in Figure 2.5, which provides with Equation
(2.2) the ﬁgure of merit for the RICH to N0 = 109 [Zei99a]. The number of erenkov photons
generated when a particle travels through the RICH can be estimated by the formulas in Section
2.3.1. This also provides the average number of photons available for detection. It mainly depends
on the path length of the particle in the radiator material and by this on the polar angle. Finally,
it ranges from ≈ 7 photons at a path length of L = 0, 38 m at θ = 20◦ to ≈ 14 photons at a
path length of L = 0, 68 m at θ = 80◦ [Sal02]. The quantum eﬃciency of the photo detector as
limiting component is also clearly visible in Figure 2.5.
4VUV or FUV: vacuum or far UV (Ultra Violet) light with a wavelength of approximately 200 nm to 10 nm
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(a) Optical Eﬃciency RICH components (b) RICH pad size variation
Figure 2.5.: Optical Parameters of the HADES RICH components [Fab03a, Fab03b, Leh00].
Figure a) shows the transmittivity (T.) of CH4 detector gas volume, the transmittivity of the
C4F10 radiator gas volume, the transmittivity of the CaF2 optical window and the reﬂectivity
(R.) of the mirror and the quantum eﬃciency (Q.E.) of the CsI MWPC, all shown in percent
depending on the wavelength λ. Figure b) shows the variation of the RICH photo-detector pad
size to correct the ring shape.
As part of the online trigger system, the HADES RICH features a special hardware module,
the RICH IPU (Image Processing Unit), which performs a search for the images of rings on
the readout plane and provides the data of the found ring centers (i.e. (ϑ, φ) of an electron or
positron) in real-time [Leh00].
2.3.3. Online Ring Recognition
The RICH RRU (Ring Recognition Unit) [Leh00, Leh99] is a dedicated hardware module re-
sponsible for extracting the (ϑ, φ)-angle information of a electron or positron track based on the
data of the RICH detector. It performs this analysis in real time (online) as part of the LVL2
trigger system (compare Section 2.12). The angle information is given by the reconstructed
centers of the ring shaped images of the erenkov light produced in the RICH and read out
on its photo-detector plane. The search for the rings and their centers is performed online by
the RRU, a highly parallel processing FPGA5 based system. The method used is outlined and
explained in the caption of Figure 2.6. One RRU per sector is combined with its PRC (Pattern
Reconstruction Card) and forms the RICH IPU of that sector. A detailed analysis of the perfor-
mance of the RICH IPU system as part of the LVL2 trigger of HADES can be found in [Leh99]
and [Leh03].
5FPGA: Field Programmable Gate Array
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Figure 2.6.: Ring Recognition Search Mask and Pad Groups [Leh00, Leh03].
The online ring search in the RICH IPU is performed by processing all the possible 13 by 13
pads sub-arrays of the photo-detector plane. Each sub-array is divided into a ring region (yellow,
ﬁxed ring radius 4 pads) and an inner (light blue) and outer veto region (dark blue, outer radius
6 pads). Pads shown in white are not taken into account in this sub-array, but belong to the
veto or ring region in another sub-array. To improve the eﬃciency of the implementation the
pads inside the diﬀerent regions are grouped into logical or-groups, telling if there was at least
one pad ﬁred in the group. The sum of the or-groups per region is calculated and compared to
given threshold settings. A ring candidate is found if the count of the ring region exceeds the
threshold while the veto region does not. Since this pattern search produces multiple candidates
in sub-arrays with neighboring centers it is followed by a local maximum search comparing the
counts in the ring region, and is thus providing the found rings. A found ring is deﬁned by its
ring center position on the pad plane which can be directly recalculated into the (ϑ, φ) − angle
information of an electron or positron track. Fakes due to electronic and detector noise, caused
by undesired secondary eﬀects (e.g. radiation in the MWPC) are not taken into account.
2.4. Mini Drift Chambers - MDC
The tracking of charged particles in HADES is accomplished by the so called MDC (Mini Drift
Chambers) detector [Gar98, Mün04]. The name arises from the comparably small size of the
individual drift cells. Figure 2.1 and Figure 2.2 show the positions of the four MDC chambers
(MDC modules) per sector in the setup. The MDC system covers nearly the full azimuthal angle
and the polar angle from ϑ = 18◦ to ϑ = 85◦, and it was designed as a low-mass system.
Two MDC modules per sector are located before the magnetic ﬁeld and two behind the mag-
netic ﬁeld, for a total of 24 trapezoidal chambers. The chambers are organized into four sets of
six identical chambers. The sets are numbered I to IV, I being the ﬁrst set in forward direction,
i.e. module I and II are before the magnet, and are referred to as inner MDC chambers, while
module III and IV are behind the magnet, and are called outer MDC chambers. The chambers
are also numbered from 1 to 6 in the order of increasing azimuthal angle. The MDC modules
with the number 1 being at 90◦ (up) in sector 16.
6Software framework convention is to number sectors from 0 to 5. Compare Chapter 4.
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(a) MDC module schematic (b) MDC wire arrangement
Figure 2.7.: Wire layout in the MDC modules.
The general arrangement of the wires in a MDC module is shown in a). The diﬀerent inclinations
of the layers of sense and ﬁeld wires are shown as an example for a single wire of each layer. The
deﬁnition of the module coordinate system can also be noted. All cathode wires are at an angle
of 90◦. The ﬁgure in b) sketches the relative position of the diﬀerent wire types with respect
to each other and shows the deﬁnition of the MDC drift cell, which extends out of and into the
drawing plane to form a long box centered around the sense wire and delimited by the ﬁeld wires
and the cathode wires. Note that the angle between the cathode wires and the drift cell given
in a) is not shown in b). The physical dimensions (A,B,C, a, d) of the diﬀerent MDC modules
can be found in Table 2.1 and Table 2.2.
Each MDC module is composed of a stable stesalit frame holding the wires of the layers under
a well deﬁned tension. To optimize the acceptance the frames of the chambers are located in
the shadows of the coils of the magnets. Sense wires and ﬁeld wires are arranged in six layers,
separated from each other by an interposed layer of cathode wires.
A drift cell is a box deﬁned by the sense wire in the center delimited by two ﬁeld wires and
the cathode plane as shown in Figure 2.7. This ﬁgure also shows how the drift cells are arranged
in planes with diﬀerent inclination angles. A MDC module has about 190 drift cells or sense
wires per layer (actual number varies per module and layer), numbered counting from the one
at the most down position (Figure 2.7, smallest y). The entry and exit window of the chambers
are 12 µm thick aluminum coated Mylar foils [Gar98]. A helium-isobutane mixture in a ratio of
40 : 60, continuously monitored and puriﬁed, is used as counting gas to keep the total thickness
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of the MDC detector below 5 · 10−4 in units of the radiation length.
The diﬀerent MDC modules have diﬀerent characteristics depending on their position in the
spectrometer. A summary of this can be found in Table 2.1 and Table 2.2. The small drift
cell sizes have been chosen to enhance the high event rate response capability by minimizing
the ionization drift times by minimizing the path length (compare also Section 2.4.1). The
data provided by this detector are the numbers of the drift cells which did see a signal and the
associated drift times for these hits.
Module A/mm B/mm C/mm γ/◦ a/mm d/mm Area/m2 V olume/l
I 139, 21 767, 38 839, 19 21, 98 5 5 0, 34 11, 99
II 205, 00 905, 00 1049, 27 19, 49 6 5 0, 49 20, 58
III 310, 43 1804, 80 2139, 05 20, 44 12 8 1, 88 150, 4
IV 345, 46 2224, 05 2689, 04 20, 44 14 10 2, 83 197, 8
Table 2.1.: Characteristics of the diﬀerent MDC Modules [Str98].
The meaning of the parameters (A,B,C, a, d) is given in Figure 2.7. The angle γ is deﬁned
between the normal vector of the surface of the chamber and the z-axis.
Module ∅ cathode wire (Al) ∅ ﬁeld wire (Al) ∅ signal wire (Au on W)
I 80µm 80µm 20µm
II 80µm 80µm 20µm
III 80µm 100µm 20µm
IV 100µm 100µm 30µm
Table 2.2.: Properties of the MDC-wires [Mün04].
Cathode and ﬁeld wires are made of aluminum. Gold plated tungsten is used for the signal wires.
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2.4.1. Physics and Characteristics of a Drift Cell
The signal induced on the individual sense wires of the drift cells is the collected charge over
time. The charge in form of electron-ion pairs is generated in clusters along the trail of a charged
particle passing through the gas volume, and it is proportional to the energy loss of the incident
particle.
In the relevant energy regime for this application, and for particles heavier than electrons,
this ionization is the result of energy loss mainly via the Bethe-Bloch mechanism. This is
described by the following formulas [Yao06g]:
−dEdx = Kz
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M = Mass of the incident particle
E = Energy of the incident particle
T = Kinetik energy
me = Electron mass
c = Speed of light
NA = Avogadro's Number
ze = Charge of the incident particle
Z = Atomic number of Absorber
A = Atomic mass of Absorber
I = Mean exitation energy
δ(βγ) = Density eﬀect correction
β =
v
c
= velocity in units of c
For (2γme/M) ¿ 1 the low energy approximation Tmax = 2mec2β2γ2 can be used. Radiative
eﬀects are not relevant at the given energy regime.
In contrast, electrons above a critical energy Ec lose energy mainly via Bremsstrahlung at a
rate proportional to their energy, while energy loss due to ionization depends on the logarithm of
the electron energy [Yao06g]. The approximation Ec = (800MeV) / (Z + 1, 2) gives the energy
where both eﬀects are of equal strength, which is around a couple of 10MeV. Photons generated
by Bremsstrahlung also interact via further secondary processes and also produce ionization.
The charge deposited in the gas volume from direct ionization processes (primary ionization)
is much lower than the charge due to all the secondary ionization eﬀects. The sum of primary
and secondary ionization, the total ionization, is what is collected by the sense wire after drifting
in the drift cell.
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(a) Electric Field Conﬁguration (b) Drift Time Isochrones
Figure 2.8.: MDC Drift Cell Characteristics [Mar05].
An Example contour plot of the electric ﬁeld ~E in a drift cell for MDC IV of HADES is shown
in a). The x-axis and y-axis are in cm, while the z-axis is showing V/cm. The position of the
peak in the center corresponds to the position of the sense wire. Figure b) shows lines of equal
drift time for MDC II of HADES in case of a cathode/ﬁeld wire potential of −1800V. The time
diﬀerence between the sketched isochronous lines is ∆t = 5 ns and the position of the sense wire
is also in the center.
The ionization electron drift is described by [Yao06f]:
~u = µ
∣∣∣ ~E∣∣∣ 1
1 + ω2τ2
(
~e+ ωτ
(
~e×~b
)
+ ω2τ2
(
~e ·~b
)
~b
)
Here ~u is the velocity vector of the electrons, ~E and ~B are electric and magnetic ﬁeld and ~e
and ~b are their unit vectors. The cyclotron frequency is given by ω = eB/mec and τ = µme/e is
the mean time between collisions, with µ being the electron mobility in the gas. In HADES the
electrons drift with a velocity of approximately 4 cm/µs along the electric ﬁeld lines, as shown
in Figure 2.8.
Close to the center of the drift cell, i.e. close to the thin sense wire, the gradient of the
electric potential is strong enough to create an avalanche of electrons (compare Figure 2.8).
This provides, in the case the HADES drift cells, a gas ampliﬁcation factor of 2 · 105 to 3 · 105
[Zen97]. Drift velocities in this ampliﬁcation region are with 150 cm/µs much faster than in the
drift region.
Detailed further information related to the properties and characteristics of the HADES drift
cells can be found in [Mar05] .
The minimum distance of a charged particle track to the sense wire can be determined by
measuring the drift time of the electrons relative to an external time reference (Trigger) with, in
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case of the HADES MDC detector, a cell dependent resolution ranging from 100µm to 130µm.
The eﬃciency of a HADES MDC drift cell is in nearly all cases signiﬁcantly exceeding 95%
[Mar05]. Left-right ambiguities in a drift cell with only one sense wire as described here are
resolved by combining the signals of several drift cells from diﬀerent layers of the detector. This
method also has to be used to reconstruct a track and the individual applied techniques are
brieﬂy summarized in Section 2.11.
2.5. Magnet System - ILSE
The curvature of charged particle tracks, which enables momentum measurements, is provided in
HADES by a superconducting magnet called ILSE (Iron-Less Superconducting Electron Magnet).
As visible in Figure 2.1 it follows the sixfold symmetry of the whole setup and is divided into
six identical individual aluminum case modules, each containing a cooled superconducting coil,
ﬁxed in position by a stable frame, which is also taking the magnetic forces acting between the
coils. The ﬁeld is nearly toroidal, which means in practice that the deﬂection is mostly in polar
angle ϑ. The maximum ﬁeld strength is of about Bmax = 3, 7T inside the coils, but only of
B ' 0, 7T in the HADES acceptance. The whole design is optimized to keep the other detectors
MDC, TOF and RICH as well as the target region free of a magnetic ﬁeld.
A particle of momentum ~p, velocity ~v and charge q in a magnetic ﬁeld ~B experiencing the
Lorentz-force ~F accumulates an integral change in momentum ~∆p over its path d~s given by:
∆~p =
∫
d~p =
∫
~Fdt =
∫
q
(
~v × ~B
)
dt = −q
∫
~B × d~s
Since the magnetic ﬁeld is conﬁned into a small volume, the interaction of the ﬁeld with the
charged particle can be described in a simpliﬁed way by a plane in space located in the magnet
volume which changes the momentum of the passing charged particle instantly by a momentum
kick ∆~p. When appropriately chosen there is no visible diﬀerence between this method and a
description of the continuous bending of the tracks in the ﬁeld of the magnet for observes (i.e.
detectors) outside the ﬁeld region. This plane is referred to as kick-plane and the method as
kick-plane method (compare Figure 2.2).
The momentum kick ranges from pT = 50MeV/c at large polar angles to pT = 100MeV/c
at small polar angles, while the relative deﬂection has almost a constant value of ∆p/p ' 15%.
These and further details of the properties of the HADES magnet are available in [Bre99].
2.6. Time of Flight Detector - TOF
A Time of Flight (TOF) detector measures the time diﬀerence between two detectors detecting
a particle. Assuming a given path length, e.g. from the target to the TOF detector, the velocity
of the particle can be calculated. In addition, in the case of the HADES TOF, the position of
impact and the energy loss in the material can be observed.
The HADES TOF detector [Ago02] covers the polar angles in the range 44◦ ≤ ϑ ≤ 88◦ per
sector and is the outermost detector at these polar angles, as shown in Figure 2.1 and Figure
2.2. It is built from scintillating rods made of BC408 from the vendor Bicron (scintillation
eﬃciency≈ 104 photons/MeV; decay time = 2, 1 ns; vgroup ' 16 cm/ns). Per sector, the rods are
organized into eight modules with 8 rods each, for a total of 64 rods per sector and 384 in total.
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The rods emit scintillation light when a particle loses energy in them by interacting with the
rod's material. The relevant process here, for all particles but electrons and positrons, is the
Bethe-Bloch mechanism described by Equation (2.3) in Section 2.4.1. The scintillation light
travels via light-guides connected to both ends (left/right) of the rods to Photo-Multiplier Tubes
(PMT) where it is ampliﬁed, read out and digitized. The position of the particle traversing the
rod is measured by calculating the diﬀerence of the arrival time of the light on the right end of
the bar with the arrival time on the left end of the bar. The resolution is given by the resolution
of the time measurement (≈ 150 ps), resulting in a spacial resolution of approximately 2, 4 cm.
The total eﬃciency of the TOF detector has been measured to be ² ≈ 0, 96. In addition, this
detector is used to identify electrons, since these are (because of their low mass) the only particles
in the relevant energy regime with a velocity close to β ' 1.
2.7. Time of Flight Detector - TOFino
The TOFino detector covers the polar angle range of 18◦ ≤ ϑ ≤ 50◦, and it is mounted directly
on top of the Pre-Shower detector (Section 2.8 and Figure 2.9), as shown in Figure 2.1 and Figure
2.2. The naming of the detector is an allusion to its small size compared to the TOF detector
(based on the Italian language). TOFino serves a similar purpose as the TOF detector (compare
Section 2.6), but it has some limitations given by its design: Every sector is covered by only
four scintillator plates pointing towards the beam axis, which are read out at one end only. This
strongly limits the spacial resolution and multi hit capabilities, making the system useful only
for low multiplicity experiments like p + p or C+C. Heavier systems like Au+Au would result
in too high occupancies. It is foreseen to overcome these restrictions by replacing the TOFino
detector with a RPC type detector as described in Section 2.9.
2.8. Pre-Shower Detector
The Pre-Shower detector [Bal04] of HADES covers the polar angle region between 18◦ and 45◦.
It is the outermost detector, located directly behind the TOFino detector (Section 2.7), as visible
in Figure 2.1 and Figure 2.2. Its operational principle is, as the name implies, the generation
of electromagnetic showers (em-showers) by high energy electrons (or positrons) depositing en-
ergy in the detector. Electrons (or positrons) passing through matter dominantly lose their
energy by Bremsstrahlung. In case of a high incident energy the Bremsstrahlung photons un-
dergo pair production and generate high energy e+e−-pairs, which again might loose energy via
Bremsstrahlung. The measurement of a em-shower indicates an electron traversing the detector,
since heavier particles do not produce this kind of shower. This detector is named Pre-Shower,
because not the complete shower is observed, but only its ﬁrst spacial part. This saves a lot of
material for the detector, and thus a lot of resources (i.e. money).
The HADES Pre-Shower is built as six modules following the general symmetry of the setup.
Each module is built as shown in Figure 2.9. Also shown there is how a shower develops in the
lead converters, which have a thickness of two radiation lengths for electrons. This ensures a high
probability that electrons initiate a shower, while hadronic showers are not very probable. The
multi-wire gas chambers used for the readout operate in SQS mode (Self-Quenching-Streamer),
in which incident ionizing particles induce approximately the same amount of charge in the
detector, independent of their energy.
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Figure 2.9.: The Pre-Shower Detector and TOFino Detector [Bal04].
Figure a) shows the shape of the TOFino scintillator paddles in one sector. The readout is
connected at the outer end (up). The TOFino is mounted directly in front of the Pre-Shower
detector. The layer stacking of the three gaseous detector planes with two interposed Pb con-
verters is visible in b). Two particles traversing the detector are also shown, one developing a
electromagnetic shower (upper) in the converters (i.e. it is a electron or positron), while the
other (lower) travels through without developing a shower (for example a pion).
The signals of the diﬀerent planes are used to ﬁnd the local maximum in the charge distribution.
Around this maximum an integration over 3×3 pads is performed per layer. Comparing the ratio
of these integrated charges per layer against thresholds, it is possible to discriminate electrons
and positrons from hadrons. This is especially important since fast small polar angle pions
are indistinguishable by their velocity (measured by ﬂight time) via the TOFino detector. The
position resolution is better than the detector granularity, which is given by the size of pads of
the readout plane (ranging from 2 cm to 5 cm).
2.9. Resistive Plate Chambers Detector - RPC
As a future extension the RPC (Resistive Plate Chambers) detector ESTRELA (Electrically
Shielded Timing RPC Ensemble for Low Angles) [Bel06] is promoted to replace the TOFino
detector as time of ﬂight system at small polar angles. A RPC detector is built from stacks of
isolator plates coated with a material of a high resistivity, for example graphite paint, and a gas in
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between. The coating of the plates is held at high voltage, for example 7 kV. A charged particle
traveling through the gas gap will produce a local avalanche discharge through the gas gap,
which is localized and quenched by the fact that the local voltage breaks down due to the high
resistivity of the plate's coating. A position sensitive readout can be realized by adding readout
strips on the plates in a two dimensional grid. The avalanche discharge couples capacitively into
the strips. Since the avalanche develops fast, a detector with precise timing can be realized.
The RPC prototype for HADES was tested in beam and showed a timing resolution of 75 ps
[Alv04, Bla03].
2.10. META System
The META (Multiplicity Electron Trigger Array) system is not a single detector by itself, but
the combination of the time of ﬂight systems TOF and TOFino, and the Pre-Shower detector, all
described individually in Section 2.6, Section 2.7 and Section 2.8. Together these detectors cover
the polar angles in the range 18◦ ≤ ϑ ≤ 85◦. The data provided is the position of a particle hit
(TOF/Pre-Shower) and a discrimination of particle type. Electrons and positrons are identiﬁed
by TOF by their velocity. Fast pions at small ϑ-angle have velocities too high to be distinguished
from electrons in the TOFino detector, but the Pre-Shower detector provides identiﬁcation by
the observation of the development of an electromagnetic cascade (em-shower). The collection
of this information is referred to as a hit in META.
2.11. Tracking in the Magnetic Spectrometer
Tracks from charged particles are reconstructed in HADES by combining the drift time infor-
mation of all MDC cells of one sector in several steps. The basic idea behind can be presented
in the following way: visualizing MDC I in sector one as seen from the target position (compare
Figure 2.1 and Figure 2.2) it looks similar to Figure 2.7 (a). If one imagines that a charged
particle emitted from the target position is passing through this module in a straight path, it is
clear that it passes diﬀerent drift cells in diﬀerent layers of the chamber. There, it is producing
with high probability (> 95%, compare Section 2.4.1) a signal in each layer. Visualizing now
every drift cell that has produced a signal (hit cell) as a line, it is obvious that the particle passed
through the MDC chamber at the point where all the wires from diﬀerent layers with their dif-
ferent inclinations cross. The straight lines representing example wires from the diﬀerent layers
in Figure 2.7 demonstrate this. In this picture the particle would have crossed the chamber just
in the middle, and would have ﬁred cell (hit, created a signal) in all layers of the module. This
way of searching for a track is feasible because the magnetic ﬁeld (in good approximation) does
not penetrate the volume before and inside the MDC chambers. Thus, straight particle tracks
are a reasonable assumption except for the actual magnet region.
The full method [Rel00, Rus06, Aga00, Aga01, Aga06b] is more elaborate, but follows the basic
idea. The track candidate search is performed for two chambers per sector simultaneously. The
inner two chambers (MDC I and MDC II) and the outer two chambers (MDC III and MDC IV)
are combined into a twelve layer system each. The sensitive volume of each drift cell is projected
as a sensitive area onto a plane located between the chambers, as shown in Figure 2.10 for the
inner MDC chambers and in Figure 2.11 for the whole setup. The projection is done by drawing
a straight line from the boundary of the target volume through the boundary of each drift cell.
52
2.11. Tracking in the Magnetic Spectrometer
Y
Z
X
Target
MDC I
Layer 3
MDC II
Layer 6
Projection plane
Cell 60
Cell 70
Figure 2.10.: Inner Projection Planes [Aga01, Rus06].
The creation of the projection areas representing the sensitive volume of cell 60 from MDC I
layer 3 and MDC II layer 70 is visualized in this ﬁgure by drawing straight lines from the outer
edges of the target volume to through these cells. While this is shown here only for the inner
MDC chambers, Figure 2.11 also shows the procedure for the outer MDC chambers. The ﬁgure
is not up to scale and the z-axis is expanded.
As shown in the ﬁgures, this gives approximately rectangular shaped areas in the projection
plane. The position of the projection plane is chosen to equalize the areas of the projections
of the sensitive volume form MDC I and MDC II to approximately the same size. These areas
can overlap for diﬀerent cells. The projection plane is then treated as a two dimensional plot
with the projection areas as bins, and for each drift cell that gave a signal the bin content is
incremented by one (but not more than once per contributing layer), as shown in Figure 2.12 in
an example for four particles. By ﬁnding the local maximum in this plot, shown magniﬁed in
the same ﬁgure, track candidates (so called clusters) are found. The used threshold of the local
maximum bin content to identify a track candidate depends on the average multiplicity of the
reaction under study, but is at least Hmin = 4, so at least four diﬀerent wires of diﬀerent planes
have to have seen a signal. The track candidates are further processed by analyzing the drift
time information of the contributing drift cells. In this way the real tracks with precise spacial
information are reconstructed. This procedure is referred to as track ﬁt.
The vertex (interaction point) reconstruction [SG03b] is performed by ﬁnding the point in
space which is closest to the all reconstructed tracks in one event. Tracks far from a group of
other tracks are left out in the ﬁtting procedure.
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Figure 2.11.: Position of the Kick-Plane and Projection Planes [Aga01, Rus06].
This ﬁgure shows the creation of the projection areas representing the sensitive volumes the
MDC drift cells for a whole sector. In addition, the kick-plane (compare Section 2.5) is visible in
the middle, separating the inner and the outer region of the detector. It's idealized momentum
kick on a charged particle can also be seen. The used coordinate system is consistent with the
deﬁnition in Figure 2.1. The ﬁgure is not up to scale and the z-axis is expanded.
The track candidate search for the outer chambers (MDC III and MDC IV) is performed in
a similar way. It diﬀers in the position of the projection plane, which is also located between
the chambers but is parallel to both in contrast to the inner chambers. It also diﬀers in the
point in space from which the straight lines originate, which deﬁne the projected areas of the
sensitive volumes on the projection plane. The chosen point is where the extrapolation of the
track from the inner MDC chambers crosses the kick-plane (described in Section 2.5) of the
magnet as shown in Figure 2.11, taking into account its position resolution. This method for
the outer MDC chambers is repeated for every track calculated from the data of the inner MDC
chambers. As for the inner chambers the drift time information is then used to get the full
spacial reconstruction.
The momentum reconstruction can be performed with the so called kick-plane method de-
scribed in detail in [SG03b] and outlined in Section 2.5, or by two more advanced techniques, the
so called Spline method and the so called Runge-Kutta method, both described in [Rus06].
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Figure 2.12.: Track Candidate Search (cluster ﬁnder) [Aga01, Rus06].
The bins representing the projections of the sensitive volumes of the MDC drift cells are in-
cremented by one (z-axis) for each ﬁred cell they represent, limited to a maximum of one per
contributing layer. At places where a certain height is reached (e.g. Hmin = 4) a cluster can be
found, most likely caused by a particle passing through this point of the projection plane. The
right ﬁgure shows a magniﬁed 3D view of one of the clusters.
2.12. The Trigger System
The use of high primary beam intensities of up to 108 particles/s and a 1% interaction length
target yield reaction rates of up to 106 Hz, which call for a sophisticated real time trigger sys-
tem, to enrich the data sample with the rare decays of light vector mesons into dileptons. For
example, in a central Au+Au collision at 1 AGeV the rate of dileptons from ρ-decays is only
10−6 pairs/event.
The HADES trigger system [Toi03] is structured in several levels and implemented in diﬀer-
ent hardware modules, as shown and summarized in Figure 2.13. The decision if there was a
reaction inside the target region is taken by the START/VETO as described in Section 2.2.
The multiplicity signature of the event is the ﬁrst level trigger (LVL1). The second level trigger
(LVL2) selects events which show characteristic lepton signatures. Trigger levels up to LVL2 are
implemented in dedicated hardware modules. Data reduction beyond the second level trigger is
presently part of the software framework and performed oine.
55
2. The HADES Spectrometer
Figure 2.13.: The HADES Trigger System [Leh99].
The top row outlines the detectors which deliver data for the Trigger System: RICH (ﬁred pads),
Pre-Shower (ﬁred pad with pulse height) and TOF (TDC (Time to Digital Converter) signals).
The hit multiplicity from META (TOF) is used for the LVL1 trigger decision. The data is further
processed by so called IPU units (Image Processing Units) before the LVL2 trigger decision is
taken by the MU (Matching Unit).
An IPU is a dedicated hardware system processing the data of one detector system, extracting
the relevant information for the LVL2 trigger: The TOF IPU [Lin01, Frö02] provides the time
of ﬂight, The SHOWER IPU [Pet00] provides the position of an em-shower and the RICH IPU
[Leh00] provides the position of rings (see also Figure 2.6). All modules deliver their information
in real-time to the Matching Unit [Tra01], where it is correlated to form the LVL2 trigger decision.
It should be noted that no information from the tracking chambers (MDC) is available for the
online trigger system.
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2.12.1. The First Level Trigger - LVL1
The First Level Trigger (LVL1) is a multiplicity trigger. The number of hits in TOF and TOFino
is compared to given settings, and a trigger decision is delivered in approximately 100 ns to 200 ns.
This task is performed by the MTU (Multiplicity Trigger Unit). For heavy systems like Au+Au
the selection of a certain minimum multiplicity translates directly into the selection of events
with a certain minimum impact parameter. A proper impact parameter selection like b < 4 fm
yields reduction factors in event rate in the order of 10 [Leh00, Tra01].
2.12.2. The Second Level Trigger - LVL2
The Second Level Trigger (LVL2) decision is taken by a dedicated hardware module called the
Matching Unit (MU) [Tra01]. Its operational principle is shown in Figure 2.13. It operates by
correlating the angular information obtained from the RICH IPU with the angular information
from the TOF IPU and SHOWER IPU (META) per sector. The angular information is suﬃcient
to calculate the momentum of the particle based on the kick-plane approach. Events containing
a signature of a particle that is consistent with an electron or a positron are accepted. Detailed
studies of the behavior of this subsystem, with diﬀerent settings and parameters, have been per-
formed by [Tra01, Toi04]. For example, the achievable reduction rate is, as it was demonstrated
during the November 2002 beam-time, in the order of a factor of 12, if the matching unit is set
up to require at least one lepton in a matching window of ∆φ = 9◦. The precise TOF, SHOWER
and RICH settings used can be found in the references.
2.12.3. Higher Trigger Levels (LVL3) and new Challenges
The selection of events beyond the trigger levels described in the previous sections is currently
implemented in the oine analysis. The implementation of higher trigger level (LVL3) in hard-
ware could signiﬁcantly reduce the load on the DAQ system and the oine analysis. Both loads
will steadily increase as more heavy collision systems are being studied. While it has been shown
by the two C+C beamtimes that the current trigger system is working adequately for systems of
this size, the heaviest system measured so far (Ar+KCl) showed that the current trigger system
is reaching its limits.
When changing towards heavier reaction systems like Ar+KCl the current trigger system is
no longer suﬃcient for several reasons. The most general reason is the high detector occupancy.
The evolution of the detector occupancies and the resulting much larger data samples per events
(as far as relevant for the later described topics) are listed in Table 2.3. In addition to the higher
data rates introduced by the higher occupancies several other eﬀects play an important role, and
are getting more pronounced as the systems become heavier.
First, the direct ionization noise in the RICH MWPC readout pads caused by charged particles
is increasing with the event multiplicity. This is even more severe as the analog MWPC data
samples are not used by the RICH IPU to suppress the detection of rings formed by this noise.
This is one reason of the strong fake contamination of the RICH IPU rings.
The second issue is the absence of the MDC detector in the trigger system. Its presence could
strongly help to improve the lepton identiﬁcation. For example, a lot of the RICH IPU rings
are not correlated with any detector response consistent with any kind of track in the MDC
chambers.
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Another problem, also growing with the multiplicities, is the occupancy of the TOFino detec-
tor. The granularity of this detector is very low (compare Section 2.7). This means in practice
for heavy systems, that HADES is having problems in distinguishing between the many particles
traveling at low polar angles.
Summarized, in larger systems like Ar+KCl the detector occupancy reaches values where the
second level trigger does not provide anymore an enhancement in the order of 10. Instead, it is
in the order of 2-3 and will drop further as more heavy systems are studied.
These problems are currently being addressed in several ways. One is to replace the TOFino
detector with the RPC system described in Section 2.9, thus solving the granularity problem.
Another foreseen improvement is the replacement of the RICH IPU algorithm with a more ad-
vanced version which does use the analog information of the RICH readout, and implements a
more elaborate way to ﬁnd rings than the pure bit-pattern matching of the current implementa-
tion (compare Figure 2.6).
In addition, the shortcoming of the current trigger system of not being able to use any data
from the MDC chambers will be solved with the trigger hardware upgrades described in detail
in Chapter 5. This makes advanced trigger algorithms feasible, like the one which is described
and analyzed in Chapter 4 as one major part of this thesis. This method is correlating the RICH
IPU ring data with the ﬁred wires of the MDC chambers to trigger on events which contain real
electrons (no fakes) and could be operated as a third level trigger (LVL3).
A hardware extension, the GE-MN (Gigabit Ethernet - Multi Node), is presented in Chapter
3. In short, this system provided the test and development environment needed for the imple-
mentation of the RICH to MDC correlation trigger mentioned above in a realistic test system.
Further, it enables the evaluation of a standard network interconnect architecture based custom
built hardware module in real-time trigger applications.
Table 2.3.: Average Detector Occupancy and Average Raw Data per Event.
The average RICH and inner MDC detector occupancy per event is listed in the upper table.
The relevant quantity for the MDC detector is the number of ﬁred drift cells (TDC channels),
or, in case of the RICH detector, the number of ﬁred MWPC pads. For reference, the average
number of rings found by the RICH IPU is also stated.
The lower table lists the resulting average raw data sizes per event for the RICH and the MDC
detector. In addition, the average size of the full event data set is shown. The raw data sizes are
only the pure detector data, while the average event sizes contains also several headers [Kol98].
Experiment MDC Occupancy RICH Occupancy RICH IPU
Reaction @ Energy Fired Cells Fired Pads found Rings
p+p @ 2,2 GeV 41 47 0,65
C+C @ 1 AGeV 90 67 0,28
Ar+KCl @ 1,75 AGeV 355 116 1,5
Experiment MDC Raw Data RICH Raw Data Event Size
Reaction @ Energy in Byte in Byte in KByte
p+p @ 2,2 GeV 165 188 2,6
C+C @ 1 AGeV 359 268 7,2
Ar+KCl @ 1,75 AGeV 1418 464 31,8
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The GE-MN (Gigabit Ethernet - Multi Node) is designed to be a ﬂexible hardware test and
development platform to investigate the beneﬁts and challenges of using a high speed commercial
Gigabit network technology as data transport interconnect in a custom build embedded system
for applications typical for the physics investigated at accelerator facilities using large particle
detectors. The following sections describe the GE-MN and its capabilities in general, while Chap-
ter 4 provides insight into the performance of the GE-MN when used in a realistic application
in a physics experiment.
3.1. GE-MN - Hardware
The system architecture of the GE-MN is shown in Figure 3.1, while the ﬁnal hardware imple-
mentation is shown in Figure 3.2. As shown, the system architecture can be divided into several
parts. A network part consisting of a of a pair of DP83861 [Nat01] PHYter1 (Gigabit Ethernet
[IEE00] over Copper Transceiver, physical layer ASIC2 in green) enabling physical medium ac-
cess, a PM3386 [PMC01] dual ported MAC (Media Access Controller, green) providing logical
medium access and a Delta39K100 [Cyp01] CPLD (Complex Programmable Logic Device, in
light blue) providing the interconnect to the DSP.
1PHYter or PHY: Physical Layer Chip2ASIC: Application Speciﬁc Integrated Circuit
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Figure 3.1.: The GE-MN System Architecture.
The external interconnects, the VMEbus and the two Gigabit Ethernet links are in diﬀerent
greens. The red component represents the TigerSHARC DSP as data processing unit. The two
CPLD chips, providing general control logic and custom glue logic, are indicated in diﬀerent
blue. Glue-Logic is colored in light gray. Also compare with the real system shown in Figure 3.2
and refer to Section 3.1 for details.
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Figure 3.2.: The GE-MN Printed Circuit Board (Top Side).
The left board edge shows the VMEbus connectors, the upper half features the network part
consisting of a PM3386 MAC, two DP83861 PHYter, H5007 Magnetics and RJ-45 connectors.
The lower half of the PCB features two Delta39K CPLD, a TigerSHARC DSP, DC-DC converters
and JTAG ports. For further details refer to Section 3.1 and compare with Figure 3.1.
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The processing subsystem is formed by a TigerSHARC DSP (Digital Signal Processor, in
red) [Ana02, Ana04]. An implementation of the VMEbus [VIT06, Pet93] is providing access to
general support, control and debug functionality, like resetting individual components, booting
the DSP and monitoring registers. This part consists of an other Delta39K100 CPLD (blue) and
a collection of bus switches and bus transceivers (light gray).
Data ﬂow and access paths in the system are either via the Ethernet Interfaces or via the VME-
bus. The data from and to the Gigabit Ethernet links ﬂows via the GMII3 [IEE00] bus and the
PL3 (POS-PHY4 Layer 3) bus [ATM00, PMC00] via the Ethernet-CPLD and the TigerSHARC
Link-Ports [Ana02] to the DSP, independently and undisturbed from other system activity. All
of these links are dedicated and the transfers are handled by dedicated hardware units as Direct
Memory Access (DMA). The VMEbus is a well established back-plane bus technology used in
may physics experiments and provides all basic functionality to power, boot and debug the GE-
MN, while Ethernet as the most dominant and present network technology in local area networks
provides fast remote access for applications.
3.1.1. CPLD and VHDL programming
The GE-MN uses two large Cypress Delta39K CPLD chips. The conﬁguration of the CPLD
(Complex Programmable Logic Device) devices is performed with the standard language VHDL
(VHSIC5 Hardware Description Language) using the software tools Synplify Pro [Syn06] and
Cypress Warp [Cyp02]. Veriﬁcation and development of the VHDL modules was performed
using the NC-Sim[Cad06] simulator.
The VMEbus CPLD (VME-CPLD) serves as the central place for the control of all basic
system functionality. This chip is responsible for performing the reset sequences of all other
chips on the board, it controls and provides the Wishbone arbiter and Wishbone interconnect
[Her02, Wis06]. It also provides transparent bridges for all the diﬀerent involved bus systems
(TigerSHARC, MPI, VMEbus) from and to the internal Wishbone bus. This is used internally as
standard interface bus, to enable communication of all the components across the GE-MN, and
most important from the VME-CPU via the VMEbus to all the internal registers and memories
inside all components. This data path is also used for most low level debugging, as well as to
boot the DSP.
The Ethernet CPLD (ENET-CPLD) is used to enable fast synchronous communication of the
TigerSHARC DSP with the Gigabit-Ethernet MAC (see Section 3.1.3). It interfaces one Link
Port of the DSP to the TX (transmit) channel of the POS-PHY Layer 3 bus of the MAC, and
another Link Port to the RX (receive) channel of the PL3 bus. Comparing the characteristics of
these quite diﬀerent bus systems in Section 3.1.4 and Section 3.1.3, it is clear that a simple one
to one mapping is not possible and an elaborate interface had to be developed in VHDL which
is operating pipelined and buﬀered.
3GMII: Gigabit Media Independent Interface4POS-PHY: Packet over SONET/SDH (Synchronous Optical Network/Synchronous Digital Hierarchy) Physical
Layer5VHSIC: Very High Speed Integrated Circuit
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VMEbus Address Width Functional Description
31 - 28 4 GE-MN module (board) select 0x0-0xF
27 1 TigerSHARC/Chip selector
27 - 02 25 eﬀective board internal address space
26 - 24 3 Internal component addresses:
0xFF = illegal; 0x0C = Wishbone Dummy;
0x44 = VME-CPLD; 0x48 = ENET-CPLD
0x50 = PM3386 MAC MPI
0x60 = unused; 0x80 = unused
23 - 02 22 GE-MN internal Address space
1 - 0 2 always equal to 00 due to 32Bit bus granularity
Table 3.1.: GE-MN memory map as seen from the VME-CPU via the VMEbus.
Examples Base Addresses: TigerSHARC number 0 on Board 1: 0x18000000; PM3386 MAC on
Board 5: 0x55000000; VME-CPLD Registers on Board 2: 0x24400000. The GE-MN module
select bits are set by the rotary dip switches visible in Figure 3.2 (lower half, middle), or via
the programming of the VME-CPLD. Details of the meaning of the registers can be found in
the data sheet of the component (see Bibliography) in question. The Dummy interface is a test
module accepting all transfers and answering always with the same pattern.
3.1.2. VMEbus Access
The main interface to the GE-MN is the VMEbus System. This classical back-plane bus is used
for all basic support, control and debugging accesses. In more detail, it permits to access the
address spaces of the diﬀerent components in the GE-MN (compare Table 3.1). The registers in
the VME-CPLD and the ENET-CPLD provide elementary support functions like performing a
hardware reset sequence of the chips. In addition, the whole address space of the TigerSHARC
DSP can be accessed in parallel and without disturbing a running program (ﬁrmware), which
provides ideal remote low level monitoring and debugging capabilities of the programs running
in the DSP.
For practical reasons the VMEbus implementation in the GE-MN supports accesses according
to the A32/D32 (32 bit wide addresses and data) access scheme instead of the original A24/D16
scheme. The number of bus accesses per second is limited to 2000 and block transfers not are
supported. This performance is suﬃcient for the previously described control and debug tasks.
3.1.3. Network Components
The network subsystem of the GE-MN uses a PM3386 [PMC01] dual ported Media Access
Controller (MAC) to provide medium access to Gigabit Ethernet [Ins02]. Each of its two ports are
connected to a Physical Layer Chip (PHYter) (DP83861 [Nat01]) via a standard GMII (Gigabit
Media Independent Interface) bus. The PHYters enable Gigabit Ethernet over Copper line side
access via standard Magnetics and normal RJ-45 connectors. The System side is connected via
a POS-PHY Layer 3 (PL36) [ATM00, PMC00] bus system to the Ethernet-CPLD (Complex
Programmable Logic Device), a Delta39K100 CPLD [Cyp01].
6POS-PHY: Packet over SONET/SDH (Synchronous Optical Network/Synchronous Digital Hierarchy) Physical
Layer
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In contrast to most other Ethernet MAC controllers produced for the PC market, the PM3386
is not using the PCI (Peripheral Component Interconnect) bus for system side connectivity, but
it is equipped with a POS-PHY Layer 3 bus. This bus is used for point to point data framing in
telecommunication equipment and has the advantage of not being a rather complicated memory
mapped back plane bus like to PCI. The PL3 bus has 32 data bits and a sideband control channel
for RX and TX traﬃc. Both can be operated at a maximum rate of 104MHz. In addition, a 16 bit
wide simple Multi Processor Interface (MPI) is available to setup communication parameters,
monitor traﬃc statistics, detect errors, or just reset diﬀerent functional parts of the MAC. For
example, this interface provides access to the number of frames received and the number of
frames received with transmission errors. All details can be found in [PMC01].
Gigabit Ethernet enables communication with 1GBit/s signaling rate. In real life, even raw
data rates are lower, since data streams and data messages are encapsulated into Ethernet frames.
This adds the overhead of header and trailer information (see [IEE00] for details). In addition,
frames are separated by an Inter Packet Gap (IPG). Higher layer protocols reduce the achievable
date rates further for very similar reasons. A practical example can be found in Section 3.4.
3.1.4. Digital Signal Processor
Running a custom application and the processing of data and network protocols, is performed
in the GE-MN by a TigerSHARC [Ana02, Ana04] (Super Harvard Architecture) DSP from
Analog Devices. It is a ﬂoating point 32 bit DSP with two execution units and 6Mbit embedded
SRAM (Static Random Access Memory), operated at 240MHz. It uses a 32 bit wide synchronous
pipelined multi master TigerSHARC Cluster Bus (maximum frequency 100MHz). In addition,
the DSP features also four Link Ports. These point to point bus systems can run at a maximum
frequency of 125MHz and carry data on eight data lines in a source synchronous Double Data
Rate (DDR) scheme. Three sideband control lines are used and data transfer is always done in
multiples of 128Bytes (a Quad Word of this architecture).
Programing of this DSP is possible with the VisualDSP [Vis04] Software from Analog Devices,
which provides an assembler, a C/C++ compiler, a debugger and an emulator integrated into an
IDE (Integrated Development Environment). The DSP is booted by writing the binary program
code via the VMEbus into its main memory and triggering an internal vector IRQ (Interrupt
Request) to start program execution.
3.2. Network Communication with the GE-MN
Network communication with the GE-MN is possible via two standard Gigabit Ethernet ports.
On these ports a number of protocols of diﬀerent complexity and purpose are supported. The
supported protocol of the lowest network layer is the Ethernet Protocol [IEE00]. It is directly
processed by the MAC, which is (in case of ingress traﬃc) checking the Ethernet Frames for
their validity and the correctness of the frame's Frame Check Sequence (FCS), and forwards
them striped from preamble and Start of Frame Delimiter (SFD) to the DSP as described in
[PMC01, Rec00, Ins02]. The next higher layer protocols supported are the Address Resolution
Protocol (ARP) [STD82], followed by a subset of the Internet Protocol (IP) [STD81a], including
the Internet Control Message Protocol (ICMP) [STD81a] (currently restricted to the echo reply
service). These protocols where originally deﬁned in the Request For Comments (RFC) docu-
ments (compare [RFC87]) and are now collected as Internet Standards in the STD documents
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[RFC92, STD06, STD04, STD89, STD81a, STD80, STD81b, STD82, STD84, STD88a, STD88b].
The interaction of the diﬀerent protocols is visualized in the network stack shown in Figure 3.3.
3.2.1. Address Resolution Protocol - ARP
The Address Resolution Protocol (ARP) [STD82] provides an automatic method of associating
a 48 bit Ethernet Address used in the transmission in an Ethernet based Local Area Network
(LAN) with a 32 bit IP address. A station using this protocol works by sending a Ethernet
broadcast packet into the LAN querying for the Ethernet address of the IP address to which
IP traﬃc should be sent and answering to similar requests for its own IP address with a ARP
reply packet, sending back its Ethernet address. The so called ARP table is used to store this
information.
3.2.2. Internet Protocol - IP/ICMP
The Internet Protocol (IP) [STD81a] provides two basic services in a packet based network:
addressing and fragmentation. Addressing is the ability to identify stations and route packets to
the intended receiving station. Fragmentation is the ability to send IP datagrams of a size bigger
than the Maximum Transfer Unit (MTU) of the underlying network layer in several packets and
to defragment and to reconstruct the full IP Datagram by collecting and reassembling the packets.
For example, the maximum size of a IP Datagram is 65536Octets7, while the maximum payload8
of an Ethernet packet is 1500Octets. Standard addressing and fragmentation is supported by
the GE-MN.
The ICMP (Internet Control Message Protocol) protocol is an internal and required sub-
protocol of the IP protocol [STD81a]. It uses messages similar to IP Datagrams to back propagate
error and status messages to other hosts. In addition, ICMP deﬁnes the echo reply service, better
known by the utility that performs it as ping. The echo reply service works by receiving ICMP
echo request messages, exchanging source and destination address and sending the message with
the same data back. This scheme enables several basic network tests. It can be tested if a host is
reachable and up and running by checking if it is answering at all. The time between sending the
request packet and the arrival of the answer can be measured and gives the real full round trip
latency (or Round Trip Time, rtt). This latency measurement is in a small local area network
dominated by the time the receiver needs to answer the echo reply request. In addition, this
tests can be automatically repeated to get averages for the round trip latency and to measure
the average packet error rate in a real environment. These tests are supported by the GE-MN
and the results are presented in Section 3.4.
3.2.3. User Datagram Protocol - UDP
As the next next higher network layer above the IP protocol layer, the User Datagram Protocol
(UDP) [STD80] is implemented in the GE-MN. UDP provides a connectionless and insecure9
application multiplexing messaging scheme. This means in practice that data is sent as messages
(blocks of data) to a given port (application) of a host (IP address), possibly broken down
into several smaller packets for transport in lower level protocols (fragmentation). IP/UDP
71 Octet = 8 bits8payload: The part of the packet not belonging the protocol.9in the sense of best eﬀort data security
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communication does not provide any method of error correction or automatic retransmit on
error, but (because of this) it is the protocol of the TCP/IP protocol family that provides the
lowest latency. It is suited for real-time applications where a retransmit scheme breaks the real-
time requirements. It also has the advantage over a connection oriented protocol (i.e. TCP,
see Section 3.2.4) that applications are not bound to a speciﬁc connection stream, which could
break or hang after a network/host/application failure and would need a complicated and time
consuming reconnect scheme. As a further advantage it can provide a natural separation of data
into logically related units (i.e. one Datagram per physical event) without the need for further
structures, i.e. the Mark and Space separators needed in a stream.
3.2.4. Transmission Control Protocol - TCP
The connection oriented, reliable and data streaming Transmission Control Protocol (TCP)
[STD81b] is not implemented in the GE-MN for several reasons. In addition to those mentioned
in the discussion of the UDP advantages, the DSP in the GE-MN has limited resources not
quite adequate to implement a complicated protocol like TCP (pages of speciﬁcation: TCP=180
vs. UDP=3). For example the memory requirements for transmission buﬀers are comparatively
large, since the TCP error correction requires to store all transmitted TCP segments until they
are acknowledged to be received without error. As the egress link speed is 2GBit, the limited
memory resources in the GE-MN could easily be exceeded. Considering a further practical detail,
the physics experiment of interest for this work produces data belonging together in events, which
can be conveniently put into individual UDP datagrams. The data streaming nature of TCP
would in fact introduce additional overhead.
3.2.5. GE-MN Network Communication Model
The intended default network communication mode with the GE-MN is to use UDP on top of
IP and Ethernet to send and receive messages as shown in Figure 3.3. The application layer
protocols on top of UDP are custom build to transport physics event data to and from the GE-
MN (described in Section 3.3) and to monitor and debug the status of the analysis applications
running in the GE-MN. Obviously all supported protocols can be used at the same time. No error
detection schemes beyond those in the standard protocols are implemented. This means that the
most advanced error detection system available in the GE-MN is the 32Bit Cyclic Redundancy
Check (CRC) in the FCS of the Ethernet protocol. Frames without a valid FCS are dropped
by the MAC. In the higher layers no transmission errors have been seen in practice, apart from
corrupted packets due to obvious programming errors.
The required conﬁguration parameters, which have to be set up in the GE-MN for a successful
UDP/IP communication via Ethernet are the hardware address of the Ethernet interface (MAC
address) and the IP network conﬁguration. The latter consists of the IP address, network mask
and default gateway. These parameters can be accessed as registers via the VMEbus, and are
typically being set by the boot procedure.
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If a PC is used to communicate with the GE-MN, the standard facilities of its operating system
can be used to allocate Datagram sockets (BSD10 network programming model) and transmit
and receive data, provided that protocols are used which are supported by the GE-MN (i.e.
UDP/IP Datagram sockets). This simpliﬁes and standardizes communication with the GE-MN,
and enables it to communicate with basically every TCP/IP protocol family supporting system
in existence. Debugging of the communication with the GE-MN is simpliﬁed by the existence of
a large number of standard network diagnostic tools, such as ping or wireshark [Com07].
Figure 3.3.: GE-MN Network Communication Model (UDP/IP Network Stack).
The ﬁgure shows how data units are encapsulated in diﬀerent protocol layers and passed through
the IP/UDP network stack of the GE-MN. The diﬀerent layers (described on the right side) add
(TX) or remove (RX) their headers when passing data to the next or previous layer. The complete
data packet per layer is on each layer shown in the correspondingly labeled frame.
10BSD: Berkeley Software Distribution
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3.2.6. Multi-Node Network Topologies with GE-MN Systems
The two network ports of the GE-MN enable the use of two basic network topologies: star
topology or ring topology. The typical advantages and applications of these topologies are
discussed in the next two sections.
3.2.6.1. Star Topology
Figure 3.4 (a) shows how to build star topology networks with several GE-MN systems. The
advantage of this topology is its parallel architecture. Every system can communicate with every
system directly, and the latency of this communication is constantly low, at least as long as the
central switch is not reaching saturation and enough bandwidth is still available. In addition,
data can be distributed to all systems directly via broadcasts, or by multi-casts if only a subset
needs to be addressed.
The scalability of this topology is limited, because the number of ports in the switch as well as
the achievable bandwidth in the switch are both limited. The workaround by cascading switches
decreases the average available bandwidth per node and increases the average latency. Moreover,
the resulting structure is no longer a real star, but it becomes a tree. In this case also the number
of active network components starts to grow.
3.2.6.2. Ring Topology
Figure 3.4 (b) shows how to build ring topology networks with several GE-MN systems. This
topology has two special locations: At one location data is injected into the ring, at the other
location data is removed from the ring (they can be identical). Devices in the ring can only
communicate directly with their two immediate neighbors. All other access are only possible via
a number of hops via other nodes. This can result in a high latency, depending on the actual
addressed device and the number of devices in the ring. On the other hand the bandwidth is
independent of the number of nodes in the ring and also the number of active network components
does not grow with the ring size. Two basic schemata are conceivable for parallel processing.
The ﬁst schema assigns diﬀerent sequential task of the analysis to sequential nodes, which then
form a pipeline. For example, the ﬁrst data packet is injected into the ring and travels to node
1. This node executes step A of the analysis and sends the result to node 2. In node two part
B of the algorithm is executed and the result is sent to node 3. While node 2 is processing part
B, node 1 is executing part A of the algorithm for packet number two. This pipeline speeds up
data processing by processing diﬀerent parts of the analysis in parallel. The number of nodes on
the ring is tightly coupled to the partitioning of the algorithm, which limits the scalability.
In the second schema data is injected in packets to be analyzed into the ring. These packets
circulate the ring until they pass an idle node, which removes them form the ring and analyzes
them. The results are again injected into the ring to be extracted at the extraction location,
where the results are for example sent to a server for storage. The advantage of this schema is
its scalability. If this system has to be extended it is only necessary to add more nodes to the
ring. Another advantage is the automatic buﬀer management realized by the fact that packets
circulate in the ring until they ﬁnd an idle node. A disadvantage of this scheme is the not really
deterministic latency, especially at a high saturation when it can happen that packets travel an
essentially random number of times around the ring before they are processed.
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(a) Star Topology (b) Ring Topology
Figure 3.4.: Network Topology: Ring and Star
The ﬁgure in (a) shows a star topology and the ﬁgure in (b) shows a ring topology, both built
up with GE-MN systems. The ring, in this case, is actually a double ring, because the Gigabit
Ethernet links of the GE-MN are full duplex links.
3.3. GE-MN - Software
Design, development and implementation of the GE-MN hardware as such did not directly pro-
duce an usable system. Additional software is needed to make the hardware execute useful tasks.
The hardware programming (VHDL) of the CPLD chips enables all the communication paths
between the diﬀerent components as described in Section 3.1.1. The next software layer is the
programming framework for the DSP which provides the facilities needed for applications run-
ning in the DSP to receive and send network packets using the protocols described in Section
3.2. This framework implements a central Finite State Machine (FSM) running basic services
and applications.
The data packets from the network are transmitted and received via DMA transfers from the
TigerSHARC Link-Ports. Handling of DMA access is performed in interrupt service routines,
which setup empty buﬀers to receive data, ﬂag buﬀers that have been successfully received and
transmit buﬀers which are scheduled to be send out by services or applications. The buﬀer
management implemented in the GE-MN is illustrated in Figure 3.5.
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Figure 3.5.: Receive Network Buﬀer Management in the GE-MN.
Buﬀer management in the GE-MN is, with the exception of packets for defragmentation, im-
plemented as an exchange of buﬀers. This ﬁgure illustrates this for the receive (RX) data ﬂow
from the network. Ethernet frames are received by the DSP via its receive Link-Port. The asso-
ciated DMA controller transfers the data directly to a place in the memory of the DSP, which
is starting in the example at the location pointed to by the pointer A8. After completing the
transfer the Interrupt Service Routine for RX traﬃc (ISR-RX) is triggered. This exchanges the
buﬀer pointers indicated by RX-DMA and RX-WP, increments RX-WP and sets up a new DMA
transfer. This exchange moved the pointer to the just received data into the input buﬀer list,
which is implementing a ring buﬀer. Data buﬀers are withdrawn from the ring buﬀer when the
getBuﬀerRX function is called by exchanging the work buﬀer of the framework with the buﬀer
indicated by RX-full, which is also incremented to indicate that the exchanged pointer can be
reused. The functions in the red boxes operate atomically, and thus interrupt safe, by halting
interrupt processing during their execution. The transmit buﬀer management follows the same
scheme (reverse previous description). The buﬀer exchange scheme for buﬀer management is
eﬃcient because no unnecessary movement of data in memory is performed in the whole process,
only pointers are exchanged between diﬀerent arrays.
The implementation of the processing of the diﬀerent network protocols is done as stacked
services in analogy to the four layers of the TCP/IP network stack model as shown in Figure 3.3
and described in Section 3.2. After an incoming Ethernet frame has been transferred to a buﬀer,
it is inspected and interpreted in several steps. Default behavior in all steps is to drop the data
in the buﬀer (and reuse it as free), if an unsupported protocol or corrupted data is found.
The ﬁrst step is to determine if the Ethernet frame carries ARP or IP traﬃc. ARP packets
are processed immediately by the ARP service as described in Section 3.2, while IP datagrams
are processed as step two by the IP service, which checks for and handles ICMP packets, man-
ages defragmentation and hands oﬀ correctly addressed, error free and defragmented or not
fragmented packets to the next network layer. The following UDP layer is multiplexing UDP
packets according to their port number to the appropriate application.
In this framework, services and applications are implemented as functions in the programming
language C/C++, which are compiled all together when building the ﬁrmware (compare Section
3.1.4). In other words, there is no enforced separation of an application from the framework and
no memory protection is enforced. Cooperative multitasking has to be explicitly built into the
application.
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As mentioned, an application is implemented as a function (or set of functions), being called
by the central FSM of the framework. As shown in Figure 3.5, getBuﬀerRX can be used to get
the Ethernet frame buﬀers, and in fact this is done by the framework to get the buﬀers to process
from the network stack. The interpreted buﬀers are then pushed to the appropriate application.
The programming model inside the GE-MN framework is not based on the BSD socket model,
which is used on all modern operating systems. Instead, whole defragmented datagrams are
pushed to the application, which has to interpret them appropriately. Zero additional overhead
interpretation of a buﬀer is performed by casting11 the pointer to its base address into a pointer
to a structure of the appropriate type. This is possible because of the ﬁxed positions of the data
ﬁelds relative to the base address of a buﬀer. This cast operation is used for buﬀer processing in
the framework as well as in the application to interpret the data appropriately.
3.4. Network Performance
The generic term network performance of a system can be split into two conceptually diﬀerent
parameters: latency and bandwidth (throughput). Bandwidth is the amount of data that can
be transported via the interconnect in a certain time. Latency is given here as the full round
trip delay time. This is the time the sender of a message has to wait for an answer. Bandwidth
and latency are not completely independent, since a faster link needs less time to transfer a data
packet and thus has a lower possible latency. In local area networks this pure transfer time is
usually not the main contribution to the latency, but processing times for check sum checking,
buﬀer management, in system data transport and processing of higher layer protocols dominate
the latency. The bandwidth becomes strongly latency related if the sender of data has to wait
for acknowledges of successful transmissions.
3.4.1. Network Throughput
The network throughput of the GE-MN has been measured by using a Personal Computer (PC)
and several simple test programs. The program udp_tx is used to send UDP messages to
the GE-MN containing the number of the message and some additional arbitrary payload. The
program provides an easy facility to change the number of messages transmitted per second.
A test application in the GE-MN is used to receive the messages and to inspect them. The
transmitted message number enables the program to detect dropped packets and packets out of
order. All problems detected by the GE-MN are reported by sending a small status message
to a monitor application running on a second PC. The data messages are further processed by
incrementing the message number and sending them back to the originating PC, where similar
checks as in the GE-MN are performed to detect problems. The full round trip bandwidth using
IP/UDP messages of the GE-MN has been measured by this method to be ≈ 20MB/s (20MB/s
in transmit and at the same time 20MB/s in receive direction). It is mainly limited by the actual
implementation of the Link Port to POS-PHY Layer 3 bus interface. This interface is challenging,
not by concept, but by the fact that the TigerSHARC Link Ports are source synchronous12 DDR13
point to point links. The exact implementation details are: clock rate TigerSHARC Link Ports
30MHz DDR→ transfer rate limit: 8Bit width at 30MHz DDR → 60 MB/s. The TigerSHARC
11cast: type conversion/interpretation in C/C++12The transmitter outputs the clock and data synchronously13DDR: Double Data Rate; data is valid on on rising and falling edge of the clock
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Link Port protocol overhead is 37, 5% → 37, 5MB/s maximum raw data rate. The complicated
part in implementing the Link Ports interface is to generate a internal clock signal inside the
CPLD that allows stable transmission conditions on these links. It is accomplished by deriving
the clock from the same system clock used by the DSP for its own clock generation, using the
Phase Locked Loops (PLL) clock multiplier/divider and phase shifter of the CPLD. The obvious
way of using the Link Port clocks as direct clock inputs is not possible, because the Link Port
clock signals also carry in-band transmission information (protocol, token request,...), and this
not always switching clock would not allow a stable operation of the PLL inside the CPLD. An
additional detail of the Delta39K architecture is the absence of a signal path from logic nets to
the dedicated clock nets, which prevents other tricks from working. The maximum possible
gain by increasing the Link Port clock rate is a factor of four, but since this clock tuning is very
time consuming and the network performance is already suﬃcient for the current applications
(compare Chapter 4), there was no immediate need for further optimization.
3.4.2. Network Latency
The network latency of the GE-MN has been measured using a standard Linux PC and the
standard ICMP echo reply method. This method is better known as ping by the name of the
standard tool performing it. In Figure 3.7 the results from diﬀerent ping tests are summarized.
It should be noted that if one calculates the data throughput from this numbers the result will be
quite low. For example in the second ping test: 1000000 ∗ 1000Bytes/(219687ms) = 4.34MB/s.
This is due to the fact that (in these tests) ICMP echo reply messages are not sent out before the
reply for the previous message arrived. This is equivalent to only one packet being in transmit
at a given time.
The probability of a packet loss in a realistic LAN environment can also be calculated to be
equal to 2, 77∗10−6 from Figure 3.7. In comparison to the network performance of a fast standard
PC with Gigabit Ethernet Network Interface Card (NIC), as shown in Figure 3.6, the GE-MN
has not only the advantage of lower average round trip latency, but also that the deviations in
the round trip latency are much smaller, leading to advantages in hard real-time applications.
cca04 ~ # ping -q -c 1000000 -f cca03
PING cca03.physik.uni-Giessen.de (134.176.22.111) 56(84) bytes of data.
 cca03.physik.uni-Giessen.de ping statistics 
1000000 packets transmitted, 1000000 received, 0% packet loss,
time 1117667ms rtt min/avg/max/mdev = 0.065/0.151/0.347/0.063 ms,
ipg/ewma 1.117/0.096 ms
Figure 3.6.: Typical PC Network Latency (Gigabit Ethernet).
Packet Size: 64Byte→Packet Loss: 0%; Average Round Trip Latency: (151 ± 63)µs, Packets
checked: 1 000 000
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~ # date; ping -f 134.176.22.60; date
Mon Nov 27 20:29:59 CET 2006
PING 134.176.22.60 (134.176.22.60) 56(84) bytes of data.
......................................................................
 shorted 
......................................................................
--- 134.176.22.60 ping statistics ---
789807802 packets transmitted, 789805608 received,
0% packet loss, time 56180876ms
rtt min/avg/max/mdev = 0.050/0.057/20.271/0.009 ms,
pipe 2, ipg/ewma 0.071/0.056 ms
Tue Nov 28 12:06:19 CET 2006
~ #
~ # ping -s 1000 -c 1000000 -f -q 134.176.22.60
PING 134.176.22.60 (134.176.22.60) 1000(1028) bytes of data.
--- 134.176.22.60 ping statistics ---
1000000 packets transmitted, 1000000 received, 0% packet loss,
time 219687ms rtt min/avg/max/mdev = 0.203/0.208/0.791/0.013 ms,
ipg/ewma 0.219/0.208 ms
~ #
Figure 3.7.: Example ping Measurements of the GE-MN.
Example results obtained using the standard network analysis tool ping. The IP address of the
tested GE-MN is 134.176.22.60 Netmask 255.255.255.128, which means it is tested in the normal
network of the university.
a) Packet Size: 64Byte→ Packet Loss: 2, 77 · 10−4%;
Average Round Trip Latency: (57± 9)µs measured over a time of 18, 5 h
b) Packet Size: 1 000Byte→Packet Loss: 0%;
Average Round Trip Latency: (208± 13)µs, Packets checked: 1 000 000
No duplicates or damaged packets have been observed in the application layer.
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The online HADES RICH ring information, as provided to the trigger system by the RICH-
IPU (compare Section 2.3 and Figure 2.6), is largely fake dominated. The correlation of the
RICH ring information with the signals from other detectors could identify a large fraction of
the fakes, and thus signiﬁcantly reduce the number of fake RICH rings which presently have to
be taken into account in further processing. In addition, only few events actually contain the
real leptons, which produced real rings in the RICH. The detector data samples which provide
the most detailed information to reconstruct the tracks of charged particles are the data samples
taken by the tracking drift chambers (MDC). These have the best spacial resolution available in
HADES.
The current implementation of the HADES trigger does not use any information provided by
the MDC drift chambers (compare Section 2.4 and Section 2.12) and there is no data path for
the MDC data to reach the trigger system. Both issues are being addressed by the upgrade of
the HADES DAQ discussed in Chapter 5.
The correlation of the RICH ring data with the MDC wire data provides one possibility to
reject RICH fakes and enrich the recorded data samples with events containing real leptons. One
method to perform this correlation is described in detail in this chapter. Further, the detailed
results obtained by applying the correlation method to data sets from diﬀerent beamtimes with
diﬀerent reactions are presented. In addition, a short overview of the analysis framework used in
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HADES will be given, since it is essential to extract high quality results from the experimental
data. This chapter will conclude with the discussion of the performance of the correlation method
running in the GE-MN and processing real data (Chapter 3).
4.1. Analysis Tools in HADES - HYDRA
HADES uses a simulation and data analysis package called HYDRA (HADES System for Data
Reduction and Analysis) [SG03a, HADa]. This framework provides HADES speciﬁc methods to
retrieve raw data from the ﬁles of the DAQ (Data Acquisition System), store the raw data samples
in an object oriented way and run standardized analysis methods on the data. Results are stored
and propagated through the whole oine analysis chain in persistent objects in *.root format
ﬁles. HYDRA is heavily based on the ROOT framework [Bru97].
ROOT is a C++ interpreter based software framework in common use in High Energy Physics
(HEP). It provides methods and basic data structures necessary for the convenient analysis
of data. The features range from basic functionality like data IO frameworks and platform
independent data storage to more advanced features like generating histograms or apply ﬁtting
procedures to data, collection classes, 2D/3D graphics, Run Time Type Identiﬁcation (RTTI)
and many more. All details are available in [Bru07].
4.1.1. Analysis Chain and used Data Set
The event builder collects the raw data samples from the individual detectors via the DAQ sys-
tem, and stores them in *.hld ﬁles (HADES List Data). These data samples are processed with
the oine HADES analysis framework HYDRA and DST (Data Summary Tape) ﬁles in *.root
format are generated. This process is called DST production and it is repeated iteratively to
produce diﬀerent DST generations. This is necessary, because the detector calibration, detector
alignment and other parameters are improved by the ongoing analysis. The DST ﬁles are then
used in the physics analysis. They contain the relevant information like track data, PID (Particle
Identiﬁcation), particle momenta and particle energies. In addition, a lot of the raw detector
response data samples are removed, because these are not used in the later analysis. For the
analysis of a trigger algorithm these data sets are required, thus special DST ﬁles are generated
for the analysis presented later, which still contain the raw detector information of the MDC
detector and the RICH IPU.
The data sets stored in the DST ﬁles are not only the data sets recorded after a positive
HADES second level trigger decision, but also the so called downscaled data. The downscaled
data samples are stored independently of the second level trigger decision. The ratio of the
(by the ﬁrst level trigger positively triggered) events recorded independently of the second level
trigger decision is called the down scaling factor. This is of special importance for the analysis of a
trigger method operating on a higher level as the HADES ﬁrst level trigger, since the downscaled
data samples allow to investigate which eﬀect a trigger algorithm has upon this data independent
of higher layer triggers. This downscaled data samples are used to produce the analysis data sets
which contain the data samples and analysis information required by the analysis presented in
this chapter.
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// access pointers to the data:
track_p = (HPidTrackData∗) PidTrackCan_op− > getTrackData();
pidHit_p = (HPidHitData∗) PidTrackCand_op− > getHitData();
Int_t patMat = pidHit_p− > nRingPatMat;
Int_t padNum = pidHitp− > nRingPadNr;
Int_t ringAmpl = pidHitp− > nRingAmplitude;
Double_t centroid = pidHit_p− > fRingCentroid;
Double_t innerMdcChi2 = pidHit_p− > fInnerMdcChiSquare;
1. track_p− > bIsAccepted[2]
2. pidHit_p− > iSystem > −1
3. track_p− > fMomenta[momAlg] <= 3500
4. pidHit_p− > hasRingCorrelation[2]
5. (patMat > 200) && (padNum >= 4) && (centroid < 2.8) &&
(ringAmpl >= 5)
6. innerMdcChi2 > 0
Figure 4.1.: Deﬁnition Good Leptons for the Real Data.
In this work a track candidate (HPidTrackCand) in the experimental data is considered a good
lepton track (henceforth a good lepton) if it passes the set of cuts shown above in pseudo code.
The numbered Boolean conditions have the following meaning: The track candidate has to be
accepted by the spline tracking algorithm (1). A correlation with a TOF or Shower (META) hit
is required (2) and a high momentum cutoﬀ is used (3). The track has to be correlated with a
ring in the RICH (4) which has to fulﬁll a quality criteria (5). The criterion that the track has
to have a good (χ2 > 0) value in the track ﬁt of the inner MDC chambers (6) was not used, since
it is strongly reducing the statistics. However it has been veriﬁed that the results (especially
eﬃciency and enhancement) presented later are not signiﬁcantly aﬀected. Events that contain
one or more good leptons are called good lepton events.
4.1.2. Deﬁnition of good Leptons
In the oine analysis of the correlation algorithm the information which event has a real (not
fake) lepton track is used in several places, as for example in the calculation of eﬃciency and
enhancement. For a consistent deﬁnition of a lepton the criteria in Figure 4.1 are used. These
are based on analysis data available for all investigated experimental data. It has to be stressed
that the results of these cuts is somewhat dependent on the actual DST generation used, as the
alignment and the calibration enter the tracking procedure. The individual DST generation used
is stated at each individual analysis.
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4.2. Correlation Algorithm
The correlation between two detectors is performed by comparing the hits in one detector with
the hits in the other detector and rejecting events in which a hit is detected in one detector only.
For the correlation of RICH with MDC this would mean to correlate rings from RICH (data:
ϑ, φ) with tracks from the inner MDC chambers (data: straight line in space). Since the RICH
ring information is not deﬁning a track by itself, it would be natural to start the correlation by
investigating at a track from MDC, following this straight line (track) through the RICH and
calculating the theoretical RICH (ϑ, φ) hit. The comparison of the calculated hit with the real
hit would provide a method to reject fake RICH rings and trigger on events with good leptons.
In practice this method cannot applied in this form, because pointing with a MDC track back to
the RICH requires a reconstructed track. But these are available only after track reconstruction,
which is a time consuming, highly calibration dependent and challenging task and is performed as
part of the oine analysis (compare Section 2.4). Thus, these results are completely unavailable
for the HADES online system. Without further processing and analysis the MDC chambers
provide online only the raw TDC information, which is at the present time also inaccessible to
the trigger system, albeit this will change in the near future due to the general upgrade of the
HADES DAQ and trigger system described in Chapter 5.
4.2.1. Correlation Basics
A method to correlate RICH rings with MDC information, with the goal to reduce the fake RICH
rings suitable for an online (real-time) system, can be implemented in a diﬀerent way as the one
described above. A real ring in the RICH detector is detected as the signal of a fast (γ > γthr,)
charged particle (i.e. for HADES an e+ or e−) passing through the detector (see Section 2.3).
Since this particle travels in a straight line before entering the magnetic ﬁeld, it also traverses
the inner MDC chambers in a straight line, producing a signal in the diﬀerent drift cells in the
diﬀerent layers of the MDC detector. Assuming that a ring in the RICH detector is produced
by a particle which came from the target's position, it is possible to assume a speciﬁc straight
track for its path. This straight track is deﬁned by the nominal target position as emission
point and the direction is determined by the RICH detector's (ϑ, φ)-information, which itself is
derived from the ring center by the RICH IPU. Following this straight track through the MDC
chambers it is clear that the hit sensitive volumes (drift cells) should have seen a signal from this
particle. This procedure follows the same basic idea for the track ﬁnding as the one described in
Section 2.11. The Investigating of all RICH rings for corresponding hit MDC drift cells provides
the trigger method discussed in the following sections. It selects good RICH rings, or better
the RICH rings with a high probability to be generated by an electron or positron (a lepton
candidate), and thus allows to enrich lepton events.
In practice a track derived from a RICH ring is not deﬁned well enough to be expected to match
exactly a certain calculated MDC cell. Instead a matching window (henceforth also called Wm)
has to be used, allowing also nearby drift cells to be considered as matches, as long as they are
inside the matching window. The reasons for the inaccuracies are mainly of geometrical nature.
First, the (ϑ, φ)-information of the RICH rings available online is not much better deﬁned as
given by the granularity of the photo-detector detector plane of the RICH (compare Section 2.3
and Figure 2.4). Second, the target position is not a point in space, but the target is an extended
object (compare Section 2.1), which leads in most cases to a diﬀerence of the real source point
of the track to the nominal one used in the calculations. In addition, scattering in the detector
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material can change the direction of a track.
The required size of the correlation window can be determined by investigating the correlation
between the drift cells which have ﬁred, in terms of their wire number, and the calculated drift
cells which should have ﬁred. It is more meaningful for an online system to compare wire
numbers instead of the polar angle and azimuthal angle RICH to MDC correlations, since the
MDC angular information is tied to a track which is only available after track reconstruction.
An example of a histogram showing the wire number correlation is shown in Figure 4.6.
A particle passing through a detector has a probability smaller than one to be detected. This
also applies to a particle passing through the diﬀerent layers of the MDC detector. Instead of
requiring exactly the calculated number of corresponding ﬁred drift cell for each MDC layer,
the approach to count the number of layers with ﬁred drift cells inside the matching windows
(matched layers) is used. A minimal number of matched layers (henceforth also called Lm) is
used as a threshold for the condition that the RICH ring is considered to have a good probability
to have a corresponding real electron or real positron track. A natural and very conservative
(safe) choice of this threshold is the minimum number of layers required by the oine cluster
ﬁnder, which is at least four (as discussed in Section 2.11). This choice is very conservative,
because a track (even if a real track and not a fake track) without this number of hit layers is
rejected by the cluster ﬁnder, and thus not found and used in any analysis anyway.
4.3. Implementation Details
In order to implement the RICH to MDC correlation several technical aspects have to be handled.
The Data Acquisition System (DAQ) is reading out the TDC channels (compare Section 2.4)
by motherboard number (abbr.: mbo) and channel number (abbr.: tdc) for each sector (abbr.:
sec) and module (abbr.: mod). The (by position ordered) drift cell number (abbr.: cel) deﬁned
per MDC layer (abbr.: lay), as described in Section 2.4, is not used online. Every drift cell
has a corresponding attached TDC with a well deﬁned channel number located on a certain
motherboard, but the mapping is not systematic and not all deﬁned TDC channel numbers have
actually a TDC connected to a sense wire. These relation and the used naming convention can
be found in Table 4.1.
Oine Name Numbering abbr. abbr. Numbering Online Name
Sector 0-5 sec sec 0-5 Sector
Module 0-1 mod mod 0-1 Module
Layer 0-5 lay mbo 0-15 Motherboard
Cell 0-255 cel tdc 0-95 TDC Channel
Table 4.1.: Mapping Table, Online to Oine.
The right hand side numbers used by the online system need to be converted to the oine
notation on the left side for the further calculation. The practical implementation is a LUT
table (Look-Up Table) with the dimension 6× 2× 16× 96× 2 and a total size of 36864Byte.
In addition, this mapping can change in time when parts of the detector are rewired, making
it impossible to derive a static generalized mapping by calculation. Instead these features of
the HADES system require Look-Up Tables (LUT) to derive the layer and cell information by
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implementing the functions:
SMBT2LayCel_LUT[sec][mod][mbo][tdc][0] = lay (4.1)
SMBT2LayCel_LUT[sec][mod][mbo][tdc][1] = cel (4.2)
This LUT has a size of 6 · 2 · 16 · 96 · 2Bytes = 36KB.
The SMBT2LayCel_LUT LUT (Equation (4.1), Equation (4.2)) is ﬁlled by retrieving the
(lay; cell) data by querying the HADES online Oracle database. The last parameter selects
between layer and cell information and enables the use of one common LUT. In addition to this
the LUT channelsPerBoard[sec][mod][mbo] is ﬁlled. It contains the number of TDC channels per
motherboard (mbo) which is needed to limit loops over TDC channels to meaningful intervals.
The layer and cell (lay; cel) information is needed, because it is possible from very few ge-
ometrical base data to directly calculate the point where a straight line in space would cross
a drift cell in each of the layers of a module in a sector of the MDC detector in terms of the
(lay; cel) coordinate. This is the case, because the relation between actual position and layer
and cell number is systematic and governed by geometry (compare Figure 2.7 and Section 2.4).
The function used to calculate the crossed cell for a given MDC module and MDC layer for a
RICH hit (ϑRICH, φRICH), described in detail in Section 4.3.1, is:
calcXed[mod][lay][ϑRICH][φRICH] = cel (4.3)
The data needed to initialize the diﬀerent look-up tables is obtained by querying the HADES
Oracle [Ora06] database system, where all geometry and experimental run dependent information
is stored. In principal the straightforward approach to implement a straightforward 2D LUT
mapping the RICH (ϑ, φ) information directly to the hit cell in each of the 12 MDC layers could
be taken, but simulations did show that a LUT with suﬃcient precision is too large (several
MB) to be implemented in the limited memory resources of the GE-MN. This is even the case,
if the granularity of this 2D LUT (determining precision and size) is lowered to a point where
its resolution is completely insuﬃcient.
A compact summary of the trigger method is: For each ring from the RICH IPU calculate for
each MDC layer of the same sector the drift cell that should have been hit and check in that layer
the neighboring cells for hits within the matching window. Then, the number of layers which
could be matched in this way is counted. If for one of the rings the required minimum number of
layers was reached or exceeded the event is accepted. The technical details of the implementation
of the whole method are explained in the directly following sections, while Section 4.4 discusses
the results of the method when applied to real data from several beamtimes.
4.3.1. Calculating the Crossed Cells - calcXed()
The ideas for an eﬃcient implementation of the function calcXed() are mainly based on geomet-
rical considerations. The functions already existing inside the HADES framework implementing
an almost identical functionality are based on several repeated steps of vector addition and ap-
plication of rotation matrices to transform from the global coordinate system, where for example
tracks are deﬁned in, to the coordinate system of the sector, followed by transformations to the
module, the layer and ﬁnally to the cell. Such a general approach is acceptable for an oine sys-
tem where the generality and ease of the method outweighs performance and system constraint
considerations, as long as it is not a main bottleneck.
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(a) drift cell inclination (b) projected layer Y
(c) layer base data and z (d) z dep. of layer angle
Figure 4.2.: HADES Geometry for the Crossed Cell Calculation (calcXed).
The ﬁgures in (a) and (b) are views in beam direction, ﬁgure (c) is a view from the right side
and (d) is a view from above (all in arbitrary scales).
The terms in all ﬁgures are consistent with the naming scheme in the source code and have the
following meaning: The left and right end points (L/R) of a sample MDC sense wire (red line)
are shown and deﬁne the cell inclination angle β for the MDC layer they belong to (shown in
(a)). Figure (d) shows the correction for the z-coordinate depending on the x-coordinate. The
point XedY is located where a straight line in a MDC layer perpendicular to the drift cells of
that plane (shown as Py in b) crosses the x/y-plane. XedZ is deﬁned in a similar way as the
point where the in-layer perpendicular line (Py) would cross the z-axis (see (b) and (c)). Figure
(c) illustrates the shift of the target with respect to the source of the coordinate system and
deﬁnes Pz and Θ.
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(a) cell from projected Y
Figure 4.3.: Triangle for the last Step in the Calculation of the Crossed Cell.
This ﬁgure shows the relevant triangle for the calculation of the crossed drift cell. Its position in
the HADES geometry and the deﬁnition of the variables can be found in Figure 4.2. The linear
relation of Yl to crossed cell (Xed cell) is used to perform the calculation. Note that the value
of max cell is greater than the existing number of cells. In the same way min cell is smaller than
the lowest existing cell number, i.e. min cell is negative.
For the GE-MN with its limited system resources a diﬀerent approach was chosen. The involved
geometry transformation should be more direct and straightforward. The key idea is that all drift
cells of a layer lie just parallel and next to each other in a plane, so that for a line perpendicular to
the cells a linear relation between the coordinate and cell number exists. This and the following
arguments can be followed when referring to Figure 4.3.
This is especially clear in case of the layers without inclination (3 and 4) in the module
coordinate system (compare Figure 2.8 in Section 2.4), where the only relevant information to
determine the drift cell hit is the y-coordinate. For the other layers an additional rotation around
their inclination angle is required, and (when doing the ﬁnal calculation) the changes in z caused
by this (shown in Figure 4.2) have to be taken into account. The ﬁnal calculation heavily relies
on recalculated and tabled geometry data. The diﬀerent parameters are described in the caption
of Figure 4.2.
As a ﬁrst step in implementing the calcXed() function the sixfold symmetry of HADES is used
to rotate any RICH ring (ϑ, φ) to sector 0 (φ change only). This restricts all considerations to the
same angular region (sector 0), simplifying the whole procedure (Equation (4.5)). The position
information of the target is reduced to a shift in z-coordinate, the anyhow small (x,y) shifts are
dropped as well as all considerations taking into account that the target is an extended object.
The next step is to calculate the tangent of the polar angle in this rotated system (Equation
(4.6)), considering the corrected z coordinate. From this, the projected y-coordinate Yl (Equation
(4.7)) is calculated. This determines the cell number cel by its linear dependence in the plane of
the layers (Equation (4.8)).
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The function calcXed() executes the following algorithm:
sec = calcSector(φ) (4.4)
φsec = φ−
(
sec · 60 · 2pi
360
)
− sectorCellAngleSML[sec][mod][lay] (4.5)
Ux = cos (φsec)
Uy = sin (φsec)
Uz = tan−1 (ϑ)
Zred = Uz + Ux · tanZAlphaSML[sec][mod][lay] (4.6)
tan
(
ϑ′
)
=
Uy
Zred
Yl = PySML[sec][mod][lay]/ (1− (tanAlphaSML[sec][mod][lay]/ tan (ϑ′))) (4.7)
cel = lineCellSMLmin[sec][mod][lay] + lineInclinSML[sec][mod][lay] ∗Yl (4.8)
Here, all the functions of the arguments [sec][mod][lay] are actually look-up tables containing
precalculated values. The LUT sectorCellAngleSML[sec][mod][lay] stores the inclination angles
indicated in Figure 4.2 as β. The LUT lineCellSMLmin[sec][mod][lay] stores the minimum cell
number (min cell=oﬀset) indicated in Figure 4.3 and lineInclinSML[sec][mod][lay] stores the
linear factor between Yl and cel (compare Equation (4.8)). The LUT PySML[sec][mod][lay]
stores the diﬀerent Py values explained in Figure 4.2, likewise PzSML[sec][mod][lay] does the
same for the values of Pz. These lead to the deﬁnitions:
tanAlphaSML[sec][mod][lay] = −PySML[sec][mod][lay]PzSML[sec][mod][lay]
tanZAlphaSML[sec][mod][lay] = −dz2dx2
The distance dz2 is shown in Figure 4.3 and dz2 is calculated as:
dz2 = (Lx/ cos (sectorCellAngleSML[sec][mod][lay]))
− (Rx/ cos (sectorCellAngleSML[sec][mod][lay]))
where Lx and Rx are the x values of the points L and R in Figure 4.3.
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Figure 4.4.: Diﬀerence between calcXed() (GE-MN) and calcCrossedCells() (HYDRA).
Figure a) shows the diﬀerence in cell numbers, comparing the function integrated in the HYDRA
framework (calcCrossedCells()) and the function used in the GE-MN (calcXed()). The used
(ϑ;φ)- data was artiﬁcially chosen to scan the whole forward solid angle in small steps of one
degree. Figure b) visualizes the diﬀerence in a 2D plot. Both plots show, that the discrepancies
are very small and irrelevant for a trigger system using a matching window larger than a single
cell, since ∆max < 0, 5 cells here.
This method is eﬃcient because most of the involved geometry calculations are performed in
advance and the results are only retrieved from memory when needed. The amount of memory
used to store precalculated geometry data is slightly below 3KByte. This is much smaller than
the SMBT2LayCel_LUT (see Equation (4.1)) which is 36KByte large.
As a cross check of the accuracy of the calcXed() function its results have been compared
with the calcCrossedCells() function integrated in the Hydra framework. This comparison can
be found in Figure 4.4, which clearly shows that the accuracy is much better than needed, when
the calcXed() function is used in a trigger application.
4.3.2. Parameter Implementation in the GE-MN
The data set stored in the diﬀerent look-up tables is initially passed to the GE-MN by directly
compiling it into the ﬁrmware of the GE-MN (see Section 3.3 and Section 3.1.4). This is ac-
complished by written the LUT data to a ﬁle, which is using the normal C/C++ source code
syntax for initialized arrays, and as such can be just compiled with the other source code of the
ﬁrmware. The ﬁrmware for the GE-MN contains a compiled-in and run speciﬁc default set of
parameters in use.
4.4. Correlation Results
The correlation algorithm described in the previous sections has a diﬀerent performance, depend-
ing on the input data used. To avoid continuously reoccurring descriptions and explanations of
identical concepts a summarized description of the involved quantities and plots is presented
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here. Only the points of special interest for a certain data set/reaction are discussed in the
sections of the individual results.
Since the discussed correlation method is tailored for online use, the ﬁrst discussed plots
are those which are immediately available online and thus allow to judge the behavior online.
Examples of this are the RICH IPU hit distributions as well as the cell correlation plots (e.g.
Figure 4.6) and the matched layers plot (e.g. Figure 4.8). This is followed by the discussion of
quantities which can not be monitored online for several reasons. Discussions involving lepton
eﬃciencies require the lepton track information, which itself needs a good detector calibration,
the precise particle tracking and good high level particle identiﬁcation. Since all of these are
done in an involved iterative oine procedure these plots are not available online.
4.4.1. RICH IPU Performance
The RICH ring data samples (delivered by the RICH IPU) are not perfect [Leh00, Toi04]. They
are largely fake dominated for several reasons. First, the RICH is not free of noise, and every
noisy pad has a chance to contribute to a detected ring when combined with other ﬁred pads.
Those themselves can be noisy pads, or also real signal pads. In the latter case these pads belong
to a real ring (reconstructable ring caused by a real lepton), which means that there is the
possibility to form an other ring candidate with a noisy pad and a part of the ring circumference.
This kind of noise is correlated to real rings. In addition, it happens that charged particles travel
through the back-plane and create strong ionization at the pads.
One source of noisy pads in the RICH is the always present electronic noise, pronounced by
low threshold settings intended to increase the photon detection eﬃciency. The other main
contribution is due to charged particles traveling though the RICH, other than the primary
reaction leptons whose detection is intended. For example a certain part of the δ-electrons
(knock-out electrons) has energies high enough to produce erenkov light, and thus to produce
ﬁred pads. Example histograms discussing the RICH performance can be found in Figure 4.5.
4.4.2. Trigger Performance Parameters
The performance of trigger algorithms in general and the correlation method discussed here in
particular can be characterized by three diﬀerent parameters: Reduction, eﬃciency and enhance-
ment, as deﬁned in the following equations:
Reduction: red = Accepted EventsTotal Events (4.9)
Eﬃciency: eﬀ = Accepted and good EventsTotal good Events (4.10)
Enhancement: enh = EﬃciencyReduction (4.11)
The reduction describes which fraction of the events is accepted, and thus also gives the
reduction of the event rate. The eﬃciency describes the fraction of the good events which are
accepted, thus (1− eﬀ) is the rate of false negative decisions which are irrevocably loosing good
data (see below).
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Finally, the enhancement describes the enrichment of good events in the accepted data sample.
For the purpose of this work good events are those that contain good leptons as deﬁned in Section
4.1.2.
Calculating eﬃciency and enhancement involves knowing which events are good events and
implicitly which good events are rejected by the trigger. This can only be investigated with the
so called downscaled events. These are events which are recorded independently of the decision
of the trigger method, while still recording the trigger decision. The full oine analysis of the
downscaled events reveals which are the good events and which trigger decision has been taken
for them.
Decision Type Trigger Decision Data Sample
correct positive accept contains good data
correct negative reject does not contain good data
false positive accept does not contain good data
false negative reject contains good data
Table 4.2.: Trigger Decision Types.
A trigger algorithm can either accept an event or reject it, while the event can contain either
interesting (good) data or not. Thus one of the four possible cases occurs per event as summarized
in Table 4.2. A correct positive or correct negative decision is the intended behavior of the
algorithm. False positive decisions reduce the reduction, but do not discard interesting data, as
there is no interesting data in the event. Also no physics bias is introduced, if these events are
properly treated (rejected/tagged) by a more sophisticated oine analysis. False negative events
need a more careful treatment. Since these are discarded, there is afterwards no way of telling if
good data samples were lost and to which amount.
Of even higher importance is the situation if false negative decisions occur signiﬁcantly more
often at certain parameters. For example it would clearly introduce a bias into the physics
derived from an experiment, if there would be a signiﬁcant excess of false negative decisions at
a certain momentum. False negative decisions are only acceptable if they occur with the same
probability to all types of events. A way to check this is to investigate the eﬃciency as function
of another parameter, as it is done in Section 4.4.5, Section 4.4.6 and Section 4.4.7. There, the
angular eﬃciency distributions eﬀ(φ) and eﬀ(ϑ) as well as the momentum distribution eﬀ(p) are
investigated, and all of them should be ﬂat in the region of interest.
4.4.3. Online Analysis Considerations
Available online are the RICH IPU distributions for φ, ϑ and the ring multiplicity. These are
interesting since these data samples are the starting point for the correlation method. Noisy spots
in the RICH can be identiﬁed there (e.g. Figure 4.5), and it can be crosschecked by comparing
them to non noisy regions, if these have an impact on the correlation.
Also available online are the correlation histograms of calculated crossed cells (from function
calcXed()) to the real hit MDC cells. If the correlation is working properly a clear peak at zero is
visible even with low statistics. The width of this peak enables the determination and monitoring
of the usable settings of the width of the matching window. These correlation histograms are
also available for the individual sectors, making it possible to detect if there is a problem in a
single sector.
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To improve the speed and ease of use of the analysis a special array is ﬁlled. It contains as
each of its 12 entries the minimum matching window size necessary to match the event with the
required number of layers, which is given by the index into the array. This array of the name
deltaMinSortEvenLay12[] is ﬁlled for every event. This makes it possible to query if an event is
accepted with certain correlation parameters by checking the Boolean expression:
deltaMinSortEvenLay12[LM ] < MW
This array is ﬁlled when calculating the diﬀerence of the calculated hit cell number and the
number of the actual hit cells. The minimum of the cell diﬀerences is the minimum matching
window size necessary to positively match this layer. The calculation is performed for each layer,
and the result is ﬁlled into an array with a capacity of twelve elements. For layers without real
MDC hits a big number, larger than the maximum cell diﬀerence is entered into the array (i.g.
444, 444). Sorting the entries of the arrays in ascending order gives one deltaMinSortRingLay12[]
array per RICH IPU ring. Finding the minimum cell diﬀerence (=minimum required matching
window) per layer in these per RICH IPU ring arrays gives deltaMinSortEvenLay12[].
The next type of histogram available online is the distribution of the number of matched layers
with a given matching window (e.g. Figure 4.8). This histogram should always show a peak in
the zero bin for all the RICH IPU rings which could not matched at all and a more or less smooth
rise to higher numbers of matched layers. This plot enables a quantitative measure if the number
of layers required inside the matching window could be higher or is already too high. An always
conservative setting of the number of required layers parameter is 4, since the cluster ﬁnder used
in the oine analysis will not ﬁnd a track in this case anyway (compare Section 4.2.1).
4.4.4. Oine Analysis Considerations
All other plots are available oine only (or in the best case semi-online as the so called online
DST1). The reason is, that the plots involve good leptons. To identify the good Leptons the full
track reconstruction is required. The identiﬁcation of good leptons for the purpose of this work
is discussed in Section 4.1.2. The ﬁrst set of oine plots are the plots just explained in Section
4.4.3, but redone showing only the identiﬁed good leptons. These plots show the inﬂuence of the
correlation trigger on the events containing the good leptons.
Ideally, the correlation histograms (e.g. Figure 4.7) would show a clear, sharp peak at zero and
no events left or right. The events left and right of the peak, and outside the correlation window,
are those where the decision is false negative . Also the histograms showing the distribution of
the number of matched layers are interesting. It shows a broad peak centered at a high number
of layers (e.g. Figure 4.9) for the good leptons. Entries below the required matched number of
layers are false negatives. Thus this histogram shows the theoretical, optimum setting of the
required layers parameter. Both previously deduced trigger parameters should be compared to
the distributions in these two histograms.
For a thorough investigation which correlation parameters yield a nice reduction and enhance-
ment, while still having a high eﬃciency, a systematic scan of diﬀerent correlation parameters
is presented as a table (e.g. Table 4.3). The table shows the results of eﬀ (Eﬃciency) and
enh (Enhancement) for diﬀerent settings of the required layers (Layers) and matching window
(Window). The entry named L2 shows if the HADES second level trigger (compare Section
1online DST: Running the DST immediately in parallel to the experiment. The results are not perfectly calibrated
and available a couple of hours after taking the data.
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2.12) was active for this setting, while L3 denotes the same for the correlation method discussed
here. The table shows that the individual performances are checked as well as how both systems
perform combined. The Multiplicity (M) column states the minimum number of positive trigger
decisions per event required. Therefore, multiplicity 1 stands for a single lepton trigger while
multiplicity 2 stands for a dilepton trigger setting. Eﬃciency two (eﬀ2) and enhancement two
(enh2) calculate the eﬃciency and the enhancement only for the events which have a RICH IPU
ring and MDC ﬁred wires in the same sector, i.e. they can be correlated at all. This shows the
strong inﬂuence of the eﬃciency of the RICH IPU on the results of the correlation, and turns
out to be the dominant factor. Result number 0 shows the performance of the HADES second
level trigger for this data set for comparison. Finally, the captions of the tables for the individual
data sets elaborate on which combinations of settings are useful.
Most interesting in the oine analysis is how the correlation method changes distributions
and results for good leptons. This can be investigated by comparing diﬀerent good lepton
distributions. For example, the comparison of the ϑ, φ and momentum (e.g. Figure 4.11,
Figure 4.12, Figure 4.13) distributions versus the same distributions for the good leptons which
passed the correlation trigger. Shown are (for the trigger settings identiﬁed as useful before) the
distributions of angular eﬃciencies eﬀ(φ), eﬀ(ϑ) and momentum eﬃciency distribution eﬀ(p). If
the correlation trigger would work perfectly the result would be a straight line at an eﬃciency
equal to one. In reality, the eﬃciencies are smaller that one, but should still be ﬂat for the usable
trigger settings.
The discussion of the individual interesting features per data set can be found in the captions
where they are visible. Section 5.2 compares them and discusses general features and results.
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4.4.5. Correlation Analysis  p+ p at 2, 2GeV
All the presented ﬁgures in this section are derived from one experimental run of the January
2004 beamtime. This ensures consistency by making sure that not several calibration parameters
are mixed into the same analysis. The target was a 5 cm thick liquid hydrogen target and the
beam energy was 2, 2GeV. The generation 3 DST macros and parameters are used.
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Figure 4.5.: p+ p@2,2GeV: RICH Ring Distribution from IPU Data (available online).
The histograms show the distributions of the RICH rings as they are reconstructed by the RICH
IPU (compare Figure 2.4). The bottom left histogram shows the RICH IPU ring multiplicity
per event. The six diﬀerent sectors are visible in the φ-distribution and are numbered from left
to right as 5, 0, 1, 2, 3, 4 (deﬁnition of coordinate system: Figure 2.1). Prominent in sector
0 is the noise peak between φ = 1, 6 and φ = 2, 0. The noisy RICH region is also visible in
the ϑ-distribution as a single peak on the right side of sector 0. The two dimensional histogram
shows ϑ versus φ. It shows where exactly the noise is localized in one speciﬁc region of the RICH,
visible as a clear hot spot in the logarithmic color coded diagram. This hot spot should be kept
in mind when investigating the next ﬁgures, since it is discussed there which inﬂuence this hot
spot has.
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Figure 4.6.: p+ p@2,2GeV: RICH IPU Ring to MDC Cell Correlation (available online).
The histograms on the right show a magniﬁed view of the correlation histograms on the left.
The presence of a clear peak at 0 shows that the correlation is working, and the width of the
correlation peak allows to decide which correlation window is safe to use. The noise peak in
the RICH IPU data in sector 0 (compare Figure 4.5) creates the shoulder on the right side of
the correlation peak, which is absent in the other sectors, as seen in the example of sector 1.
A safe window is 20 cells, while a more aggressive (but still realistic) cut is 10 cells. The direct
comparison with Figure 4.7 shows how these cuts aﬀect the accepted good leptons.
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Figure 4.7.: p+ p@2,2GeV: RICH IPU Ring to MDC Cell Correlation for good Leptons.
The histograms on the right side show a magniﬁed view of the correlation histograms on the left.
The presence of a clear peak at 0 shows that the correlation is working well for the good leptons,
and the width of the correlation peak shows how narrow the matching window cut could be for
the good leptons to be accepted. The noisy shoulder in sector 0 is gone here as it is not caused
by any good lepton, but just caused by the noise in the RICH IPU data. Comparing the width
of these histograms with the width deduced from Figure 4.6 it is clear, that a cut of 20 cells is
really safe and a cut with a width of down to 10 cells is still realistic.
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Figure 4.8.: p+ p@2,2GeV: Matched Layers Distributions (available online).
The histograms show how many layers can be matched for diﬀerent settings of the width of the
correlation window. Events with no correlation (or little/random) end up in the bins to the
left. Interesting to note is the rise of the distributions at higher numbers of matched layers,
as long as the matching window is still large enough (= 7). It can be seen here that smaller
matching windows are not useful, because they start to cut into the correlation rise at higher
layer numbers. The save cut is at 4 layers (compare Section 4.2.1). Assuming that correlated
leptons have a larger number of matched layers, one can look at the rise on the right and place
the cut before it starts. This means for the just deduced window cuts of 20 cells, and 10 cells
layer cuts at 8 layers and 6 layers respectively. A very aggressive cut would be 10 layers. These
cuts should be compared to the histograms in Figure 4.20 to check the eﬀect of this layer cut
onto the accepted good leptons.
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Figure 4.9.: p+ p@2,2GeV: Matched Layers Distributions for good Lepton Events.
The Figures show the number of matched layers distributions for diﬀerent settings of the matching
window. These histograms show only events with good leptons. The strong rise towards a higher
number of matched layers for these good events is clearly visible, as well as the valley around 4
matched layers for moderate window sizes (20 to 10). It should be noted that the bin at zero
matched layers is fairly constant for diﬀerent settings. Comparing these histograms with the just
deduced minimum number of layers cuts it is clearly visible that a cut at 6 layers is always before
the rise and a cut at 8 layers starts to cut just into the rise of the correlated good leptons. A cut
at 10 layers is already cutting into the correlated leptons. The inﬂuence of a too small matching
window is also visible, as in these cases the distributions get largely smeared out.
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Trigger Analysis for run: January 2004 be04044042645
Result L2 L3 M Layers Window red eff2 enh2
0 Yes No 1 0,073 0,781 10,728
1 No Yes 1 4 20 0,056 0,922 0,982 16,387 17,455
2 No Yes 1 4 15 0,050 0,918 0,978 18,380 19,578
3 No Yes 1 4 10 0,042 0,905 0,964 21,594 23,001
4 No Yes 1 4 7 0,035 0,875 0,932 24,866 26,486
5 No Yes 1 4 5 0,029 0,822 0,876 28,132 29,964
6 No Yes 1 6 20 0,047 0,918 0,978 19,727 21,012
7 No Yes 1 6 15 0,041 0,912 0,971 22,487 23,952
8 No Yes 1 6 10 0,033 0,887 0,945 27,030 28,791
9 No Yes 1 6 7 0,026 0,827 0,880 31,214 33,248
10 No Yes 1 6 5 0,021 0,732 0,779 35,123 37,412
11 No Yes 1 8 20 0,036 0,882 0,940 24,575 26,176
12 No Yes 1 8 15 0,031 0,870 0,927 28,195 30,032
13 No Yes 1 8 10 0,025 0,831 0,886 33,650 35,842
14 No Yes 1 8 7 0,020 0,743 0,791 38,040 40,518
15 No Yes 1 8 5 0,014 0,601 0,640 41,794 44,517
16 No Yes 1 10 20 0,026 0,760 0,809 29,028 30,919
17 No Yes 1 10 15 0,022 0,741 0,790 33,209 35,373
18 No Yes 1 10 10 0,018 0,687 0,732 39,089 41,636
19 No Yes 1 10 7 0,013 0,571 0,608 43,609 46,451
20 No Yes 2 4 20 0,029 0,690 0,753 24,007 26,210
21 No Yes 2 4 15 0,025 0,687 0,750 27,674 30,213
22 No Yes 2 4 10 0,020 0,641 0,699 32,795 35,805
23 No Yes 2 4 7 0,015 0,574 0,627 38,789 42,348
24 No Yes 2 6 20 0,023 0,687 0,750 30,240 33,015
25 No Yes 2 6 15 0,019 0,664 0,725 34,557 37,729
26 No Yes 2 6 10 0,014 0,600 0,655 41,444 45,247
27 No Yes 2 6 7 0,010 0,510 0,557 48,923 53,413
28 No Yes 2 8 20 0,018 0,635 0,693 36,068 39,378
29 No Yes 2 8 15 0,015 0,612 0,668 41,665 45,489
30 No Yes 2 8 10 0,011 0,519 0,566 49,284 53,807
31 No Yes 2 8 7 0,007 0,374 0,408 56,328 61,498
32 No Yes 2 10 20 0,011 0,513 0,560 45,770 49,971
33 No Yes 2 10 15 0,009 0,467 0,509 51,943 56,710
34 No Yes 2 10 10 0,006 0,354 0,386 61,627 67,283
35 No Yes 2 10 7 0,003 0,223 0,244 73,526 80,274
36 Yes Yes 1 4 20 0,033 0,776 0,826 23,385 24,908
37 Yes Yes 1 4 15 0,030 0,773 0,824 25,533 27,196
38 Yes Yes 1 4 10 0,026 0,762 0,812 28,934 30,819
39 Yes Yes 1 4 7 0,023 0,736 0,784 32,285 34,388
40 Yes Yes 1 6 20 0,029 0,773 0,823 26,800 28,546
41 Yes Yes 1 6 15 0,026 0,768 0,818 29,726 31,662
42 Yes Yes 1 6 10 0,022 0,748 0,797 34,427 36,670
43 Yes Yes 1 6 7 0,018 0,694 0,740 38,501 41,009
44 Yes Yes 1 8 20 0,023 0,742 0,791 32,011 34,097
45 Yes Yes 1 8 15 0,021 0,734 0,782 35,713 38,039
46 Yes Yes 1 8 10 0,017 0,701 0,747 41,182 43,866
47 Yes Yes 1 8 7 0,014 0,621 0,661 45,202 48,147
48 Yes Yes 1 10 20 0,018 0,640 0,682 36,225 38,585
49 Yes Yes 1 10 15 0,015 0,625 0,665 40,498 43,137
50 Yes Yes 1 10 10 0,013 0,577 0,614 46,076 49,078
51 Yes Yes 1 10 7 0,010 0,478 0,509 50,263 53,538
eff enh
n.a. n.a. n.a. n.a.
Table 4.3.: p+ p@2,2GeV: Eﬃciency and Enhancement for diﬀerent Correlation Parameters.
The table shows a systematic calculation of eﬃciency and enhancement for diﬀerent settings of
the correlation parameters. The L3 column denotes if the RICH to MDC correlation trigger was
active, while L2 denotes the same for the HADES level 2 trigger system. Multiplicity (M) is
the minimum number of required good leptons per event. Result 0 shows the behavior of the
HADES level 2 trigger for the same data set for comparison. From this table and the discussion
of the previous distributions a particular useful trigger setting would be for example 6 layers and
10 cells (Result: 8). This parameter set gives a good enhancement while still having a reasonable
eﬃciency. This set should be cross referenced with the Eﬃciency distributions in Figure 4.11,
Figure 4.12 and Figure 4.13. The values of eﬀ2 and enh2 demonstrate the inﬂuence of the RICH
IPU (compare Section 4.4.4).
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Figure 4.10.: p+ p@2,2GeV: Good Lepton Base Data.
The histograms show the base data of the good leptons. Their multiplicity per event histogram
shows how few events actually contain one or more good lepton. The ϑ-distribution and the φ-
distribution show the respective angles of the lepton before the magnetic ﬁeld, and clearly follow
the geometrical structure of the HADES detector. The momentum distribution is obtained from
the spline algorithm, using the bending of the track in the magnetic ﬁeld. These distributions
provide the good total events in Equation (4.10). Dividing these histograms with the accepted
good lepton distributions for diﬀerent correlation parameters leads to the diﬀerent eﬃciency
distribution histograms. The errors are deduced from the statistical errors only.
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Figure 4.11.: p+ p@2,2GeV: ϑ- Eﬃciency Distributions
These histograms show the eﬃciency as a function of the ϑ-angle eﬀ (ϑ) as deﬁned in Section 4.4.2
for several selected settings of the correlation algorithm. The ﬁrst three distributions are ﬂat,
except for the edges of the chambers where the limited statistics prevents the results from being
very meaningful. Starting from there, it is visible that with more aggressive trigger parameters
the distribution starts to drop at higher ϑ- angles and even develops a strong bump in diagram
10 layers and 7 cells.
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Figure 4.12.: p+ p@2,2GeV: φ - Eﬃciency Distributions
These histograms show the eﬃciency as a function of the φ-angle eﬀ (φ) as deﬁned in Section 4.4.2
for several selected settings of the correlation algorithm. The ﬁrst three distributions are ﬂat,
except for the edges of the chambers where the limited statistics prevents the results from being
very meaningful. Starting from there, it is visible that with more aggressive trigger parameters
the distribution starts to get bumps and the eﬃciency in sector 0 strongly drops. This is most
likely connected to the hot spot in the same sector (compare Figure 4.5).
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Figure 4.13.: p+ p@2,2GeV: Momentum Eﬃciency Distributions
These histograms show the eﬃciency as a function of the momentum eﬀ (p) as deﬁned in Section
4.4.2 for several selected settings of the correlation algorithm. It is interesting to see that in
spite of the eﬀects in ϑ and φ for certain parameter settings the eﬃciency distribution remains
essentially ﬂat at these settings, at least up to a setting of 6 layers and 10 cells. The large error
bars are caused by the very low statistics beyond 400MeV (compare Figure 4.10).
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4.4.6. Correlation Analysis  C+C at 1, 0AGeV
All the presented ﬁgures in this section are derived from several consecutive experimental runs of
the August 2004 beamtime. The target was a 6, 5mm thick carbon target and the beam energy
was 1AGeV. The generation 3 DST macros and parameters have been used. For the deduction
of the correlation parameters only the ﬁrst run was used.
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Figure 4.14.: C+C@1,0AGeV: RICH Ring Distribution from the RICH IPU (available online).
The histograms show the distributions of the RICH rings as they are reconstructed by the RICH
IPU (compare Figure 2.4). The bottom left histogram shows the RICH IPU ring multiplicity
per event. The six diﬀerent sectors are visible in the φ-distribution and are numbered from left
to right as 5, 0, 1, 2, 3, 4 (deﬁnition of coordinate system: Figure 2.1). The two dimensional
histogram shows ϑ versus φ and shows if there is a very noisy region in the RICH, which is not
the case for this data set.
105
4. RICH to MDC Correlation
Entries  22477
Mean  
   -5.3
 = (calcXed - MDCcel) in Cell Numbers∆
-200 -150 -100 -50 0 50 100 150 200
 
0
200
400
600
800
1000
1200
1400
1600
1800
2000
2200
Correlation of RICH rings to MDC Cells - all Sectors 863 6
 -9.844
Entries  22477
Mean  
 -2.767
 = (calcXed - MDCcel) in Cell Numbers∆
-40 -30 -20 -10 0 10 20 30 40
 
0
200
400
600
800
1000
1200
1400
1600
1800
2000
2200
Correlation of RICH rings to MDC Cells - all Sectors 863 6
3 545
 = (calcXed - MDCcel) in Cell Numbers∆
-200 -150 -100 -50 0 50 100 150 200
 
0
100
200
300
400
500
600
700
Correlation of RICH rings to MDC Cells Sector 0 Entries  22477
Mean  
   -5.3
 = (calcXed - MDCcel) in Cell Numbers∆
-40 -30 -20 -10 0 10 20 30 40
 
0
100
200
300
400
500
600
700
Correlation of RICH rings to MDC Cells Sector 0 Entries  22477
Mean  
 -2.767
 = (calcXed - MDCcel) in Cell Numbers∆
-200 -150 -100 -50 0 50 100 150 200
 
0
50
100
150
200
250
Correlation of RICH rings to MDC Cells Sector 1 Entries  10552
Mean  
 -13.63
 = (calcXed - MDCcel) in Cell Numbers∆
-40 -30 -20 -10 0 10 20 30 40
 
0
50
100
150
200
250
Correlation of RICH rings to MDC Cells Sector 1 Entries  10552
Mean  
 -3.795
Figure 4.15.: C+C@1,0AGeV: RICH IPU to MDC Cell Correlation ﬁrst Run (available online).
The histograms on the right side show a magniﬁed view of the correlation histograms on the left.
The presence of a clear peak at 0 shows that the correlation is working, and the width of the
correlation peak allows to decide which correlation window is safe to use. A safe window is 10 cells,
while a more aggressive (but still realistic) cut is 7 cells or even 5 cells. The direct comparison
with Figure 4.18 shows how these cuts aﬀect the accepted good leptons. This histogram uses
only the data from the ﬁrst run to demonstrate the statistics needed to deduce the correlation
parameters. The full statistics can be found in Figure 4.17.
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Figure 4.16.: C+C@1,0AGeV: Matched Layers Distributions ﬁrst Run (available online).
The histograms show how many layers can be matched for diﬀerent settings of the width of the
correlation window. Events with no correlation (or little/random) end up in the bins to the
left. Interesting to note is the rise of the distributions at higher numbers of matched layers, as
long as the matching window is still large enough (here in all cases). The save cut is at 4 layers
(compare Section 4.2.1). Assuming that correlated leptons have a larger number of matched
layers, one can look at the rise on the right and place the cut before it starts. This means for
the just deduced window cuts of 10 cells, 7 cells and 5 cells a conservative layer cut is at 8 layers.
A more aggressive cut is 10 layers. These cuts should be compared to the histograms in Figure
4.20 to check the eﬀect of this layer cut onto the accepted good leptons. This histogram uses
only the data from the ﬁrst run to demonstrate the statistics needed to deduce the correlation
parameters. The full statistics can be found in Figure 4.19.
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Figure 4.17.: C+C@1,0AGeV: RICH IPU Ring to MDC Cell Correlation (available online).
The histograms on the right side show a magniﬁed view of the correlation histograms on the
left. The comparison of these histograms with Figure 4.15 shows that the deduced correlation
parameters are also valid for a larger data set.
108
4.4. Correlation Results
Entries  11053
Mean  
  11.36
 = (calcXed - MDCcel) in Cell Numbers∆
-200 -150 -100 -50 0 50 100 150 200
 
0
1000
2000
3000
4000
5000
Correlation of RICH rings to MDC Cells - good Leptons all Sectors
 37262
2 0
Entries  11053
Mean  
  2.069
 = (calcXed - MDCcel) in Cell Numbers∆
-40 -30 -20 -10 0 10 20 30 40
 
0
1000
2000
3000
4000
5000
Correlation of RICH rings to MDC Cells - good Leptons all Sectors
 37262
745
 = (calcXed - MDCcel) in Cell Numbers∆
-200 -150 -100 -50 0 50 100 150 200
 
0
200
400
600
800
1000
1200
1400
1600
1800
2000
Correlation of RICH rings to MDC Cells good Leptons Sector 0 Entries  11053
Mean  
  11.36
 = (calcXed - MDCcel) in Cell Numbers∆
-40 -30 -20 -10 0 10 20 30 40
 
0
200
400
600
800
1000
1200
1400
1600
1800
2000
Correlation of RICH rings to MDC Cells good Leptons Sector 0 Entries  11053
Mean  
  2.069
 = (calcXed - MDCcel) in Cell Numbers∆
-200 -150 -100 -50 0 50 100 150 200
 
0
100
200
300
400
500
600
700
Correlation of RICH rings to MDC Cells good Leptons Sector 1 Entries  4703
Mean  
    9.1
 = (calcXed - MDCcel) in Cell Numbers∆
-40 -30 -20 -10 0 10 20 30 40
 
0
100
200
300
400
500
600
700
Correlation of RICH rings to MDC Cells good Leptons Sector 1 Entries  4703
Mean  
  3.123
Figure 4.18.: C+C@1,0AGeV: RICH IPU Ring to MDC Cell Correlation for good Leptons.
The histograms on the right side show a magniﬁed view of the correlation histograms on the
left. The presence of a clear peak at 0 shows that the correlation is working well for the good
leptons and the width of the correlation peak shows how narrow the matching window cut could
be in principle for the correlated good leptons to be accepted. Comparing the width of these
histograms with the width deduced from Figure 4.17 it is clear, that a cut of 10 cells is really
safe and a cut with a width of down to 5 cells is realistic.
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Figure 4.19.: C+C@1,0AGeV: Matched Layers Distributions (available online).
The histograms show how many layers can be matched for diﬀerent settings of the width of the
correlation window. Events with no correlation (or little/random) end up in the bins to the left.
Interesting to note is the rise of the distributions at higher numbers of matched layers, as long
as the matching window is still large enough (here in all cases).
The comparison of these histograms with Figure 4.16 shows that the deduced correlation param-
eters are also valid for a larger data set.
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Figure 4.20.: C+C@1,0AGeV: Matched Layers Distributions for good Lepton Events.
The Figures show the number of matched layers distributions for diﬀerent settings of the matching
window. These histograms show only events with good leptons. The strong rise towards a higher
number of matched layers for these good events is clearly visible, as well as the valley around 4
matched layers for moderate window sizes (20 to 10). It should be noted that the bin at zero
matched layers is fairly constant for diﬀerent settings. Comparing these histograms with the
just deduced minimum number of layers cuts it is clearly visible, that a cut at 8 layers is always
before the rise and a cut at 10 layers starts to cut just into the rise of the correlated good leptons.
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Trigger Analysis for run: August 2004 combined
Result L2 L3 M Layers Window red eff2 enh2
0 Yes No 1 4 20 0,054 0,743 13,680
1 No Yes 1 4 20 0,060 0,869 0,989 14,445 16,423
2 No Yes 1 4 15 0,053 0,868 0,987 16,274 18,502
3 No Yes 1 4 10 0,045 0,865 0,984 19,408 22,065
4 No Yes 1 4 7 0,037 0,859 0,977 22,986 26,133
5 No Yes 1 4 5 0,031 0,851 0,968 27,292 31,028
6 No Yes 1 6 20 0,053 0,868 0,987 16,478 18,733
7 No Yes 1 6 15 0,045 0,866 0,985 19,186 21,813
8 No Yes 1 6 10 0,036 0,861 0,979 24,168 27,477
9 No Yes 1 6 7 0,028 0,849 0,966 29,985 34,090
10 No Yes 1 6 5 0,023 0,837 0,952 37,006 42,072
11 No Yes 1 8 20 0,044 0,866 0,984 19,755 22,460
12 No Yes 1 8 15 0,036 0,862 0,980 23,884 27,154
13 No Yes 1 8 10 0,027 0,852 0,969 31,514 35,829
14 No Yes 1 8 7 0,021 0,840 0,955 39,974 45,446
15 No Yes 1 8 5 0,017 0,827 0,941 48,760 55,435
16 No Yes 1 10 20 0,036 0,850 0,966 23,784 27,040
17 No Yes 1 10 15 0,029 0,842 0,957 29,396 33,420
18 No Yes 1 10 10 0,021 0,828 0,941 39,252 44,626
19 No Yes 1 10 7 0,017 0,814 0,925 48,956 55,658
20 No Yes 1 10 5 0,014 0,795 0,903 57,860 65,781
21 No Yes 1 10 3 0,010 0,709 0,806 70,428 80,070
22 Yes Yes 1 4 20 0,035 0,740 0,842 20,999 23,874
23 Yes Yes 1 4 15 0,032 0,740 0,841 23,236 26,417
24 Yes Yes 1 4 10 0,027 0,738 0,839 27,005 30,702
25 Yes Yes 1 4 7 0,023 0,733 0,833 31,257 35,537
26 Yes Yes 1 4 5 0,020 0,727 0,827 36,409 41,393
27 Yes Yes 1 6 20 0,032 0,740 0,841 23,318 26,510
28 Yes Yes 1 6 15 0,028 0,738 0,839 26,620 30,264
29 Yes Yes 1 6 10 0,023 0,735 0,835 32,628 37,095
30 Yes Yes 1 6 7 0,018 0,726 0,826 39,648 45,076
31 Yes Yes 1 6 5 0,015 0,717 0,815 47,878 54,433
32 Yes Yes 1 8 20 0,027 0,738 0,839 27,117 30,830
33 Yes Yes 1 8 15 0,023 0,736 0,837 32,149 36,550
34 Yes Yes 1 8 10 0,018 0,729 0,829 41,549 47,238
35 Yes Yes 1 8 7 0,014 0,720 0,819 51,472 58,518
36 Yes Yes 1 8 5 0,012 0,709 0,807 61,368 69,769
37 Yes Yes 1 10 20 0,023 0,725 0,824 31,925 36,296
38 Yes Yes 1 10 15 0,019 0,720 0,819 38,889 44,213
39 Yes Yes 1 10 10 0,014 0,710 0,807 50,678 57,616
40 Yes Yes 1 10 7 0,011 0,698 0,793 61,649 70,089
41 Yes Yes 1 10 5 0,010 0,681 0,775 71,001 80,721
42 Yes Yes 1 10 3 0,007 0,608 0,691 82,996 94,359
43 No Yes 2 4 20 0,028 0,497 0,534 17,450 18,760
44 No Yes 2 4 10 0,018 0,489 0,525 26,439 28,424
45 No Yes 2 8 7 0,008 0,433 0,466 56,310 60,536
46 No Yes 2 8 10 0,010 0,458 0,492 43,828 47,117
47 No Yes 2 10 5 0,004 0,339 0,364 87,339 93,895
48 No Yes 2 10 3 0,002 0,209 0,225 116,933 125,710
eff enh
n.a. n.a.
Table 4.4.: C+C@1,0AGeV: Eﬃciency and Enhancement for diﬀerent Correlation Parameters.
This table shows a systematic calculation of eﬃciency and enhancement for diﬀerent settings of
the correlation parameters. The L3 column denotes if the RICH to MDC correlation trigger was
active, while L2 denotes the same for the HADES level 2 trigger system. Multiplicity (M) is the
minimum number of required good leptons per event. Result 0 shows the results of the HADES
level 2 trigger for the same data set for comparison. From this table and the discussion of the
previous distributions a particular useful trigger setting would be for example 8 layers and 7 cells
(Result: 14). This conservative parameter set gives a reasonable enhancement while still having
a good eﬃciency. It should be noted that this is still true for a more aggressive setting of 10 layers
and 5 cells (Result: 20). Only with even more aggressive settings the eﬃciency starts to drop fast
(Result: 21). These parameter sets should be cross referenced with the eﬃciency distributions in
Figure 4.22, Figure 4.23 and Figure 4.24. The values of eﬀ2 and enh2 demonstrate the inﬂuence
of the RICH IPU (compare Section 4.4.4).
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Figure 4.21.: C+C@1,0AGeV: Good Lepton Base Data.
The histograms show the base data of the good leptons. Their multiplicity per event histogram
shows how few events actually contain one or more good lepton. The ϑ-distribution and the φ-
distribution show the respective angles of the lepton before the magnetic ﬁeld and clearly follow
the geometrical structure of the HADES detector. The momentum distribution is obtained from
the spline algorithm, using the bending of the track in the magnetic ﬁeld. These distributions
provide the good total events in Equation (4.10). Dividing the accepted good lepton distributions
for diﬀerent correlation parameters with these histograms gives the diﬀerent eﬃciency distribu-
tion histograms. It should be noted that the statistics are not very large for momenta above
500MeV. The errors are deduced from the statistical errors only.
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Figure 4.22.: C+C@1,0AGeV: ϑ- Eﬃciency Distributions
These histograms show the eﬃciency as a function of the ϑ-angle eﬀ (ϑ) as deﬁned in Section 4.4.2
for several selected settings of the correlation algorithm. For up to the deduced trigger settings,
the distributions are ﬂat, except for the edges of the chambers where the limited statistics
prevents the results from being very conclusive. Only with the very aggressive setting of 10 layers
and 3 cells the eﬃciency becomes signiﬁcantly distorted.
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Figure 4.23.: C+C@1,0AGeV: φ - Eﬃciency Distributions
These histograms show the eﬃciency as a function of the φ-angle eﬀ (φ) as deﬁned in Section 4.4.2
for several selected settings of the correlation algorithm. For up to the deduced trigger settings,
the distributions are ﬂat, except for the edges of the chambers where the limited statistics
prevents the results from being very conclusive. The exception to this is sector 1, which shows
already at the safe settings some distortion which becoming more and more apparent at stronger
trigger settings.
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Figure 4.24.: C+C@1,0AGeV: Momentum Eﬃciency Distributions
These histograms show the eﬃciency as a function of the momentum eﬀ (p) as deﬁned in Section
4.4.2 for several selected settings of the correlation algorithm. The distributions are ﬂat up to
a momentum of ≈ 500MeV (for settings up to 10 layers and 5 cells). Beyond that, the limited
statistics prevent a meaningful conclusion as indicated by the error bars (compare Figure 4.21).
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4.4.7. Correlation Analysis  Ar+KCl at 1, 756AGeV
The presented ﬁgures in this section are derived from the date of several experimental consecutive
runs of the September 2005 beamtime to increase statistics. The target was the 4 segmented
Kalium-Chloride target (thickness 1, 5mm; z-Position: z1 = −13, 5mm, z1 = −4, 5mm, z1 =
4, 5mm, z1 = 13, 5mm) and the beam energy was 1, 756AGeV. The generation 2 DST macros
and parameters are used. The increased statistics is crucial in Figure 4.26 to see the correlation
peak and to be able to determine the matching window.
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Figure 4.25.: Ar+KCl@1,756AGeV: RICH Ring Distribution from RICH IPU (available online).
The histograms show the distributions of the RICH rings as they are reconstructed by the RICH
IPU (compare Figure 2.4). The bottom left histogram shows the RICH IPU ring multiplicity per
event. The bottom right histograms shows the φ-distribution and ϑ-distribution of these rings.
The six diﬀerent sectors are visible in the φ-distribution and are numbered from left to right as
5, 0, 1, 2, 3, 4 (deﬁnition of coordinate system: Figure 2.1). The two dimensional histogram
shows ϑ versus φ and shows if there is a very noisy region in the RICH, which is the case for the
middle of sector 1 in this data set.
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Figure 4.26.: Ar+KCl@1,756AGeV: RICH IPU Ring to MDC Cell Correlation (available online).
The histograms on the right show a magniﬁed view of the correlation histograms on the left.
The statistics is just big enough to enhance the correlation peak at zero to enable the deduction
of the matching window of 7 cells. The correlation peak vanishes with fewer statistics. These
histograms should be compared with Figure 4.27.
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Figure 4.27.: Ar+KCl@1,756AGeV: RICH IPU Ring to MDC Cell Correlation good Leptons.
The histograms on the right side show a magniﬁed view of the correlation histograms on the left.
The good lepton data shows a clear sharp peck at zero which is compatible with the matching
window deduced from Figure 4.26. But the histograms also show much background, which might
rise the question if the good lepton deﬁnition is perfect for this data.
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Figure 4.28.: Ar+KCl@1,756AGeV: Matched Layers Distributions (available online).
The histograms show how many layers can be matched for diﬀerent settings of the width of the
correlation window. Events with no correlation (or little/random) end up in the bins to the left.
Interesting to note is the strong rise of the distributions at higher numbers of matched layers
(10-12), as long as the matching window is still large enough (= 7). The save cut is at 4 layers
(compare Section 4.2.1). Assuming that correlated leptons have a larger number of matched
layers, one can look at the rise on the right and place the cut before it starts. This means for
the assumed window a cut at 10 cells. This cut should be compared to the histograms in Figure
4.29 to check the eﬀect of this layer cut onto the accepted good leptons.
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Figure 4.29.: Ar+KCl@1,756AGeV: Matched Layers Distributions for good Lepton Events.
The Figures show the number of matched layers distributions for diﬀerent settings of the matching
window. These histograms show only events with good leptons. The strong rise towards a higher
number of matched layers for these good events is clearly visible. Comparing these histograms
with the just deduced minimum number of layers cuts, it is visible that a cut at 8 layers is always
before the strong rise and a cut at 10 layers starts to cut just into the rise of the correlated good
leptons.
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Trigger Analysis for run: September 2005 combined
Result L2 L3 M Layers Window red eff2 enh2
0 Yes No 1 4 20 0,252 0,795 3,153
1 No Yes 1 4 20 0,361 0,887 0,985 2,456 2,726
2 No Yes 1 4 15 0,344 0,885 0,982 2,570 2,852
3 No Yes 1 4 10 0,316 0,877 0,973 2,777 3,082
4 No Yes 1 4 7 0,286 0,867 0,962 3,027 3,359
5 No Yes 1 4 5 0,256 0,854 0,947 3,340 3,706
6 No Yes 1 6 20 0,338 0,883 0,980 2,610 2,897
7 No Yes 1 6 15 0,315 0,878 0,974 2,788 3,093
8 No Yes 1 6 10 0,276 0,865 0,960 3,136 3,481
9 No Yes 1 6 7 0,237 0,849 0,943 3,580 3,973
10 No Yes 1 6 5 0,199 0,828 0,918 4,166 4,623
11 No Yes 1 8 20 0,308 0,877 0,973 2,844 3,156
12 No Yes 1 8 15 0,278 0,868 0,963 3,117 3,459
13 No Yes 1 8 10 0,231 0,851 0,944 3,687 4,092
14 No Yes 1 8 7 0,187 0,829 0,920 4,434 4,920
15 No Yes 1 8 5 0,146 0,797 0,884 5,453 6,051
16 No Yes 1 10 20 0,276 0,865 0,960 3,130 3,473
17 No Yes 1 10 15 0,240 0,853 0,946 3,552 3,941
18 No Yes 1 10 10 0,187 0,830 0,921 4,438 4,925
19 No Yes 1 10 7 0,142 0,801 0,889 5,642 6,261
20 No Yes 1 10 5 0,105 0,752 0,834 7,170 7,956
21 No Yes 1 10 3 0,060 0,603 0,669 9,990 11,086
22 Yes Yes 1 4 20 0,232 0,791 0,877 3,406 3,780
23 Yes Yes 1 4 15 0,225 0,789 0,875 3,500 3,884
24 Yes Yes 1 4 10 0,213 0,784 0,870 3,680 4,084
25 Yes Yes 1 4 7 0,199 0,778 0,863 3,906 4,335
26 Yes Yes 1 4 5 0,184 0,769 0,854 4,193 4,653
27 Yes Yes 1 6 20 0,223 0,788 0,875 3,531 3,918
28 Yes Yes 1 6 15 0,213 0,785 0,871 3,684 4,088
29 Yes Yes 1 6 10 0,194 0,777 0,862 4,001 4,440
30 Yes Yes 1 6 7 0,174 0,768 0,852 4,421 4,906
31 Yes Yes 1 6 5 0,151 0,751 0,833 4,976 5,522
32 Yes Yes 1 8 20 0,210 0,785 0,871 3,732 4,142
33 Yes Yes 1 8 15 0,196 0,780 0,865 3,982 4,419
34 Yes Yes 1 8 10 0,170 0,769 0,853 4,519 5,015
35 Yes Yes 1 8 7 0,144 0,753 0,836 5,244 5,820
36 Yes Yes 1 8 5 0,116 0,728 0,807 6,275 6,964
37 Yes Yes 1 10 20 0,195 0,777 0,863 3,980 4,417
38 Yes Yes 1 10 15 0,176 0,770 0,855 4,375 4,856
39 Yes Yes 1 10 10 0,144 0,753 0,836 5,244 5,819
40 Yes Yes 1 10 7 0,113 0,732 0,812 6,472 7,183
41 Yes Yes 1 10 5 0,085 0,688 0,764 8,070 8,955
42 Yes Yes 1 10 3 0,050 0,555 0,615 11,104 12,323
43 No Yes 2 4 20 0,224 0,684 0,734 3,058 3,278
44 No Yes 2 4 10 0,179 0,654 0,701 3,660 3,924
45 No Yes 2 8 7 0,081 0,564 0,605 6,950 7,450
46 No Yes 2 8 10 0,115 0,606 0,650 5,288 5,669
47 No Yes 2 10 5 0,030 0,419 0,450 14,020 15,030
48 No Yes 2 10 3 0,011 0,241 0,259 22,563 24,189
eff enh
n.a. n.a.
Table 4.5.: Ar+KCl@1,756AGeV: Eﬃciency and Enhancement by Correlation Parameter.
This Table shows a systematic calculation of eﬃciency and enhancement for diﬀerent settings
of the correlation parameters. The L3 column denotes if the RICH to MDC correlation trigger
was active, while L2 denotes the same for the HADES level 2 trigger system. Multiplicity (M)
is the minimum number of required good leptons per event. Result 0 shows the results of the
HADES level 2 trigger for the same data set for comparison. From this table and the discussion
of the previous distributions the trigger setting would be 10 layers and 7 cells (Result: 19). This
parameter set should be cross referenced with the Eﬃciency distributions in Figure 4.31, Figure
4.32 and Figure 4.33. The values of eﬀ2 and enh2 demonstrate the inﬂuence of the RICH IPU
(compare Section 4.4.4).
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Figure 4.30.: Ar+KCl@1,756AGeV: Good Lepton Base Data.
The histograms show the base data of the good leptons. Their multiplicity per event histogram
shows how few events actually contain one or more good lepton. The ϑ-distribution and the φ-
distribution show the respective angels of the lepton before the magnetic ﬁeld and clearly follow
the geometrical structure of the HADES detector. The momentum distribution is obtained from
the spline algorithm, using the bending of the track in the magnetic ﬁeld. These distributions
provide the good total events in Equation (4.10). Dividing the accepted good lepton distributions
for diﬀerent correlation parameters with these histograms gives the diﬀerent eﬃciency distribu-
tion histograms. It should be noted that the statistics are not very large for momenta above
500MeV. The errors are deduced from the statistical error only.
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Figure 4.31.: Ar+KCl@1,756AGeV: ϑ- Eﬃciency Distributions
These histograms show the eﬃciency as a function of the ϑ-angle eﬀ (ϑ) as deﬁned in Section
4.4.2 for several selected settings of the correlation algorithm. The distributions are very ﬂat
up to a setting of 8 layers and a window of 10 cells, only a very smooth rise is visible. For more
aggressive trigger settings the distributions start to show distortions. The large error bars are at
the position of the edges of the detector.
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Figure 4.32.: Ar+KCl@1,756AGeV: φ - Eﬃciency Distributions
These histograms show the eﬃciency as a function of the φ-angle eﬀ (φ) as deﬁned in Section
4.4.2 for several selected settings of the correlation algorithm. The distributions are very ﬂat
up to a setting of 8 layers and a window of 10 cells. For more aggressive trigger settings the
distributions start to show distortions. The large error bars are at the position of the edges of
the detector.
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Figure 4.33.: Ar+KCl@1,756AGeV: Momentum Eﬃciency Distributions
These histograms show the eﬃciency as a function of the momentum eﬀ (p) as deﬁned in Section
4.4.2 for several selected settings of the correlation algorithm. The statistics for good leptons is
reasonable in this data set for momenta up to 500MeV and up to this value the distributions
are very ﬂat up to trigger settings of setting of 8 layers and a window of 10 cells. Only a smooth
drop is hinted. For more aggressive trigger settings the distributions start to show distortions.
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This chapter discusses the results of the previous chapters. In addition, it provides a compact
summary of the results obtained and discussed in the previous chapters.The possible next steps
in the application of the RICH to MDC correlation method are sketched in the respective outlook
sections (Section 5.2.2 and Section 5.2.3). Further, the relations and the connections of this work
to other ongoing projects and developments are also summarized.
5.1. RICH to MDC Correlation Summary
The trigger method presented in Chapter 4 correlates the ring information as delivered by the
RICH IPU with the raw wire (cell) data from the MDC detector. It operates by investigating the
correlation between the MDC cells which should have seen a hit with MDC cells which actually
did detect a signal. The MDC cells which should have ﬁred are calculated by taking the ring
(ϑ;φ)-angular information from the RICH IPU and forming a straight line in space, which is
starting from the target with these angles. The line extends through the inner MDC chambers
and the traversed cells are those that should have been hit. To compensate diﬀerent sources for
inaccuracies not the exact cell numbers are used. Instead the cells in a matching window are
investigated. In addition, only a fraction of the MDC layers that should be hit are required to
have seen a hit.
It has been demonstrated that this RICH IPU ring to MDC cell correlation trigger method
does yield good results for light (p+p) and medium (up to C+C) sized collision system (details
in Section 5.2). The achievable enhancements can be larger than 50, if small targets are used.
It has been shown that even at these high enhancements the eﬃciency remains at a high level
129
5. Summary, Discussion and Outlook
(above 80%). The main source of the drop in eﬃciency has been identiﬁed to be the RICH IPU
eﬃciency, which is consistent with other investigations (compare [Toi04]).
The investigated heavy system Ar+KCl shows that the correlation method is also working
there. The achievable enhancement is ≈ 5, but the eﬃciency is still above 80%. Determining
the usable trigger settings is more involved as higher statistics are needed  a factor of 10 more
is required compared to C+C data.
In all presented data analysis the same systematic procedure has been applied to deduce the
usable trigger parameters from online available data only (i.e. the raw data available at data
recording) and in all cases the full oine data analysis veriﬁed successfully the quality of the
deduced settings.
The dependence of the eﬃciency on physics parameters, in particular the momentum, has been
studied and all the dependencies have been found to be ﬂat for the selected trigger parameters.
The performance of the correlation method in terms of the analyzed events per second has
been studied with the GE-MN (compare Chapter 3). The performance depends on the input
data and ranges form 6600 events/s for p+p data to 1400 events/s for Ar+KCl data for a single
GE-MN system.
5.2. Discussion of the RICH to MDC Correlation Method
The correlation method presented in Chapter 4 has been applied to several data sets from diﬀerent
beamtimes to cover all reaction types measured so far by the HADES experiment. The following
reactions where measured so far: p+p, C+C and Ar+KCl. The detailed investigations can be
found in Section 4.4.5, Section 4.4.6 and Section 4.4.7. They show that the RICH to MDC
correlation method does work well for collision systems up to C+C and can reach enhancements
of up to a factor of 50 at eﬃciencies above 80%.
The investigation of the online histograms (Figure 4.6, Figure 4.15) immediately shows a strong
correlation peak, which can be used to set and check the width of the correlation window online
(Section 4.2). The oine comparison of the same histograms for good lepton events (Figure 4.7,
Figure 4.18, Figure 4.27) shows, that indeed the good leptons are triggered. A similar procedure
applied to the histograms of the number of matched layers (Figure 4.8, Figure 4.19, Figure 4.28)
allows to deduce the setting of the required minimum number of matched layers. Likewise, the
same histograms for the good lepton events (Figure 4.9, Figure 4.20, Figure 4.29) prove, that
indeed the good lepton events are selected. The deﬁnition of a good lepton and a good lepton
event can be found in Figure 4.1.
It is important to stress that the trigger parameters for the correlation method can be deduced
directly from the raw data while the experiment is running. It has been demonstrated, that no
high level oine analysis is required to deduce the settings. In addition, a universal safe setting
is available for all trigger parameters. There, the required number of layers is set to 4 and the
matching window to 20 cells. The layer cut is safe, because of the properties of the oine cluster
ﬁnder (discussed in Section 2.11 and Section 4.2.1). The matching window of 20 cells is simply
wide enough to accept anything which could possibly have a correlation.
The systematic investigations of the inﬂuence of diﬀerent parameter sets show, that the de-
duced parameter sets are not signiﬁcantly cutting into the eﬃciency. The reduction also remains
at a high level. Thus, the enhancement is high and is not many good lepton events are lost. The
comparison with the second level trigger performance shows, that the correlation of RICH IPU
rings with MDC cells is the more selective trigger method, and that it has a better eﬃciency. In
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addition, it is shown that both methods can be combined. In this case the eﬃciencies roughly
add up, since both methods correlate the data of diﬀerent detectors. In this discussion it should
be mentioned, that the eﬃciency of the presented method is clearly dominated by the eﬃciency
of the RICH IPU (e.g eﬀ2 in Table 4.4) and not by the correlation itself. Thus, the availability
of RICH IPU data with a higher eﬃciency would also be a big improvement. Unfortunately, a
complete redesign of the RICH IPU system would be necessary to provide this. A very important
question for a trigger method is, if it is introducing unwanted structures (a bias) in the acceptance
of a detector system. It has been demonstrated that this is not the case by studying the angular
eﬃciency distributions and momentum eﬃciency distributions. The eﬃciency distributions are
ﬂat for the deduced settings, and only much stronger cuts distort the eﬃciency.
5.2.1. Beamtime Comparison: p+p vs C+C vs Ar+KCl
Comparing the results for p+p data (Section 4.4.5) with the results for C+C data (Section 4.4.6)
a remarkable feature is visible. The C + C data set has a signiﬁcantly more narrow correlation
peak (compare Figure 4.17), while it is the heavier system with much higher multiplicity and
background. One reason is that the carbon target, with a thickness of only 6, 5mm, is much
smaller as the liquid hydrogen target, which is 5 cm thick. Because of this, the start point for
the RICH IPU ring to MDC cell correlation is much less point-like in the LH2 target case. This
results in a wider correlation peak. An other reason is, that the proton beam is hitting material
belonging to beam-pipe system, and by this it is producing an unwanted halo. In the April
2007 beamtime this eﬀect has been reduced by changing the target setup. A check of this data
(not presented here) did show a slightly more narrow correlation peak and somewhat reduced
background, but the changes seen in the correlations plots are not very large. The conclusion
is, that this correlation method works better for thin targets, but it is also working with an
increased matching window size for large targets. The actual improvement is shown in the table
of the diﬀerent parameter settings in Table 4.3 and in Table 4.4. It can be up to a factor of two
in enhancement. The increased combinatorial background of the C+C data is clearly visible in
the comparison of Figure 4.17 with Figure 4.6.
For the Ar+KCl data discussed in Section 4.4.7 the situation is diﬀerent. There, already the
initial correlation histograms make the deduction of a narrow matching window diﬃcult. The
statistics from several runs is required to see the correlation peak in suﬃcient detail to deduce
the correlation parameters. About a factor of ≈ 10 more statistics is needed in relation to the
C+C data. It seems that the combinatorial background shadows much of the correlation peak.
The histograms for the good lepton data are also not very satisfying. They still clearly show the
presence of a sharp correlation in the data, but they also show a strong background (compare
Figure 4.27), which might indicate a problem in the good lepton deﬁnition for this data. The
statistics, especially for the good lepton events, is also very low when only one run is investigated.
This is obviously also the case for all derived quantities like eﬃciency and enhancement. It seems
that one reason of these problems is the much larger number of possible combinations between
RICH IPU rings and ﬁred MDC cells. This is discussed in Figure 5.1.
The enhancement of the RICH to MDC correlation method is not as high as when applied to
the lighter systems. On the other hand it is still signiﬁcantly better than the HADES second
level trigger, because the eﬃciencies are comparable and the reduction is about a factor of two
larger. No serious problems can be identiﬁed in the eﬃciency distributions, but with the limited
statistics it is diﬃcult to draw deﬁnitive conclusions for good lepton momenta above 500MeV.
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Figure 5.1.: Number of Correlations Performed between RICH IPU Rings and MDC Cells.
The histogram on the left is shows C + C data, while the histogram on the right side shows
Ar+KCl data. The Ar+KCl data samples have a much higher average number of correlations
(≈ 90) than the C+ C data (≈ 26). Clearly visible in the data sets are peaks around 12 . This
peak is expected from good tracks hitting all the 12 layers. A peak around 24 is expected from
events with two good tracks, but it is barley visible here.
5.2.2. Outlook: RICH to MDC Correlation with other Algorithms
The presented analysis of the correlation method are discussed in terms of accepted and rejected
events, or in other words as a standalone trigger method. There is no reason not to combine the
RICH to MDC correlation with other methods, also on the base of individual RICH rings. For
instance, it would be a sensible approach to combine the correlation method with the HADES
second level trigger, and to execute latter only for RICH IPU rings which passed the former
algorithm. Thus, the load of the HADES second level trigger would be reduced.
It is also conceivable to include the correlation method into the software framework. A large
fraction of processing time in the oine analysis is used for the diﬀerent track reconstruction
methods, i.e. cluster ﬁnder, kick-track approach, spline tracking and Runge-Kutta tracking
(compare Section 2.11). If only lepton tracks are of interest, the processing time for these
algorithms can be signiﬁcantly reduced by executing the full tracking procedure only for events
which have a high probability of having a lepton, i.e. events triggered positively by the RICH to
MDC correlation.
5.2.3. Outlook: Correlating the outer MDC Chambers
The enhancement of lepton tracks in the HADES experiment could be increased further by
extending the investigated correlation method to the detectors behind the magnetic ﬁeld. The
correlation method needs a straight line in space which can be checked for consistency with a
track by investigating if enough MDC layers have been hit in the matching window. This straight
line can be deﬁned by two points (compare Figure 2.2). On one side a hit in the META system
deﬁnes a precise point in space. The point on the other side can be deﬁned by the cross point
of a assumed track with the kick plane. The straight line representing this assumed track can
be deﬁned by the target and a hit in the RICH, in the very same way as it is done for the inner
MDC correlation, i.e. the track starts at the nominal target position and its direction is deﬁned
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by the (ϑ, φ) information of a RICH ring. The cross-point with the kick plane is not extremely
well deﬁned, because the (ϑ, φ) information from a RICH ring is not very precise (discussed in
Section 4.2.1). Since it is not a priori clear which META hit should be combined with which kick
plane cross-point, all combinations have to be checked. Accepting only combinations of positively
matched inner (RICH with inner MDC) and outer (kick plane with outer MDC) combinations
provides a way of enriching the content of good leptons in the data even further.
The extended method is approximately twice as expensive in required compute power as the
original method, since the number of combinations of kick plane hits with meta hits should be
about as high as number of the fake RICH hits which have to be correlated with the inner MDC
chambers in the original method. As such, it is feasible from the needed amount of compute
power. In addition to the enhanced enrichment the correlated inner and outer matches also
provides an estimation of particle momentum as well as the polarity of the particle. Thus, even
a particle identiﬁcation for electrons and positrons is provided. The HADES second level trigger
would be automatically implicitly included in this extended method.
The crucial question for the feasibility of this extended method is, if the crossed point of the
kick plane is well enough deﬁned to allow reasonable small matching window for the outer MDC
correlation. Another important question is, if the number of combinations between META hits
and kick plane hits is really not exceedingly high, and how the requirements of the method grow
when heavy systems are investigated. The most important step in implementing this matching
of outer layers is the development of a function calculating the crossed outer MDC cells along
a straight line. The kick plane related topics have been already addressed in the matching unit
implementation (described in [Tra01]) and could be used.
5.3. Discussion of the RICH to MDC Correlation Performance
The performance of the described correlation method in terms of processed events/second has
been investigated with the GE-MN (compare Chapter 3). This provides real live results for the
performance and enables to judge the processing power needed for the algorithm when used in
an online trigger system. The correlation (trigger) algorithm discussed in the previous sections
performs diﬀerently when used to process data from diﬀerent physical processes. The reason
for this is primarily the diﬀerent multiplicities of diﬀerent experiments. In p+p reactions the
average multiplicity is very low and thus only few charged particles can produce hits in the MDC
chambers. Also the number of rings in the RICH is lower. These change the performance in two
algorithmic ways: For each RICH IPU ring the crossed cell for each of the 12 inner MDC layers
has to be calculated. This is a very fast procedure as can be seen in the description in Section
4.3.1 and involves per layer only a few look-ups and few calculations.
A signiﬁcantly larger amount of time is spent in the actual comparison of the calculated cell
numbers with all the real hit cells, which also have to be translated from their motherboard
and TDC number (mbo; tdc) address into the layer and cell number address (lay; cel) of actual
interest. Thus, the dominant algorithmic inﬂuence is the pure number of MDC hit cells which
have to be correlated. In addition, the performance of the GE-MN also depends on the amount
of data which has to be transmitted to execute the correlation. Also in this respect the MDC
cell data samples are largely dominant and have an impact on the performance. It should also
be noted that the trigger parameters (required number of layers and matching window) have
only very little impact on the performance, since the way they enter the performance is that the
correlation does not need to be continued when a suﬃcient number of layers have been matched
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in an event. It should be stressed that the reason this method is fast is that it does not do
any track reconstruction from the wire chamber data, but just checks the compatibility of the
correlation result with the necessary minimum requirements for the presence of a track  a
minimum number of ﬁred cells in a certain MDC region given by the RICH IPU ring.
5.3.1. Performance in the GE-MN
The performance of the processing has been investigated by packing the RICH IPU (θ, φ) in-
formation and the MDC ﬁred wire data from one event into an UDP Datagram and sending
it to the GE-MN for processing. It is interesting to note that if enough data samples have to
be transmitted, the Datagram has to be split up among several network packets (fragmenta-
tion; compare Section 3.2.3). The results of the correlation are then send back to a PC. The
maximum performance is as expected measured for p+p data. Here the average packet size is
only 240Octets and the average fragmentation ratio is 0, 1%. The event rate per second is 6600
events/s and thus the data rate is 1, 6MB/s. The lowest performance is measured, as expected,
for Ar+KCl data. Here, the fragmentation rate is 66% at an average packet size of 1800Octets,
since the amount of MDC wire data is so high. This leads to a average processing speed of
1400 events/s at a data rate of 2, 5MB/s. All these performance ﬁgures are for a single GE-MN
system.
5.3.2. Performance Scenarios with HADES
The investigated correlation method has basically two options of possible usage in HADES. It
can process the event data either before or after the HADES second level trigger. Both options
have been investigated in the individual data analysis sections and the results are discussed in
Section 4.4. For the average processing time required it is relevant how many events the HADES
second level trigger has to process during a spill. This is given by the average rate the ﬁrst level
trigger delivers data to the second level trigger. The maximum average rate has been about
≈ 10 kHz for elementary reactions and ≈ 5 kHz for heavy ion reactions in the beamtimes so far
[Tra07]. The momentary rates during a spill, which are also accepted by the second level trigger,
are twice these average numbers. These high instantaneous rates are caused by the sub-structure
of the beam (micro spill structure). It is worth to note that the rate limitations limit was not
only imposed by the second level trigger, but also by a combination of the detectors and their
readout. Comparing these maximum average rate to the performance of the correlation method
in the GE-MN it is clear that a system like the GE-MN is always fast enough to handle the data
after the second level trigger, if suﬃcient buﬀering is available to decouple from instantaneous
rate eﬀects. Processing data before or instead of the second level trigger needs more performance.
In the Ar+KCl beamtime the maximum average event rate delivered to the second level trigger
was 4 kHz.
Two basic options are available to increase the performance. First, the performance can be
increased by using faster signal processors (DSP), which are easily available now and give a
performance increase of about a factor of two to three. The other option is to use more than
one system to process the data. In this case a natural partitioning of the multiprocessor system
is given directly by the algorithm and the detector geometry: The method correlates RICH IPU
rings with MDC cells of the same sector. Thus a natural partitioning would be one correlation
system per sector, which improves the performance directly by a factor of six. This is easily
suﬃcient also for heavier system and can be combined with the ﬁrst option. For this combined
134
5.4. GE-MN Technical Summary and Outlook
option a processing speed of about 2 × 6 × 1400 events/s = 16, 8 k events/s could be reached.
This can be further improved by sub-partitioning into chambers, which is discussed in Section
5.4.3. It should be noted, that it would be most natural to perform the correlation at a place
where all the required MDC data of a sector and suﬃcient compute power is available by default,
instead of (as demonstrated here with the GE-MN) shipping all the data to another central place
for processing.
5.4. GE-MN Technical Summary and Outlook
The GE-MN (Chapter 3) is a data processing system developed for high level trigger applications
at accelerator experiments. It features two Gigabit-Ethernet network interfaces, a VMEbus and a
signal processor. The main interfaces to receive and send analysis data are the Gigabit-Ethernet
interfaces, while the VMEbus provides slow control, boot-up, conﬁguration and monitoring.
Monitoring can be done out of band and in parallel to ongoing data transfer on the network
interfaces. The processing of data is performed by the TigerSHARC digital signal processor.
To demonstrate the capabilities of the GE-MN a trigger algorithm in the context of the HADES
experiment was chosen as an example: The real time correlation of RICH IPU ring data with
the ﬁred wire data of the MDC wire chambers as summarized in Section 5.1.
The GE-MN is the prototype of an Ethernet based general purpose data processing solution,
and its development provided insight into the diﬀerent challenges of implementing such a sys-
tem. The actual hardware had to be designed and built, and to get the basic functionality of
data transfer and bus accesses this hardware also had to be programmed. The main hardware
programming challenge is the implementation of the data transport on the various interfaces
in VHDL. The software layer on top of the hardware, the program executed in the DSP, has
to perform the actual application tasks. In addition, also the buﬀer management and network
protocol stack processing had to be implemented. The buﬀer management has been implemented
using a ﬁxed number of buﬀers, of a ﬁxed size, and located at ﬁxed places in memory. This eases
porting this method into a FPGA based system. The same intention was followed in the imple-
mentation of the network protocol processing, which is operating with the data in the buﬀers.
It is implemented as a FSM, which will reduce the redesign eﬀort of porting it to a FPGA based
systems. The two related projects currently in development are described in Section 5.4.1. Both
will proﬁt from the experience gained in the development of the GE-MN.
The measured technical key data of the network part of the GE-MN are a round trip latency
of (57± 9)µs and a maximum full duplex throughput of 20MB/s. The round trip latency time
is signiﬁcantly better than in a typical personal computer (especially in jitter) and the limitation
in throughput is discussed in Section 3.2.
The development of the GE-MN has shown that the development of a hardware platform,
which uses Gigabit-Ethernet as a standard network technology for data transport, is feasible
in the context of physics experiments at particle accelerators. Provided, the requirements for
the network parameters latency (round trip < 60µs) and bandwidth (1GBit) can be meet. In
addition, it provided expertise to aid the development of the successor projects summarized
shortly in the next sections.
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5.4.1. Directly Related Projects
Two ongoing projects in the work-group are directly related to the GE-MN: A HandleC [Cel07]
implementation of a networked analysis system on a RC300 system [Kir07] and the FPGA-based
Compute Nodes [Per07].
HandleC is a C-like programming language with the capability to be synthesized into conﬁg-
urable hardware platforms like FPGA chips. The C-like syntax should provide a more elegant
programming interface to implement algorithms in FPGA chips, since C-based languages are
more convenient for these task than real hardware programming languages like VHDL. The cur-
rent project is to implement a similar functionality as available in the GE-MN using the HandleC
language to program the commercially available RC300 board [Cel07]. The key components of
the RC300 are a large FPGA and two Gigabit-Ethernet interfaces. The whole implementation,
including PL3-interface programming, Ethernet packet handling, IP stack processing and data
analysis application will be running in one FPGA. The comparison of this approach to the more
conventional approach taken in the implementation of the GE-MN will show the beneﬁts and
challenges inherent to these new language concept. This project will provide the experience to
decide how to use these new type of language in system design and programming. The project
is currently in the implementation stage.
The second ongoing project is the design and implementation of a FPGA-based Compute
Node shown in Figure 5.2 providing a lot of network IO capabilities and a lot of compute power
via four large FPGA chips. In addition, it is based on the new ATCA system standard, which
is a possible successor of the VMEbus standard. This Compute-Node is a common project for
the DAQ of several experiments and developed in cooperation. The experiments are the BESIII
experiment at IHEP in Beijing, the HADES experiment and the PANDA experiment (both at
GSI). The foreseen role of this system in HADES is shown in Figure 5.3. A full ATCA crate of
these FPGA-based Compute Nodes (up to 14 Compute Nodes) will serve as the Trigger-Link-
Hubs and the Central-Trigger-System. This system will perform the correlations of the diﬀerent
detector systems. One foreseen algorithm which really needs the highly parallel compute power
of this system is the full MDC to RICH correlation. Unlike the presented method of this thesis,
it will build tracks from the MDC wire chamber data in real-time, and correlate these with the
RICH raw data (compare Section 4.2). Here, the raw data are not the samples provided by the
RICH IPU. Instead, the raw pad plane information will be searched for ring signatures at places
indicated by the online reconstructed MDC tracks.
As of this date, this project is still in an early phase. The development of circuit drawings is
converging to an end, but no hardware programming has been done so far. Also not touched are
the mentioned higher level trigger and correlation methods.
5.4.2. The New HADES DAQ and Trigger System
The HADES DAQ and trigger system is being upgraded [Tra07, Tra06b, HAD06]. Figure 5.3
shows the intended new system layout, which has a lot of advantages over the current system.
Namely, it reduces the number of diﬀerent sub-systems and bus-systems connecting these, and
thus uniﬁes and simpliﬁes the whole system. It will have a higher performance, as much faster
components and links are used. Further, the use of optical connections make the data transport
virtually immune to external noise, and also does not introduce additional noise in the system.
Both noise coupling eﬀects have been an issue in the existing system. A central platform in the
new system is the TRB (Trigger and Readout Board) shown and commented in Figure 5.3.
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Figure 5.2.: FPGA-based Compute Node [Per07].
The FPGA-based Compute Node features 4 Virtex-4 FPGA chips with two embedded PowerPC
processors and local DRAM as computing resources. FPGA number 0 is used for system man-
agement, control, communication and data ﬂow management. Every FPGA has the option of
running an embedded Linux operating system. A huge IO capability is realized via 13 RocketIO
connections to the back-plane, and 4 Gigabit-Ethernet links and 8 Optical links to cable con-
nectors for a total aggregate bandwidth of ≈ 30GBit/s. The RocketIO back-plane connections
provide communication to other FPGA-based Compute Nodes in the same ATCA shelf via a full
star mesh on the ATCA back-plane.
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(a) MDC Readout on TRB (b) TRB PCB
(c) new DAQ Scheme (d) TRB Block Diagram
Figure 5.3.: TRB, TRB MDC Add-on, and planned new DAQ scheme [Tra07, Sko07, Tra06b].
The picture (a) shows the TRB MDC add-on board connected to the backside of the TRB,
which is shown in picture (b). The schematic of the TRB is shown in (d). The TRB features
4 times 32 TDC channels connected to a large FPGA. A TigerSHARC DSP is present for data
processing. High performance, low latency data transfer is possible via the optical link. The
EtraxFS[Axi07] is an embedded system. It is used for remote slow control and data transport,
using its Ethernet connectivity. For the use of the TRB as a carrier of the MDC readout board,
the TDC chips can be left away. The new, planned readout schema is sketched in (c) and shows
how the data needed for the trigger is transferred from the front-end boards (TRB) via optical
links to the Compute-Node and Trigger-Link-Hub. From there, it is transferred to the Central
Trigger System where trigger decisions are taken. The data is transferred via Ethernet to the
event-builder, where the data is stored to disk and tape.
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5.4.3. RICH to MDC Correlation in the new HADES Trigger
The readout of the TDC channels of the MDC detector is being implemented as an add-on board
for the TRB, and it is shown in Figure 5.4. In the existing DAQ and trigger scheme the MDC
data information is not used in the trigger and no data path exists which would permit this. This
will change in the planned system, as explained in Figure 5.4. The ideal way of implementing the
correlation algorithm described in Chapter 4 in the new system would be to send the RICH IPU
ring data to the TRB boards and perform the correlation in each TRB for its MDC chamber. It
is also conceivable to sent directly the calculated crossed cell numbers (compare Section 4.2.1) to
avoid the need of calculating them in the individual TRB boards. The result of the correlation
is here the number of matched layers found by the TRB for its MDC chamber. This result can
be sent to the Central Trigger System (compare Figure 5.3 (c)), which only has to collect and
add up the matched layers per sector to take this type of trigger decision.
Another, more ﬂexible possibility is to deliver the correlation result in an array analogous to
the one described in Section 4.4.3. This splits the method up into calculating the full correlation
per MDC chamber, and to take the actual trigger decision based on this data in a central place.
In this scheme, the additional load is very small. Instead of the number of matched layers (one
number per MDC chamber) the sorted arrays have to be transferred (6 entry array per MDC
chamber). A little additional load is generated in the central system, because the two arrays per
sector have to be combined into a 12 entry, sorted array. The trigger decision becomes then just
the Boolean expression deltaMinSortSectorLay12[LM ] < MW for each sector.
Referring to the performance discussion in Section 5.3 the theoretical performance of the RICH
to MDC correlation in the TRB based system can be estimated. The DSP of the TRB is two
times faster than the DSP of the GE-MN, and the algorithm is split up for six sectors times
two modules. The result is a performance estimate of 1400 events/s × 2 × 6 × 2 = 33, 6 kHz for
Ar+KCl data, where the lowest performance of the algorithm has been measured. It assumes
that the involved system has a capacity utilization of 100% and excludes any latency (waiting for
data) and additional protocol overhead eﬀects. Still, an assumption of ≈ 30 kHz can be treated
as realistic, since the performance estimate is derived from the GE-MN. The GE-MN has to
handle the data transfer via UDP/IP on Ethernet, which is signiﬁcantly more involved (due to
the protocol stack involved; see Section 3.2) than the direct data readout of the wire chamber
data by the TRB MDC add-on modules. In addition, the compute power of the two FPGA chips
(TRB and add-on) is not at all taken into account.
An other possible setup is to perform the correlation completely in a central place. When the
Compute-Node described in Section 5.4.1 is available as central trigger system, as described in
Figure 5.4 (c), the correlation can also be performed there. Which option is more appropriate
to the problem depends on two factors. First, it has to be considered if the the performance of
the implementation described above is suﬃcient. If not, an implementation in the 14 Compute
Nodes promises to have a much higher performance. If this option has to be taken a complete
reimplementation of the correlation method in the FPGA chips has to be done. This is an involved
procedure since the RICH to MDC correlation uses quite a lot of ﬂoating point arithmetic and
several trigonometric functions (compare Chapter 4). This functionality is not easily available
in FPGA chips, in contrast to the classical digital signal processors used in the TRB systems.
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(a) Curent System (b) Planned System
Figure 5.4.: MDC Readout Schemata: Old Readout versus planned New Readout [Tra07].
Figure (a) shows the existing read-out system of the HADES DAQ while ﬁgure (b) shows the
planned extension and uniﬁcation. The two layers of data buﬀering and concentration, the ROC
(Read Out Controller) and the SAM (German: Steuerung und Auslese Modul; Read-Out and
Control Module), are exchanged with the TRB and the TRB MDC add-on. The new system
uses fewer components (only one TRB and add-on board per MDC module) than the existing
system. In addition, it is important to note that the MDC data in the new system is transported
via the switch (Trigger-Link-Hub in Figure 5.3 (c)) of the trigger and DAQ system. This allows
the use of the MDC data in the trigger system. Further, the use of the TRB boards provides a
DSP and a FPGA for the local processing of the data per MDC module.
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A. Glossary
This chapter is a short summary of abbreviation, acronyms and terms which are usually not
common knowledge, but which are helpful to be known in the context of this work.
ARP Address Resolution Protocol  Network protocol mapping IP addresses to other addressing
systems.
ASIC Application Speciﬁc Integrated Circuit  Integrated circuit implementing exactly one
predeﬁned functionality. For example a DSP, a SRAM or an ADC.
Bit Smallest unit in information theory with two states (binary), visualized usually as '0' (or:
oﬀ/low) and '1' (or: on/high).
BSD Berkly Software Distribution  Software from the university of Berkly (USA).
Byte Nowadays usually deﬁned to be 8Bit.
CPLD Complex Programmable Logic Device  Similar in functionality to a FPGA, but CPLD
architectures feature a big product term matrix and the conﬁguration is typically persistent
(FLASH).
CRC Cyclic Redundancy Check  Special type of hash function used to detect data corruptions.
(Data) Word Architecture dependent unit containing a certain number of bits, e.g. a 32 bit
DSP uses a standard word size of 4Bytes = 32Bits.
DC/DC DC to DC voltage converter circuit, i.g. 5V to 3, 3V.
DDR Double Data Rate  Transfers data on rising and falling clock edges and thus doubles the
data rate per clock cycle.
DMA Direct Memory Access  Memory access from/to a memory managed by DMA controller
and performed without intervention of the host processor.
DNS Domain Name System  System mapping IP addresses to structured names.
DSP Digital Signal Processor  Processor optimized for signal processing in embedded solu-
tions.
EEPROM Electrically Erasable Programmable Read Only Memory
Ethernet Most widely used LAN technology.
FCS Frame Check Sequence  The 32 Bit CRC of an Ethernet frame.
Firmware Low level software running in an embedded system, usually not user serviceable and
persistent.
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FLASH Special EEPROM in which memory pages can be ﬂashed, meaning erased and repro-
grammed.
FPGA Field Programmable Gate Array  ASIC containing a conﬁgurable interconnect and con-
ﬁgurable logic elements, such as combinatorials (AND/OR/NOT,...), registers (Flip-Flops),
possibly clock synthesizers (PLL based) and even DSP elements (Adder/Multiplier/Divider).
Modern FPGA architectures are typically SRAM LUT based and thus the conﬁguration is
volatile.
FSM Finite State Machine  System that can be only in one of its predeﬁned states. State
transitions are triggered by well deﬁned events.
GB/GByte Giga Byte  1GB=1024MB. Compare also MB.
GE-MN Gigabit-EthernetMulti-Node  The hardware platform developed as part of this the-
sis.
Harvard Architecture Processor architecture with separated paths for instructions and data.
HDL Hardware Description Language  Special language used to design, simulate and synthe-
size (primarily) digital circuits. HDL synthesis is the process of inferring the logic elements
of a certain logic family to generate a circuit with a behavior which is clock cycle wise
identical to the description in the HDL source code.
ICMP Internet Control and Message Protocol  Status and control message protocol of the
TCP/IP family.
IDE Integrated Development Environment  Software package containing compiler, assembler,
disassembler and emulator in a graphical user interface.
IETF Internet Engineering Task Force  Open, all-volunteer standards organization, developing
the primarily Internet protocol standards.
IP Internet Protocol  Inter-networking layer protocol of the TCP/IP family.
IPU Image Processing Unit  HADES lingo for cards recognizing certain patterns (image)
produced by the detectors.
IRQ Interrupt Request  Signal of a special event which needs processing outside the standard
program ﬂow.
ISR Interrupt Service Routine  Piece of software handling a IRQ.
JTAG Joint Test Access Group  IEEE Standard 1149.1 used as a vendor independent bus to
access chips in a chain. Commonly used to download programs into FPGA and CPLD
chips.
KB/KByte One kilo Byte in information technology is equal to 210 byte = 1024 byte = 1KB
unlike the usual kilo (k) symbol.
LAN Local Area Network  Network technology for short range communication. Typically
maximum network segments length are in the order of a few hundred meters.
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LUT Look Up Table  A LUT stores precalculated computation results for direct retrieval
instead of run-time calculation.
MAC Media Access Controller  Interface between a link-layer device and a physical layer
implementation. This chip implements the Ethernet protocol.
Magnetics DC decoupling and analog NEXT suppressor circuit used in LAN, WAN and tele-
phone systems.
MB/MByte Mega Byte  1MB=1024KB. Compare also KB.
META Multiplicity Electron Trigger Array  Hades lingo for the data set of the TOF/TOFino
and PreShower detector
MTU Maximum Transfer Unit  Maximum size of a transfer unit on a network transporting
IP traﬃc.
NEXT Near End cross(X)-Talk  Crosstalk induced by a sender on its very own receive inputs.
Needs to be canceled or rejected in many applications, especially those with full duplex
capability on the same wire (pair). Classical example: analog telephone with only two
wires for full duplex, arbitration(ring) and power.
NIC Network Interface Card  Circuit connected to a back-plane bus providing network con-
nectivity for the system.
Octet Unit used to measure the size of transported data in network communication. One Octet
is always eight bits (unlike a byte).
OS Operating System Software layer managing hardware and software below the applications.
PCI Peripheral Component Interconnect  A standard back-plane bus architecture. Uses syn-
chronous transfers at typically 33MHz and 32 Bit bus width. Address and data lines are
shared.
PHY/PHYter Physical layer access controller  Interface to the physical medium, i.e copper
wires, ﬁber optic cables or even homing pigeons.
ping Software tool to measure latency as RTT in TCP/IP based networks. Available in most
operating systems.
PLL Phase Locked Loop  Circuit generating a signal which is locked to frequency and phase
of a input signal.
POS-PHY Layer 3 (Multi-)point to (multi-)point bus system used predominantly in the telecom-
munications industry to interface data stream from/to WAN and LAN networks.
PRC Pattern Recognition Card  HADES lingo for cards recognizing certain patterns produced
by the detectors.
RAM Random Access Memory
real-time A real-time system guaranties to perform its tasks in a predeﬁned time frame.
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RFC Request For Comments  A RFC is a IETF open and public standard.
RICH Ring Imaging Cherenkov (Detector)  Detector focusing the Cherenkov light of charged
particles with a mirror as a ring shape onto a readout plane.
RJ-45 Connector standard popular in wire based LAN technologies.
RTT Round Trip Time  Method of measuring the network latency as the time a packet needs
to travel to a destination and back again to the sender.
SFD Start of Frame Delimiter  Special bit sequence at the beginning of an Ethernet frame.
Makes frame detection more easy.
SRAM Synchronous RAM  Register (Flip-Flop) based RAM.
STD Internet Standard  Collection of RFC documents describing the essential Internet pro-
tocol standards.
TCP/IP protocol Suite of layered protocols consisting of ARP, IP, ICMP, UDP, TCP. Often
additional protocols are also implicitly included when speaking about TCP/IP, e.g. DNS.
TCP Transmission Control Protocol  Bidirectional reliable data streaming protocol of the
TCP/IP family.
TDC Time to Digital Converter  Circuit converting the time information of an analog signal
to digital data.
TigerSHARC One speciﬁc DSP from the company Analog Devices based on an extended Har-
vard architecture.
TOF Time of Flight  Detector measuring the ﬂight time of particles.
UDP User Datagram Protocol  Unidirectional unreliable packet transmission protocol of the
TCP/IP family.
VHDL VHSIC Hardware Description Language  A widely used and standardized HDL with
ADA like syntax.
VHSIC Very High Speed Integrated Circuit
VMEbus Expandable back-plane bus architecture derived from the bus of the Motorola 68K
processor family.
WAN Wide Area Network  Network technology for long range communication in contrast to
LAN technologies.
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