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Resumen 
El trabajo presenta un estudio de una arquitectura WEB para aplicaciones de red como es el 
caso de  Voz sobre IP (VoIP),  mediante servidores WebRTC en la nube, que ofrecen un 
servicio gratuito o de pago. 
Mediante un navegador web, por ejemplo Google Chrome, Mozilla Firefox y Opera,  que 
soportan WebRTC; se han realizados llamadas desde dos locaciones geográficas distantes y 
mediante las herramientas “webrtc-internals” y Wireshark se han tomado valores de Jitter, 
RTT y perdidas de paquetes para establecer la QoS en la transmisión de paquetes de VoIP. 
Con los parámetros analizados se establece la factibilidad de tener comunicación de VoIP 
mediante WebRTC, valiéndose de servidores WebRTC en la Nube. 
Palabras Claves: VoIP, WebRTC, Jitter, RTT, Perdida de Paquetes, Navegadores Web, QoS 
 
Abstract 
This research paper presents a study of a WEB architecture for network applications such as 
Voice over IP (VoIP), WebRTC using cloud servers, that they offer free or paid service. 
Using a web browser, eg Google Chrome , Mozilla Firefox and Opera , which support 
WebRTC; have made calls from two distant geographic locations and through " WebRTC - 
internals " and Wireshark tools have been taken values Jitter, RTT , and packet loss for 
establishing QoS in the VoIP packet transmission. 
With the parameters analyzed the feasibility of having WebRTC communication via VoIP, 
using WebRTC cloud servers is established. 
Keywords: VoIP, WebRTC , Jitter, RTT , packet loss , Web Browsers , QoS 
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Introducción 
El trabajo presenta un estudio de una arquitectura WEB para aplicaciones de red como es el 
caso de  Voz sobre IP (VoIP),  tomando como referencia los modelos de la Computación en 
la Nube, siendo una nueva tecnología que ha permitido desplegar un mercado de servicios por 
demanda, que ha adquirido gran popularidad, lo que ha llevado a los usuarios a utilizar 
soluciones sustentados en ella; realizando un análisis del software web que se prevé utilizar en 
base a lineamientos y directrices de diseños de redes que dan sustento a la infraestructura de 
las mismas. 
WebRTC (Web Real Time Communications) es una herramienta que aparece para 
implementar comunicación en tiempo real a través de cualquier dispositivos electrónicos 
conectado a la WEB, de una manera sencilla, rápida y eficaz, acorde a la convergencia de redes 
y aplicaciones que se tiene hoy en día; siendo un proyecto de código abierto auspiciado por 
Google y basado en estándares definidos por el W3C (World Wide Web Consortium) y el 
IETF. En razón de esta tendencia y con el surgir de nuevas tecnologías que se les podría 
denominar emergentes, es necesario también definir nuevas arquitecturas WEB, para 
aplicaciones nativas de escritorio que migran a aplicaciones WEB.  
Este trabajo se enfoca en el desarrollo de una metodología de aplicaciones en un ambiente 
WEB para permitir al Usuario una nueva oportunidad de acercarse a las comunicaciones 
modernas, ya que en esencia WebRTC permite la comunicación mediante los navegadores, 
facilitando la interacción de múltiples formas y dentro de un mismo contexto.  
Este perfil de trabajo de tesis para  la maestría de Redes de Comunicaciones presenta una 
justificación y planteamiento del problema enfocado en documentos académicos desarrollados 
que guardan relación con el tema, se establece el alcance y los objetivos de la investigación 
sustentados en una metodología de investigación y planteamiento de una hipótesis; en la parte 
final se plantea un temario tentativo, el cronograma y la bibliografía que dan forma y sustento 
a la presentación del trabajo de investigación. 
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Justificación 
Desde principios del año 2000 las organizaciones y proveedores han sabido aprovechar los 
beneficios de la aplicación de Voz sobre IP (VoIP) permitiendo que los usuarios se 
comuniquen, siempre y cuando exista conectividad a Internet,  desde diversas locaciones en 
todo el globo terrestre, prestando un servicio a usuarios y clientes prácticamente sin límites, 
de esta manera la aplicación de Voz sobre IP (VoIP) hoy en día con las soluciones en la Nube 
y el desarrollo de la Web RTC, puede desplegar todo su potencial. 
Para conectarse al Internet se ha necesitado de un navegador, los cuales constantemente 
reciben mejoras en  forma de actualizaciones y/o nuevas versiones, con lo que se mejora el 
rendimiento y amplía la gama de opciones para los usuarios, de ahí que en la actualidad se 
plantea la comunicación multimedia (audio y video) independientemente de complementos 
externos denominados plugins, basados en nuevos estándares Web que proveen al navegador 
de aquellas características como por ejemplo HTML 5, CCS3, etc. 
Uno de los grandes retos para la web actual, es permitir la comunicación humana a través de 
voz y video en tiempo real (RTC - Real time Communication); históricamente éste tipo de 
mecanismos y tecnologías han estado bajo la tutela de sectores corporativos, haciendo uso de 
infraestructuras tecnológicas complejas y en algunos casos con requerimientos de licencias de 
audio y video para ser puestas en funcionamiento en sitio [1] 
La tecnología de WebSockets y el desarrollo de WebRTC han posibilitado que aplicaciones 
conocidas de comunicación se puedan dar en tiempo real; siendo WebRTC un proyecto de 
código abierto desarrollado por Google y a partir de los estándares definidos por el W3C 
(World Wide Web Consortium) y el IETF, que se basa en permitir a los desarrolladores web 
la capacidad de desarrollar aplicaciones multimedia (como por ejemplo, vídeo o chat), sobre 
navegadores, con capacidad de comunicación en tiempo real y sin necesidad de descarga de 
ningún tipo de plugins o aplicación adicional [2]. Esto ha permitido que variables dependientes  
como la seguridad o tipo de códecs, para la comunicaciones de aplicaciones multimedia, hayan 
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disminuido y presenten menos inconvenientes; de ahí que este estándar soportado por algunos 
navegadores (Chrome, Chrome Canary, Firefox, Mozilla, Opera...) [2] permitan de una forma 
sencilla y fácil la conexión de equipos terminales y/o finales como son móviles, tablets y 
portátiles.  
Actualmente, las aplicaciones que dan servicio mediante comunicaciones en tiempo real están 
compuestas por tres elementos principales: un framework (dispositivo/sistema operativo del 
usuario); una interfaz de usuario; y una media engine, responsable de la transmisión/recepción 
de los archivos utilizados para dicha comunicación, en otras palabras la media engine se 
encarga de las funciones que permiten entregar audio y vídeo con la calidad esperada [3] 
WebRTC realiza el papel de media engine, basándose de una serie de estándares y APIs, para 
así obtener una nueva solución a las comunicaciones en tiempo real basada en la utilización 
directa de aplicaciones sobre los navegadores [3] 
Adicionalmente, se debe considerar que WebRTC está ligado a la existencia de HTML5, la 
cual permite el manejo de Websockets, o expresado de otra manera permite que una vez si se 
produce una variante en el  servidor, esa variante se manifieste y se implemente en el cliente, 
sin que se realice la petición cliente-servidor [4]. 
En razón de lo manifestado en párrafo anteriores, se justifica la importancia de este estudio 
debido al rápido crecimiento de los alojamientos en la nube y la dependencia de una gran 
mayoría de usuarios de aplicaciones y servicios desde la web, que gracias a esta tecnología 
WebRTC, la cual únicamente es un medio para alcanzar un objetivo, combina la solución en 
la Nube junto con la Voz sobre IP (VoIP)  lo que desde un punto de vista económico, permite 
a una organización, empresa o usuario en general el ahorro de costos, aunado a la parte 
tecnológica que permite de una manera sencilla, rápida y eficaz, mediante un único navegador 
que funciona sin necesidad de tener que instalar plugins  ni infraestructuras físicas, a parte del 
propio dispositivo (PC, Tablet, Móvil);  la posibilidad de comunicación en tiempo real. 
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Planteamiento del Problema 
Ante la exigencia de comunicación en tiempo real de una manera rápida, eficaz y sencilla 
aunado al  vertiginoso desarrollo de aplicaciones Web, se plantea un nuevo escenario muy 
alentador para la comunicación mediante WebRTC.   
WebRTC es una tecnología introducido por Google para implementar en la Web capacidades 
de comunicación en base a aplicaciones de Voz sobre IP (VoIP), además de garantizar que el 
sistema logre enviar datos (texto, imágenes, captura de pantalla, etc.) y lograr brindar al 
“usuario de la web” de un interfaz de comunicaciones sin que sea necesario la instalación de 
software externo, plugins y/o softphones [5]; por lo tanto Web RTC proporciona la 
comunicación entre el usuario final o en otras palabras el usuario que ejecuta el navegador y 
el servidor donde se encuentra alojado el servicio web, una forma de transmitir información 
que permita emprender una comunicación Cliente-Servidor, además que facilite la conexión 
con otros clientes y o usuarios que también estén accediendo al mismo servicio web. [6] 
Es necesario dejar en claro que el objetivo de WebRTC no es ser un “softphone web”, la 
concepción propia abarca más allá que aquello, más bien concibe a la Voz sobre IP (VoIP) 
desde el punto de vista donde la web tenga un papel preponderante y fundamental en relación 
a lo que representa la “VoIP pura” y no ligada coyunturalmente a la Telefonía IP [7], lo que 
supondría un cambio en la arquitectura de red ya que podría suceder que muchas empresas 
que actualmente viven de las llamadas telefónicas, tengan que migrar y ofrecer nuevos 
servicios.[8] 
La principal ventaja para los operadores con WebRTC es que se abren sus infraestructuras de 
VoIP y SIP a una nueva red de acceso: la Web 2.0. Los medios en WebRTC van de navegador 
a navegador directamente, porque se reduce la latencia y se emplea más eficientemente el 
ancho de banda [9]. Sin embargo, la señalización va a través del servidor Web, lo cual facilita 
además la interoperabilidad con sistemas fuera de Internet. Para la interconexión de estos dos 
mundos, serán necesarios “gateways”, que permitan la interoperabilidad, seguridad y control 
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de sesiones de los navegadores a los dispositivos SIP, tanto a nivel de señalización como de 
medios [10].  
Tomando en consideración lo mencionado, el problema radica en que no se cuenta con datos 
e información mediante un estudio que presenten las características de una arquitectura web 
sustentada en WebRTC, concebida no como un softphone sino que permita conocer la 
viabilidad de implementar aplicaciones en tiempo real como por ejemplo Voz sobre IP (VoIP)  
mediante aplicaciones WEB y represente una opción para el usuario final. 
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OBJETIVOS 
 
Objetivo General: 
Investigar las características de las arquitecturas Web modernas basadas en WebRTC  y 
alojamiento en la Nube, para en base al estudio establecer la viabilidad de implementar  
comunicaciones en tiempo real específicamente Voz sobre IP (VoIP).  
 
Objetivos Específicos: 
1. Analizar el estado del arte referente a computación en la nube, respecto a la 
arquitectura y almacenamiento en la actualidad. 
2. Establecer las características y reconocer las ventajas que representa la aplicación de 
Voz sobre IP (VoIP), priorizando en los estudios sobre alojamiento en la nube. 
3. Investigar el estado actual de la nueva tecnología WebRTC, sus características y 
analizar una estructura de red funcional que soporte la misma. 
4. Investigar y concebir una posible arquitectura Web que utilice tecnología WebRTC, 
de manera que permita la implementación de aplicaciones Web con capacidad para 
aplicaciones como Voz sobre IP (VoIP). 
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CAPÍTULO 1 
 
Introducción 
 
En el Capítulo 1 se contextualizan los elementos sobre los que se fundamenta la Computación 
en la Nube, haciendo énfasis en los modelos de servicios que se tienen y los modelos de 
despliegue en una arquitectura que presenta beneficios y riesgos, donde se deben implementar 
seguridades para su funcionamiento. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
9 
 
1. Estado del arte arquitectura web y la Computación en la nube  
1.1. Definición de Computación en la Nube 
El concepto de Computación en la Nube, de la traducción de los términos en inglés “Cloud 
Computing”, tiene una concepción tecnológica y es cada vez más común que las 
organizaciones y/o empresas la conciban como una tecnología para la solución de muchos 
problemas en el orden de infraestructura tecnológica y reducción de costos. 
La Computación en la Nube es la evolución de un conjunto de tecnologías que afectan al 
enfoque de las organizaciones y empresas en la construcción de sus infraestructuras de TI (IT: 
Information Technology). Al igual que ha sucedido con la evolución de la Web, con la Web 
2.0 y la Web Semántica, la computación en nube no incorpora nuevas tecnologías. Se han 
unido tecnologías potentes e innovadoras, para construir este nuevo modelo y arquitectura de 
la Web. [11] 
Siendo en Internet un fundamento esencial, la Nube no es solamente el Internet, va más allá, 
ya que se puede utilizar tecnología en el instante que se requiera. Se puede concebir que la 
computación en la Nube proporciona un servicio de software y/o hardware (infraestructura), 
como por ejemplo podría ser una aplicación de escritorio ejecutada luego de ser descargada o 
el acceso a una aplicación empresarial o institucional para realizar consultas en una base de 
datos. 
Existen organismos de carácter internacional que propugnan la estandarización de Tecnologías 
de la Información, y en lo referente a la Computación en la Nube el National Institute of 
Standards and Technology (NIST) y su Information Technology Laboratory, definen la 
computación en nube (cloud computing) como:  “Un modelo que permite el acceso bajo 
demanda a través de la Red a un conjunto compartido de recursos de computación 
configurables (redes, servidores, almacenamiento, aplicaciones y servicios) que se pueden 
aprovisionar rápidamente con el mínimo esfuerzo de gestión o interacción del proveedor del 
servicio” [12] 
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Se puede decir que la Computación en la Nube es un modelo de TI que engloba las tecnologías 
Web, valiéndose de las existentes, y que tiene como meta o fin optimizar y proporcionar el uso 
de los recursos en la red esencialmente el Internet, los cuales pueden ser ofrecidos bajo 
distintos esquemas de acuerdo a la necesidad y requerimientos de los usuario finales.  
 
1.2. Características de la computación en la nube        
Para una comprender y conceptualizar de mejor manera la computación en la nube, se deben 
conocer las características principales que la diferencian de los modelos existentes en TI; y las 
mismas se muestran en a Figura 1.1. [12], [13] 
 
Figura 1.1: Características de la Computación en la Nube [12] 
 
1.2.1. Pago por uso 
Una de las características principales de la Computación en la Nube es la implementación de 
la facturación sustentada en el consumo, en el cual el pago del usuario final depende del 
servicio contratado. 
 
1.2.2. Abstracción 
Por medio de la cual se tiene la capacidad de aislar los recursos informáticos contratados al 
proveedor de servicios de la nube, de los equipos informáticos del cliente. Esto se da mediante 
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la virtualización, con lo que la organización usuaria no requiere de personal dedicado al 
mantenimiento de la infraestructura, actualización de sistemas, pruebas y demás tareas 
asociadas que quedan del lado del servicio contratado. 
 
1.2.3. Agilidad en la escalabilidad 
Se puede aumentar o disminuir las funcionalidades ofrecidas al cliente, en función de sus 
necesidades puntuales sin necesidad de nuevos contratos ni penalizaciones. De la misma 
manera, el coste del servicio asociado se modifica también en función de las necesidades 
puntuales de uso de la solución. Esta característica, relacionada con el pago por uso, evita los 
riesgos inherentes de un posible mal dimensionamiento inicial en el consumo o en la necesidad 
de recursos. 
 
1.2.4. Multiusuario 
Esta característica permite a varios usuarios compartir los medios y recursos informáticos, 
permitiendo la optimización de su uso. 
 
1.2.5. Autoservicio bajo demanda 
Se permite al usuario acceder de manera flexible a las capacidades de computación en la nube 
de forma automática a medida que las vaya requiriendo, sin necesidad de una interacción 
humana con su proveedor o proveedores de servicios de computación en la nube. 
 
1.2.6. Acceso sin restricciones 
Posibilita a los usuarios acceder a los servicios contratados de computación en la nube en 
cualquier lugar, en cualquier momento y con cualquier dispositivo que disponga de conexión 
a Internet. El acceso a los servicios de computación en la nube se realiza a través de la red, 
mediante cualquier dispositivo de usuario final.  
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 1.3  Modelos de Servicios 
Se debe tener en claro que los modelos de servicios se refieren a los servicios específicos a los 
que se puede acceder en una arquitectura dentro de la computación en la nube, con esta premisa 
se tienen tres modelos de servicios.[12] 
 
1.3.1 Infraestructura como servicio- IaaS (Infrastructure as a Service) 
El usuario final contrata la infraestructura tecnológica con recursos como capacidad de 
procesamiento, de almacenamiento o comunicaciones, que son controladas por el proveedor; 
siendo el usuario quien pueda utilizar para ejecutar cualquier software; desde sistemas 
operativos hasta aplicaciones. [12] 
Las mismas que pueden ser utilizadas como un recurso temporal o ser utilizado por un lapso 
de tiempo mayor, los costes estarán determinados por variables como: el consumo de recursos 
y la duración del uso de la infraestructura. En la figura 1.2 se muestra un esquema de las IaaS 
en la nube. 
 
Figura 1.2: Esquema de las IaaS en la nube [12] 
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Uno de los servicios que toma importancia concerniente a la infraestructura es el 
Almacenamiento en la Nube.  
Pertenece al nivel de infraestructura como servicio, la manera de implementación es a través 
del Service Oriented Architecture (SOA), y la ubicación tiene diferentes variaciones, el 
almacenamiento en la nube puede localizarse en: [14] 
 Un Datacenter público, 
 Un Datacenter privado, o 
 Separado del almacenamiento primario. 
La manera de acceso puede ser de dos formas: Directamente como bloques o archivos; o 
indirectamente a través de aplicaciones que están ubicadas en el mismo lugar del 
almacenamiento. 
Las  tecnologías que proporcionan métodos de almacenamiento son: 
 Storage Area Network (SAN): son switches de alta velocidad que permiten que 
múltiples computadoras tengan acceso compartido a varios dispositivos de 
almacenamiento;  
 Network-Attached Storage (NAS): vienen como aplicaciones NAS o Gateways NAS, 
son servidores de archivos virtuales que tienen soporte a protocolos como NFS (siglas 
de NFS), siendo un dispositivo que directamente accede a la red y que tiene 
capacidades de compartir archivos. [15] 
Los protocolos utilizados para el Almacenamiento en la nube son: 
 REST: Representation State Transfer [14], es un protocolo que define las operaciones 
en recursos y en formatos de datos. Basado en principios o reglas de arquitectura de 
red, los estados y la funcionalidad de la aplicación se representan mediante recursos, 
utiliza el protocolo HTTP (definir siglas) para transferencia de información. 
 SOAP: Simple Object Access Protocol [15], es un protocolo basado en XML para 
aplicaciones que envían o reciben mensajes en internet, siendo una recomendación de 
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la W3C. SOAP fue diseñado para ser simple, extensible e independiente de cualquier 
plataforma o modelo de programación; utiliza HTTP como protocolo de transferencia, 
aunque puede ser utilizado también en RPC (Remote Procedure Call). 
 
1.3.2  Plataforma como servicio - PaaS (Platform as a Service) 
El proveedor ofrece las herramientas de programación y la plataforma de desarrollo, el usuario 
por su parte podrá montar y ejecutar sus propias aplicaciones, ya sean desarrolladas o 
adquiridas; conservando el control de la aplicación pero no de la totalidad de la plataforma 
tecnológica. [12] 
En la figura 1.3 se muestra un esquema de las PaaS en la nube. 
 
Figura 1.3: Esquema de las PaaS en la nube [12] 
 
1.3.3. Software como servicio – SaaS (Software as a Service) 
Al usuario se le ofrece la capacidad de que las aplicaciones suministradas se desenvuelvan en 
una infraestructura de la nube, siendo las aplicaciones accesibles a través de un navegador 
web, como en el correo electrónico Web. Posiblemente, este es el ejemplo más representativo, 
por lo extendido, de este modelo de servicio. El usuario carece de cualquier control sobre la 
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infraestructura o sobre las propias aplicaciones, excepción hecha de las posibles 
configuraciones de usuario o personalizaciones que se le permitan. [12] 
En la figura 1.4 se muestra un esquema de las SaaS en la nube. 
 
Figura 1.4: Esquema de las SaaS en la nube [12] 
 
 1.4.  Modelos de Despliegue 
La computación en la nube, se puede implementar de diversas maneras; dependiendo de 
factores como los requisitos de seguridad, las habilidades de TI, etc.; en función del tipo de 
acceso a la nube, la industria de TI ha señalado cuatro modelos de despliegue de la 
computación en la nube [12]: 
1. Nube Publica 
2. Nube privada 
3. Nube Hibrida 
4. Nube Comunitaria 
 
16 
 
1.4.1. Nubes Públicas 
Es una nube en la cual los proveedores de servicios ofrecen a un usuario en  Internet su 
infraestructura (esto es, su software o hardware)  por medio de  servicios, de forma gratuita o 
mediante el abono de cierta cantidad de dinero relacionada con el volumen de información o 
tiempo de uso de los mismos.[12] 
Las aplicaciones e información se almacenan en servidores externos y el servicio se ofrece a 
través de Internet. El uso de nubes públicas permite ampliar fácilmente los recursos 
necesitados, ya que éstas suelen tener más tamaño que las nubes privadas, normalmente 
implantadas en una única organización. 
 
1.4.2. Nubes Privadas 
La tendencia actual de las grandes empresas y organizaciones es implementar una nube 
interna, denominada nube privada, la cual puede ser implementada y gestionada por la propia 
empresa u organización o por un proveedor externo; habitualmente, el usuario es también 
propietario de la infraestructura de nube privada, y tiene control total de las aplicaciones 
desplegadas en ella, posibilitando un alto grado de control sobre el desarrollo de aplicaciones, 
confiabilidad y seguridad. [12] 
Los principales inconvenientes de este modelo son los analizados para el paradigma 
tradicional, por ejemplo los relativos a la ampliación de los sistemas informáticos. Esto obliga 
a adquirir nuevos sistemas antes de hacer uso de ellos, contrariamente a lo ofrecido por las 
nubes públicas, donde ampliar los recursos se reduce a contratarlos con el proveedor de 
servicios. 
 
1.4.3. Nubes Hibridas 
Es una combinación de los modelos de nubes públicas y de nubes privadas, de manera que se 
aprovecha la ventaja de localización física de la información gestionada por las nubes privadas 
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con la facilidad de ampliación de recursos de las nubes públicas; se requiere tener cuidado 
cuando se van a decidir los recursos que se van a localizar en la parte de la nube publica y en 
la nube privada. [12] 
Actualmente este tipo de nubes está teniendo buena aceptación en las empresas y 
organizaciones, por lo que se están desarrollando software de gestión de nube que permita 
controlar la nube privada e incorporar al mismo tiempo recursos y servicios de proveedores 
públicos de la nube.[16] 
 
1.4.4. Nubes Comunitarias 
Ha sido organizada para servir a una función o propósito común. Es preciso compartir 
objetivos comunes (misión, políticas, seguridad). Puede ser administrada bien por las 
organizaciones constituyentes, o por un tercero. Este modelo es el definido por el NIST, 
aunque la mayoría de organizaciones, proveedores y usuarios de la nube aceptan los tres 
modelos de despliegue: pública, privada e híbrida. [12] 
 
 1.5. Arquitectura 
La arquitectura es el conjunto de capas que se encuentran acopladas entre sí para brindar la 
funcionalidad del sistema, en este caso la arquitectura de Computación en la Nube  es similar 
a la arquitectura de red, desde un nivel físico hasta un nivel de aplicación. Esto debido a que 
Computación en la Nube utiliza protocolos similares a los se usan en Internet como medio de 
comunicación, ya sea basado en web o no basado en web. En la figura 1.5 se visualiza una 
arquitectura genérica para Computación en la Nube, que consta de las siguientes capas: [17] 
 Recursos físicos: incluyen elementos como servidores, almacenamiento y red. 
 Virtualización: incluye infraestructura virtual como un servicio. 
  Infraestructura: incluye software de plataforma como servicio. 
  Plataforma: incluye componentes de aplicación como servicio. 
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 Aplicación: incluye servicios basados en web y software como servicio. 
 
Figura 1.5: Arquitectura genérica de Nube de Computación  [17] 
 
1.6.  Beneficios y Riesgos 
1.6.1. Beneficios 
La computación en la nube presenta los siguientes beneficios: [18] 
 Ahorro: la optimización y el menor gasto en licencias como en la administración del 
servicio y en los equipos necesarios. Si se cuenta con una infraestructura 100% basada 
en la nube, en teoría solo serán necesarios los terminales.  
 Implementación rápida: mediante la infraestructura de la nube, es posible comenzar a 
trabajar al instante; las aplicaciones en la nube estarán disponibles para el usuario, 
inclusive con un alto nivel de personalización. 
 Actualizaciones automáticas: sin afectar los recursos de TI, el usuario podrá actualizar 
una aplicación.  
 Portabilidad de información: si bien es cierto en un principio los proveedores en la 
nube dirigían sus servicios a los usuarios corporativos, con el paso del tiempo los 
usuarios particulares han comenzado a usar este concepto manera masiva y casi sin 
darse cuenta con el uso de servicios para teléfonos móviles (smartphones 
particularmente), tablets, etc. 
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1.6.2. Riesgos 
Con el modelo de la computación en la nube, se presentan riesgos los cuales se sintetizan a 
continuación: [19] 
 Privacidad de los datos: el riesgo es mayor cuando los datos e información de diversa 
índole está alojada en la nube. 
 Seguridad: es primordial manejar con seguridad la información ante cualquier 
amenaza externa e interna.  
 Licencias de software: se debe tomar en cuenta que exista compatibilidad entre el 
software con licencia y el software en la nube.  
 Interoperabilidad: debe de estar garantizada la interoperabilidad entre todos los 
servicios. 
 SLA (Services Level Agreement): se debe establecer el cumplimiento de acuerdos a 
nivel de servicio (SLA) antes de confiar a un tercero (proveedor) las aplicaciones de 
una empresa u organización.  
 Escalabilidad a largo plazo: a medida que crezca el número de usuarios  y se comparta 
la infraestructura de la nube, la sobrecarga en los servidores de los proveedores 
aumentara; pudiendo producir  degradaciones en el servicio o jitter altos. 
 Aplicaciones: las aplicaciones del modelo computación en la nube deben estar 
diseñadas de modo que se puedan dividir entre múltiples servidores.  
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CAPÍTULO 2 
 
 
Introducción 
 
En el capítulo 2 se describen los conceptos que hacen referencia a la aplicación de Voz sobre 
IP (VoIP), los protocolos que operan en lo concerniente al transporte, señalización y 
enrutamiento del tráfico de esta aplicación, particularmente en un entorno Web y 
especificando parámetros como jitter, retardo y perdida de paquetes que permiten una Calidad 
de Servicio (QoS) en la comunicación. 
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2.   Voz sobre IP (VoIP), estado actual 
2.1. Definición  
La VoIP (Voz sobre IP) es exactamente lo que su nombre indica, el envío de voz a través de 
una red basada en el protocolo IP (Protocolo Internet). Esto es completamente diferente de la 
telefónica pública mediante conmutación de circuitos, en la que se asigna recursos a cada 
individuo al llamar. [20] 
En las redes IP por conmutación de  paquetes, cada uno de estos es enviado de manera 
independiente, tiene su propio encabezado IP, y se enviará por separado por parte de los 
Routers (nodos). 
Una topología de la arquitectura de Red para la aplicación de VoIP se muestra en la figura 2.1. 
 
Figura 2.1: Esquema de Red para aplicación de VoIP [20] 
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2.2. Protocolos de VoIP en la Nube  
En una llamada mediante VoIP  se tienen protocolos los cuales permiten el tráfico de voz en 
una red WAN, específicamente en la Nube. Existen varios protocolos de VoIP, pero en forma 
general se tienen: protocolos señalización, protocolos de transporte y protocolos de 
enrutamiento.  
Los protocolos de enrutamiento hacen posible que los paquetes de VoIP en la Nube, toman 
sus rutas en una red WAN (Internet) a través de los Routers. 
Los protocolos de señalización manejan las funciones derivadas de la arquitectura del sistema 
telefónico, y los protocolos de transporte llevar los paquetes de voz generada en el códec. 
Los terminales IP utilizan el protocolo de señalización para registrarse con el servidor de 
llamadas, configurar y culminar las llamadas, además los protocolos de señalización se utilizan 
también para funciones tales como servicios de directorio y en las pantallas. Una vez que la 
llamada que se ha establecido, los paquetes de datos de voz se envían directamente entre los 
teléfonos mediante encapsulación por medio de un protocolo de transporte (p.e. el protocolo 
RTP). [20] 
 
Figura 2.2: Protocolos en VoIP [20] 
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2.2. 1.  Protocolos de Señalización  
A pesar de que la arquitectura VoIP es completamente diferente a la utilizada por telefonía 
tradicional, se tiene la necesidad básica de señalización. De  alguna manera, los teléfonos con 
un identificador y/o números deben ser comunicados, y las rutas para el tráfico de paquetes 
tienen que estar configuradas; estas funciones son manejadas por el protocolo de 
señalización.[20] 
2.2.1.1. H. 323 
La Unión Internacional de Telecomunicaciones – Telecom (UIT-T) con la recomendación 
H.323, estableció el inicio de un estándar de videoconferencia, que incluye voz, vídeo y datos. 
Dado que aborda, entre otras cosas, control de llamadas y la gestión de punto a punto y 
multipunto, administración del sistema de puerta de enlace de tráfico multimedia, los 
parámetros de ancho de banda  y participación de los usuarios, a la vez se convirtió en el 
estándar de facto para la telefonía por Internet y VoIP. Hoy en día, con el surgimiento del 
protocolo SIP, se lo utiliza menos. 
El objetivo de H. 323 es definir los terminales y otras entidades que prestan servicios de 
comunicaciones multimedia en redes basadas en conmutación de paquetes que no 
proporcionan una calidad de servicio garantizada 
El estándar original data de 1996, hasta la última versión 7 que está vigente desde el 2009. 
 
Figura 2.3: Componentes del protocolo H.323 [20] 
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Hay varios componentes que conforman un sistema H. 323, a continuación se detallan algunos 
de ellos. 
 Terminales: Es el dispositivo final, hardware o software, que provee comunicación 
full dúplex con otro dispositivo final, transmitiendo información de control, 
transmisión de audio, códec (video), y la interfaz de red. Todos los terminales soportan 
comunicación de voz y video, la comunicación de datos es opcional. 
 Gateway: Controla la comunicación y la traducción de protocolos entre el terminal 
H.323 en una red  de conmutación de paquetes hacia una red de Conmutación de 
Circuitos, como la Red Telefónica Pública Conmutada (PSTN). Además se encarga 
de la Configuración de llamada, terminación y posiblemente traducción entre códecs 
a través de H. 225. 
 Gatekeeper: Este es un componente opcional que puede manejar servicios de control 
de llamadas, tales como solicitudes de ubicación y de la confirmación, la resolución 
de nombres, admisión y control de ancho de banda, a través de H. 225. 
 Multipoint controller: El controlador permite las conferencias entre tres o más 
terminales H. 323. También se encarga del intercambio de tráfico multimedia entre 
los nodos, a través de H. 245. 
Para el control y la señalización H.323 hace uso de los siguientes protocolos: 
 H.225: permite la comunicación ente un terminal-gatekeeper y un  gatekeeper. Se le 
denomina también RAS (registro, admisión y estado); contiene mensajes de registro 
y anulación en el gatekeeper, los mensajes de admisión de llamadas, llamada final, 
etc. 
 Q.931 / H.225: Para señalización de llamada entre los extremos en H.323 se utiliza el 
protocolo Q. 931. Sin embargo, Q.931 no tiene ciertos campos de datos que se 
necesitan para la comunicación de VoIP (por ejemplo direcciones IP y puertos de 
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escucha), para resolver este problema, los mensajes Q. 931 se embeben en mensajes 
H.225 que llevan la información completa. 
 H.245: se utiliza para negociar los parámetros de audio (y video) entre los terminales. 
La negociación incluye códecs, direcciones IP y puerto. 
 
2.2.1.2. Protocolo de Inicio de Sesión (SIP)  
Los primeros trabajos sobre SIP empezaron en 1999 con el RFC 2543. SIP opera en la capa 
de aplicación a los efectos de iniciar las sesiones de usuario para las transmisiones multimedia, 
tales como voz, video, chat, juegos y realidad virtual. Estas sesiones pueden ser unicast o 
multicast y puede funcionar con o sin un servidor de llamadas o de la puerta de enlace. 
Al ser compatible con la mayoría de códecs, SIP es utilizado para señalización en las nuevas 
aplicaciones. A menudo se dice que el SIP es mucho más fácil de leer y utilizar que otros 
protocolos de señalización, esto puede ser debido a que SIP es muy similar en su estructura a 
la del Protocolo de Transferencia de Hipertexto (HTTP). Vamos a ver que hay una cierta 
cantidad de verdad que este sentimiento. [20] 
El protocolo SIP no maneja todo lo referente a señalización, y en las implementaciones se 
suele utilizar otro protocolo llamado Protocolo de Descripción de Sesión (SDP), para negociar 
los parámetros de la conexión multimedia.  
 
Figura 2.4: Componentes del protocolo SIP [20] 
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2.2.1.2.1 Componentes 
Los componentes de SIP son: 
 Agentes de Usuario (UA): es la parte lógica que inicia o responde a las transacciones 
SIP. La UA puede ser un cliente o servidor 
o Agentes de Usuario Clientes (UAC): Solicita las llamadas y acepta las 
respuestas. Por lo general, es el teléfono SIP que inicia la llamada. 
o Agentes de usuario Servidores (UAS): Acepta solicitudes y envía las 
respuestas a las llamadas. 
 Servidores Proxy: Componente intermedio que reenvía las peticiones de un UAC a un 
UA u otro proxy. Esto se realiza principalmente no solo para el encaminamiento de 
paquetes sino también para el cumplimiento de las políticas, tales como la 
autenticación. 
 Servidores de registro: Los UAS que aceptan registrar los mensajes y actualizan la 
ubicación. 
 Servidores de Redirección: Envían solicitudes de UAC para un conjunto alternativo 
de identificadores de recursos uniformes. 
 
2.2.1.2.2  Direccionamiento 
El protocolo SIP puede comenzar conversaciones teniendo como identificador  una dirección 
IP o el nombre de usuario con el fin de permitir al UAC comunicarse con otro usuario o recurso 
de la red.  
El direccionamiento con el protocolo SIP es estándar y similar al correo electrónico, teniendo 
una de las siguientes formas (el puerto es opcional, y si no se especifica, se usa 5060 por 
default): 
sip:user@domain:port 
sip:user@host:port 
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sip:phone number@domain 
En la figura 2.5, se observa una de las formas de direccionamiento SIP, y se utiliza el puerto 
5060. 
 
Figura 2.5: Direccionamiento SIP [20] 
 
2.2.1.2.3  Protocolo de Descripción de Sesión (SDP) 
El Protocolo de Descripción de Sesión se define en el RFC 4566. El objetivo de SDP es 
establecer un protocolo de propósitos generales que permita describir el contenido de los 
medios que se van a transferir. 
Dentro de la información importante en el campo SDP, se tiene la sesión, duración, tipo de 
medio y la información relevante de media stream por ejemplo el número de puerto, el tipo de 
códec, etc. 
 
2.2.1.3. Protocolo de Intercambio entre Asterisk  (IAX) 
El protocolo IAX (Inter-Asterisk eXchange protocol), se publicó en la  RFC-5456, se basó en 
sus inicios como un protocolo para servidores de VoIP que trabajaban con Asterisk, en la 
actualidad se lo utiliza también para comunicación entre equipos finales o terminales.  
A diferencia de H. 323 y SIP, el protocolo IAX envía la señalización en los mismos paquetes 
de comunicación, lo que da funcionalidad al protocolo, permitiendo  disminuir el número de 
conexiones establecidas de manera simultáneas, siendo esto una ventaja en ambientes que los 
firewalls y NATs pueden ocasionar inconvenientes.  
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El protocolo utilizado en la actualidad es el IAX2, el cual no es un estándar por lo que en 
muchos de los dispositivos de diferentes marcas que se encuentran en el mercado no se lo 
puede implementar. 
Una de las desventajas de IAX2 con respecto a SIP, es que la señalización y datos al viajar en 
el mismo paquete necesariamente todo el tráfico pasa por el servidor de IAX2, lo cual aumenta 
el ancho de banda y el procesamiento del servidor cuando existe un número alto de llamadas 
simultaneas. 
 
Figura 2.6 Modelo de llamada IAX [20] 
 
2.2.1.4. Protocolo MGCP (Media Gateway Control Protocol) 
El protocolo MGCP tiene su origen en el SGCP (de Cisco y Bellcore), es un protocolo de 
control de dispositivos, donde un gateway esclavo (MG, Media Gateway) es controlado por 
un maestro (MGC, Media Gateway Controller) o CAs (Call Agents). 
MGCP soporta un control de señalización de llamada escalable, integrando el control de QoS 
(Quality of Service, Calidad de Servicio) en el gateway. Su compatibilidad con normas de 
IETF y con H.323 lo hace ideal para aplicaciones de multimedia sobre redes IP.  
Este protocolo presenta una arquitectura de control de llamada donde la inteligencia está fuera 
de las gateways y es manejada por elementos de control de llamada externos, conocidos como 
Agentes de Llamada.  
El protocolo MGCP presupone que estos elementos del control de llamada, o Agentes de 
Llamada, se sincronizan entre sí para enviar órdenes coherentes y respuesta a las gateways. 
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Figura 2.7: Señalización en el protocolo MGCP [20] 
 
2.2.2.  Protocolos de Transporte 
Un protocolo de transporte cumple en forma general con la función de trasladar los paquetes 
de VoIP desde el origen (transmisor) hasta el destino (receptor) de manera correcta, es decir 
que cumplan con los parámetros de calidad de servicio adecuados. 
El protocolo de transporte empleado para VoIP es el RTP junto con el protocolo de control 
RTCP proporciona servicios de control y otras funcionalidades. Además se tiene una variante 
llamada SRTP (Secure RTP) usada para aportar características de cifrado al canal RTP. 
 
2.2.2.1   Real-time Transport Protocol (RTP) 
El protocolo RTP se utiliza para transmitir los datos en tiempo real, generalmente  paquetes 
de voz y/o vídeo. Una vez que la sesión de medios se ha establecido, los paquetes RTP 
comienzan a fluir entre los extremos en ambas direcciones. Los paquetes de cada uno de los 
orígenes son aunados en el receptor mediante un número que los identifica. 
Fue publicado por primera vez como estándar en 1996 como RFC 1889, y actualizado 
posteriormente. Éste ofrece entrega de datos multicast para aplicaciones de streaming, 
videoconferencia, etc., siempre que la red proporcione los servicios.  
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Figura 2.8: Protocolos de Tiempo Real sobre IP 
 
 
Es importante destacar en este caso que RTP no ofrece garantías sobre la calidad del servicio 
ni sobre el retraso de la entrega de datos, por lo que necesita el apoyo de capas de nivel inferior. 
Debido a que en la transmisión de datos en tiempo real es esencial que los parámetros de 
latencia, perdida de paquetes y jitter estén dentro de valores consideraros normales para que 
la calidad de la llamada sea buena, el protocolo RTP para control utiliza el protocolo RTCP. 
En la figura 8 se observa un paquete RTP real capturado con el software Wireshark. Los dos 
primeros campos son muy pequeñas e incluyen información sobre el contenido del paquete. 
Además se tienen los campos de PT o tipo de carga, el número de secuencia (11639), 
timestamp (998248329), y el SSRC, identificador o fuente de sincronización.  
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Figura 2.9: Captura paquete RTP (Autor de la Tesis 2015) 
 
2.2.2.2  RTP Control Protocol (RTCP)  
El protocolo RTCP se encarga de monitorizar la calidad del servicio y de proporcionar 
información acerca de los participantes en una sesión de intercambio de datos. El protocolo, 
definido en el RFC 3550, no está diseñado para soportar todas las necesidades de 
comunicación de una aplicación, sólo las más básicas.  
La principal función de RTCP es proporcionar una retroalimentación útil para mantener una 
calidad de distribución adecuada: los receptores de una sesión emplean RTCP para informar 
al emisor sobre la calidad de su recepción, incluyendo el número de paquetes 
perdidos, jitter (la variación en la latencia) y RTT (Round Trip Time, tiempo empleado por un 
paquete en realizar todo el circuito: llegar al receptor y volver de nuevo al emisor). 
Los paquetes RTCP se envían de modo que el tráfico en la red no aumente linealmente con el 
número de agentes participantes en la sesión, ajustando el intervalo de envío de acuerdo al 
tráfico. Para ello, RTCP se encarga de transmitir periódicamente paquetes de control a todos 
los participantes de una sesión. 
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La aplicación de VoIP se la considera en muchos casos como una aplicación simple, pero en 
realidad es una aplicación crítica a la cual se le debe asignar recursos en la red pues maneja 
datos en tiempo real; de ahí que el protocolo RTCP ofrece información valiosa de los recursos 
asignados. En la figura 2.10 se muestra la captura  de una llamada en la cual se mezclan 
paquetes RTCP y RTP. 
 
Figura 2.10: paquete RTP y RTCP en una llamada (Autor de la Tesis 2015) 
 
En una llamada, como se muestra en la figura 2.11, lo que se desea es que los emisores 
proporcionen información acerca del flujo RTP, y los receptores proporcionan a la vez 
información para el remitente, mediante mensajes de informes de emisor y receptor; siendo el 
objetivo principal mantener la calidad de la llamada; teniendo en cuenta que RTCP se 
encapsula en mensajes del protocolo UDP. 
 
Figura 2.11: Flujo de información entre emisor y receptores, con protocolo RTCP 
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2.2.2.3   Secure Real-time Transport Protocol (SRTP) 
El protocolo SRTP, es una extensión del protocolo RTP que agrega funciones de seguridad, 
como autenticación de mensaje, confidencialidad y protección de respuesta, mayormente 
pensadas para comunicaciones mediante la aplicación VoIP. 
El protocolo SRTP fue concebido y elaborado por expertos de las empresas Cisco y Ericsson, 
se publicó en marzo de 2004 por el Internet Engineering Task Force (IETF) en el RFC 3711. 
SRTP utiliza el cifrado y la autenticación para reducir al mínimo el riesgo de ataques como 
denegación de servicio (DoS). 
Este protocolo puede lograr un alto rendimiento en diversos entornos de comunicaciones que 
incluyen tantos dispositivos inalámbricos y con cables.  
 
 
Figura 2.12: Estructura del paquete SRTP 
 
2.2.3.  Protocolos de Enrutamiento 
Los datos de la aplicación de VoIP en la Nube, toman sus rutas en Internet según la 
información de las tablas de enrutamiento que el nodo (router) determine como óptima. 
Esta tabla puede ser estática o dinámica, en la practica la tabla dinámica es la de uso común, 
ya que se actualiza dinámicamente en razón de los cambios que se presentan en la topología 
de red. 
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Frente al enrutamiento estático, el enrutamiento dinámico ofrece nuevas posibilidades, se 
adapta mejor a nuevas circunstancias pero requiere una mayor complejidad en los sistemas y 
en la gestión de estos. 
Un protocolo de enrutamiento es un software complejo que se ejecuta de manera simultánea 
en un conjunto de routers, con el objetivo de completar y actualizar su tabla de enrutamiento 
con los mejores caminos para intercambiar información con otras redes. Así, podríamos 
resumir que un protocolo de enrutamiento tiene como objetivos los siguientes:  
 Descubrir redes lejanas con las que intercambiar información  
 Mantener la información de enrutamiento actualizada de manera fiable  
 Elegir el mejor camino posible en cada momento hacia las redes de destino 
 Encontrar un nuevas rutas para sustituir a aquellas que dejen de estar 
disponibles en los términos necesarios.  
En la figura 2.13, se muestra la clasificación de los protocolo de enrutamiento dinámico. 
 
Figura 2.13: Clasificación de los protocolo de enrutamiento dinámico [21]  
 
En la tabla 2.1 se puede observar las características de los protocolo de enrutamiento dinámico 
más comunes 
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Tabla 2.1: Características protocolo de enrutamiento dinámico [22]  
 
En la figura 2.14  se aprecia  un ambiente típico en la nube, a sabiendas que el camino por el 
cual circula el paquete no se lo puede controlar y no depende de los usuarios de la 
comunicación sino más bien del ISP (Proveedor de Servicios  Internet) ya que tienen 
configurados los protocolos de enrutamiento en sus nodos, y de manera específica de la 
información que en un momento determinado tengan la tablas de enrutamiento. 
 
Figura 2.14: Protocolos externos de enrutamiento especifico en el ambiente de internet [23] 
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De lo anteriormente mencionado se tiene en esta topología los siguientes protocolos de 
enrutamiento: BGP (del inglés Border Gateway Protocol), OSPF (del inglés 
Open Shortest Path First) y RIP (del inglés Routing Information Protocol), que son los 
protocolos que encaminan el tráfico de paquetes de VoIP en la Nube. 
 
2.3. VoIP en un entorno WEB 
En los últimos años se ha observado un aumento de la migración de las aplicaciones de 
escritorio a la Web, e incluso con la reciente aparición de las aplicaciones móviles, también 
en este segmento algunas empresas deciden crear aplicaciones Web, que permite que la misma 
aplicación se ejecute en cualquier dispositivo y con cualquier sistema operativo. 
Las aplicaciones Web ya no son sólo las páginas con contenido estático y ahora son capaces 
de hacer las transacciones típicas de las aplicaciones de escritorio, y se denominan Rich 
Internet Application (RIA).  
Hoy se diseñan las páginas web con muchas más funcionalidades, con contenido cargado en 
el fondo y con mucha más programación en la aplicación cliente. 
Para crear aplicaciones Web que permiten realizar llamadas de VoIP, es necesario que las 
aplicaciones pueden acceder a algunas funciones, que normalmente no ofrecen los 
navegadores sin tener que recurrir a algunos plugins que facilitan estos permisos. Los 
requerimientos mínimos son el acceso a los micrófonos, cámaras y un medio de transmisión 
de los datos obtenidos de estos dispositivos a un servidor o directamente al destinatario. 
 
2.4  Parámetros de Calidad de Servicio para el tráfico de VoIP   
La VoIP es implementada con más frecuencia a través de redes IP donde convergen los 
paquetes de voz, vídeo y datos; cuando los recursos de la red están congestionadas pueden 
afectar seriamente a la calidad del tráfico de la aplicación de VoIP provocando una mala 
experiencia de usuario para los suscriptores. [24] [25] 
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Por lo tanto, es muy importante en una red de una empresa y/o entidad  implementar políticas 
QoS para el tráfico VoIP. Esto puede ayudar a garantizar una buena calidad de voz cuando los 
recursos de la red están congestionados. 
Hay una serie de factores que pueden afectar la calidad del tráfico de VoIP tal como la percibe 
el usuario final. Algunos de los factores comunes incluyen retardo, jitter y pérdida de paquetes. 
Estos factores pueden ser los indicadores claves del estado en general de la red de voz.  
Los problemas de la calidad del tráfico en VoIP vienen derivados de dos factores 
principalmente: 
 Internet (incluida la Nube) es un sistema basado en conmutación de paquetes y por 
tanto la información no viaja siempre por el mismo camino. Esto produce efectos 
como la pérdida de paquetes o el jitter. 
 Las comunicaciones VoIP son en tiempo real lo que produce que efectos como el eco, 
la pérdida de paquetes y el retardo o latencia sean muy molestos y perjudiciales y 
deban ser evitados. 
 
En la tabla 2.2 se pueden observar lo valores referenciales de retardo, jitter y pérdida de 
paquetes en el tráfico de paquetes de VoIP 
 
Tabla 2.2: Valor referencial de retardo, jitter y pérdida de paquetes en el tráfico de VoIP [41] 
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2.4.1. Retardo  
El retardo es el tiempo que tarda el tráfico de VoIP para llegar de un extremo a otro, por lo 
general, se denomina el tiempo de extremo a extremo. El retardo puede ser valorado en una 
vía o un retardo de ida y vuelta. La recomendación ITU G. 114 establece que el retardo 
aceptable para la voz es 150 ms.  
Cualquier retardo mayor a  150 ms puede causar una degradación en calidad de voz y una mala 
experiencia para el usuario ya que el oído humano es capaz de detectar latencias de unos 250 
ms, y hay casos de 200 ms en el caso de personas bastante sensibles. Si se supera ese umbral 
la comunicación se vuelve molesta. 
Puede ocurrir que a los paquetes le tome un largo período en alcanzar su destino, debido a que 
pueden permanecer en largas colas o tomen una ruta menos directa para prevenir la congestión 
de la red. En algunos casos, los retardos excesivos pueden inutilizar aplicaciones tales como 
VoIP. 
No hay una solución que se pueda implementar de manera sencilla, muchas veces depende de 
los equipos por los que pasan los paquetes, es decir, de la red misma, y no se dispone del 
control de la red WAN (Nube). 
Si el problema de retardo está en la red LAN propia (Intranet) se puede  aumentar el ancho de 
banda, la velocidad del enlace o priorizar esos paquetes dentro de la red. 
 
2.4.2. Jitter 
El Jitter es la variación en el tiempo de llegada de un paquete de un extremo a otro. Si la 
demora de las transmisiones varía demasiado en una llamada VoIP, la calidad de la llamada 
es muy deficiente.  
El jitter es causado por la congestión de red, perdida de sincronización o por las diferentes 
rutas seguidas por los paquetes para llegar al destino. La solución más ampliamente adoptada 
es la utilización del jitter buffer.  
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El jitter buffer consiste básicamente en asignar una pequeña cola o almacén para ir recibiendo 
los paquetes y sirviéndolos con un pequeño retraso, si algún paquete no está en el buffer (se 
perdió o no ha llegado todavía) cuando sea necesario se descarta.  
Normalmente en los terminales IP (hardware y software) se pueden modificar los buffers, pero 
hay que tomar en cuenta lo siguiente un aumento del buffer implica menos perdida de paquetes 
pero más retraso, y una disminución implica menos retardo pero más pérdida de paquetes. 
 
2.4.3. Pérdida de paquetes 
Este valor viene dado por el número de paquetes perdidos en la ruta de datos al llevar el tráfico 
de VoIP de un extremo a otro. Un 3 % de perdida de paquetes es generalmente considerado 
como el máximo límite tolerable para una buena calidad de voz. Las redes de VoIP se deben 
diseñar para valores menores a 1,5 % de pérdida de paquetes con el fin de garantizar una buena 
calidad de voz. 
Las comunicaciones en tiempo real están basadas en el protocolo UDP. Este protocolo no está 
orientado a conexión y si se produce una pérdida de paquetes no se reenvían; otra cusa de 
perdida de paquetes también se produce por descartes de paquetes que no llegan a tiempo al 
receptor. 
Sin embargo la voz es bastante predictiva y si se pierden paquetes aislados se puede 
recomponer la voz de una manera bastante óptima. El problema es mayor cuando se producen 
pérdidas de paquetes en ráfagas. 
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CAPÍTULO 3 
 
 
Introducción 
 
En el capítulo 3 se realiza el análisis teórico de WebRTC, desde sus componentes y 
arquitectura así como también los protocolos de señalización que intervienen en el proceso de 
la comunicación, además se analiza la compatibilidad de esta tecnología con los distintos 
navegadores. 
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3.  Arquitectura y soluciones Web, mediante WEBRTC 
3.1 Definiciones 
3.1.1 HTML 5 (Hyper Text Markup Language)  
HTML5 (del inglés Hyper Text Markup Language) es un lenguaje de marcado o lenguaje de 
marcas, usado para estructurar y presentar el contenido para la web. [26] 
Es uno de los aspectos fundamentales para el funcionamiento de los sitios, pero no es el 
primero. Es de hecho la quinta revisión del estándar que fue creado en 1990. A fines del 2012, 
la W3C (World Wide Web)  la recomendó para transformarse en el estándar a ser usado en el 
desarrollo de proyectos nuevos. 
Por así decirlo, qué el HTML5 está relacionado también con la entrada en decadencia del viejo 
estándar HTML 4. Con HTML5, los navegadores como Firefox, Chrome, Explorer, Safari y 
más pueden saber cómo mostrar una determinada página web, saber dónde están los 
elementos, dónde poner las imágenes, dónde ubicar el texto. En este sentido, el HTML5 no se 
diferencia demasiado de su predecesor; la diferencia principal, sin embargo, es el nivel de 
sofisticación del código que se puede construir usando HTML5. 
En términos de lenguaje de marcado, el HTML5 introduce algunos elementos que hacen que 
se actualice la página al mismo tiempo que se ejecuta. Así, muchas de las novedades están 
relacionadas con la forma de construir los sitios web que se tiene en la actualidad.  
Una de las más importantes novedades está relacionada con la inserción de multimedia en los 
sitios web, que ahora contarán con etiquetas HTML especiales para poder ser incluidos. Por 
otro lado, algunos aspectos de diseño también son incluidos en el lenguaje, así como también 
algunos detalles de navegación algunas líneas. 
Con el uso de HTML5, se puede reducir la dependencia de los plug-ins que se tienen que 
instalar para poder ver una determinada web. Caso emblemático, el de Adobe Flash, que se ve 
claramente perjudicado por la instauración de este estándar. Por otro lado, fue un avance 
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importante para dispositivos que de forma nativa no soportaban Flash, y que no soportaban 
tampoco plug-ins necesarios para hacerlo.  
Aunque HTML5 no ha sido finalizado, casi todas sus etiquetas pueden ser utilizadas con 
seguridad en las páginas Web de hoy. 
 
3.1.2 CSS3 (Cascading Style Sheets)  
CSS (en inglés Cascading Style Sheets) u hojas de estilo en cascada  es un lenguaje usado para 
definir la presentación de un documento estructurado escrito en HTML. [27] 
El W3C (World Wide Web Consortium) es el encargado de formular la especificación de las 
hojas de estilo que servirán de estándar para los agentes de usuario o navegadores. 
CSS se creó para separar el contenido de la forma, a la vez que permite a los diseñadores 
mantener un control mucho más preciso sobre la apariencia de las páginas. 
CSS sirve para definir la estética de un sitio web en un documento externo y eso mismo permite 
que modificando ese documento (la hoja CSS) se logre  cambiar la estética entera de un sitio 
web, en otras palabras, el mismo sitio web puede variar totalmente de estética cambiando solo 
la CSS, sin tocar para nada los documentos HTML u otros que lo componen; con CSS3 se 
suman muchos nuevos efectos que harán de la que la parte visual de nuestra página sea más 
agradable y llamativa, se podrá tener sombras, transformaciones de figuras, creación sencilla 
de bordes y efectos 3D. 
Además esta nueva especificación viene con interesantes novedades que permitirán hacer 
webs más elaboradas y dinámicas, con mayor separación entre estilos y contenidos. Dará 
soporte a muchas necesidades de las webs actuales, sin tener que recurrir a trucos de 
diseñadores o lenguajes de programación. 
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3.1.3 API (Aplication Programming Interface)  
Una API (del inglés Application Programming Interface) es un conjunto de reglas (código) y 
especificaciones que las aplicaciones pueden seguir para comunicarse entre ellas: sirviendo de 
interfaz entre programas diferentes de la misma manera en que la interfaz de usuario facilita 
la interacción humano-software. [28] 
Las API pueden servir para comunicarse con el sistema operativo (WinAPI), con bases de 
datos o con protocolos de comunicaciones. Las API son valiosas, ante todo, porque permiten 
hacer uso de funciones ya existentes en otro software o de la infraestructura ya existente en 
otras plataformas; reutilizando así código que se sabe que está probado y que funciona 
correctamente.  
En el caso de herramientas propietarias (es decir, que no sean de código abierto), son un modo 
de hacer saber a los programadores de otras aplicaciones cómo incorporar una funcionalidad 
concreta sin por ello tener que proporcionar información acerca de cómo se realiza 
internamente el proceso. 
Como ejemplo de API se tiene que los desarrolladores de un programa cualquiera para 
Windows que se conecte a Internet no necesitan incluir en su código las funciones necesarias 
para reconocer la tarjeta de red, ya que basta una ‘llamada’ a la API correspondiente del 
sistema operativo. 
Otro ejemplo es que los webmasters pueden incluir en sus webs de forma automática productos 
actualizados de Amazon o eBay, permitiendo iniciar el proceso de compra desde su web; al 
igual que los botones de “+1” de los blogs son llamadas a la API de Google. 
 
3.1.4 SCRIPT  
Los scripts son un conjunto de instrucciones generalmente almacenadas en un archivo de texto 
que deben ser interpretados línea a línea en tiempo real para su ejecución. [29] 
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Los scripts en el ámbito Web son utilizados al navegar por internet, más específicamente, se 
ejecutan en los navegadores como Internet Explorer, Google Chrome o Firefox, estos scripts 
son llamados "Scripts del lado del cliente", dado que son ejecutados en la computadora de 
quien visita el sitio web; en contraposición están los "Scripts del lado del servidor", que se 
ejecutan en el servidor del sitio web (el usuario solo ve el resultado del script).  
Los scripts del lado del cliente suelen ser escritos en el lenguaje JavaScript o también en 
VBScript (sólo para Internet Explorer y Chrome) 
Estos scripts le agregan muchas funcionalidades a los sitios web como validación de datos de 
un formulario, juegos, botones interactivos, cargar información de forma asíncrona, etc. Es 
muy común que los usuarios se quejen porque los navegadores dan "error en script". 
Usualmente el error desaparece si el usuario emplea otro navegador web o elimina todo el 
caché e historial del navegador afectado. 
 
3.1.5 JAVA SCRIPT  
Javascript es un lenguaje de programación que se puede utilizar para construir sitios Web y 
para hacerlos más interactivos. [30] 
Aunque comparte muchas de las características y de las estructuras del lenguaje Java, fue 
desarrollado independientemente. El lenguaje Javascript puede interactuar con el código 
HTML, permitiendo a los programadores web utilizar contenido dinámico.  
El lenguaje Javascript es opensource, por lo cualquier persona puede utilizarlo sin comprar 
una licencia. 
 
3.2. Web Real-Time Communication (WEBRTC)  
3.2.1 Definición 
WebRTC (del inglés Web Real-Time Communication) es un conjunto de estándares, 
protocolos y APIs de JavaScript, los cuales combinados permiten una comunicación peer-to-
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peer (igual a igual) de información de audio, video y datos por medio de los navegadores 
(browser). [31] 
En lugar de depender de plug-ins de terceros o algún software propietario, WebRTC convierte 
la comunicación en tiempo real en una característica estándar que cualquier aplicación web 
puede aprovechar a través de una sencilla API de JavaScript. 
Con muchos requerimientos y de alta calidad, las aplicaciones de RTC (Real-Time 
Communication) como audio y video-teleconferencia, y además del intercambio peer-to-peer 
de datos; requieren que el navegador provea una gran cantidad de nuevas funciones como por 
ejemplo capacidades de audio y de procesamiento de vídeo, nuevas APIs de aplicaciones, y 
soporte a los nuevos protocolos de red. 
En la práctica, el navegador abstrae la mayor parte de estos requerimientos complejos en la 
funcionalidad de tres APIs principales: 
 MediaStream: permite a un navegador web acceder a la cámara y el micrófono. 
 PeerConnection: establece las llamadas de audio y vídeo  
 DataChannel: permiten a los navegadores a compartir datos a través de peer-to-peer 
 
3.2.2. Las normas y el Desarrollo de WebRTC  
La habilitación de la comunicación en tiempo real mediante un navegador web es una 
propuesta ambiciosa, y posiblemente, una de las adiciones más significativas en la plataforma 
web desde sus inicios. 
WebRTC rompe con el modelo tradicional de cliente - servidor en el ámbito de 
comunicaciones, lo que se traduce en una reingeniería completa de la capa de red en el 
navegador web, y también trae una pila de medios completamente nuevo, que se requiere para 
permitir eficiente, procesamiento en tiempo real de audio y vídeo. [31] 
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Como resultado de esto, la arquitectura WebRTC consta de más de una docena de normas 
diferentes, que abarca tanto las aplicaciones de navegador y los APIs,  así como muchos 
protocolos diferentes y formatos de datos necesarios para que funcione: 
 El grupo de trabajo Web en Tiempo Real Comunicaciones (WebRTC) W3C es 
responsable de definir las API del navegador. 
 El grupo de trabajo de la IETF denominado Comunicación en tiempo real en la Web 
los navegadores (RTCWEB), es responsable de definir los protocolos , formatos de 
datos , seguridad y todos los demás aspectos necesarios para permitir la comunicación 
de igual a igual en el navegador. 
 
El propósito principal de WebRTC es permitir la comunicación en tiempo real entre los 
navegadores, está diseñada de tal manera que se puede integrar con los sistemas de 
comunicación existentes, por ejemplo la aplicación de VOIP, varios clientes SIP, e incluso la 
red telefónica pública conmutada (PSTN). 
Los estándares y normas de WebRTC no definen los requisitos de interoperabilidad 
específicos o las API, pero lo intentan utilizar los mismos conceptos y protocolos de las 
aplicaciones existentes cuando sea posible.  
Con WebRTC no sólo se trata de llevar la comunicación en tiempo real por medio de un 
navegador, sino también busca mostrar las capacidades de la Web para las telecomunicaciones 
en todo el mundo; no en vano se trata de un desarrollo significativo y muchos proveedores de 
telecomunicaciones y empresas están siguiendo muy de cerca el desarrollo y establecimiento 
de WebRTC, y lo ven como mucho más que un simple API de navegador. 
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3.3.  Compatibilidad de navegadores de forma nativa con WEBRTC  
Aunque el objetivo de WEBRTC es ser transparente para el usuario, esto no significa que 
todos los navegadores tengan las mismas características; diferentes navegadores tendrán más 
desarrollo en alguna característica específica de los componentes de WEBRTC. [32] 
Hay varios sitios web que pueden decir si el navegador soporta una tecnología específica, uno 
de ellos es “http://caniuse.com/rtcpeerconnection”, que indica los navegadores que soportan 
WebRTC. 
La comprobación de la aplicación de VoIP por medio de WEBRTC, en Smartphone esta fuera 
de los alcance de este trabajo de tesis, por lo cual no se tomó en cuenta los sistemas operativos 
iOS y Android. 
 
 
Figura 3.1: Características de WEBRTC y navegadores que lo soportan [32] 
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3.3. 1. Compatibilidad con Chrome, Firefox y Opera 
Los navegadores Chrome, Firefox y Opera soportan WEBRTC, y debería de funcionar en 
cualquier sistema operativo ya sea Windows, Linux y Mac. 
Los proveedores de navegadores, como Chrome y Firefox, también han estado trabajando 
juntos para solucionar los temas de la interoperabilidad, para que todos puedan comunicarse 
entre sí con facilidad. 
Las versiones de los navegadores que soportan WebRTC es: 
 Google Chrome versión 23 y superior  
 Mozilla Firefox versión 22 y superior 
 Opera versión 18 y superior  
 
3.3. 2. Compatibilidad con Apple 
Apple ha hecho pocos esfuerzos para habilitar WebRTC en el navegador Safari o en iOS, hay 
rumores de apoyo a WEBRTC, pero no hay fecha oficial de soporte. Una solución que se ha 
utilizado para nativos híbrido basado en web o aplicaciones iOS es incorporar el código 
WebRTC directamente en sus aplicaciones y cargar una aplicación WebRTC en una página 
de WebView. 
 
3.3. 3. Compatibilidad con Internet Explorer 
Microsoft no ha anunciado planes para activar WebRTC en Internet Explorer. Han propuesto 
una solución alternativa para permitir comunicación de audio y vídeo en el navegador, esta 
alternativa fue rechazada en favor de WebRTC. Desde entonces, Microsoft ha sido un socio 
silencioso en el desarrollo de la esta tecnología. 
No se ha tomado en cuenta el navegador Edge de Microsoft para el desarrollo de este trabajo 
de tesis. 
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3.4. Análisis de la arquitectura WEBRTC   
WebRTC ofrece a los desarrolladores de aplicaciones web la capacidad de escribir 
aplicaciones multimedia de mayor nivel, en tiempo real en la web, sin necesidad de plugins, 
descarga o instalar algún software adicional. Su propósito es ayudar a construir una sólida 
plataforma de “Comunicación en Tiempo Real” (RTC) que funciona a través de múltiples 
navegadores web, en múltiples plataformas. 
Es importante aclarar que WebRTC es el nombre utilizado por el organismo de 
estandarización W3C (World Wide Web Consortium) y RTCWeb es el nombre utilizado por 
el grupo de trabajo “The Real-Time Communications on the Web” del IETF (Internet 
Engineering Task Force), pero ambos buscan el desarrollo de WebRTC. [33] [34] 
El W3C se encarga de estandarizar la tecnología desde la perspectiva de los navegadores y 
tecnologías Web (HTML5, CSS, etc.) y de definir APIs estándar para que los desarrolles Web 
utilicen WebRTC en sus aplicaciones. 
El IEFT se ha centrado en los protocolos y herramientas que la tecnología utilizará a nivel de 
transporte, como SRTP, STUN/ICE/TURN, y códec. 
Aunque se ha avanzado mucho, el proceso de estandarización de WebRTC está llevando más 
tiempo del previsto, debido sobre todo a ciertos elementos claves en la comunicación en 
tiempo real: método de establecimiento y finalización de llamadas en conferencias con muchos 
participantes, códec de vídeo, seguridad, QoS, etc. 
En la Tabla 3.1 se muestra una comparación muy general, entre los tradicionales sistemas IP 
de comunicaciones en tiempo real y WebRTC. WebRTC ignora la parte de señalización, 
permitiendo a los fabricantes de sistemas VoIP emplear WebRTC independientemente del 
protocolo de señalización empleado para establecer la llamada. Las opciones más populares 
para la señalización son: JSON (JavaScript Object Notation) sobre WebSockets y SIP 
(Session Initiation Protocol) sobre WebSockets.  
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Los componentes dentro de WebRTC, como se muestra en la Figura 3.2, se tiene los codecs, 
motores de medios y capa de transporte. Esto facilita el uso de comunicaciones en tiempo real 
por parte de los desarrolladores de aplicaciones, sin necesidad de ser expertos en estas 
tecnologías. 
 
Tabla 3.1: Comparativa entre sistemas tradicionales de VoIP y WebRTC [33] 
 
La arquitectura global de WebRTC se ve de la siguiente manera (figura 3.2) 
 
Figura 3.2: Arquitectura de WebRTC [33] 
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3.4.1. Motores de Audio y Video  
La necesidad de contar con un navegador que sea capaz de proveer una videoconferencia de 
alta calidad, requiere que el navegador pueda acceder al hardware del sistema para capturar 
tanto audio como video y no depender de  plug-ins o controladores personalizados, sólo con 
una simple API que sea consistente. [31] 
Sin embargo, los flujos de audio y vídeo en el origen requieren que cada flujo deba ser 
procesado para mejorar la calidad; se necesita que el sincronismo y la tasa de bits de salida se 
ajuste al ancho de banda del canal de transmisión y la latencia entre los clientes. 
En el extremo receptor el proceso se invierte, el cliente debe decodificar los flujos en tiempo 
real, debe ser capaz de adaptarse al jitter de la red y a los retardos de latencia.  
De ahí que la captura y procesamiento de audio y video es un problema complejo; sin embargo, 
WebRTC trae motores de audio y vídeo con todas las funciones en el navegador como se 
muestra en la Figura 3.3, que se encargan de todo el procesamiento de señales. 
 
 
Figura 3.3: Motores de Audio y video en WebRTC [31] 
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El flujo de audio transmitido se procesa para reducir el ruido y cancelar el eco, luego se 
codifica de forma automática con uno de los códecs de banda estrecha optimizado o un códecs 
de audio de banda ancha; por último, para los errores se utiliza un algoritmo de ocultamiento 
para minimizar los efectos negativos de jitter y pérdida de paquetes en la red. El motor de 
vídeo realiza un procesamiento similar mediante la selección de los ajustes de compresión, 
utilización de códecs, etc., optimizando la calidad de la imagen. 
Todo el procesamiento lo realiza directamente el navegador, además realiza de manera 
dinámica los ajustes si los parámetros cambian con el flujo de audio y video debido a las 
condiciones de la red. Una vez que todo este trabajo se realiza, la aplicación web recibe un 
flujo de medios optimizado. 
Cuando el navegador solicita audio y vídeo, se debe prestar especial atención al tamaño y la 
calidad de los flujos; si el hardware es capaz de capturar los flujos de alta calidad, también el 
procesamiento del CPU y ancho de banda deben ser capaces de trabajar a ese ritmo. 
Las implementaciones actuales de WebRTC actuales utilizan los códecs Opus y VP8: 
 El códec Opus se utiliza para audio y soporta codificación con tasas de  bits constante 
y variable y requieren de 6 a 510 Kbit/s de ancho de banda. El códec se puede cambiar 
sin problemas y se adapta al ancho de banda variable. 
 El códec VP8 utilizado para la codificación de vídeo también requiere  de 100-2.000 
+ Kbit / s de ancho de banda, y la tasa de bits depende de la calidad de los streams. 
Para la realización de este trabajo de tesis el códec de audio para VoIP dependerá del servidor 
WebRTC, en su mayoría utilizan OPUS. 
 
3.5. APIs de  WebRTC  
Las APIs WebRTC de W3C permiten a una aplicación JavaScript aprovechar las capacidades 
nuevas del navegador para aplicaciones en tiempo real; el navegador en este caso proporciona 
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la funcionalidad necesaria para la comunicación de audio, video y datos, como se muestra en 
la Figura 3.4. [8] [31] 
 
 
Figura 3.4: Comunicación en Tiempo Real en el Navegador [8] 
 
El cifrado es una característica obligatoria de WebRTC, se aplica a todos los componentes 
incluidos los mecanismos de señalización; todos los flujos de medios enviados a través de 
WebRTC se codifican mediante protocolos de encriptación estandarizados y bien conocidos. 
El protocolo de cifrado que se utiliza depende del tipo de medio o canal, asi los flujos de datos 
son encriptados usando Datagramas de Transport Layer Security (DTLS) y los flujos de 
medios son encriptados usando Secure Real Transport Protocolo (SRTP). [35] 
Las APIs están diseñadas en torno a tres conceptos principales: MediaStream, PeerConnection 
y DataChannel 
En el apartado 3.2.1, se establecieron las tres APIs que tiene WebRTC, para realizar este 
trabajo de tesis solo se analizara las que son necesarias para la transmisión de VOIP. 
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3.5.1.  MediaStream  
La API MediaStream es una representación abstracta de un flujo real de datos de audio, video 
o la combinación de ambas; sirve por ejemplo para capturar la pantalla del escritorio de un par 
remoto. 
Para crear y utilizar un flujo de datos local, la aplicación web debe solicitar el acceso del 
usuario a través de la función getUserMedia (); la aplicación especificara el tipo de medios de 
comunicación de audio o vídeo a la que se requiere el acceso. 
El selector de dispositivos en la interfaz del navegador sirve como mecanismo para permitir o 
denegar el acceso. Una vez que la aplicación se ejecuta, puede revocar su propio acceso 
llamando a la función stop () en el LocalMediaStream.  
 
3.5.2 PeerConnection  
La API PeerConnection permite que dos usuarios se comuniquen directamente, de un 
navegador a otro; esto representa una asociación con el par remoto, que suele ser otra instancia 
de la misma aplicación JavaScript que se ejecuta en el navegador del otro extremo. 
La comunicación se coordina mediante un canal de señalización que proporciona un código 
script de comandos en la página a través del servidor web; por ejemplo, usando 
XMLHttpRequest o WebSocket. Una vez que se establece una conexión entre pares, los flujos 
del stream se pueden enviar directamente en el navegador remoto. 
La API PeerConnection utiliza el protocolo ICE (del inglés Interactive Connectivity 
Establishment) junto con los servidores STUN y TURN para que los flujos de datos 
encapsulados en UDP puedan a travesar  NAT transversales y firewalls.  
El protocolo ICE permite a los navegadores descubrir y conocer la suficiente información 
acerca de la topología de la red para encontrar la mejor ruta de comunicación disponible. El 
uso de ICE también proporciona una medida de seguridad, ya que evita páginas y aplicaciones 
web no confiables envíen datos a los hosts que no están esperando recibir los mismos. 
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El proceso de conexión se la realiza a través de la una negociación donde interviene el 
protocolo SDP, y se lo realiza de la siguiente manera: 
 
 Se ejecuta la funcion “createOffer()” en  el navegador, para lo cual se crea un objeto 
llamado RTCSessionDescription, al que se denomina “oferta”.  
 Se ejecuta la función “setLocalDescription()”en  el navegador, con el objeto 
RTCSessionDescription para completar los datos de información. 
 Se remite el paquete SDP generado en esta sesión  al otro extremo donde se encuentra el  
cliente, esto se lo realiza por el canal de señalización.  
 En el otro extremo el navegador crea una respuesta, mediante la función  
“createAnswer()”, en el objeto RTCSessionDescription.  
 Al finaliza el proceso de negociación, la aplicación llama a la función  
“setRemoteDescription()”, y se ejecuta en el navegador la configuración pactada y con 
esto se podrá empezar a comunicar.  
 
En la figura 3.5 se observa el proceso de negociación descrito. 
 
Figura 3.5: Proceso de negociación PeerConnection [31] 
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En el Apéndice D se han tomado las capturas para la comunicación de VOIP mediante 
WebRTC, con la herramienta Wireshark. 
 
3.5.2.1.  STUN (Session Traversal Utilities for Network Address Translators) 
El servidor STUN es la primera alternativa para tener conexión entre dos peer (entidades 
iguales). Identificar a cada usuario en la Internet, y se lo utilizan otros protocolos para realizar 
conexiones entre peer. 
El proceso se inicia cuando un cliente realiza una solicitud a un servidor habilitado con el 
protocolo STUN, este servidor identifica la dirección IP del cliente que realiza la petición y la 
devuelve la nueva dirección IP, con esto el cliente podrá identificarse con la IP dada. 
Para que se pueda hacer uso del protocolo STUN en el cliente, se requiere que el servicio este 
habilitado en un servidor STUN para conectarse al mismo; en la actualidad Firefox y Chrome, 
provee servidores con este servicio. 
 
3.5.2.2 TURN (Traversal Using Relay for Network Address Translators)   
El servidor TURN es útil cuando hay elementos detrás de un NAT simétrico o Firewall que 
quieren estar en el lado de recepción de una conexión con otro elemento exterior. TURN no 
permite que los usuarios tengan servidores en puertos determinados si están tras un NAT; y si 
soporta la conexión de un usuario que esté tras un NAT con un peer único. Dicho de otro 
modo, su papel es proporcionar las mismas funciones de seguridad que dan los NAT 
simétricos, pero volteando (to turn) las tablas, para que el elemento en el tramo local esté en 
la parte de recepción, en vez de estar en la de transmisión, de una conexión pedida por el 
cliente externo. [36] 
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3.5.2.3  ICE (Interactive Connectivity Establishment)  
El protocolo ICE es un mecanismo que permite a los peer establecer una conexión. En la 
práctica, los clientes por lo general no tienen una conexión directa a la Internet; están 
conectados a través de los dispositivos de red denominados routers, y tienen asignadas 
direcciones IP privadas, y como seguridad utilizan NAT, firewalls de red, y otros dispositivos.  
Con el fin de establecer una conexión igual a igual, por definición, los peer deben ser capaces 
de enrutar paquetes entre sí, ya que se encuentran en redes privadas distintas. Lo que se 
necesita es un camino de enrutamiento en la red pública entre los peer, para esto WebRTC 
provee soporte para estos casos, y lo gestiona de la siguiente manera: [31] 
 Cada objeto de conexión PeerConnection contiene un " agente ICE 
 Cada Agente ICE es responsable de reunir la IP local y el puerto (se denomina 
candidato) 
 El Agente ICE es responsable de realizar comprobaciones de conectividad entre pares. 
 El Agente ICE es responsable de enviar mensajes de actividad de conexión. 
Una vez que una sesión local o remota se establece, el agente local ICE comienza 
automáticamente el proceso de descubrir todo el posible candidato IP  y puerto para los peers 
locales, lo realiza de la siguiente manera: 
 El Agente ICE realiza la consulta al sistema operativo para obtener las direcciones IP 
locales. 
 Si se ha configurado el STUN, el agente ICE consulta a este servidor  externo para 
conocer la IP publica y el puerto de los peers. 
 Si se ha configurado el TURN, el agente ICE añade el servidor TURN como último 
recurso para conocer el candidato (dirección IP y puertos). Si la conexión “peer to 
peer” falla, los datos se transmiten a través de un intermediario especificado 
previamente. 
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Cada vez que se descubre un nuevo candidato (IP, puerto), el agente registra al candidato 
automáticamente con el objeto RTCPeerConnection y notifica a la aplicación a través de una 
función de devolución de llamada (onicecandidate). 
Una vez que la recolección de ICE se ha completado, la misma llamada es  devuelta para 
notificar a la aplicación. 
 
3.6 .  Señalización en WebRTC 
WebRTC permite la comunicación de igual a igual, pero cada aplicación WebRTC también 
necesitará un servidor de señalización para negociar y establecer la conexión.  
En WebRTC la señalización es un concepto abstracto y no está definida; debido a esto la 
señalización es un tema tan complejo y difícil de resolver, los fabricantes de WebRTC ofrecen 
muchos recurso pero ningún protocolo tiene consenso como para que sea elevado a estándar y 
presentar la mejor opción de señalización al cliente. 
Las opciones más populares para la señalización son: JSON (JavaScript Object Notation) 
sobre WebSockets y SIP (Session Initiation Protocol) sobre WebSockets. [34]. 
En la figura 3.6 se muestra algunas opciones de señalización en WebRTC. 
 
Figura 3.6: Opciones de Señalización en WebRTC [37] 
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No hay una opción única y estandarizada para utilizar un servidor de señalización, la elección 
depende de los requisitos de la aplicación. Sin embargo, se debe examinar las opciones 
comerciales y de código abierto disponibles,  y por supuesto, prestar mucha atención a la 
señalización de transporte subyacente, ya que puede tener un impacto significativo tanto en la 
latencia del canal de señalización y la sobrecarga en la comunicación entre el cliente y el 
servidor. 
 
3.6.1. WebSockets 
WebSocket es una tecnología que permite un canal de comunicación bidireccional y full-
duplex sobre un único socket TCP, orientado a mensajes de texto y datos entre cliente y 
servidor y está concebida para ser implementada en navegadores y servidores web, pero puede 
utilizarse por cualquier aplicación cliente/servidor. 
La API de WebSocket está siendo normalizada por el W3C, mientras que el protocolo 
WebSocket ya fue normalizado por la IETF como el RFC 6455. Debido a que las conexiones 
TCP comunes sobre puertos diferentes al 80 son habitualmente bloqueadas por los 
administradores de redes, el uso de esta tecnología proporcionaría una solución a este tipo de 
limitaciones proveyendo una funcionalidad similar a la apertura de varias conexiones en 
distintos puertos, pero multiplexando diferentes servicios WebSocket sobre un único puerto 
TCP (a costa de una pequeña sobrecarga del protocolo). 
La complejidad tras el Navegador Web se abstrae sobre una sencilla API que ofrece una serie 
de servicios adicionales: 
 Negociación de la conexión y la aplicación de políticas en el origen de la 
comunicación. 
 Interoperabilidad con la infraestructura HTTP existente. 
 Comunicación orientada a mensajes y una eficiente encapsulación del mensaje en 
tramas 
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 Un sub protocolo de negociación y la extensibilidad 
 
La URL de recursos de WebSocket utiliza su propio esquema personalizado, y puede ser de 
dos formas: 
1.-  ws para la comunicación de texto sin formato (por ejemplo, ws: //example.com/socket),  y 
2.-  wss cuando se requiere un canal cifrado, utilizando los protocolos TCP y  TLS. 
 
3.7.  Arquitectura según los componentes  
WebRTC hace referencia por definición a aplicaciones peer-to-peer o igual a igual, no se debe 
entender que la comunicación en forma tácita es navegador a navegador; el análisis de la 
topología física enfoca este paradigma de la comunicación de igual a igual entre los 
navegadores. 
Una de las topologías WebRTC más general se aprecia en la Figura 3.7, esta apoya en la 
llamada mediante SIP y tiene forma de un Trapecio. [8] 
 
Figura 3.7: Trapecio WebRTC [8] 
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El escenario WebRTC más común es probable que sea aquel en el que ambos navegadores 
están ejecutando la misma aplicación web, desde la misma página web. En este caso la 
topología tiene forma de triángulo, como se muestra en la Figura 3.8. 
 
Figura 3.8: Triangulo WebRTC [8] 
 
En el modelo de WebRTC Triangulo (Figura 3.8) ambos navegadores están ejecutando una 
aplicación web, desde la página web en un mismo servidor. Se establece los parámetros de la 
conexión entre los navegadores y el servidor, para luego la empezar la trasmisión de VoIP (en 
nuestro caso de estudio) directamente entre los dos navegadores; la señalización puede ir a 
través de HTTP o WebSockets. Vale la pena señalar que la señalización entre el navegador y 
el servidor no está estandarizado en WebRTC, ya que se considera que es parte de la 
aplicación.  
Para el desarrollo de este trabajo de tesis se tendrá topologías tipo Triangulo para WebRTC. 
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CAPÍTULO 4 
 
 
Introducción 
 
En el capítulo 4, se detallan las pruebas realizadas  y los análisis con las alternativas de 
servicios para implementar VoIP mediante el servicio de WebRTC en la Nube, tomando como 
referencia parámetros de Calidad de Servicio (QoS), y con los requerimientos de un caso típico 
de PYMES plantear la red que se debe tener. 
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4 Características de posible implementación y pruebas. 
4.1 Servidores de WebRTC 
Para la posible implementación de WEBRTC se eligió 3 ambientes 
• Asterisk (Licencia GPL) 
• 3CX(Licencia) 
• Servidores Gratuitos  
 
4.1.1 Servidor Asterisk 
Utilizar software bajo licencia GPL, anteriormente basada solamente en Linux, 
actualmente es soportada para Windows, Mac OS y Solaris, Asterisk es una de las mejores 
opciones para el uso de centrales telefónicas y el uso de VOIP. Actualmente provee mejor 
soporte en la versión para Linux, generalmente orientado a Linux Centos aunque es compatible 
con Ubuntu y Debian. 
Una de las características nuevas incorporadas a esta central telefónica es WebRTC, el que se 
encuentra documentado dentro de la página oficial de Asterisk. 
La implementación requiere de características especiales para poder arrancar el servidor. 
 En el Apéndice A se detalla la configuración del servidor Asterisk.  
 
4.1.2 Servidor 3CX 
Es una central telefónica con licencia para Windows 7 y versiones superiores, orientado a redes 
telefónicas VOIP, soporta dentro de sus características a WEBRTC de manera gratuita, ya que 
ofrece además de ser una central telefónica también otros servicios embebidos, como 
WebMeeting. La central telefónica permite la configuración de manera limitada de extensiones 
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a menos que se active la licencia. 
3CX es una opción confiable debido a que las configuraciones son sencillas, los instaladores 
generalmente se encargan de instalar todas las dependencias y permitir que el software esté 
listo para usarse, simplemente se debe configurar los parámetros necesarios para la central 
telefónica. 
 
Figura 4.1. Modelo del funcionamiento del servidor 3CX. [38] 
 
En el Apéndice B se detalla la configuración del servidor 3CX. 
4.1.3 Servidores Gratuitos 
WebRTC es un proyecto gratuito que permite la comunicación en tiempo real RTC  es una 
API de bajo nivel en JavaScript que provee a los navegadores la habilidad de establecer 
comunicación de audio y video, pero no solamente es necesario implementar este API, en 
realidad como se ha analizado en las implementaciones de 3CX y Asterisk, se requiere de 
muchos elementos para el funcionamiento correcto.  
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WebRTC requiere de más característica adicionales al API entre ellas el NAT, los firewalls 
configurados, acceso al servidor STUN, que exista una señalización en los servidores para 
entregar mensajes entre los navegadores; debido a que esto puede extender y aumentar el costo 
de utilización de los servicios existen los servidores gratuitos de WebRTC, esta opción es 
bastante cómoda y económica al momento de realizar las comunicaciones mediante el 
navegador, únicamente es necesario acceder al servidor mediante la URL, añadir una sala e 
invitar a los demás participantes, es una buena opción emergente para el uso de VoIP. 
 
Figura 4.2 Inicio de sesión servidor Vline. (Autor de la Tesis 2015) 
Existen algunos sitios web que proveen este servicio gratuito sin necesidad de crear cuentas 
de usuarios y contraseñas, simplemente se requiere usar el navegador compatible y utilizar el 
servicio, entre los servidores más populares alojados en la Nube, se tiene: 
 
           Tabla 4.1 Servidores gratuitos de WebRTC. (Autor de la Tesis 2015) 
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Estos servidores realizan la comunicación de manera sencilla donde los clientes se conectan a 
un servidor y realizan la comunicación. 
 
Figura 4.3 Comunicación WebRTC mediante Chrome y Firefox (Autor de la Tesis 2015). 
 
Hay que destacar que estos servidores no están únicamente orientadas a VoIP, sino que 
también permiten al usuario aplicaciones de video y chat, de tal manera que WebRTC se 
vuelve muy útil al momento de realizar comunicaciones, debido a que la comunicación es en 
tiempo real y sencillo de implementar. 
El uso es muy sencillo, simplemente una vez que se accedió a la página hay que copiar la URL 
que automáticamente se muestra y enviar al usuario que se desea invitar a la sala, además para 
identificarse se debe ingresar un NickName. 
 
Figura 4.4 Ingreso de usuario en servidor Vline (Autor de la Tesis 2015) 
67 
 
Luego simplemente se comparte la dirección web que se muestra automáticamente  
 
Figura 4.5 URL para conexión de clientes del servidor Vline (Autor de la Tesis 2015). 
Con lo anteriormente realizado se tiene que esperar que los invitados se conecten y se podrá 
estar en la sala compartiendo los servicios antes mencionados. 
Una de las ventajas al usar estos servidores es que no se necesita administrar la comunicación, 
sino que simplemente se debe agregar los invitados a la sala.   
 
4.2 WebRTC en 3CX   
3CX es una herramienta que permite con facilidad la comunicación con la tecnología 
WebRTC, por medio de este servidor los usuarios pueden transmitir voz y videos sobre 
navegadores web. La herramienta está disponible en 3CX como 3CX WebMeeting, esta 
herramienta puede ser instalada dentro de la LAN y también puede utilizarse como un servicio 
sin necesidad de configuraciones extras en los equipos, simplemente con la contratación del 
servicio. 
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Tanto la opción de instalar el servidor en la red local como la de contratar el servicio exponen 
versiones de prueba para que el cliente pueda hacer llamadas y probar las alternativas dentro 
de esta herramienta. 
Se analizaran dos posibilidades para el estudio de WebRTC de 3CX 
 Instalar Servidor 3CX en la red Local. 
 Servidor 3CX en la nube.  
 
 
4.2.1 Servidor 3CX en la red Local 
La topología elegida para este tipo de configuración involucra a un router que permite 
segmentar la red y separarla de la red WAN en este caso Internet, mediante firewalls y 
habilitación de puertos.  
Es importante recalcar que para el uso en una red local con cualquier servicio de WebRTC es 
necesario tener un ambiente de red que permita tener acceso a varias funcionalidades, como 
un dominio propio, servidores DNS que nos permitan apuntar al dominio y una IP pública para 
poder acceder desde el Internet a el servidor WebMeeting Local, si bien estas funcionalidades 
permiten tener el control total de la red dentro de la LAN y del Internet, se torna bastante 
costoso debido a que estas características son ofrecidas por proveedores de hosting y dominios; 
por esta razón se utilizara la herramienta WebMeeting de manera local debido a las 
limitaciones de la red LAN que se propone implementar como parte del estudio. 
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 Topología de la RED 
 
 
Figura 4.6 Topología de Red LAN para instalación de 3CX  (Autor de la Tesis 2015) 
 
La red LAN deriva en dos redes que se encuentran tras el router que sirve de frontera con el 
Internet; los equipos que se encuentran dentro de LAN1 se conectan mediante cable donde la 
red es Gigabit Ethernet y en la LAN2 se tiene una red inalámbrica con velocidad de 54 Mbp; 
como se muestra en la figura 4.6. 
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Los dispositivos usados para la red LAN son los siguientes:  
 
Tabla 4.2 Configuración de parámetros de red LAN para instalación de 3CX  (Autor de la Tesis 2015) 
 
WebMeeting será instalado en el Servidor Mac Pro mediante una máquina virtual con 
Windows 7. 
 
Figura 4.7 Configuración de parámetros del servidor 3CX. (Autor de la Tesis 2015) 
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La configuración de WebMeeting permite acceder al servidor que se encuentra en la red  LAN 
mediante una IP pública, se debe configurar el firewall con los respectivos permisos de acceso, 
los puertos necesarios para la comunicación de voz están en el rango de 48000 - 65535, la IP 
local para el transporte de datagramas UDP que corresponde a la comunicación de voz y el 
puerto 4443 que permite comunicarse mediante una conexión segura con el protocolo HTTPS. 
La apertura de puertos en el router permite que los clientes se conecten al servicio de manera 
eficiente, si no se apertura los puertos simplemente no se podrá realizar la comunicación. 
 
 
         Figura 4.8 Puertos abiertos en router para una dirección IP privada. (Autor de la Tesis 2015) 
 
 
4.2.2 3CX en  la Nube 
3CX también da la posibilidad de usar el servicio en la internet, la configuración es sencilla,  
permite administración a nivel de usuarios y se pueden crear salas de chat, la facilidad de 
acceso faculta que el administrador simplemente este encargado de los participante y de las 
salas de reuniones para acceder a la comunicación vía web. 
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Figura 4.9 Esquema del servidor 3CX en la Nube. (Autor de la Tesis 2015) 
 
La figura 4.9 muestra cómo se realiza la comunicación el momento de conectarse al servidor 
3CX, se tiene la posibilidad de usar un servidor SMTP para el envío de las invitaciones vía 
correo, de tal forma que los participantes sean invitados exclusivamente mediante un correo y 
con una URL única. 
 
        Figura 4.10 Administración de reuniones de 3CX en la Nube. (Autor de la Tesis 2015) 
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La conferencia puede tener un asunto según el tema a tratar y los usuarios o participantes 
pueden ser creados por el administrador para que puedan tener el acceso dentro de la 
conferencia. 
 
          Figura 4.11 Ingreso de usuarios a conferencia 3CX en la Nube. (Autor de la Tesis 2015) 
 
Se puede crear en la libreta de direcciones los participantes a manera de lista de contactos y 
estos pueden ser agregados a cualquier conferencia que sea creada, luego dentro de la sala de 
comunicación se puede tener aplicaciones de  VoIP, Video y Chat.  
 
4.3  Pruebas y Resultados de la LAN y Servidores WebRTC en la Nube 
Las pruebas se han realizado en dos ambientes reales de red. El primer ambiente consta del 
servidor 3CX ubicado en la nube, específicamente el que se ha elegido está en Canadá, los 
clientes se comunicarán mediante varios navegadores, en diferentes lugares de Ecuador que 
mantengan conexión a internet, específicamente en Quito y Portoviejo. 
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              Figura 4.12 Diagrama de Red de cliente servidor de 3CX en la Nube. (Autor de la Tesis 2015) 
 
El segundo ambiente de pruebas se realiza con tres (3) servidores gratuitos ubicados en la 
Nube: 
 Vline 
 AppRtc 
 Talky 
 Tienen la misma topología de red de 3CX con la diferencia que no se puede administrar las 
salas de chat. 
 
        Figura 4.13 Diagrama de Red  con servidor gratuitos en la Nube. (Autor de la Tesis 2015) 
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4.3.1 Pruebas de Laboratorio con diferentes Navegadores   
WebRTC es una tecnología desarrollada por Google, siendo una herramienta de comunicación 
realmente nueva pero actualmente ya se encuentra soportado por otros navegadores, además 
de Google Chrome, como son Mozilla Firefox y Opera; los navegadores Safari e Internet 
Explorer no tienen compatibilidad con WebRTC por lo que en estas pruebas serán obviados. 
 
Figura 4.14 Conexión de WebRTC mediante diferentes Navegadores. [39]   
El soporte de estos navegadores también depende del proveedor del servicio de  WebRTC, es 
decir que el proveedor indica que navegador es compatible y se puede utilizar el servicio de 
comunicación, por lo tanto a pesar de que WebRTC funciona con los navegadores 
mencionados generalmente el proveedor del servicio es quien indica como requerimiento el 
navegador a usar. 
Los desarrolladores indican en sus requerimientos con que navegador existe compatibilidad, 
la Tabla 4.3 resume dos características soportadas por los navegadores con respecto al uso de 
los servidores de WebRTC, la parte de administración indica si el servicio es administrable en 
cuanto a la creación de usuarios, de salas, cronogramas, anchos de banda y parámetros 
administrables de WebRTC, además, se muestra si el navegador permite la comunicación es 
decir, permite hacer llamadas ya que puede permitir administración pero no la comunicación. 
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Tabla 4.3 Compatibilidad de Navegadores con servidores de WebRTC. (Autor de la Tesis 2015) 
 
Los resultados muestran que los navegadores más estables para el uso de WebRTC son  Google 
Chrome, Opera y Firefox; los que no soportan aún WebRTC son el Internet Explorer y Safari; 
además se debe especificar que los navegadores Chrome y Opera proveen una API, que 
permite ejecutar una llamada a métodos escritos en Java para la toma de muestreo en tiempo 
real.  
 
Figura 4.15 Estadística de uso de  WebRTC en diferentes navegadores. [40] 
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Esta figura 4.15 muestra los navegadores disponibles en sus versiones y la compatibilidad con 
WebRTC, los que están marcados con rojo muestran los navegadores que no son compatibles 
y los que están de color verde indican los navegadores compatibles, la numeración que está 
incluida equivale a la versión el navegador, en la figura 4.15 además se observa el uso de 
WebRTC con conexiones “peer to peer” mediante un navegador y muestra que un 74,74% de 
navegadores en sus diferentes versiones son utilizados para comunicaciones en tiempo real 
con los navegadores compatibles en Ecuador. 
 
 
Figura 4.16 Estadísticas de uso de  WebRTC en diferentes  navegadores vista vertical. [40] 
 
La figura 4.16 muestra que los usuarios prefieren Chrome, Firefox y Chrome for Android 
debido a que WebRTC es mejor soportado por estos navegadores. 
 
Las pruebas de laboratorio que se han propuesto se han hecho de acuerdo a los requerimientos 
soportados por los servidores de WebRTC, estos se indican a continuación en la Tabla 4.4. 
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Navegador Servidor Licencia 
en la Nube 
Servidores 
Gratuitos en la 
Nube 
Herramientas 
Captura de datos 
Chrome 3CX AppRTC API:webrtc-internals 
Firefox  Vline Whireshark 
Opera  Talky  
 
      Tabla 4.5 Requerimientos para pruebas de laboratorio de WebRTC. (Autor de la Tesis 2015) 
Se agregó una prueba de rendimiento de red, la cual permitirá evaluar inicialmente si la red es 
idónea para soportar paquetes UDP que son los que transportan los mensajes de voz, esta 
prueba da una idea de cómo podrían comportarse los paquetes UDP mientras se inyecta 
diferentes tamaños y cantidad de paquetes. 
Para las pruebas preliminares de la red se ha elegido las siguientes herramientas: 
 Herramienta de medición Iperf. 
 Sistema Operativo Windows 7 Servidor 
 Sistema Operativo Windows 8.1 Cliente 
 
4.3.2 Observación y toma de valores de 3 parámetros de QoS en VoIP: RTT, 
Jitter y  pérdida de paquetes 
 
Las pruebas de WebRTC se harán mediante llamadas utilizando los diferentes servidores en 
la nube, para ello se ha incluido una tabla propuesta por CISCO, la que va a permitir comparar 
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los resultados de Jitter, RTT y pérdida de Paquetes. 
Clasificación Calidad Voz Ip Bueno  Aceptable Pobre 
Latencia [ms] 0ms -150ms 150ms - 300ms > 300 ms 
Jitter [ms] 0ms – 20ms 20 ms – 50 ms > 50 ms 
Perdida Paquetes [%] 0% - 0,5% 0,5% - 1,5% > 1,5% 
 
Tabla 4.6 Umbrales de Calidad de VoIP. [41] 
 
Estos rangos de la Tabla 4.6 muestran los valores para la comunicación de voz en tiempo real, 
la toma de resultados es realizada mediante una herramienta web  denominada “WebRTC-
internals/”, la que posee una interfaz amigable y es fácil de recopilar estadísticas sin 
implementar la StatsAPI. Un usuario mientras el lapso de establecimiento o durante una sesión 
de WebRTC puede observar el rendimiento de la sesión en curso mediante la apertura de otra 
pestaña que apunte a  chrome: // WebRTC-internals /, por ejemplo. Al final de la llamada, el 
usuario es capaz de exportar los registros, enviarlo por correo electrónico al proveedor de 
servicios (WebRTC o ISP) para su análisis. 
Esta herramienta se encuentra integrada en los navegadores en los que WebRTC es 
compatible, particularmente con Opera y Google Chrome, permitiendo medir varios 
parámetros, los más importantes en el trabajo realizado son RTT, Jitter y paquetes perdidos 
tanto para paquetes enviados como para recibidos. 
Para el análisis de los resultados utilizaremos la tabla referencial de los umbrales de QoS en 
VoIP sugeridos por Cisco para permitir una comunicación de calidad, además el análisis se 
hará en el cliente ubicado en la ciudad de Quito en modo envío. 
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4.3.3 Resultados de la LAN con Iperf 
 Se utilizara el software Iperf para hacer tomas de datos en diferentes momentos de 
la comunicación; Iperf trabaja en modo cliente servidor y se conecta mediante el puerto 5201, 
el servidor debe permitir la conexión del cliente mediante el puerto mencionado. Iperf puede 
ser instalado en MAC OS, Windows o Linux, el ambiente creado para las pruebas consta de 
un cliente Iperf con Windows 8, y el servidor Iperf con Windows 7. 
 
Figura 4.17 Topología de Red en la Nube para pruebas con Iperf. (Autor de la Tesis 2015) 
 
Se ejecutó desde el cliente con Windows 8 en modo –c que equivale a modo cliente el comando 
–c y la IP del servidor, como resultado se observa en la figura 4.18 que por defecto se muestran 
diez registros de la petición que se ha realizado, además se refleja la información de ancho de 
banda del enlace tanto para el envío como para la recepción.  
El comando utilizado es: Iperf3 –c 201.125.215.211. 
La segunda prueba con el cliente, figura 4.18, utiliza el parámetro –u que permite inyectar 
paquetes UDP, de esta manera realiza medidas de Jitter y perdida de paquetes, además se 
puede argumentar el ancho de banda deseado con el parámetro –b e ingresar el valor deseado.  
El comando utilizado es: Iperf3 –c 201.125.215.211 –u –b 10m. 
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Figura 4.18 Resultados del Servidor Iperf. (Autor de la Tesis 2015) 
 
En la figura 4.19 se observa la respuesta del servidor a la prueba de conectividad del ancho 
de banda de paquetes recibidos; el ancho de banda puede variar su disponibilidad por 
varios factores, entre ellos por el tráfico en el enlace o por la calidad de servicios de ISP, 
en el resultado se muestra cambios de ancho de banda pero no muestra valores muy 
variables por lo tanto podemos decir que la prueba de ancho de banda es aceptable y nos 
provee estabilidad en la conexión.  
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          Figura 4.19 Resultados Cliente Iperf en pruebas de Ancho de Banda. (Autor de la Tesis 2015) 
 
En la figura 4.20 se muestra la respuesta a la ejecución del segundo comando que envía 
paquetes UDP desde el cliente, se observa un Jitter promedio de 50,186ms que para una 
comunicación de voz es bastante aceptable, por lo que mediante esta prueba podemos decir 
que la red en la cual se realizan las pruebas debe permitir una comunicación estable. Se 
puede observar una pérdida de paquetes alta debido a que se envían paquetes con un ancho 
de banda –b de 10Mbits y en la primera prueba se obtuvo como resultado que el ancho de 
banda era 839 Kbits. 
 
Figura 4.20 Resultados Cliente Iperf - pruebas de inyección de paquetes UDP. (Autor de la Tesis 2015) 
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Tabla 4.7. Resultados del Cliente con diferentes inyecciones de paquetes UDP. (Autor de la Tesis 2015) 
 
La tabla 4.7 muestra los resultados de las pruebas realizadas desde el cliente al servidor, se ha 
sometido a varias pruebas causando un estrés a la red mediante la inyección de paquetes UDP. 
Los resultados muestran también que el Jitter es aceptable cuando se  mantenga los parámetros 
de inyección de paquetes dentro del ancho de banda soportado, es decir, mientras mayor 
congestión se genere en la red y el ancho de banda este a su límite se tiene que el Jitter será 
más alto, según los resultados se puede deducir que el canal que se va a utilizar es totalmente 
apto para las comunicaciones debido a que el ancho de banda de subida y bajada es mayor al 
requerido por VoIP que es de 64Kbps según RFC 3714, además que el enlace con inyección 
de paquetes mayores a 64Kbps generan un Jitter menor a 150 ms el que resulta aceptable para 
la comunicación. 
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4.3.4 Resultados con el Servidor AppRTC 
Como primer escenario se evaluó el servidor gratuito en la Nube  AppRTC, se lo realizo 
mediante el API llamándola en la  URL “opera:webrtc-internals”; los resultados obtenidos son 
los siguientes: 
 Captura Wireshark  
 
       Figura 4.21 Captura paquete del servidor AppRTC mediante Wireshark. (Autor de la Tesis 2015) 
 
La figura 4.21 muestra un paquete UDP del servidor STUN donde se muestran las direcciones 
IPs de Origen 190.214.200.254 y destino 192.168.6.104; la IP de origen de este paquete 
muestra la IP del servidor AppRTC y la de destino la IP Local del receptor ubicado en la 
ciudad de Quito, se puede destacar que es un paquete STUN donde se ha traducido la IP 
pública del receptor en una IP local de destino. 
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Tabla 4.8. Captura de datos del servidor AppRTC mediante webrtc-internals. (Autor de la Tesis 2015) 
Los resultados específicamente representan datos obtenidos en una línea de tiempo específica, 
es decir, no equivale a resultados promedios sino resultados en un momento puntual, 
gráficamente esta herramienta si presenta datos en diferentes momentos. 
El API de Opera captura los datos de envío y de recepción tanto para audio y video, los 
resultados son codificados mediante un número, de tal forma que se pueden separar los 
resultados de audio enviados y recibidos de los resultados de video. 
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En la tabla 4.8, se observa el código 2469130290 que equivale a todos los paquetes enviados 
y el código de origen 2786176042 que equivale a los resultados de los paquetes recibidos. Una 
de las características del servidor AppRTC es que utiliza un servidor Turn y el modo de 
codificación de voz es Opus. 
 RTT AppRTC   
 
Figura 4.22 Resultados de RTT del servidor AppRTC. (Autor de la Tesis 2015) 
 
 JITTER AppRTC 
 
Figura 4.23 Resultados de JITTER del servidor AppRTC. (Autor de la Tesis 2015) 
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En las figuras 4.22 y 4.23, el Eje X representa el número de muestras que se han tomado en 
un intervalo de tiempo, para este caso el valor es de 990 muestras, el eje Y equivale al 
parámetro Jitter (figura 4.22)  y RTT (figura 4.23), este eje muestra los valores en milisegundos 
con los cuales se parametrizan estas variables. 
 
APPRTC RTT(ms) JITTER(ms) 
Promedio 73,12 5,29 
Pico Bajo 53 1 
Pico Alto 1092 26 
Resultado Bueno Bueno 
 
Tabla 4.9. Promedio de JITTER y RTT del servidor AppRTC. (Autor de la Tesis 2015) 
 
El servidor AppRTC muestra un desempeño realmente bueno con relación a los parámetros 
de RTT y JITTER, el promedio de estos parámetros se observan en la Tabla 4.9 y se puede 
determinar que la comunicación está dentro de los rangos buenos de la comunicación de voz, 
gráficamente en las figuras 4.22 y 4.23 se puede ver que la comunicación se mantiene estable, 
esto a pesar de los picos altos que se presentan. 
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 Perdida de Paquetes AppRTC 
 
          Figura 4.24. Resultado pérdida de paquetes del servidor AppRTC. (Autor de la Tesis 2015) 
La pérdida de paquetes es menos del 1%, como se muestra en la tabla 4.10, lo que indica que 
la comunicación tiene más del 99% de paquetes entregados, es decir, que la comunicación se 
mantiene aceptable, el valor de RTT es de 73,12 ms, por lo que la comunicación es buena dado 
que debiera ser inferior a 150 ms, dado que el oído humano es capaz de detectar latencias de 
unos 250 ms, de la misma manera el Jitter es bueno, de acuerdo a la tabla de referencia de 
Cisco.  
APPRTC Paquetes Porcentaje 
P.Enviados 194620 100% 
PPE 1444 0,74% 
P.Recibidos 194446 100% 
PPR 163 0,08% 
         Tabla 4.10 Porcentaje pérdida de paquetes del servidor AppRTC. (Autor de la Tesis 2015) 
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4.3.5 Resultados con el Servidor Vline 
El segundo escenario corresponde a el servidor Vline, utilizando el navegador Google Chrome,  
en el que se ha obtenido los siguientes resultados mediante el API “chrome:webrtc-internals”: 
 
 Captura Wireshark  
 
Figura 4.25. Captura paquete del servidor Vline mediante Wireshark. (Autor de la Tesis 2015) 
 
La figura 4.25 muestra un paquete UDP donde se muestran dos direcciones IPs, la de origen 
192.168.6.104 y de destino 192.168.1.7; estas direcciones muestran dos direcciones IPs 
privadas, las que han sido identificadas como los equipos o clientes conectados los cuales  
están realizando la comunicación, se puede ver las direcciones locales de la LAN gracias al 
servidor STUN quien se encarga de mapear las direcciones públicas con las privadas. 
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         Tabla 4.11 Captura de datos del servidor Vline con webrtc-internals. (Autor de la Tesis 2015) 
En la Tabla 4.11, los paquetes de origen codificados mediante el numero 3050614237 y los de 
recepción con el numero 2592777114 muestran en un momento dado un RRT de 336 ms y un 
Jitter de 5 ms, de acuerdo a la tabla de referencia de Cisco tenemos que el retardo está en un 
rango pobre, y el Jitter en un rango bueno; el códec utilizado para esta comunicación es el 
ISAC. Aun no podemos concluir respecto a la calidad de comunicación debido a que los datos 
generados en la tabla corresponden a una toma aleatoria de la comunicación. 
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 RTT Vline 
 
Figura 4.26 Resultado de RTT del servidor VLine. (Autor de la Tesis 2015) 
 
 JITTER Vline 
 
Figura 4.27. Resultado de JITTER del servidor VLine. (Autor de la Tesis 2015) 
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Los resultados en las figuras 4.26 y 4.27 de RTT y Jitter respectivamente, muestran que dentro 
de 453 muestras que corresponden al eje X los parámetros van variando en milisegundos, de 
manera visual se puede identificar que el RTT es bastante alto con relación a una comunicación 
aceptable y también el Jitter se mantiene variable debido a la variación de los retardos. 
VLINE RTT(ms) JITTER(ms) 
PROMEDIO 372,98 11,92 
Pico Bajo 329 2 
Pico Alto 636 33 
Resultado Pobre Bueno 
                 Tabla 4.12 Promedio de JITTER y RTT del servidor Vline. (Autor de la Tesis 2015) 
Los promedios de las variables de la comunicación analizada, Tabla 4.12, muestran que los 
retardos siempre fueron mayores a el rango pobre y que el Jitter es bueno. 
 Perdida de paquetes Vline 
 
Figura 4.28  Resultado de perdida paquetes del servidor Vline. (Autor de la Tesis 2015) 
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La pérdida de paquetes es menor al 0,5%, Tabla 4.13,  por lo que se puede deducir que los 
paquetes en su mayoría son entregados al destino y que la pérdida está dentro del rango bueno, 
con este parámetro se puede establecer que a pesar de que el RTT es alto y que podría causar 
problemas en la comunicación debido a que los paquetes no se entregan rápidamente, la 
comunicación en general está dentro del rango aceptable debido a que los valores de la pérdida 
de paquetes y Jitter es bueno. 
 
Vline Paquetes Porcentaje 
P.Enviados 16700 100% 
PPE 12 0,07% 
P.Recibidos 15415 100% 
PPR 12 0,08% 
                    
                    Tabla 4.13 Porcentaje pérdida de paquetes del servidor Vline. (Autor de la Tesis 2015) 
 
4.3.6 Resultados con el Servidor Talky 
El tercer escenario corresponde a el servidor Talky, utilizando el navegador Google Chrome, 
en el que se ha obtenido los siguientes resultados mediante el API “chrome:webrtc-internals”. 
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 Captura Wireshark  
 
Figura 4.29 Captura paquete del servidor Talky mediante Wireshark. (Autor de la Tesis 2015) 
 
La figura 4.29 refleja la captura de Wireshark, se muestra las direcciones IPs de Origen 
201.125.215.211, la que se encuentra oculta debido a la confidencialidad del cliente emisor, y 
la de destino 104.130.198.83, correspondiente al servidor Talky; además se puede notar que 
el paquete en el encabezado contiene la dirección IP privada,  la misma que esta mapeada con 
la dirección IP de Origen del emisor. 
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Tabla 4.14 Captura de datos del servidor Talky con webrtc-internals. (Autor de la Tesis 2015) 
 
El Servidor Talky, Tabla 4.14, muestra en la captura de webrtc-internals que utiliza el códec 
OPUS, un RTT de 69 mseg., que equivale a bueno y un Jitter de 3 mseg., y está dentro del 
rango bueno. 
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 RTT Talky 
 
                        Figura 4.30 Resultado de RTT del servidor Talky. (Autor de la Tesis 2015) 
 
 JITTER Talky 
 
                    Figura 4.31 Resultado de JITTER del servidor Talky. (Autor de la Tesis 2015) 
 
En las figuras 4.30 y 4.31 se tiene la visualización de resultados donde se observan 997 
capturas de datos en milisegundos de RRT y Jitter, además se tiene que estos parámetros se 
mantienen constantes, el retardo puede mantenerse constante debido a tres razones,  una de 
ellas la codificación es decir al códec de voz utilizado, otro factor es la paquetización que es 
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el tiempo que se toma en convertir el audio y colocarlos en paquetes IP y el último parámetro 
es la serialización que es el retardo de colocar los paquetes desde la capa de aplicación hasta 
el medio de transmisión, con este resultado se puede decir que el retardo es constante debido 
a estos parámetros y el Jitter también puede mantenerse constante debido al uso de memorias 
para almacenar temporalmente los paquetes, se muestran los valores en la Tabla 4.15. 
Talky RTT(ms) Jitter(ms) 
Promedio 79,00 4,00 
Pico Bajo 79 4 
Pico Alto 79 4 
Resultado Bueno Bueno 
            Tabla 4.15. Promedio de JITTER y RTT del servidor Talky. (Autor de la Tesis 2015) 
 
 Pérdida de Paquetes Talky
 
       Figura 4.32  Resultado de perdida paquetes del servidor Talky. (Autor de la Tesis 2015) 
Los paquetes perdidos enviados con relación a los paquetes enviados, Tabla 4.16, muestran un 
porcentaje bajo de pérdida que es del 0,3%, el que está en el rango bueno; esta comunicación 
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mediante el servidor Talky es buena debido a los valores de las variables que se han observado. 
Talky Paquetes Porcentaje 
P.Enviados 56841 100% 
PPE 170 0,3% 
P.Recibidos 16811 100% 
PPR 56 0,33% 
                Tabla 4.16 Porcentaje pérdida de paquetes del servidor Talky. (Autor de la Tesis 2015) 
 
4.3.7 Resultados con el Servidor 3CX 
 Captura Wireshark  
 
   Figura 4.33 Captura de paquete del servidor 3CX mediante Wireshark. (Autor de la Tesis 2015) 
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    Figura 4.34. Paquete XOR-MAPPED-ADDRESS del servidor 3CX. (Autor de la Tesis 2015) 
 
La figura 4.33 muestra la dirección IP de Origen del servidor  3CX que es  167.114.209.232, 
además el paquete es de tipo XOR-MAPPED, figura 4.34, el cual es un atributo encargado de 
responder al cliente por parte del servidor STUN, por esta razón se puede observar también la 
dirección IP del cliente que es 192.168.6.106, ya que XOR_MAPPED mantiene la dirección 
IP del cliente intacta a través de NAT. 
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Tabla 4.17 Captura de datos del servidor 3CX mediante webrtc-internals. (Autor de la Tesis 2015) 
 
En la Tabla 4.17, se observan los datos del servidor 3CX  mediante las capturas de “webrtc-
internals”, donde se ve que utiliza para la codificación de voz el códec OPUS e indica que el 
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código de paquetes de origen es el 457869706 y los de recepción es el 1967151048, la muestra 
en un momento dado da como resultado un RRT de 284 mseg.,  correspondiente a un valor del 
rango aceptable y el Jitter de 4 mseg., en el rango bueno.  
 RTT 3CX 
 
                          Figura 4.35.  Resultado de RTT del servidor 3CX. (Autor de la Tesis 2015) 
 JITTER 3CX 
 
                    Figura4.36. Resultado de JITTER del servidor 3CX. (Autor de la Tesis 2015) 
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Los resultados en las figuras 4.35 y 4.36 de RTT y Jitter respectivamente, muestran que dentro 
de 477 muestras que corresponden al eje X los parámetros van variando en milisegundos, están 
en un rango bueno, mientras se mantengan los rangos buenos y aceptables, la comunicación 
tendrá éxito. Los valores promedios y picos se observan en la Tabla 4.18. 
3CX RTT(ms) Jitter(ms) 
Promedio 285,06 2,72 
Pico Bajo 0 0 
Pico Alto 757 12 
Resultado Aceptable Bueno 
               Tabla 4.18. Promedio de JITTER y RTT del servidor 3CX. (Autor de la Tesis 2015) 
 
 Pérdida de Paquetes 3CX 
 
            Figura 4.37  Resultado de perdida paquetes del servidor 3CX. (Autor de la Tesis 2015) 
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Los paquetes perdidos, Tabla 4.19, muestran que los porcentajes de pérdidas de paquetes están 
en el rango bueno y que la pérdida es mínima, anteriormente se mostraron los valores de Jitter 
y RTT los cuales estaban en un rango bueno, por esta razón se concluye que la comunicación 
es buena. 
3CX Paquetes Porcentaje 
P.Enviados 26102 100% 
PPE 29 0,11% 
P.Recibidos 23590 100% 
PPR 9 0,04% 
           Tabla 4.19 Porcentaje pérdida de paquetes del servidor 3CX. (Autor de la Tesis 2015) 
 
4.4 Análisis de Resultados 
4.4.1 RTT 
Definido como el tiempo que se tarda en llegar a su destino un paquete de datos que se enviará 
en la red, más tiempo que el paquete de confirmación tarda en retornar al origen, ese valor 
como parte del protocolo RTP se calcula, ya que se toma de referencia el paquete RTCP desde 
él envió hasta la llegada de la confirmación al origen, lo cual está establecido para la 
comunicación WebRTC.[42] 
104 
 
 
Figura 4.38. Comparativa de resultados de RTT de los servidores en la Nube. (Autor de la Tesis 2015) 
El retardo o latencia es un parámetro que indica la suma de procesamientos que es sometido 
el paquete desde que ha sido enviado hasta que llega a su destino, el análisis con respecto las 
pruebas realizadas muestra que el servidor gratuito Talky ha obtenido el  mejor valor de RTT, 
es decir que el procesamiento de los paquetes es más eficiente; generalmente cuando se obtiene 
valores de RTT constante se debe a que existe un buffering de Jitter el que iguala los retardos 
y no permite que haya variación, el buffering puede provocar que el retardo sea más alto como 
se muestra en la figura 4.38, debido a la espera que se produce al realizar esta acción el paquete 
tardará más tiempo en llegar al destino. 
4.4.2 Jitter 
Definido como la diferencia de tiempo entre paquetes transmitidos por la red, a la llegada de 
la aplicación que desea utilizar y el momento en que se debe reproducir; para el caso específico 
de VoIP, un buffer de Jitter se utiliza para ordenar los paquetes a la llegada de los mismos y 
reproducirlos en el orden correcto en el momento oportuno. 
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Figura 4.39 Comparativa  resultados de JITTER de los servidores en la Nube. (Autor de la Tesis 2015) 
 
En la figura 4.39 se observan los valores de JITTER, se muestra una comparación de resultados 
de este parámetro, en el que se aprecia que el servidor con el que se tiene una mayor estabilidad 
al momento de la comunicación es el servidor gratuito en la Nube Talky; el Jitter constante es 
derivado del buffering de Jitter, pero esto no garantiza que la comunicación sea mejor debido 
que el retardo será más alto y la pérdida de paquetes también podría aumentar, en el caso de 
análisis de resultados presentados en este trabajo el servidor gratuito Talky tiene el porcentaje 
más alto de pérdida de paquetes y justamente es debido a el buffering de Jitter. 
 
 
0
5
10
15
20
25
30
35
JITTER
JITTER
106 
 
4.4.3 Pérdida de Paquetes 
 
Figura 4.40 Comparativa de resultados de PP de los servidores en la Nube. (Autor de la Tesis 2015) 
 
En la figura 4.40 se presenta los porcentajes correspondientes a la pérdida de paquetes, que 
está ligada con el retardo de paquetes por lo tanto con el Jitter, debido a que la voz  en 
comunicaciones de tiempo real se transmiten mediante datagramas UDP,  conociendo que el 
protocolo UDP  no está orientada a conexión ni a comprobación de errores, existe mayor 
probabilidad de que los paquetes se pierdan debido a los retardos; una de las ventajas de la voz 
es que es bastante predictiva para el ser humano por lo que si existen pérdidas esporádicas el 
mensaje aún es entendible, el problema real es cuando se pierden ráfagas completas por esta 
razón el 1% de pérdida es un porcentaje aceptable del total de paquetes enviados.  
El resultado muestra lo que los valores de Jitter y RTT han acarreado, es decir, en el servidor 
Talky la pérdida ha aumentado debido al buffering de Jitter, siendo este valor más alto que el 
de los otros servidores, pero no superior al límite permitido. 
Los resultados en las gráficas corroboran la experiencia en la práctica, debido a que mientras 
se hacía la toma de datos se efectuaba una conversación normal en diferentes momentos, se 
pudo percibir la estabilidad en la comunicación de los servidores de WebRTC; si bien es cierto 
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se probó con Chrome, Opera y Firefox, los Proveedores del Servicio WebRTC recomiendan 
utilizar Google Chrome,  argumentando que se podría tener un retardo más alto cuando se usa 
otro navegador; a pesar de estas recomendaciones, la comunicación para los 4 servidores fue 
exitosa, fluida y con pocas interferencias, los resultados no muestran de manera definitiva que 
servidor es mejor, solamente indican resultados en un lapso de tiempo determinado y con 
condiciones específicas del enlace de la red, los resultados pueden variar dependiendo del 
ancho de banda disponible, la congestión de la red y la capacidad de los Tarjetas de Red en el 
procesamiento y la transmisión de datos, es seguro que si se repiten las pruebas los resultados 
serán similares pero no exactamente iguales, por lo tanto estos resultados son solamente una 
referencia del momento que se realizó las llamadas. 
 
4.5 Propuesta de Red para VoIP mediante WEBRTC 
Mediante los resultados obtenidos en las pruebas realizadas en los apartados anteriores se 
realiza un análisis de una red empresarial típica, esto es una PYMES de 30 usuarios que tendrá 
dos oficinas ubicadas en las ciudades de Quito y Portoviejo; y se comunicaran mediante la 
aplicación VoIP por medio de la tecnología WebRTC, cuyo servicio está alojado en la Nube. 
4.5.1 Red para VoIP 
Para la estructura de la red se deben de considerar los siguientes aspectos: 
 Modelo de Navegador 
En cada PC de la LAN se tiene el modelo de Navegador y que ejecuta funciones para las 
aplicaciones en VoIP (tiempo real), como se muestra en la figura 4.41 
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Figura 4.41 Modelo de Navegador  (Autor de la Tesis 2015) 
 
 Pila de Protocolos Cliente en WebRTC 
En la figura 4.42 se muestra la pila de protocolos típica en el cliente que intervendrán en una 
llamada WebRTC 
 
Figura 4.42   Pila de protocolos en el cliente WebRTC (Autor de la Tesis 2015) 
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 Topología WebRTC en la nube   
La topología a través de la Nube que se plantea en la propuesta, cuando se realiza una llamada 
WebRTC entre dos clientes (PCs) desde las LANs de Quito y Portoviejo respectivamente en 
la PYMES, se muestra en la figura 4.43. 
 
Figura 4.43  Topología de la red propuesta con servidor WebRTC en la Nube (Autor de la Tesis 2015) 
 
4.5.2  Ancho de Banda y Códec para VoIP 
El servicio ofrecido por el Servidor de WebRTC en la Nube depende en la mayoría de los 
casos  en el número de participantes es decir, que el costo varía de acuerdo a cuantos 
participantes conectados al mismo tiempo se requieran, para el caso de la PYMES planteado 
se tiene un máximo de 30 participantes. En base al número de participantes los recursos de la 
red van a variar, especialmente el ancho de banda, el cual debe permitir la comunicación de 
30 usuarios comunicados al mismo tiempo. 
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El servicio de WebRTC en la nube permite además de comunicarnos mediante la tecnología 
WEBRTC mediante llamadas de voz también el servicio de video llamadas, para nuestro caso 
únicamente tomaremos en cuenta las llamadas de voz; el utilizar el servicio de WebRTC en la 
nube deriva de la necesidad de un ancho de banda que  permita sostener las 30 llamadas de 
voz al mismo tiempo.  
Cuando el sistema está a su máxima capacidad se producirán un total de 15 conexiones es 
decir que habrá un máximo de 15 llamadas de voz el mínimo ancho de banda de una llamada 
de voz es de 64kbps, para este caso el ancho de banda mínimo será de 960 Kbps de subida y 
de bajada en los ISP de Quito y Portoviejo.  
Para el servidor WebRTC que se propone, como se explicara más adelante, se sugiere cumplir 
con el número máximo de participantes del servidor 3CX para que estén  cubierto los 50 
participantes, es decir el ancho de banda mínimo de la topología será de 1920 Kbps . El número 
de canales en una llamada son 2, es decir para los datos de envío y recepción, en el caso de la 
conexión de 50 participantes tendremos que el número máximo de llamadas simultáneas es de 
25 por lo que necesitaremos 50 canales. 
 
Figura 4.44  Cálculo de ancho de banda para 50 canales [43]   
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En la figura 4.44 se ha hecho uso de una calculadora online para conocer el ancho de banda 
para la comunicación de VoIP mediante WebRTC de acuerdo a los requerimientos planteados. 
El códec utilizado en WEBRTC es el G.711 y OPUS, la calculadora de VOIP  muestra que el 
ancho de banda es de 3200 Kbps, este ancho de banda solo es para la comunicación mediante 
voz, más no se ha tomado en cuenta los requerimientos de video, por estar fuera del alcance 
de este estudio. 
4.5.3 Servidor 3CX – WebRTC en la Nube 
En la propuesta para el caso de la PYMES se ha elegido como servidor WebRTC al servidor 
3CX en la Nube debido a que es robusto en cuanto a confiabilidad del servicio, con respecto a 
los otros servicios analizados: Asterisk, Talky, Vline y AppRTC.  
El servicio 3CX en la Nube permite configurar de manera sencilla los usuarios y sobre todo el 
manejo de las comunicaciones, para esto solo se debe alquilar el servicio, de esta manera se 
garantiza que la mayor parte del tiempo se va a tener el servicio a disposición y se evita la 
instalación de una infraestructura completa que permita dar el servicio a los usuarios de las 
LANs, es decir, a pesar de que se puede instalar localmente el servidor de manera muy rápida 
y sencilla, los requerimientos de  recursos de red y de seguridad son costosos, por lo que se 
pueden solventar esta necesidad alquilando el servicio. 
El servicio ofrecido por 3CX en la nube, está basado en el número de participantes es decir, 
que el costo varía de acuerdo al número de participantes conectados al mismo tiempo que se 
requieran; para el caso del servicio de 3CX el número de participantes ofrecido es de 10, 25, 
50, 100 y un máximo de 250. Para el caso de la PYMES el requerimiento es un máximo de 30 
participantes, por lo que se ha elegido el servicio de 3CX por 50 participantes. Con este número 
de participantes se ha realizado en el apartado anterior el cálculo del requerimiento del ancho 
de banda. 
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Se debe tomar en consideración que el servicio de 3CX en la nube permite por medio de  la 
tecnología WEBRTC, la comunicación mediante llamadas de voz así como también el servicio 
de video llamadas, para nuestro caso únicamente tomaremos en cuenta las llamadas de voz.  
El servicio 3CX en la Nube es una central telefónica con licencia para Windows 7 y versiones 
superiores orientado a redes telefónicas VOIP, soporta dentro de sus características a 
WEBRTC de manera gratuita, ya que ofrece además de ser una central telefónica también 
otros servicios embebidos, como WebMeeting; la central telefónica permite la configuración 
de manera limitada de extensiones a menos que se active la licencia. 
 
Figura 4.45  Modelo de funcionamiento de servidor 3CX  (Autor de la Tesis 2015) 
La comunicación se despliega desde el Navegador Web ubicado en los equipos terminales 
correspondientes a los PCs de las LANs, el mensaje es captado en la capa de aplicación para 
luego a nivel de capa de  transporte los bits de VoiP son encapsulados en datagramas UDP, 
para ser enviados al receptor; como se muestra en la figura 4.45. 
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El servicio 3CX fue creado específicamente para un ambiente de Windows y esta soportada 
desde Windows 7 32bits y 64bits en adelante, al ser instalado se puede manejar de manera 
sencilla mediante su interfaz web; a través de la interfaz se puede configurar todos los 
parámetros de la central telefónica de manera amigable e intuitiva, soporta NAT y 
conectividad con redes telefónicas públicas PSTN y es compatible con IP PBX de Asterisk. 
Los requerimientos de hardware mínimos son: 
 
Tabla 19. Requerimientos de hardware para instalación de 3CX. [44]   
Debido a la versatilidad del servidor 3CX, permite realizar llamadas VoIP en un entorno de 
red local o en la nube, además ofrece el servicio de llamadas VoIP mediante WebRTC, esta 
característica del servidor 3CX, permite que los usuarios o participantes de la LAN o de la 
Nube puedan hacer llamadas con mayor facilidad sin necesidad de usar software adicional, 
solamente con el navegador compatible para realizar la llamada, debido a la carencia de 
recursos en cuanto a infraestructura de la LAN propuesta se puede utilizar un servicio que 
3CX ofrece en la nube, cuya característica es  la utilización de la infraestructura como servicio 
(IASS) el que solventa los requerimientos de instalar el servidor en la LAN 
El servicio 3CX ofrece varios productos para comunicaciones entre ellos: 
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 3CX Phone System, alojada en la LAN con la posibilidad de habilitar WebMeeting. 
 Teléfonos SIP para llamadas VoIP. 
 3CX WebMeeting,  para video conferencia y llamadas VOIP mediante WebRTC en 
la Nube. 
 
La tecnología WebRTC está disponible en la central 3CX Phone System que es una central 
PBX para llamadas de VoIP y permite la activación de WebMeeting para llamadas WebRTC; 
o también está presente como un módulo individual en WebMeeting, mediante este módulo se 
puede especificar de manera sencilla los parámetros y características  que se desean utilizar, 
entre ellas: 
 
 Compartir pantallas 
 Control remoto del servidor en la Nube 
 Asistencia remota 
 Usuarios ilimitados 
 Grabación de las conversaciones en audio y video 
 Conferencias de voz y video en un solo clic 
 
WebMeeting es una herramienta de pago que permite usarlo en la nube mediante una 
subscripción anual o perpetúa, a continuación se detalla la opción de WebMeeting en la nube, 
que se ha tomado de la página oficial de 3CX. 
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Figura  4.46  Precios de WebMeeting alojado en la nube mediante pago por el servicio perpetuo [45]  
 
En la figura 4.46, se describe una de las opciones que ofrece 3CX al momento de requerir el 
servicio de realizar llamadas de VoIP mediante WebRTC. 
Para la propuesta de comunicación de VoIP mediante WebRTC de la PYMES, en lo referente 
al servicio WebRTC en la Nube se plantea la siguiente opción: 
 
 3CX WebMeeting (IAAS - SAAS) 
Esta versión corresponde a la utilización de software como servicio, es decir, que WebMeeting 
está ubicado en la nube y el cliente o participante que accede al servicio mediante una interface 
Web, donde puede darse de alta en el servidor y administrar los parámetros y configuraciones 
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del servidor, además este no requiere la instalación,  solamente que los participantes utilicen 
el navegador Google Chrome, el costo varía según el número de participantes. 
Debido a que este servicio se encuentra en la nube podemos identificar dos tipos de servicios 
en la Nube: IAAS y SAAS, esto se debe a que el servicio de 3CX al cliente final o participante 
es tipo SAAS, es decir, el participante usa el software como servicio y simplemente se accede 
de manera rápida a través de un pago, mientras que al realizar las pruebas con el servidor 3CX 
y buscar donde este se halla alojado mediante la dirección IPv4 se obtuvo lo  siguiente:  
 
Figura 4.47. Resultado de la herramienta WHOIS para obtener datos de IP Pública [46] 
 
En la figura 4.47 se muestra que el servidor 3CX se encuentra alojado en Canadá y que está 
ligado a una organización llamada OVH Hosting, la misma que ofrece servicios de  
alojamiento de máquinas virtuales y servidores, es decir que 3CX mediante un pago usa la 
infraestructura como servicio de un proveedor, por lo que este tipo de Servicio en la Nube es 
de tipo IAAS. De las pruebas realizadas se pudo constatar que los servicios de  3CX se alojan 
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en otras locaciones y utiliza otros proveedores de este servicio de infraestructura como por 
ejemplo Amazon. 
 
Figura 4.48. Resultado de la herramienta WHOIS para obtener datos de IP Pública [46] 
 
En esta figura 4.46 se observa que el servidor se encuentra en EEUU y que el proveedor IAAS 
es Amazon.com. Las direcciones IPs públicas han sido obtenidas en el momento de realizar 
las pruebas mediante la herramienta Whireshark y webrtc-internals. 
 
4.5.4 Topología  de Red y Tabla de Direccionamiento 
En la figura 4.49 se muestran la topología de red para la comunicación de VoIP por medio de 
la tecnología WebRTC en una PYMES de 30 usuarios que tendrá dos oficinas ubicadas en las 
ciudades de Quito y Portoviejo. 
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Figura 4.49 Topología de Red – PYMES 30 usuarios (Autor de la Tesis 2015) 
 
El direccionamiento mediante direcciones IPv4 se muestra en la tabla 4.20. 
Red IP Router Participantes Navegador 
LAN  192.168.6.0 / 24 Quito 15 Google 
Chrome 
LAN 192.168.7.0 /24 Portoviejo 15 Google 
Chrome 
WAN (ISP) 201.125.215.211 Quito   
WAN (ISP) 190.214.207.111 Portoviejo   
Servicio  3CX 
en la Nube 
(Servidor 
Web y 
Señalización)  
167.114.209.232 Canadá 50  Chrome 
Opera 
 Firefox 
Tabla 4.20  Direccionamiento IPv4 y servidor 3CX. (Autor de la Tesis 2015) 
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CONCLUSIONES  
 Es viable la implementación de servicios de VoIP en la Nube, tanto con servidores 
gratuitos como con licencia mediante la tecnología de WebRTC, ya que los valores 
obtenidos en las pruebas realizadas están dentro de los rangos estandarizados en los 
parámetros de Jitter, RTT y pérdidas de paquetes, esto es Calidad de Servicio (QoS). 
 La mejor práctica para el uso de la tecnología WebRTC es el uso de los servidores 
probados que ofrezcan soporte y estabilidad, es decir, el usar un servicio alojado en la 
Nube exime de la administración de servicios, servidores, puertos y firewalls; desde el 
punto de vista empresarial (PYMES) se debe usar un servidor de pago ya que provee más 
estabilidad que los gratuitos que se encuentran en la Nube. 
 Al momento el uso de servidores que se deban de configurar e instalar en una LAN ya 
sea con GPL o Licencia, demanda de costos elevados en la compra de equipos que sean 
compatibles con el servicio y en el talento humano que pueda administrar el servidor, si 
bien los servidores con licencia son muy estables, esto exige que la red y seguridades de 
la misma sean robustas; al mismo tiempo que dependan de un administrador de red que 
pueda tener siempre el servicio activo y se encargue de solucionar problemas causados 
por tráfico, seguridades y los usuarios, en este caso la administración en sí se vuelve 
costosa ya que si el número de usuarios del servicio crece a futuro también deberá crecer 
la capacidad de la LAN y por tanto demandará también de costos altos, por lo cual es 
mejor utilizar el servicio en la Nube en el que ya se encuentra todo configurado y solo 
dependerá del ancho de banda con el que acceda a Internet y un moderador que cree 
cuentas para los usuarios. 
 La comunicación de voz mediante WebRTC fue totalmente estable y de alta calidad, en 
las pruebas realizadas se pudo constatar que todos los servidores ofrecen una buena 
calidad en el servicio y que a pesar de usar distintos Codecs de audio  la comunicación 
siempre en todos los casos fue entre buena y aceptable. 
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 Si se instala un servidor GPL o con licencia en una red local es importante contar con los 
equipos adecuados, como firewalls con políticas de acceso muy seguras debido a que al 
abrir puertos específicos los hackers se basan en estos puertos para el uso de sus ataques, 
el primer problema que se tiene al abrir los puertos es el ataque constante hacia el servidor 
desde los puertos abiertos, para solucionar esto es importante contar con un firewall en el 
router y en el sistema operativo, una de las mejores prácticas es bloquear IPs externas e 
internas después de tres intentos fallidos. 
 Las características que  se requiere al momento de comunicaciones de VoIP son que la 
disponibilidad del servicio sea siempre el 100% equivalente a 24/7 y que las 
comunicaciones tengan la mayor parte del tiempo buena calidad es decir que el Jitter y la 
latencia no sean factores que se eleven al momento de alto tráfico, en cuanto a la 
disponibilidad los servidores gratuitos alojados en la Nube no sucede esto, puesto que no 
siempre están disponibles para su uso y tampoco muestran la mejor QoS. 
 Los resultados tanto en la práctica como con la herramienta “webrtc-internals”, en los 
valores obtenidos se muestra que están dentro de los rangos permitidos de una 
comunicación estable o como se define en la tabla de valores de referencia de Cisco 
(tomadas para este estudio) la comunicación en la mayoría del tiempo está entre buena y 
aceptable, no se ha obtenido un RTT o un Jitter dentro de los rangos pobres por eso la 
comunicación mediante WebRTC es totalmente garantizada. 
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RECOMENDACIONES 
 Para la Implementación en la LAN de 3CX y exponer en la Nube al servidor se 
recomienda tomar todas las medidas de seguridad del caso, debido a que cuando se 
expone al Internet el servidor  WebRTC, la apertura de puertos generan riesgos y posibles 
ataques de hacker como se lo experimento en el desarrollo de este trabajo académico, por 
lo tanto para futuros trabajos se debe investigar sobre las seguridades que son 
indispensables para garantizar la efectividad del servicio. 
 Se recomienda para futuros trabajos en lo referente a WebRTC se analicen los protocolos 
de señalización los cuales no están definidos en un estándar para esta tecnología. 
 Otro tema que se podría analizar e investigar es seguridad en WebRTC referente al tráfico 
de los paquetes de voz y a la vulnerabilidad que filtra las direcciones IP reales de los 
usuarios. 
 Se debería implementar el servicio de WebRTC para las empresas en sus propias páginas 
web,  permitiendo a los clientes conectarse al servicio, de esta manera se podría tener una 
atención al cliente más personalizada y fluida con relación a el soporte que generalmente 
se ofrece mediante una sala de Chat. 
 Se deberían realizar estudios sobre nuevos protocolos en la arquitectura WebRTC como 
por ejemplo el protocolo QUIC. 
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GLOSARIO DE TÉRMINOS 
API:   Application Programming Interface 
RTT:    Round-trip delay time  
W3C:   World Wide Web  
WebRTC:   Web Real-Time Communication  
RTP:     Real-Time Transport Protocol,  
UDP:      User Datagram Protocol 
LAN:   Local Area Network 
WAN:    Wilde Area Network 
VoIP:    Voice Over Internet Protocol 
URL:    Uniform Resource Locator 
TLS:     Transport Layer  
TURN:    Traversal Using Relays Around  
STUN:   Session Traversal Utilities  
SRTP:    Secure Real-time Transport Protocol  
SIP:    Session Initiation Protocol  
HTTP:   HyperText Transfer Protocol   
HTTPS:   HyperText Transfer Protocol Secure   
QoS:    Quality of Service   
GNU:   General Public License  
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APENDICE A 
CONFIGURACION DEL SERVIDOR ASTERISK 
Para el estudio que se plantea los requerimientos para la configuración del servidor Asterisk 
son los siguientes: 
Virtual Box 
Una manera de simplificar la implementación es virtualizar un sistema operativo 
dentro  otro sistema operativo, independientemente del cual sea nuestro sistema base, se puede 
instalar un nuevo sistema que correrá sobre el nativo en una PC, debido a los requerimientos 
mínimos de Centos 7 los recursos del PC que se convierta en servidor serán compartidos y no 
afectará el desempeño sobre el servidor Asterisk y el PC.  
 
Figura A. 1. Máquina Virtual de Asterisk. (Autor de la Tesis 2015) 
 
Es importante la configuración de VirtualBox especialmente la configuración de la tarjeta de 
red, la que debe estar configurada como un puente para que se pueda tener acceso a la red 
donde el PC principal se encuentra conectado. 
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Figura A.2. Configuración de Tarjeta de Red en Virtual BOX. (Autor de la Tesis 2015) 
 
La configuración de Bridged Adapter permitirá hacer puente con cualquiera de las interfaces 
que posee la PC.  
Es importante configurar la dirección IP de la máquina virtual de forma estática ya que luego 
permitirá utilizar los SOCKETS para el intercambio de datos entre dos aplicaciones. Esta 
dirección estática permitirá abrir puertos relacionándolos con la máquina virtual. 
La configuración de red de Linux se puede realizar mediante el comando: 
nano /etc/sysconfig/network-scripts 
 
Figura A. 3. Configuración de IP de la interface de red en Centos. (Autor de la Tesis 2015) 
 
Una vez configurada la dirección IP estática se debe reiniciar el servicio de red, para  instalar 
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Asterisk con WebRTC. 
Linux Centos 7 .iso 
La imagen de Linux Centos permite agregar los repositorios de Asterisk y las librerías, 
para la instalación de WebRTC se deben instalar todas las librerías de las que depende. 
Para esto se continúa con el siguiente procedimiento: 
• yum update  
• yum install gcc-c++ make gnutls-devel kernel-devel libxml2-devel ncurses-
devel subversion doxygen texinfo curl-devel net-snmp-devel neon-devel 
• yum install uuid-devel libuuid-devel sqlite-devel sqlite git speex-devel gsm-devel 
Mediante estas librerías se tendrán todas las dependencias para poder instalar  
Asterisk y WebRTC.  
Debido a la exposición de la comunicación en la red también es importante que se 
instale libsrtp la que permitirá codificar los datos en la red ya que se trata de un protocolo de 
seguridad. Esta librería viene disponible para compilar manualmente por lo que se recomienda 
verificar la versión compatible con el sistema operativo y con la versión de Asterisk. 
 #cd /usr/src/ 
 #wgethttp://downloads.asterisk.org/pub/telephony/asterisk/asterisk-13-current.tar.gz 
 #tar –xzvf asterisk-13-current.tar.gz 
 #cd /usr/src/asterisk-13.1.0 && make clean./configure –with-crypto –with-ssl –with-
srtp=/usr/local/lib 
 #contrib/scripts/get_mp3_source.sh 
 #make menuselect.makeopts 
 #menuselect/menuselect –enable format_mp3 –enable res_config_mysql –enable 
app_mysql –enable app_saycountpl –enable cdr_mysql –enable EXTRA-SOUNDS-
EN-GSM 
Con esta línea de comandos se podrá compilar manualmente la instalación de Asterisk. Se 
debe tomar en cuenta que la versión que se ha instalado es la Asterisk 13.4.0 y que las librerias 
y dependencias deben ser compatibles. 
 
Configurar extensiones 
Una vez instalado Asterisk se prosigue con la configuración básica de  las extensiones 
SIP, que servirán para realizar llamadas. 
Los archivos a configurar son  
rtp.conf 
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Se configura el rango de protocolos para RTP entre 10000 y 20000 y el servidor STUN que 
permita realizar NAT, además el parámetro icesupport debe ser activado ya que posibilita la 
comunicación entre agentes corriendo detrás de NAT y firewalls 
 
Figura A.4. Configuración de puertos RTP y servidor STUN. (Autor de la Tesis 2015) 
http.conf 
Asterisk contiene un servidor HTTP que se debe  habilitar para que WebRTC pueda 
conectarse mediante el navegador al el servidor. El puerto asignado para http es el 8088. 
Además se tiene que asignar una dirección IP para que se identifique con el servidor o dejarla 
en 0.0.0.0 para permitir el acceso a cualquier host. 
 
    Figura A.5. Configuración de puerto  para comunicación. (Autor de la Tesis 2015) 
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sip.conf 
La configuración SIP permite configurar el socket de acceso 0.0.0.0:5060, esto  
permitirá a los softphones conectarse mediante este puerto al servidor, otro parámetro 
importante que maneja este archivo es la dirección IP pública la que posibilita direccionar los 
paquetes fuera de la LAN. 
Figura A.6. Configuración de parámetros SIP para conexión de llamadas. (Autor de la Tesis 
2015) 
 
Se puede incluir en este archivo la configuración para el login del usuario de la telefonía 
WebRTC, [6001] equivale al usuario y secret=6001 al password que se utilizara para iniciar 
la sesión.  
 pjsip.conf 
 extensións.conf 
En este archivo de configuración se añaden las extensiones SIP para hacer llamadas entre 
terminales. 
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Figura A.7. Configuración de extensiones para realizar llamadas. (Autor de la Tesis 2015) 
 
Las extensiones 3000 y 3001 permitirán hacer llamadas mediante teléfono IP con soporte SIP, 
softphones y mediante navegadores como Chrome. 
Manejo de Certificados 
El manejo de certificados web permitirá evaluar la seguridad de las páginas 
cumpliendo estándares de sitios seguros. 
Es mejor utilizar una comunicación encriptada, con el uso de certificados podemos mitigar 
este problema, debido que las redes LAN expuestas al Internet tienden a ser víctimas de 
ataques o de pinchazos comúnmente llamados. 
El protocolo SRTP (Secure Real-time Transport Protocols) permitirá cifrar y autenticar 
paquetes protegiendo la integridad del paquete, ya que está desarrollado para proteger datos 
en tiempo real como los de VOIP. 
El protocolo TLS (Transport Layer Security) provee seguridad a nivel de capa de transporte, 
permite autenticar mediante certificados con una llave simétrica intercambiada con quien se 
está comunicando. Utilizado comúnmente en VoIP, navegación web y correo electrónico. 
Es importante el uso de ambos protocolos porque a pesar de que con TLS se haya encriptado 
y salvaguardado la conexión, los datos transmitidos no lo están; por lo que van de la mano 
TLS y SRTP. 
Asterisk también permite generar certificados mediante su aplicación web, se debe acceder vía 
web a la dirección del servidor Asterisk. El manejo de certificados se lo puede hacer en la 
siguiente sección 
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Figura A.8. Formulario para creación de Certificados vía Asterisk. (Autor de la Tesis 2015) 
 
Firewall configurado 
Uno de los puntos más sensibles al momento de exponer el servidor Asterisk a Internet 
es el firewall, se debe conocer todos los puertos que WebRTC necesita. Los puertos son 
mandatorios; es decir que se deben abrir todos los puertos que se necesitan, si alguno se omite 
la comunicación no podrá ser efectuada. Este punto es muy sensible debido a que los puertos 
que se abren son conocidos y al exponer el servidor en el Router al Internet se puede ser 
víctimas de ataques.  
Dos seguridades a tomar en cuenta antes de que la comunicación se realice, deben ser la 
apertura de puertos en el router y la otra es verificar el firewall en el sistema operativo. Centos 
maneja su propio firewall con IPtables, si los puertos se encuentran cerrados en el firewall de 
Centos la comunicación será rechazada y el servidor no será transparente a la conexión con 
los clientes o host que necesitan el uso del servicio de VoIP. 
 
Figura A.9. Políticas de IPTables en Linux Centos. (Autor de la Tesis 2015) 
 
En la figura 9 de IPtables se muestra las políticas de seguridad de puertos, también se podría 
verificar o listar las conexiones abiertas con netstat. 
Se puede verificar en Centos los puertos que se están escuchando y también los puertos 
cerrados, figura 10. 
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Figura A.10. Conexiones abiertas con Linux Centos. (Autor de la Tesis 2015) 
 
Los puertos que deben estar abiertos para el uso de WebRTC se han configurado en el servidor 
Asterisk  y son los siguientes: 
 5060 permite la comunicación te softphones 
 8088 permite la conexión segura HTTP 
 10000-20000 rango de protocolos que permite RTP  
IP  
La exposición del servidor Asterisk a Internet exige que se deban configurar tanto la 
IP privada para el servidor y la IP Pública,  para que mediante puertos se pueda visualizar en 
el Internet el servidor. A esta combinación se le llama sockets y mediante estos se puede  
acceder desde cualquier parte del mundo al servidor. 
Esta configuración de WebRTC en Centos permite utilizar la tecnología HTML5 SIP client; 
Google provee un cliente basado en javascript  para la integración en redes sociales como 
Twitter, Google+ y Facebook, juegos en línea y la mayoría de servicios que se den en la web, 
la facilidad de esta utilidad es que no necesita de  plugins ni programaciones extra.  
Este cliente web de Google permite conectar al servidor de Asterisk configurado para 
WebRTC y realizar comunicación entre clientes conectados al servidor, además este cliente 
brinda características de realizar llamadas de voz, de video y mensajería instantánea. 
Para acceder al cliente se debe ingresar a http://sipml5.org/; a continuación se detalla la 
configuración de los parámetros y como se realiza un test como llamada. 
El nombre para identificarse con el cliente al que se quiere comunicar. 
Los datos de SIP, es decir la extensión 3000 y los datos que están configurados en sip.conf , 
el usuario, la dirección IP pública y el password. 
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Figura A. 11. Formulario para la conexión de Cliente SIP al servidor Asterisk. (Autor de la Tesis 2015) 
 
Luego en modo experto se configuran los parámetros siguientes que están dentro del servidor 
Asterisk. 
 
Figura A.12. Formulario para conexión del Cliente al Servidor WebRTC mediante STUN. (Autor de 
la Tesis 2015) 
 
Se configura el web socket con el puerto 8088 y la dirección IP pública, además se configura 
el servidor STUN de Google “tun:stun.l.google.com:19302”, que permitirá realizar  NAT. 
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APENDICE B 
CONFIGURACION DEL SERVIDOR 3CX 
Para el estudio que se plantea los requerimientos para la configuración del servidor 3CX son 
los siguientes: 
Los requerimientos de hardware mínimos son: 
Requerimientos Características 
Memoria 1GB 
CPU Intel Core i3 
Servidor web Abyss 
Disco SATA 30GB 
Red 100/1000/Mbit/s 
 
Tabla B.1. Requerimientos de hardware para instalación de 3CX. (Fuente: 
http://www.3cx.es/) 
 
 
Figura B.1. Interfaz de Inicio de 3CX. (Autor de la Tesis 2015) 
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Al igual que Asterisk también se puede instalar 3CX dentro de una máquina virtual de 
Windows y realizar un puente con la interface de red y la máquina virtualizada. 
Extensiones 
 
Figura B.2. Configuración de extensiones SIP en 3CX. (Autor de la Tesis 2015) 
 
Con 3CX se pueden crear extensiones de manera sencilla, simplemente en la pestaña de 
agregar se da un clic a extensiones y se configura la misma, primeramente el número de 
extensión, previamente se había configurado al momento de la instalación la cantidad de 
dígitos que debe de tener el número de la extensión, en este caso se eligieron dos y para el 
ejemplo se ha elegido el número 14. El nombre, apellido, correo y número telefónico también 
son campos importantes al momento de la administración de las extensiones aunque opcional 
pero permite identificar a quien pertenece la extensión. 
EL ID permite conectarse a la central telefónica 3CX, el ID necesita ser validado con un 
password; 3CX permite agregar todas las extensiones que se necesitan, al ser un software con 
licencia en la versión gratuita permite solamente dos llamadas simultaneas y en la versión PRO 
hasta 1024, también dependerá del hardware para implementar las versiones con licencia. 
3CX permite controlar otras opciones como el correo de voz para las llamadas que no se 
puedan atender, reglas de desvío cuando el usuario no pueda atender las llamadas, se pueden 
hacer un traspaso de extensión y otras opciones de mucha utilidad que pueden ser configuradas 
dependiendo de lo que la extensión requiera. 
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WEBRTC 
WebRTC está ganando mucha importancia en internet y los navegadores como Google 
Chrome, Mozilla Firefox y Opera están soportando este estándar; Apple trata de implementar 
su propia tecnología pero la vista a futuro es que se una a el estándar WebRTC. 
3CX es compatible actualmente con WebRTC y permite conectarse a la central telefónica 
desde cualquier locación geográfica mediante Internet, sin usar ninguna aplicación extra 
solamente uno de los navegadores web que se ha mencionado.  
 
Figura B.3. Configuración de puertos WebRTC en 3CX. (Autor de la Tesis 2015) 
 
 Para implementar WebRTC en 3CX se configura el puerto VoIP de pasarela con el valor 
5061, este puerto debe estar abierto en el firewall del sistema operativo y del router.  También 
se puede configurar el ID  y contraseña de la cuenta WebRTC. 
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Figura B.4. Configuración de IPs para comunicación de WebRTC. (Autor de la Tesis 2015) 
 
En las configuraciones avanzadas se agrega la dirección IP del Gateway que permitirá acceder 
remotamente y localmente al servidor. 
Para acceder a las llamadas desde el navegador es necesario una URL que permita direccionar 
el tráfico hacia el servidor, esta es generada automáticamente con los parámetros que se han 
configurado al momento de la instalación de WebRTC, lo que se necesita es un socket, es decir 
la dirección IP pública y el puerto de acceso, por defecto los puertos son 80 y 443 para este 
caso se ha configurado el 5000 para HTTP y 5001 para HTTPS. 
En la opción WebRTC Links aparecen todas las extensiones configuradas, aquí se generan las 
URL para el acceso a la llamada vía web, se selecciona la extensión que se le quiere dar acceso 
y se habilita el link. 
 
Figura B. 5. Configuración de Links para llamadas WebRTC. (Autor de la Tesis 2015) 
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Las extensiones generadas son: 
. https://201.125.215.211:5001/call/comunicaciones 
. https://201.125.215.211:5001/call/redes 
Estas URL corresponden a las direcciones que se usan, para el proyecto, como extensiones; y 
permite realizar las llamadas en el navegador, la opción DID string permite configurar los 
nombres a las extensiones para poder identificarlos de mejor manera. 
Firewall 
Uno de los requisitos principales para que la central telefónica funcione es que se 
encuentre ubicada detrás de un firewall, cuando se realizan conexiones remotas se debe actuar 
sobre el firewall y configurarlo, de esta manera la central 3CX pueda comunicarse con los 
clientes remotos de manera segura y que la conexión tenga éxito. 
Al usar extensiones SIP se deben abrir los siguientes puertos para que permitan la conexión: 
El puerto UDP 5060 que es utilizado para las conexiones SIP. 
El puerto TCP 5061 para comunicaciones TLS en conexiones seguras de SIP 
Los puertos UDP 9000-9199 que permiten las conexiones RTP, para la transmisión del audio 
en la llamada. 
 
 
 
Figura B.6. Representación de la comunicación con WebRTC y a través de Firewall. 
(http://www.3cx.es/docs/configuracion-router-firewall-VoIP) 
 
El 3CX Phone System equivale al servidor de WebRTC y se encuentra detrás del firewall, al 
realizar la llamada desde el VoIP Provider inicialmente se establece la conexión SIP y luego 
la comunicación de audio o video. 
Se debe configurar las extensiones remotas para poder realizar las llamadas fuera de la red 
local, para conectarse necesitan del túnel 3CX y abrir los puertos siguientes: 
El puerto 5090 UDP y TCP 
Puertos 80 HTTP y 443 HTTPS 
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Figura B.7. Representación de la comunicación con WebRTC mediante puertos TCP y UDP. 
(http://www.3cx.es/docs/configuracion-router-firewall-VoIP) 
 
En este caso las llamadas remotas se harán a través de conexiones mediante socket; la conexión 
al servidor se lo hace mediante la URL: “https://dominiowebrtc:443/” o mediante 
http://dominiowebrtc:80/; el puerto puede variar debido a que al momento de instalar 3CX  
también permite configurar y cambiar puertos de 5000 a 5001. 
Certificados con IIS Web Server 
Se requiere el uso de certificados adecuados para que los usuarios finales puedan 
comprobar la identidad del servidor, es necesario crear los certificados con entidades que 
emitan certificados de confianza, también se puede obtener certificados en línea en 
www.cacert.org; si se omite este paso al momento que los clientes remotos quieran 
autenticarse con el servidor no lo podrán realizar. 
Para crear los certificados se debe usar IIS Manager, el que permite convertir un host en un 
servidor web, de esta manera se puede publicar páginas web de manera local o remota, también 
crear los certificados que permitirán autenticarse a los usuarios remotos. 
 
Figura B.8. Configuración en IIS para creación de certificados. (Autor de la Tesis 2015) 
 
Para crear el certificado se da un clic en Certificados de Servidor y luego se llena el siguiente 
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formulario 
 
Figura B.9. Formulario de IIS para creación de certificados para WebRTC. (Autor de la Tesis 2015) 
 
Al finalizar el formulario se genera un archivo que se puede exportar a un archivo con 
extensión .txt; este archivo se puede validar luego en la web www.cacert.org  
El resultado es el siguiente: 
 
Figura B.10. Texto de codificación de Certificado para WebRTC. (Autor de la Tesis 2015) 
 
Este archivo se lo debe validar en línea en la página de cacert y luego cargarlo al servidor ISS 
para que permita la autenticación con el servidor del proyecto. 
 
 
 
145 
 
APENDICE C 
Captura de las pruebas realizadas 
 
A continuación se muestran algunas capturas del proceso de toma de datos en la comunicación 
WebRTC en varias llamadas, con las distintas herramientas utilizadas. 
 Toma de datos en comunicación mediante servidor Talky, con herramienta “webrtc-
internals” 
 
Figura C.1. webrtc-internals en servidor Talky. (Autor de la Tesis 2015) 
 
 Verificación de Conectividad con ICMP-PING, y captura de paquetes con herramienta 
Wireshark 
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Figura C.2. Ping al cliente 2 webrtc y captura de comunicación con Wireshark (Autor de la Tesis 
2015) 
 
 Toma de datos en comunicación mediante servidor 3CX, con herramienta “webrtc-
internals” y visualización de gráficos de algunas de las variables analizadas 
 
 
Figura C.3. Gráficos de  webrtc-internals en servidor 3CX. (Autor de la Tesis 2015) 
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 Verificación grafica de ubicación geográfica de servidor WebRTC gratuito en la nube 
 
 
Figura C.4. Ubicación Geográfica de servidor WebRTC en la Nube (Autor de la Tesis 2015) 
 
 
 
 Análisis de paquete RTP con herramienta Wireshark, en la comunicación WebRTC 
 
Figura C.5. Análisis de paquete RTP con Wireshark. (Autor de la Tesis 2015) 
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 Llamada WebRTC mediante el servidor 3CX, analizada con la herramienta “webrtc-
internals” 
 
Figura C.6. Llamada WebRTC en servidor 3CX  con  “webrtc-internals”. (Autor de la Tesis 2015) 
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APENDICE D      
Análisis de API PeerConnection para comunicación de VoIP mediante 
WebRTC 
 
La API PeerConnection permite que dos usuarios se comuniquen directamente, de un 
navegador a otro, esto representa una asociación con el par remoto, que suele ser otra instancia 
de la misma aplicación JavaScript que se ejecuta en el navegador del otro extremo, a 
continuación se muestra este proceso con la herramienta Wireshark ejecutada en uno de los 
clientes de la comunicación. 
El análisis se lo realiza con la captura de una llamada WebRTC mediante el servidor Talky. 
 
1.- Consulta al servidor DNS y correspondencia con servidor STUN   
 
Figura D.1. Consulta DNS y servidor STUN. (Autor de la Tesis 2015) 
 
En la figura anterior el cliente ha iniciado la aplicación, con dirección IP 192.168.1.7, y ha 
recibido la respuesta del servidor DNS con información del servidor STUN con dirección IP 
72.251.224.7, el cual se encarga de mapear IP pública del router del lado del cliente  con un 
puerto que se usará en el tráfico de la llamada de VoIP. 
 
 
2.- Protocolo STUN y negociación DTLS 
 
 
Figura D.2. Protocolos STUN Y DTLS.  (Autor de la Tesis 2015) 
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3.- Paquete STUN, Binding Request User 
 
Figura D.3. Paquete STUN -  Binding Request User . (Autor de la Tesis 2015) 
 
4.- Paquete STUN, Binding Success Response 
 
Figura D.4. Paquete STUN -  Binding Success Response . (Autor de la Tesis 2015) 
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5.- Paquete DTLS, Client Hello 
 
Figura D.5. Paquete DTLS, Client Hello (Autor de la Tesis 2015) 
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6.- Paquete DTLS, Server Hello 
 
 
Figura D.6. Paquete DTLS, Server Hello (Autor de la Tesis 2015) 
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7.- Paquete DTLS, Change Cipher Spec 
 
Figura D.7. Paquete DTLS, Change Cipher Spec (Autor de la Tesis 2015) 
 
8.- Flujo de paquetes RTP 
 
Figura D.8. Flujo de paquetes RTP (Autor de la Tesis 2015) 
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9.- Paquete RTP 
 
Figura D.9. Paquete RTP (Autor de la Tesis 2015) 
 
10.- Captura de paquete RTCP, encapsulado en UDP 
 
Figura D.10. Paquete RTCP  (Autor de la Tesis 2015) 
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11.-  Estadísticas de los protocolos 
 
Figura D.11. Estadísticas de los protocolos  (Autor de la Tesis 2015) 
 
 
