We propose the integration of power over fiber in the next generation 5G radio access network front-haul solutions based on spatial division multiplexing with multicore fibers. The different architectures in both shared-and dedicated-core scenarios for power over fiber delivery and data signals are described. The maximum power to be delivered depending on the efficiencies of the different components is addressed as well as the limits of the delivered energy to avoid fiber fuse and non-linear effects. It is shown how those limits depend on high power laser linewidth, fiber attenuation, link length and fiber core effective area. The impairments related to non-linear effects, multicore fiber crosstalk and temperature are also theoretically analyzed. Experiments show there is no degradation of signal quality for feeding powers of several hundreds of milliwatts for both scenarios in 4-core multicore fibers. This study helps in designing future power by light delivery solutions in Radio over Fiber systems with multicore fibers.
I. INTRODUCTION
The first work proving the concept of using optical fiber to deliver power date back to 1978 [1] in the telecommunications industry to optically power a sound alerter thus demonstrating the feasibility of converting optical power into sound power with good efficiency. Even some analysis of the constraints on optical powering in fiber-in-the-loop are found in 1993 [2] . By that time, in 1996, Power over Fiber (PoF) was proposed to partially power remote antenna sites [3] at tenths of meters, making a special mention to the advantage of the optical fibers' low weight. Since then, the good affinity between PoF and Radio over Fiber (RoF) technology is shown in different experiments using standard multimode silica fibers (MMF) [4] , [5] . For feeding with higher optical powers, special double cladding fibers (DCF) as those used in fiber lasers are proposed [6] .
The associate editor coordinating the review of this manuscript and approving it for publication was Young Jin Chun .
The upcoming 5G technology opens up new application niches for the PoF technology [7] . The reduction of the cell sizes for providing high bandwidth coverage in RoF communications foresees a huge increment in the power consumption demand by the massive installation of remote radio heads (RRHs). Therefore, low power simplified antenna units are required [8] together with some strategy for energy saving to reduce the impact of the power consumption of the antennas, including the capability of turning into sleep mode some RRHs [9] .
The use of multicore fibers (MCF) provides compact designs to develop optical front-haul technologies targeting spatial division multiplexing (SDM) with increased aggregated capacity [10] . MCF can also contribute to downsizing the footprint by using optical fiber composite low-voltage cables. RoF mixed with PoF through MCF can be suitable for small cell operations in advanced radio access networks (RAN) [11] , and Centralized RAN performing signal processing at the central office with low power simplified VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ RRHs [9] . The PoF pooling concept in 5G front-haul architectures with Software Defined Network (SDN) capabilities also uses MCF [12] . Some results in 4-core MCF with simultaneous data and energy delivery with no BER penalty are reported in [13] . Apart from this, most works use each core either for energy or for data delivery with a lack of a systematic analysis of how to optimize the efficiency of a PoF solution along with an estimation of the power limits. Previous PoF systems reported elsewhere focus on successfully feeding the remote node, but no analysis on the PoF performance limitations and optimization issues are addressed.
In this paper, we propose and analyze the integration of the PoF technique in next generation radio access network fronthaul architectures with MCF-based deployments. Firstly, a summary of the main parameters of some of the different PoF experiments on RoF systems and of the available PoF commercial products is provided. In section III, dedicated and shared-core scenarios for remote power delivery with added functionalities are described. Next, the energy efficiency delivery is analyzed. It is shown how the limits on the maximum power to be distributed depend on laser linewidth, fiber attenuation, link length and fiber core effective area. In addition, impairments due to non-linear effects and crosstalk issues in MCFs are described and discussed. For the analysis, section IV describes the mathematical framework to firstly delimit the dominant effects meanwhile the resulting values are the starting point in section V to get more precise results. Within this section, simulation results using Virtual Photonics Instrumentation (VPI) tool and some experimental results are also provided confirming the expected behavior. Finally, section VI is devoted to the conclusions.
II. STATE OF THE ART OF POWER OVER FIBER ON ROF SYSTEMS
In the following, a summary of the main achievements in PoF applied to RoF and commercial products are reported.
In the first experiments [3] , the optical powered parts at the antenna site included the local oscillator and its driver, demanding up to 4 W of electrical power. For this purpose, 8 fibers (200 µm core diameter) were deployed in parallel to perform analog beam forming at a distance of tens of meters. In [14] , a High Power Laser (HPL) at 1480 nm and photovoltaic converters (PVC) provided 26.5 mW at 2 km, multiplexing power and data, with RoF transmission at the 2.4 GHz band. In 2008, it was proposed feeding in-building antenna units [5] , using 2 W at the Central Office (CO) to optically power 8 antennas at the RRH site located at 300 m, providing electrical powers of 100 mW, through MMFs and employing 850 nm HPLs. In [15] , the distance was increased up to 500 m by using 3 modules capable of providing an electrical power of 300 mW each, in a RoF link at 19.2 GHz. In 2008, it was further demonstrated the possibility of multiplexing power and data into the same MMF fiber lead for RoF applications with negligible signal penalties. It was used a 834 nm HPL with data signal transmitted at 1300 nm, but employing optical feeding powers of 125 mW, well below the 300 mW-handling limit of the multiplexer (MUX) device used at the input [16] .
In 2012, in an energy-autonomous pico-cell scenario for home applications, a PoF topology using coarse wavelength division multiplexing but using a HPL at 980 nm was reported [17] , providing lower levels of electrical power (60 mW) at 100 m through MMF fibers. The multiservice concept by integrating 10 GbE traffic (10 Gigabit Ethernet), RoF signal transmission (IEEE 802.11g modulation scheme) and PoF into the same fiber lead was developed.
Higher feeding powers from the CO were reported in [18] , with a 105 µm cladding diameter DCF fiber for power delivery and optical feeding powers of 60 W at 808 nm, but limited to 300 m. There were no PVCs at the remote site, where 26 W were measured with a power meter (PM). Later, RoF transmission at 1300 nm (64 QAM carrier at 2.4 GHz and bit rate of 54 Mbps) with a 10 W PoF feeding system at CO using a conventional MMF was further demonstrated. The link length was extended up to 4 km by using a 1550 nm HPL [19] but without PVCs, claiming 6 W of optical power at the remote site. Most recently, 150 W PoF feeding with RoF transmission using a 1 km-long DCF link [6] has been reported.
In terms of long distance demonstrations, an optically powered switch to interrogate a sensor network at 100 km [20] was also proposed. Although in the context of radio access networks, link lengths are up to 20 km.
More recently, optically powered systems based on novel MCFs have been proposed. A 100 GHz Uni-Traveling Carrier Photodiode (UTC-PD), and a low-power-consumption RF amplifier were optically powered through 4 dedicated cores in a 7-core MCF [8] providing electrical powers of 80 mW. The wavelength of the HPL PoF source was 1550 nm. In [11] the gate of an improved UTC-PD was optically powered with 50 mW of electrical power using 4 dedicated cores from a 7-core MCF in experiments with 1 m wireless coverage and employing a 92 GHz RoF carrier. However there was no specific information about the MCF link length. MCF was also proposed in the PoF pooling concept in 5G frounthaul architectures with SDN [12] and more recently in SDN/NFV front-haul networks deploying simultaneously Analog RoF (ARoF) and PoF [21] . Experiments in a 20 m-long 4-MCF link with simultaneous data (2.6 Gbps) and energy delivery (320 mW/core) show no BER penalty [13] .
A summary of the main parameters of some of the different PoF experiments on RoF systems previously described is shown in Table 1 . In terms of commercial products available there is no a specifically oriented off-the-shelf solution for RoF systems neither using MCF for the remote power distribution. They are mainly offered in a general-purpose configuration using standard MMF, with core diameters of either 62.5 or 100 µm, and operating wavelengths of 830 nm [22] , 976 nm [23] or both [24] . Delivered powers ranging from 0.25 W to 1 W at different link lengths, usually below 1 km, are only available. 
III. POWERING ARCHITECTURES
There are novel front-haul technologies in support of the RAN growing traffic demand based on the introduction of SDM to increase the aggregated capacity of the infrastructure [10] . SDM can be achieved either using bundles of fibers or more compact designs based on MCFs. Some MCF in field test-beds are currently under development [25] . In this framework, a PoF system for delivering power to a generic RRH at the remote site, with both power and control channels, is shown in Fig.1 .a. In the power over MCF transmission, there are two main scenarios [13] :
• ''shared cores'', some individual cores of a MCF transmit simultaneously the data/control and PoF signals,
• ''dedicated power cores'', one or more of the individual cores of a MCF are only used for optically feeding the RRH. Fig.1 .b1 and Fig.1 .b2 show these proposed powering architectures. Fan-in (FI) devices feed power to each core whereas Fan-out (FO) devices spatially separate the signals coming from each core. CO and RRH include additional MUX/DMUX devices in a shared core scenario. Meanwhile, the PoF signal is directly launched into an individual core in the dedicated scenario with no data/control traffic. All these passive devices should at the same time handle high optical powers, have small insertion losses and provide high crosstalk. Adding a bandpass filter at the data/control central channel wavelength increases the isolation. Apart from the remote optical power supply capability other functionalities may be included such as a rechargeable battery to keep an energy source to support energy efficiency techniques [9] based on tuning the RRH into sleep mode to reduce the power demand. This battery can also be used to backup operations and to provide feedback to the CO in case of failure. The remote node gives information of the RRH to the CO. A Hardware Energy Manager (HEM) supports those capabilities. PoF integration in existing infrastructures is feasible but requires high power passive devices, HPLs and PVCs; being affordable in a centralized configuration thus sharing the cost between multiple users and with successful energy efficiency strategies for reducing the overall power consumption.
IV. ENERGY EFFICIENCY AND TRANSMISSION MEDIA
The overall efficiency of the system is a critical design factor in any PoF system. It directly depends on: the electricalto-optical conversion efficiency at the transmitter site, N1, the transmission efficiency of the optical distribution network, N 2, and the optical-to-electrical conversion efficiency of the photovoltaic converter, N3, at the remote node. Previous studies [7] , [26] define the product of N2 and N 3 as the System Energy Efficiency (SEE). In this work, we expand this figure of merit by adding the N 1 term, which includes the coupling efficiency between the HPL and the optical fiber. Losses due to connectors are considered in either N1, N2 or N3 depending on their placement. The Global Energy Efficiency (GEE) in a PoF system is given then by
GEE =
Energy provided to Load at RRH Energy provided to HPL
N2, depends of the type of optical fiber used for power delivery. PoF systems use specialty fibers such as DCFs or standard counterparts either single mode (SMF), MMF or MCF, see Table 1 . The optical fiber selection for the power distribution network determines the efficiency of the system versus distance and the power that can be delivered to the remote site. This power depends on the transmission loss, the optical fiber damage threshold and the non-linear effects. All those aspects are analyzed next, in a systematic way following the approach for optical fiber lasers from [27] .
A. OPTICAL POWER LOSSES
The transmission loss increases exponentially with the link length, L. It depends on the operating wavelength that determines the optical fiber attenuation as well as the conversion efficiency of the PVC. We consider different optical fibers and operating wavelengths: commercial PVC conversion efficiencies and optical fibers [28] , [29] ; expected PVC conversion efficiencies and MCF in literature [30] . The SEE is calculated for a HPL at 808 nm and silica MMF fibers with core diameters of 200 µm, and 62.5 µm (G.651); and a HPL at 1550 nm with standard SMF and MCF fibers.
The analysis considers different link lengths up to 15 km in a mobile front-haul convergent with Passive Optical Networks [10] . For MMF G.651, see Fig. 2 .a, with current commercial PVCs, there is a better efficiency for a HPL operating at 808 nm for link lengths shorter than 1.1 km and up to 2 km for commercial MCF [28] with 1.1 dB/km loss. For the 200 µm MMF, only for link lengths shorter than 270 m the efficiency is better at 808 nm. If the power requirements are higher or the coupling loss factor (N 1) decreases, the 200 µm MMF with HPL at 808 nm has a better performance even for longer distances.
In the near future, with improved PVC conversion efficiencies, it is always more efficient to work at longer wavelengths if there is no restriction on power limits. For MCFs with low losses [30] , they show similar results to SMF. However, a different SEE performance for each core suffices, see Fig. 2 .b, because of the asymmetry between the different cores in a MCF. The different attenuation coefficient between the central and external cores, core A and core B curves in Fig.  2 .b, implies reducing the distances in around 100 m to achieve the same performance.
B. INPUT POWER LIMITS
In this study we consider the ultimate fiber damage power density threshold, I th , to be 2.5 MW/cm 2 [31] . This value strongly depends on the mode field diameter (MFD) that determines the fiber effective mode area (A eff ).
The analysis of the fiber effective area of the fundamental mode provides an upper bound condition to the threshold power injected into the fiber to avoid fiber damage, even in the case of MMF, and assuming a Gaussian power distribution launched into the fiber. Thus, the maximum damage threshold power, P th , is given by:
As a first approximation we estimate the MFD and the effective diameter, d eff , as in [32] ; being the effective area:
Regarding the non-linear effects, the threshold power of both Stimulating Brillouin Scattering (SBS) and Stimulating Raman Scattering (SRS) are given by [33] :
Being g B the Brillouin gain coefficient, around 6 × 10 −11 m/W for silica k = 2 random polarized HPL, ν B the Brillouin gain bandwidth (35 MHz) , and ν p the pump laser linewidth, whereas:
where g R stands for the Raman gain coefficient, around 1×10 −13 m/W (1/2 for non-polarized light) for silica.
In both cases L eff is the effective fiber length that depends on L and fiber attenuation coefficient, α as follows:
We analyze step index fibers and take into account the fiber fuse phenomenon and the non-linear effects as boundary limits as in [27] . The A eff is calculated first, considering d eff as the physical diameter of the fiber core, d. As we increase the input power, we estimate which non-linear effect either SBS or SRS appears first and then we compare the selected one with the maximum threshold power for fiber fuse. SBS power threshold increases linearly with ν p , see (4) , so a broad HPL linewidth reduces this effect. P SRS and P SBS have the same dependence on A eff and L eff . It can be seen that:
P SRS dominates over P SBS for HPL linewidths ( ν p ) > 8 GHz. Fig. 3 shows the optical power limits versus link length (from 200 m to 20 km, 100 m step), fiber core diameter (from 4 to 80 µm, 1 µm step), HPL linewidth (2 GHz and 8 GHz), being ν p = ν HPL , and optical fiber attenuation coefficients (0.2 dB/km and 1 dB/km). The discontinuous line shows the link length where the dominant effect changes. There are markers ( * ) on the specific diameters: 6, 8, 9, 50 and 62.5 µm corresponding to some fibers reported on Table 2 . The maximum link length for avoiding the non-linear effect influence versus fiber fuse phenomenon depends on both the source linewidth and the fiber losses. For silica fibers, using a 2 GHz to 7 GHz linewidth HPL, this maximum length varies from around 1.8 km (see Fig. 3 .a) to 6 km. For an 8 GHz linewidth HPL, this length increases up to 7.8 km (see Fig. 3 .b). When non-linear effects are dominant, the slope of the power limit contour plots versus diameter, see Fig. 3 .a, shows that to keep the maximum power at 1 W there is a need of greater fiber diameters. On the other hand, this slope decreases when fiber attenuation increases for the same source linewidth. For higher losses, there is no influence of non-linear effects, see Fig. 3 .c.
We further analyze in more detail a specific MCF, considering the wavelength dependence of fiber attenuation and A eff . We select a 7-core MCF with low attenuation, 0.3 dB/km [30] and a commercial fiber [28] , with 1 dB/km. The d eff is derived for different wavelengths [32] from the manufacturer refractive index profile. It is used the attenuation wavelength dependence of the SMF-28e at short wavelengths (760-900 nm) and the 7-core MCF values [30] for the central and external cores at longer wavelengths (1300-1500 nm).The attenuation of the commercial fiber is only used at 1550 nm. The behavior at 1480 nm is marked with an asterisk in the contour plots of Fig. 4 , corresponding to an effective diameter of 5.923 µm. As expected, SRS dominates over SBS for a 8 GHz HPL linewidth, see Fig. 4 . The power limit of 500 mW per core at 1480 nm is achieved at 13.7 km. The difference in power limit from central to external cores from 1300 to 1500 nm [30] or effective core diameters from 5.57 to 6.07 µm increases if SRS dominates (see Fig. 5 ). The fiber fuse is the limiting effect for lengths shorter than 9 or 12 km for the central and external core, respectively.
There is a power limit of 500 mW in central core for link lengths of 13.5 km and this limit increases up to 600 mW in the external core at 15.6 km. By using all cores, 7-core fibers can handle up to 3.5 W meanwhile SMF with the same cladding diameter only handles 1.5 W. At short distances, fiber fuse is the dominant effect with higher powers. In this situation, the power threshold limit has a quadratic response versus the effective core diameter and shows no link length dependency.
In general, as shown in the simulations and in equations (2) to (7) the power over fiber system delivers a maximum optical power proportional to the effective area. This fact implies that for the same cladding diameter, for a weakly-coupled N-MCF, with the same refractive index profile, the higher the number of cores N, the smaller the maximum optical power delivered by each core. Although if all the cores deliver power, the total delivered power increases. 
V. IMPAIRMENTS AND EXPERIMENTAL RESULTS
In this section, we identify and discuss some effects that optical power delivery can have on the system performance and how this can affect the efficiency in power delivery.
A. NON-LINEAR EFFECTS ON POWER DISTRIBUTION
This section includes a deeper analysis to check the linewidth required to avoid SBS and to quantify the impact of non-linear effects and attenuation on the power delivery efficiency in both scenarios. We use Virtual Photonics Instrumentation software tool. As we are interested in analyzing the maximum link length considered in front-hauling of tens of km, we consider a HPL at 1480 nm with a 10 GHz linewidth. In these conditions, on silica fibers, as derived in the previous section, SRS dominates for link lengths longer than 8 km with a power threshold of around 1 W at 10 km; we then select 5 km to discuss all possible effects. The output power versus input power for a 5 km link length, with a HPL at 1480 nm and 10 GHz source linewidth is shown in Fig.6 .a for a dedicated core scenario. For comparison purposes, we simulate independently transmission loss, SBS and SRS effects and then all together. Up to 1 W input power, only the optical fiber attenuation term decreases the optical power delivery efficiency, SEE. At higher power levels, both SBS and SRS additionally penalize SEE, in a small amount up to 2 W. The penalties increase up to 75% at 5 W. SBS is fully avoided by increasing the source linewidth. Fig.6 .b shows that 100 GHz source linewidths are required. Then HPL such as fiber lasers or multimode laser diodes with typical nm linewidths can be used.
We now simulate dedicated and shared core scenarios for 7-core MCF. In both cases, a filter centered at the data channel wavelength is placed at the output. The 7-core MCF is modelled with a new Raman gain curve for silica fibers with an effective area of 27 µm 2 as a first approximation. The input data channels are in the C band. Output power versus input power up to 2 W, for both scenarios, is shown in Fig.7.a and 7 .b. In both scenarios, the power over 7-core MCF transmission is not penalized by non-linear effects up to 1 km for 2 W input power in each core. Meanwhile for 5 km, the power over 7-core MCF transmission for the same 2 W input power is dramatically penalized in the shared core scenario, with only 10% optical power reaching the PVC versus 90% in the dedicated core scenario. In power over 7-core MCF using all cores for power delivery in a dedicated scenario, 4.9 W input power is delivered up to 10 km (1 W/core is the limit for non-linear effects and around 0.7 W/core for fiber fuse), with SEE limited only by loss penalty. In the shared core scenario, SRS degrades even more the SEE limiting the power to 0.4 W/core, being the maximum delivered power of 2.8 W in total. This value is still higher than those shown in Fig.3 in SMF. In general, SEE decreases at a greater extent in the shared core scenario, but in a dedicated scenario there is less cores for data transmission. Simulations including the higher core doping in MCF should provide stronger Raman effects.
B. CROSSTALK
The MCF crosstalk (XT) makes that a specific core delivers a different signal than initially considered. In a dedicated scenario, where all cores only propagate energy there is no effect for power levels far away from the limits discussed on previous sections. In a dedicated scenario, with some cores delivering energy and others data, and in a shared core scenario, those undesired signals could affect the transmission quality. Considering PoF signals of few W for power delivery and data signals of several mW or lower, the undesired signal can also saturate the photodetector. An optical filter, centered at the data channel wavelength, filters the undesired signal from the other core at 1480 nm. This filter provides isolation to crosstalk from MCF fan-out devices but the leakage of this energy reduces the PoF SEE. If the undesired signal from the other core is part of SRS of HPL centered at C band, the filter is neither a solution.
As a first conservative approximation, to assure no negative impact in data transmission we consider good designs those with power over MCF at least one order of magnitude lower than data signals, or a XT greater than −40 dB for all link lengths. The XT between two cores in a MCF depends on power transfer efficiency, η, and is given by [36] :
where L c = π /(2·k) is the coupling length with k the coupling coefficient; z the propagation distance along the fiber axis.
We calculate the effective refractive index difference of MCF with a software tool based on the Finite Element Method with a full vectorial implementation, a mode solver named FemSIM. We compare two 7-core MCF with the parameters reported in Table 3 . The XT for both fibers at 1550 nm worsens with the link length, see Fig. 8 being better than −50 dB up to 10 km for Fiber A. They are in accordance with the values provided in [36] . We also analyze the influence of temperature (T ) on XT in case that the power over MCF transmission induces T increments. The refractive index of the core of a silica fiber versus temperature is expressed as:
The slope can have different values ranging from 7.0978×10 −6 [37] to 11.8×10 −6 [38] . The 7-core MCF Fiber A has a core refractive index of 1.475 at 298 K, and we consider previous silica variation range to obtain the following equation:
n core (T ) = (1.4722±0.0007)+[(9.44910 −6 )±(2.35110 −6 )]T (11) The core refractive index average value and the maximum positive and negative deviation at a specific temperature are used in the simulations. The effective refractive indexes are calculated again using FemSIM for a specific set of temperatures and then extrapolated for the whole range. The XT variation with link length for different temperatures using (11) is calculated, and XT changes in a 10 • C-span variation are negligible. When considering the temperature effect on XT for a specific link length, there is almost a constant slope of 0.136 dB/ • C. When the temperature increases, the core refractive index increases as well and a better crosstalk is expected meanwhile a reduction in the temperature worsens the XT performance.
Some measurements are reported in next section confirming that this XT analysis assures no penalty in either dedicated or shared core scenarios. Table 3 ).
C. EXPERIMENTAL RESULTS
A BER tester using a SFP transceiver operating at 1550 nm is used to generate and evaluate the BER performance of a 2.6 Gbps bit-rate data traffic signal (NZR, PRBS = 2 31 −1). PoF is provided by a fiber HPL at 1480 nm with 2 nm linewidth to avoid SBS. The set-up is described in [10] , but a MCF link of 200 m is used. The MCF is a single mode 4-core MCF with MFD of 7.5-8.4 µm [28] , so according to FIGURE 9. BER impact results in both scenarios: dedicated (HPL on core 2) and shared (HPL and data on core 1). Feeding 300 mW optical power PoF signal per core. Fig. 3 supporting up to 1 W/core. In both cases, the PoF feeding power into the MCF fan-in device is fixed to 300 mW, limited by FI power-handling device requirements. BER measurements for the dedicated and shared core scenarios are shown in Fig. 9 showing the negligible impact of PoF on the data transmission quality. Measured BER values are better than 10 −11 with power over MCF delivering 100 mW at remote node. The measured XT is better than −50 dB. VPI simulations are also performed in a 5 km link, showing no BER degradation in any of the proposed scenarios.
VI. CONCLUSION
We introduced the dedicated and shared core scenarios in power over MCF fibers for integration of PoF in nextgeneration radio access networks based on MCF for low power consumption RRH. Simulations of the limitations on maximum power and energy delivery efficiency in both scenarios and with other types of fibers are provided. The maximum feeding power per core is proportional to MFD and the power over MCF efficiency decreases for longer link lengths, mainly due to SRS when using HPL linewidths greater than 100 GHz. The higher net effective area using all cores in MCF improves the power delivery efficiency in comparison to SMF. In weakly-coupled 7-core MCF, in both scenarios, power over MCF is not penalized by nonlinear effects up to 1 km for 2 W input power in each core. Meanwhile for 5 km, in the shared core scenario only 10% optical power reaches the RRH versus 90% in the dedicated core scenario. In the dedicated scenario using all cores for power over MCF, neither crosstalk nor a reduced SRS penalty is expected. In the dedicated scenario using only some cores and in the shared core scenario, more restrictions on power over MCF apply to avoid degradation of signal quality. The shared core scenario has higher losses and additional components are required, but resources are shared between power over MCF and data transmission. Depending on the MCF parameters, there is a maximum link length to avoid any effect from crosstalk and temperature effects. Measurements show no BER degradation of signal quality for feeding PoF power of 300 mW in 4-core MCF in any of the proposed scenarios. DAVID SÁNCHEZ MONTERO received the Ph.D. degree in electrical, electronics and automation engineering from UC3M, in March 2011. Since 2015, he has been a Senior Lecturer with the Electronics Technology Department, UC3M. He is currently involved with the H2020 Bluespace project. His current research interests include fiber-optic sensors, plastic and multicore optical fibers, WDM-PON networks, network monitoring techniques, and power over fiber systems.
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