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Abstract
We prove a braided version of Kostant–Cartier–Milnor–Moore theorem: The category of connected τ -
cocommutative (τ2 = id) braided Hopf algebras over a field of zero characteristic is equivalent via the
enveloping construction to the category of generalized Lie algebras. This statement includes an embedding
of any generalized Lie algebra into its universal enveloping algebra, the isomorphism H ∼= U(PrimH),
and primitive generation results. The embedding theorem may be derived from the Poincaré–Birkhoff–
Witt theorem for quadratic algebras of Koszul type (Remark C). We also provide a direct proof that uses
neither Koszul cohomologies nor the algebraic deformation theory. We consider the primitive generation
problem for subalgebras, biideals and homomorphic images of connected braided Hopf algebras in much
more general context, when the braiding is not necessary involutive, and even it is not necessary invertible.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
The notion of a “braided Hopf algebra” is one of the basic features of braided monoidal
categories [17], although the braided Hopf algebras appeared firstly without the formalism of
category theory in the famous paper by Milnor and Moore [25] as graded Hopf algebras, and then
as universal enveloping algebras of colored Lie super-algebras [32]. A more general concept of
a “generalized Lie algebra” related to an involutive braiding (a symmetry) has been introduced
by D. Gurevich [14] and appeared later in the geometrical context in the paper by Yu. Manin
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algebras. The generalized (formal) Lie groups of D. Gurevich, [15, p. 759, Definition], are in fact
(topological) braided Hopf algebras as well.
A standard way to obtain a braided monoidal category is to consider all modules over a
quasitriangular Hopf algebra or all comodules over coquasitriangular Hopf algebra [9,23,33].
In particular, representation theory of quantum groups is monoidal and braided. If the ground
Hopf algebra is (co)triangular (see [10]) then the category is symmetric, and Lie algebras in that
category are the generalized Lie algebras as defined by D. Gurevich. Hopf algebras and Lie al-
gebras in that symmetric categories have been studied in [4,5,8,13,35]. A slightly different but
essentially equivalent approach is to consider categories of Yetter–Drinfeld modules over Hopf
algebras [1]. This approach provides an effective tool in the classification of pointed Hopf alge-
bras by the lifting method [2] since the main invariant, the diagram of a pointed Hopf algebra, is
a Hopf algebra in a Yetter–Drinfeld category.
In [37] M. Takeuchi surveys the recent progress of braided Hopf algebra theory in a non-
categorical framework when braided bialgebras are regarded as algebras and coalgebras with a
Yang–Baxter operator (plus compatibility conditions). This approach is actually more general
and more convenient than the others, that is why we follow it in this paper.
We prove a braided version of Kostant–Cartier–Milnor–Moore theorem: The category of all
connected τ -cocommutative (τ 2 = id) braided Hopf algebras over a field of zero characteristic
is equivalent via the enveloping construction to the category of generalized Lie algebras. This
statement includes an embedding of any generalized Lie algebra into its universal enveloping
algebra, the isomorphism H ∼= U(PrimH), and primitive generation results.
We consider the primitive generation problem for subalgebras, biideals and homomorphic
images of connected braided Hopf algebras in much more general context when the braiding τ is
not necessary involutive, and even it is not necessary invertible. The obstacle that appears in this
way is that it is not clear a priori what does it mean “cocommutative” braided coalgebra. If the
braiding is involutive, the answer is clear and well-known (see, for example, [13, Eq. (29)]), the
cocommutativity means the cocommutativity in the symmetric category, Δ = Δτ . That is, the
image of Δ has just τ -symmetric tensors. At this point it is quite natural to guess that in general
the tensors must be “quantum symmetric.” Fortunately the notion of the quantum symmetric
algebra is well elaborated yet [1,11,12,21,28,30,34,38,39]. According to one of the myriad of
characterizations, this is a subalgebra generated by the primitive elements in the quantum shuffle
algebra. Hence we need at least an interpretation of the image of the coproduct in the space of
shuffles. The idea of that interpretation follows from the fundamental result of M. Sweedler [36,
Proposition 12.1.1] that every connected coalgebra has an injection into a shuffle coalgebra. Since
the coalgebra structure of the quantum shuffle bialgebra is independent of the braiding, it remains
to find an explicit form of the Sweedler embedding. In Lemma 3.2 we note that the linearization
map, μ =⊕∞n=0 μn, μn = Δn−1(1 − ε)⊗n, provides that embedding for the graded coalgebra
associated to the coradical filtration. Hence the definition of the “cosymmetric coalgebra” is
Im〈μ〉 ⊆ Sτ (V ), where V is the braided space of all primitive elements, while Sτ (V ) is the
quantum symmetric algebra defined by V .
In Theorem 3.5 we show that a connected braided Hopf algebra is cosymmetric if and only
if it is strictly generated by the primitive elements. Here the word “strictly” means that the
coradical filtration coincides with the filtration defined by the products of primitive elements,
Hn =∑in V i . Of course in characteristic zero any τ -cocommutative coalgebra with involu-
tive τ is cosymmetric, in particular the universal enveloping algebra is strictly generated by the
ground generalized Lie algebra (Lemma 6.2).
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not primitively generated (Examples 4.7, 4.8). Even if H is strictly generated by the primitives
(is cosymmetric) it may have Hopf subalgebras that are not primitively generated (Example 4.9).
In Lemmas 4.1 and 4.2 we provide sufficient conditions for a Hopf subalgebra, or a biideal,
or a homomorphic image to be (strictly) generated by the primitive elements. It turns out that
these conditions always hold in the most important cases: when the braidings are diagonal
(Corollary 4.5), or when H is a Hopf algebra in the braided category of left comodules over
coquasitriangular cosemisimple Hopf algebra (Corollary 4.6). These conditions hold if τ 2 = id
and the characteristic equals zero as well, moreover in Theorem 6.1 we show that in this case
every connected τ -cocommutative braided Hopf algebra is the universal enveloping algebra of a
generalized Lie algebra.
The embedding problem has been discussed in details in [22, Section 5]. A finite-dimensional
generalized Lie algebra embeds into its universal enveloping algebra due to D. Gurevich theorem
[15, Theorem 2]. In the general case one may apply the Poincaré–Birkhoff–Witt theorem for
quadratic algebras of Koszul type (Section 7, Remark C). This PBW-type theorem has been
proved by A. Braverman and D. Gaitsgory [7] by means of the algebraic deformation theory. It
also appears in a new book by A.E. Polishchuk and L.E. Positselsky [29, Chapter 5] devoted to
the finite-dimensional case. In Section 5 we provide a direct proof of the embedding theorem that
uses neither Koszul cohomologies nor the algebraic deformation theory.
In Section 7 we show that two of three known forms of PBW-theorem are valid for the gener-
alized Lie algebras, while one of them fails.
All operators in compositions act from the left to the right, hence normally they are located
from the right of the arguments. The braidings are not necessary invertible unless they are invo-
lutive.
2. Preliminaries
2.1. Coradical filtration
A coalgebra C is called connected if its coradical C0 is one-dimensional, C0 = k · 1. The
coradical filtration
C0 ⊆ C1 ⊆ C2 ⊆ · · · ⊆ Cn ⊆ · · · ⊆ C (1)
is defined by Cn = Δ−1(C ⊗ Cn−1 + C0 ⊗ C), however it satisfies a more strict condition:
Δ(Cn) ⊆∑nr=0 Cr ⊗Cn−r , see [36, Corollary 9.1.7].
Lemma 2.1. If a coalgebra C is connected, then the coradical filtration satisfies the following
properties:
(1) C1 = k1 ⊕ V , where V is the set of all primitive elements, V = PrimC.
(2) If f :C → D is a coalgebra map such that f |V is injective, then f is injective.
(3) If u ∈ Cn, then Δ(u) = u⊗ 1 + 1 ⊗ u+ y, y ∈∑n−1i=1 Ci ⊗Cn−i .
Proof. See [36, Propositions 10.0.1, 10.0.2, Lemma 11.0.1] or [26, Lemmas 5.3.2, 5.3.4]. 
Lemma 2.2. Let us denote φ(u) = u− ε(u)1, where ε is the counite. Then a ∈ Cn if and only if
aΔnφ⊗(n+1) = 0.
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2.2. Braided objects
We are reminded that a linear space V is a braided space if there is fixed a linear map τ :V ⊗
V → V ⊗ V (in this paper not necessary invertible) that satisfies the braid relation τ1τ2τ1 =
τ2τ1τ2, where τi = id⊗(i−1) ⊗ τ ⊗ id⊗(n−i−1) :V ⊗n → V ⊗n. By definition u · si = uτi is the
local action on V ⊗n of the braid monoid Bn generated by the braids si , 1 i < n.
If V and V ′ are linear spaces with braidings τ and τ ′, then the linear map ϕ :V → V ′ respects
the braidings if τ(ϕ ⊗ ϕ) = (ϕ ⊗ ϕ)τ ′. In this case W = kerϕ satisfies
(W ⊗ V + V ⊗W)τ ⊆ (V ⊗W +W ⊗ V ). (2)
Conversely, if a subspace W satisfies (2), then the quotient space has an induced braiding such
that ϕ :V → V/W respects the braidings.
A subspace W of a braided space V is said to be categorical if (W ⊗ V )τ ⊆ V ⊗ W and
(V ⊗W)τ ⊆ W ⊗V . Certainly each categorical subspace satisfies (2) and it is a braided subspace,
(W ⊗W)τ ⊆ W ⊗W .
A coalgebra (C,Δ, ε) is braided if it is a braided space and
τ(ε ⊗ id) = (id ⊗ ε)τ, τ (id ⊗ ε) = (ε ⊗ id)τ ;
τ(id ⊗Δ) = (Δ⊗ id)τ2τ1, τ (Δ⊗ id) = (id ⊗Δ)τ1τ2. (3)
These axioms and Lemma 2.2 imply that all Ci in the coradical filtration are categorical. Indeed,
C ⊗Cn = ker(id ⊗Δnφ⊗(n+1)). We have
(Cn ⊗C)τ
(
id ⊗Δnφ⊗(n+1))= (Cn ⊗C)(Δnφ⊗(n+1) ⊗ id)τnτn−1 . . . τ1 = 0.
Hence (Cn ⊗ C)τ ⊆ C ⊗ Cn. In the same way (C ⊗ Cn)τ ⊆ Cn ⊗ C. Moreover, the equality
PrimC = C1φ implies that V = PrimC is categorical as well.
An algebra R with a multiplication m :R⊗R → R is a braided algebra if it is a braided space
and
(m ⊗ id)τ = τ2τ1(id ⊗ m), (id ⊗ m)τ = τ1τ2(m ⊗ id). (4)
A braided bialgebra is an associative braided algebra and braided coalgebra H (with the same
braiding) where the coproduct is an algebra homomorphism
Δ :H → H ⊗H, (5)
while H ⊗H is the ordinary tensor product of spaces with a new multiplication
(a ⊗ b)(c ⊗ d) = a[(b ⊗ c)τ ]d. (6)
A braided bialgebra H is connected if so is the coalgebra H, and the unite 1 satisfies
(1 ⊗ x)τ = x ⊗ 1, (x ⊗ 1)τ = 1 ⊗ x, x ∈ H.
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S(v) = −v, v ∈ V, S(u) = ε(u)− u− y(id ⊗ S), u ∈ Hn,
where y is given in Lemma 2.1, correctly defines the antipode on any connected braided bialge-
bra. Hence connected braided Hopf algebra and connected braided bialgebra are synonymous.
For more details see [37].
2.3. Permutation group
By Sn we shall denote the permutation group of indices {1,2, . . . , n}, while S(r)n is the sub-
group that leaves fixed 1,2, . . . , r . For two arbitrary indices m,k we denote by [m; k] a monoto-
nous cycle starting with m up to k, for example, [2;4] = (2,3,4), while [4;2] = (4,3,2). The
group Sn has the following co-set decomposition with respect to Sr × S(r)n :
Sn =
⋃
1k1<k2<···<krn
[1; k1][2; k2] . . . [r; kr ]Sr × S(r)n . (7)
We fix the notation
Φr =
∑
1k1<k2<···<krn
[1; k1][2; k2] . . . [r; kr ]. (8)
In the generators ti = [i; i + 1], 1 i < n the group Sn is defined by the relations
ti tj = tj ti , ti ti+1ti = ti+1ti ti+1, t2i = 1, j = i ± 1. (9)
2.4. Quantum symmetric algebra
Let V be a braided space. The tensor space T (V ) = ∑∞n=0 V ⊗n has two structures of the
connected braided Hopf algebra. One of them is the free algebra k〈V 〉 with a braided coproduct
defined in terms of the local action as follows
Δb(u) =
n∑
r=0
[
u ·Φbr
]
θr , u ∈ V ⊗n, (10)
where Φbr appears from Φr given in (8) under the substitutions [m; k] ← sk−1sk−2 . . . sm df=
[m; k]b , while θr = id⊗r ⊗ id⊗(n−r).
Another one is the quantum shuffle algebra Shτ (V ) with the coproduct
Δ(u) =
n∑
r=0
uθr , u ∈ V ⊗n, (11)
and with the shuffle product
u v = uv · (Φ∗r )b, u ∈ V ⊗r , v ∈ V ⊗(n−r), (12)
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Φ∗r =
∑
1k1<k2<···<krn
[kr ; r][kr−1; r − 1] . . . [k1;1] (13)
under the substitutions [k;m] ← smsm+1 . . . sk−1 df= [k;m]b. If k1 = 1 then by means of the rela-
tions in braids, sisj = sj si , |i − j | > 1, we have
( sr sr+1 . . . skr−1) · ( sr−1sr sr+1 . . . skr−1−1) · . . . · ( s2s3 . . . sk2−1) · ( s1 . . . sk1−1)
= sr sr−1 . . . s2s1[kr ; r + 1]b[kr−1; r]b · · · [k1;2]b
= [1; r + 1]b[kr ; r + 1]b[kr−1; r]b · · · [k1;2]b.
This implies the following decomposition convenient for induction
(
Φ∗r
)b = [(Φ(1)r−1)∗]b + [1; r + 1]b[(Φ(1)r )∗]b, (14)
where the superscript (1) means an application of the formula (13) to the permutation group S(1)n .
We remark that the coalgebra structure on Shτ , as well as the algebra structure on k〈V 〉, are
independent of τ .
A subalgebra Sτ (V ) generated by V in Shτ (V ) is called a quantum symmetric algebra. This
is a braided Hopf subalgebra of Shτ (V ) and a homomorphic image of the braided Hopf algebra
k〈V 〉. The epimorphism Ω : k〈V 〉 → Sτ (V ) has a lot of nice characterizations. We need one
more.
Lemma 2.3. Denote by φ the map 1 − ε, where ε is the counite. Then
Ω =
∞⊕
n=0
Ωn, Ωn =
(
Δb
)n−1
φ⊗n :V ⊗n → Sτ (V ). (15)
Proof. We shall use the differential form for Ω given in [21, Theorem 5.1]:
uΩn =
∑
i1,i2,...,in
∂nu
∂yi1∂yi2 · · · ∂yin
(yi1yi2 · · ·yin), u ∈ V ⊗n, (16)
where {yi} is a basis of V ; (yi1yi2 · · ·yin) is the tensor yi1 ⊗ yi2 ⊗ · · · ⊗ yin considered as an
element of Shτ (V ); while the partial derivatives on k〈V 〉 are connected with (and defined by) the
braided coproduct via (see [21, Theorem 4.1]):
Δb(u) ≡ 1 ⊗ u+
∑
i
yi ⊗ ∂u
∂yi
(
mod
n∑
k=2
(
V ⊗k ⊗ V ⊗(n−k))
)
, u ∈ V ⊗n. (17)
We shall show by induction on n that u · (Δb)n−1φ⊗n equals the right-hand side of (16). If n = 1
there is nothing to prove. Let us apply [id ⊗ (Δb)n−2]φ⊗n to both sides of (17). We have
(
V ⊗k ⊗ V ⊗(n−k))[id ⊗ (Δb)n−2]φ⊗n ⊆ V ⊗kφ ⊗ V ⊗(n−k)(Δb)n−2φ⊗(n−1) = 0
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u
(
Δb
)n−1
φ⊗n = 1φ ⊗ u(Δb)n−2φ⊗(n−1) +∑
i
yiφ ⊗ ∂u
∂yi
(
Δb
)n−2
φ⊗(n−1). (18)
Since 1φ = 0, and yiφ = yi , the inductive supposition implies
u
(
Δb
)n−1
φ⊗n =
∑
i
yi ⊗
∑
i2,...,in
∂n−1(∂u/∂yi)
∂yi2 · · · ∂yin
yi2 ⊗ · · · ⊗ yin . (19)
Here all first factors in the second sum are scalars, hence we have got the required equality. 
If W is a subspace of V , then by Id〈W 〉 we denote a two-sided ideal of k〈V 〉 generated by W .
This ideal is a biideal if and only if W satisfies (2). By (Id〈W 〉) we denote the same set considered
as a subspace of Shτ (V ). This subspace is always a coideal of Shτ (V ). It is a biideal if and only
if W satisfies (2). In this case
Shτ (V/W) = Shτ (V )/
(
Id〈W 〉);
Sτ (V/W) = Sτ (V )/
(
Id〈W 〉)∩ Sτ (V ). (20)
See more details in [1,11,12,28,30,34,38,39], or in these very notations in [21,22].
2.5. Generalized Lie algebras
A braided algebra L is said to be generalized Lie algebra or a Lie τ -algebra, see [14], if the
braiding is involutive, τ 2 = id, and it is connected with the multiplication m :L ⊗ L → L in the
following way
m + τm = 0, skew-symmetry;
(id + τ1τ2 + τ2τ1)(m ⊗ id)m = 0, Jacobi identity. (21)
If A is an associative braided algebra with a multiplication m′ then the braided space A with a
new multiplication m = (id− τ)m′ is a Lie τ -algebra (provided that τ 2 = id). We denote this Lie
τ -algebra by A(−)τ , or just A(−).
Given a Lie τ -algebra L one constructs the universal enveloping algebra as follows (see [13,
p. 603]): Let k〈L〉 =∑L⊗n be the free associative algebra regarded as a connected braided Hopf
algebra. The relation τ 2 = id implies that this bialgebra is τ -cocommutative; that is, Δτ = Δ.
Let J ⊆ k〈L〉 be the ideal generated by{
x ⊗ y − (x ⊗ y)τ − [x, y] | x, y ∈ L}, (22)
where [x, y] = (x ⊗ y)m is the product in L. Then U(L) is the quotient algebra k〈L〉/J .
By means of axioms (4) and the braid relation (with τ 2 = id) it is easy to show that the
space (22) is categorical. Hence the ideal J is categorical as well. In particular the natural map
ϕ : k〈L〉 → U(L) respects the braidings. Moreover axioms (4) for the brackets and (3) for comul-
tiplication imply that J is a biideal. Thus U(L) is a connected braided τ -cocommutative Hopf
algebra.
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We shall use a characterization due to J. Backelin [3] (see also [6]) as a definition. Let R be
a subspace of V ⊗ V and (R) is a two-sided ideal generated by R in k〈V 〉. Then the quotient
algebra k〈V 〉/(R) is said to be a Koszul algebra if for any fixed n a lattice Λn generated by the
subspaces V ⊗i ⊗R ⊗ V ⊗(n−i−2), 0 i < n− 1 is distributive.
Given a generalized Lie algebra L, we denote by L0 the generalized Lie algebra with zero
multiplication defined on the same braided space L. In this case U(L0) is the quotient algebra
k〈L〉/(R), where R = L⊗2 ·(1− t1), while the lattice Λn is generated by L⊗n ·(1− ti), 1 i < n.
Lemma 2.4. If char k = 0 and τ 2 = id, then U(L0) is a Koszul algebra.
Proof. This statement has been proved by D. Gurevich [16] for the case dimL < ∞. In fact
the general case follows from the classical result (the symmetric algebra S(Z), dimZ < ∞ is a
Koszul algebra) by means of the principle formulated in [21, p. 210] in the following way.
For each a ∈ k[Sn], we have L⊗n · a = L⊗n · k[Sn]a = L⊗n · e, where e ∈ k[Sn]a is an
idempotent such that k[Sn]a = k[Sn]e. Therefore
L⊗n · a ∩L⊗n · b = L⊗n · (k[Sn]a ∩ k[Sn]b);
L⊗n · a +L⊗n · b = L⊗n · (k[Sn]a + k[Sn]b). (23)
Indeed, the second of (23) is evident. To check the first one we may suppose that a, b are idem-
potents and k[Sn]a ∩ k[Sn]b = k[Sn]f , f 2 = f. In any semisimple algebra the right annihilator
of the intersection of two left ideals equals the sum of the right annihilators of the summands. In
particular (1 − f )k[Sn] = (1 − a)k[Sn] + (1 − b)k[Sn]. If now u ∈ L⊗n · a ∩L⊗n · b, then
0 = u · ((1 − a)k[Sn] + (1 − b)k[Sn])= u · (1 − f )k[Sn],
that is u = u · f ∈ L⊗n · f.
Hence the classical case implies that the lattice Λ′n generated by the left ideals k[Sn](1 − ti ),
1 i < n is distributive just because the local action on Z⊗n defines a faithful representation of
k[Sn] provided that dimZ = n:
z1z2 . . . zn ·Ξ =
∑
π∈Sn
απzπ−1(1)zπ−1(2) . . . zπ−1(n), Ξ =
∑
αππ ∈ k[Sn]. (24)
Certainly formulae (23) show that the distributiveness property of Λ′n implies the distributiveness
property of Λn. 
3. Cosymmetric coalgebras
Let C be a connected coalgebra with the coradical filtration (1), where C0 = k1. Lemma 2.2
shows that the map
μ = id ⊕
∞⊕
μn, μn = Δn−1φ⊗n (25)
n=1
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grC = 1 · k ⊕
∞⊕
n=1
Cn/Cn−1
into the tensor space T (V ). This map is called a linearization map.
Remark A. We must stress that the linearization map differs from Ω defined in (15) even if
C = k〈W 〉 is the free algebra freely generated by a braided subspace W of primitive elements.
The point is that Ω acts from k〈W 〉 to Sτ (W), while μ does from gr k〈W 〉 to Shτ (V ), where
V = Prim k〈W 〉 and of course in general V = W . Moreover, the task to calculate V = Prim k〈W 〉
is not so easy, see the calculations in [20].
Definition 3.1. A connected braided coalgebra C is said to be cosymmetric if the image of the
linearization map is contained in the quantum symmetric algebra: Im〈μ〉 ⊆ Sτ (V ).
Lemma 3.2. (Cf. M. Sweedler [36, Proposition 12.1.1].) The linearization map is an embedding
of the coalgebra grC into Shτ (V ).
Proof. The coproduct on grC is defined as follows
Δ(a +Cn−1) =
∑
(a)
d(a(1))+d(a(2))=n
(
a(1) +Cd(a(1))−1
)⊗ (a(2) +Cd(a(2))−1),
where d is the degree function associated with the coradical filtration, d(a) = n ⇔ a ∈ Cn\Cn−1.
We have,
(a +Cn−1)Δ(μ⊗μ) =
∑
(a)
d(a(1))+d(a(2))=n
a(1)μd(a(1))−1 ⊗ a(2)μd(a(2))−1
=
n∑
r=0
[ ∑
(a)
d(a(1))=r
d(a(2))=n−r
a(1)μr−1 ⊗ a(2)μn−r−1
]
.
If d(a(1)) = r , then by Lemma 2.2 either a(1)μr−1 = 0 or a(2)μn−r = 0 since always d(a(1)) +
d(a(2)) n. Hence the sum in the brackets equals
∑
(a)
a(1)μr−1 ⊗ a(2)μn−r =
∑
(a)
(
a(1)Δr−1 ⊗ a(2)Δn−r)φ⊗(n+1)
= (aΔ)(Δr−1 ⊗ id)(id⊗r ⊗Δn−r−1)φ⊗nθr
= aΔnφ⊗(n+1)θr = aμnθr ,
which is the required in (11) relation. 
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Hopf algebras, μ : grH ↪→ Shτ (V ), where V = PrimH is the space of all primitive elements
of H .
Proof. Let u ∈ Hn, v ∈ Hm. We shall prove by induction on n+m that
(uv)μn+m = (uμn) (vμm). (26)
If either n or m equals zero, the equality is clear. Let n,m 1. By Lemma 2.1 the coproduct has
a representation
Δ(u) = 1 ⊗ u+
∑
i
yi ⊗ ui
(
mod
n∑
k=2
Hk ⊗Hn−k
)
, (27)
where {yi} is a fixed basis of V . Let us apply φ ⊗Δn−2φ⊗(n−1) to both sides of (27). Taking into
account Lemma 2.2, we get
uμn =
∑
i
yi ⊗ uiμn−1, (28)
and in perfect analogy
vμm =
∑
i
yi ⊗ viμm−1, (uv)μn+m =
∑
i
yi ⊗ (uv)iμn+m−1, (29)
where (uv)i are components of the coproduct
Δ(uv) = Δ(u)Δ(v) ≡
(
1 ⊗ u+
∑
i
yi ⊗ ui
)(
1 ⊗ v +
∑
i
yi ⊗ vi
)
≡ 1 ⊗ uv +
∑
i
τ (u⊗ yi)vi + yi ⊗ uiv
(
mod
n+m∑
k=2
Hk ⊗Hn+m−k
)
; (30)
that is,
∑
i
yi ⊗ (uv)i =
∑
i
[
(u⊗ yi)τ
]
vi + yi ⊗ uiv. (31)
Hence the second equality of (29) takes up the form
(uv)μm+n =
(∑
i
[
(u⊗ yi)τ
]
vi + yi ⊗ uiv
)
(id ⊗μn+m−1). (32)
On the other hand, the decomposition (14) yields
34 V.K. Kharchenko / Journal of Algebra 307 (2007) 24–48uμn  vμm = (uμn ⊗ vμm) ·
(
Φ∗m+n
)b = (∑
i
yi ⊗ uiμn−1 ⊗ vμm
)
· [(Φ(1)n−1)∗]b
+
(∑
i
uμn ⊗ yi ⊗ viμm−1
)
· snsn−1 . . . s2s1
[(
Φ(1)n
)∗]b
. (33)
Axioms (3) imply (μn ⊗ id)τnτn−1 . . . τ1 = τ(id ⊗ μn). Hence if (u ⊗ yi)τ =∑j yj ⊗ Aji (u),
A
j
i (u) ∈ H , then we may continue (33):
=
∑
i
yi ⊗ (uiμn−1  vμm)+
∑
ij
yj ⊗
(
A
j
i (u)μn  vi μm−1
)
. (34)
Further, by means of the inductive supposition we have
=
(∑
i
yi ⊗ uiv +
∑
ij
yj ⊗Aji (u)vi
)
(id ⊗μn+m−1), (35)
which equals the right-hand side of (32). 
Definition 3.4. A braided Hopf algebra H is strictly generated by the primitive elements if its
coradical filtration coincides with the filtration defined by the powers of V = PrimH ; that is,
Hn =∑ni=0 V i .
Theorem 3.5. The following conditions on a connected braided Hopf algebra H are equivalent.
(1) H is cosymmetric.
(2) H is strictly generated by the primitive elements.
(3) grH is generated by the primitive elements.
(4) grH is a quantum symmetric algebra (a Nichols algebra).
Proof. (1) → (2). Induction on the coradical filtration. Let Hn−1 =∑i<n V i . Denote by λ the
natural homomorphism
λ : k〈V 〉 → H, λ|V = id. (36)
This is a Hopf algebra map, hence λ(Δb)n−1φ⊗n = (Δb)n−1φ⊗nλ⊗n (recall that V ⊗n = V ⊗n as
linear spaces). In particular if w ∈ V ⊗n ↪→ k〈V 〉 then by means of Lemma 2.3 we have
wΩn = w
(
Δb
)n−1
φ⊗n = w(Δb)n−1φ⊗nλ⊗n = wλΔn−1φ⊗n = wλμn. (37)
If a ∈ Hn then aμn ∈ Sτ (V ), that is aμn = wΩn for a suitable w ∈ V ⊗n. Relations (37) imply
(a −wλ)μn = aμn −wλμn = aμn −wΩn = 0. (38)
Thus, Lemma 2.2 yields a −wλ ∈ Hn−1; that is, a ∈ V n +Hn−1, which was to be proved.
(2) → (3). Evident.
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subalgebra of Shτ (V ) via the linearization map. The image of the linearization map contains V
and in the context it is generated by V . Hence by definition of the quantum symmetric algebra
grH = Sτ (V ).
(4) → (1) follows from the definition of the cosymmetric coalgebra. 
4. Subalgebras and quotients
In this section we are going to discuss when a subalgebra or a quotient algebra of a cosym-
metric connected braided Hopf algebra is cosymmetric. We keep the notations λ, Ω , μ for the
homomorphisms given in (36), (15) and (25).
Lemma 4.1. A braided Hopf subalgebra A of a cosymmetric connected Hopf algebra H is
cosymmetric provided that
Sτ (V )∩ Shτ (W) = Sτ (W), (39)
where V = PrimH , W = PrimA.
Proof. The linearization map for A is a restriction of that for H . Hence its image belongs to the
left-hand side of (39); that is, (39) implies the cosymmetry condition for A. 
Let ψ :H → A be an epimorphism of connected braided Hopf algebras, and W = kerψ ∩ V .
Then W satisfies condition (2). Hence (Id〈W 〉) is a biideal of Shτ (V ), see (20). We remark that
the ideal of Sτ (V ) generated by W equals Id〈W 〉Ω .
Lemma 4.2. If H as above is cosymmetric and
(
Id〈W 〉)∩ Sτ (V ) = Id〈W 〉Ω, (40)
then kerψ is generated by W as an ideal of H , and A is cosymmetric with PrimA = Vψ .
Proof. Let 〈W 〉H be the ideal generated by W in H . Since H is strictly generated by the prim-
itive elements, the map λ is an epimorphism, and 〈W 〉H = Id〈W 〉λ. Formulae (20) show that
ker(ψ |V )⊗n = (Id〈W 〉), provided that we consider (ψ |V )⊗n :V ⊗n → A⊗n1 with V ⊗n ↪→ Shτ (V ).
To see that A is cosymmetric and PrimA = Vψ it suffices to check the equalities An =
Hnψ (Theorem 3.5). Take a ∈ An. Let us choose an element b ∈ Hm + 〈W 〉H with the smallest
possible m, such that bψ = a. We have to show that m  n. Suppose in contrary that m > n.
Lemma 2.2 implies aμm = 0; that is,
0 = bψΔm−1φ⊗m = [bΔm−1φ⊗m]ψ⊗m. (41)
Using the cosymmetry condition for H , we get
bμm ∈ ker(ψ |V )⊗m ∩ Sτ (V ) =
(
Id〈W 〉)∩ Sτ (V ).
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λ|V = id imply
(b −wλ)μm = bμm −wΔm−1φmλ⊗m = bμm −wΩm = 0.
Lemma 2.2 yields b − wλ ∈ Hm−1. Since wλ ∈ 〈W 〉H , and (b − wλ)ψ = a, we arrive to a
contradiction with the choice of m.
To see that kerψ = 〈W 〉H one may put a = 0 in the above arguments and choose the small-
est m with b ∈ Hm + 〈W 〉H , b /∈ 〈W 〉H , such that bψ = 0. 
The following two lemmas provide sufficient conditions for (39) and (40) to be valid.
Lemma 4.3. If a braided subspace W of a braided space V has a complement W ′ that satis-
fies (2), then (39) holds.
Proof. Since W ′ satisfies (2), the ideal generated by W ′ in Sτ (V ) is a subspace of (Id〈W ′〉)
(see (12) for the shuffle multiplication); that is,
Id〈W ′〉Ω ⊆ (Id〈W ′〉). (42)
The decomposition V = W ⊕W ′ implies k〈V 〉 = k〈W 〉 ⊕ Id〈W ′〉, hence
Shτ (V ) = Shτ (W)⊕
(
Id〈W ′〉). (43)
Consider the projection p = id ⊕ 0 : Shτ (V ) → Shτ (W). Certainly p acts identically on the left-
hand side of (39). At the same time (42) implies
Sτ (V )p = k〈V 〉Ωp =
(
k〈W 〉Ω + Id〈W ′〉Ω)p = k〈W 〉Ω = Sτ (W); (44)
that is, the application of p to the left-hand side of (39) moves it into Sτ (W), which proves (39).
Lemma 4.4. If a subspace W of a braided space V satisfies (2) and has a complement W ′ that
is a braided subspace, then (40) holds.
Proof. In the proof of the above lemma one should replace W with W ′ and consider 1 − p :
Shτ (V ) → (Id〈W 〉) instead of p with a small modification of (44). 
There are three important cases when conditions (39) and (40) hold. First, the spaces with
diagonal braidings. More precisely these are objects in a braided tensor category of bigraded
spaces, spaces graded by G × G∗, where G is a fixed Abelian group and G∗ is the group of
its characters. The braiding on a bigraded space V =⊕g∈G,χ∈G∗ V χg is defined via (x ⊗ y)τ =
pxyy ⊗ x, where pxy = χ(g), x ∈ V χ• , y ∈ V •g . In this case every bigraded subspace is categori-
cal. Since every bigraded subspace has a bigraded complement, Lemmas 4.3 and 4.4 imply
Corollary 4.5. Let H be a connected cosymmetric Hopf algebra in the braided monoidal cate-
gory of bigraded spaces. All Hopf subalgebras of H and all homomorphic images of H in that
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primitive elements.
Denote by UM the category of left comodules over a coquasitriangular bialgebra (U, 〈 | 〉).
This is a braided tensor category [23]. For any V,W ∈ UM the twist map is given by (see details
in [13, Preliminaries])
(u⊗w)τ =
∑〈
v(−1)
∣∣w(−1)〉w(0) ⊗ v(0).
In particular every left subcomodule automatically is a categorical subspace. If additionally U
is cosemisimple, then every finitely generated left comodule is completely reducible (see [18,
Section 11.1.4] and also a structural theorem for cosemisimple coquasitriangular Hopf alge-
bras [27]). Therefore conditions of Lemmas 4.3, 4.4, and hence equalities (39), and (40), are
valid for finite-dimensional comodules V , W . On the other hand, every left comodule is a direct
limit (union) of finite-dimensional subcomodules, while (39) and (40) are local properties; that
is, if there exists an element f from the left-hand side that do not belongs to the right-hand side,
than there exist finite-dimensional subcomodules W ′ ⊆ V ′, where f still belongs to the left-hand
side defined by this new pair of comodules. Thus we have got the following statement.
Corollary 4.6. Let (U, 〈 | 〉) be a coquasitriangular cosemisimple bialgebra. If H is a connected
cosymmetric Hopf algebra in UM, then all Hopf subalgebras of H and all homomorphic images
of H in that category are strictly generated by the primitive elements, while all biideals are
generated by the primitive elements.
We consider the third important case when τ 2 = id and the characteristic of the ground field
is zero in the next sections in more details. Now, a number of interesting counterexamples.
Example 4.7. Braided Hopf subalgebra of a primitively generated braided Hopf algebra with a
diagonal braiding which is not primitively generated.
Let V = kx1 +kx2 be a two-dimensional braided space with a diagonal braiding (xi ⊗xj )τ =
pij xj ⊗ xj , where p11 = p22 = p21 = −1, p12 = 1 = −1. Then x21 , x22 , x1x22 − x22x1, and x21x2 −
x2x
2
1 are primitive elements in k〈x1, x2〉. In particular the algebra H defined by the relations
x1x
2
2 = x22x1, x21x2 = x2x21
is a braided Hopf algebra. Consider a subalgebra A of H generated by {x21 , x22 , u = (x1x2)2 +
(x2x1)2}. By direct routine calculations in k〈x1, x2〉 we have
Δ(u) = u⊗ 1 + 1 ⊗ u+ 2x22 ⊗ x21 − 2x21 ⊗ x22 +
(
x21x2 − x2x21
)⊗ x2
+ x2 ⊗
(
x21x2 − x2x21
)+ x1 ⊗ (x1x22 − x22x1)+ (x1x22 − x22x1)⊗ x1.
Hence in H we have
Δb(u) = u⊗ 1 + 1 ⊗ u+ 2x22 ⊗ x21 − 2x21 ⊗ x22 . (45)
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subalgebra of H . Since x22x
2
1 = x21x22 in H , a general element of the constitution (2,2) in A has
a form v = αx21x22 + βu. In particular (45) implies
Δb(v) = v ⊗ 1 + 1 ⊗ v + (α + 2β)x22 ⊗ x21 + (α − 2β)x21 ⊗ x22 .
Thus A has no primitive elements of degree (2,2) at all, while u does not belongs to the subal-
gebra generated by the primitive elements of A.
Example 4.8. A braided (categorical) subalgebra of a free primitively generated braided Hopf
algebra which is not primitively generated.
Denote by g a linear transformation of V = kx1 + kx2 given by xg1 = −x1 + x2, xg2 = −x2.
Then the map τ :u⊗v → v⊗ug is a braiding of V . Let A be a subalgebra of k〈x1, x2〉 generated
by {x2, u = x1x2 + x2x1}. Then
Δb(u) = u⊗ 1 + 1 ⊗ u+ x2 ⊗ x2.
Since ug = u − 2x22 , the algebra A is a braided (categorical) Hopf subalgebra. All primitive
elements of degree two in A are αx22 , α ∈ k, hence A is not primitively generated.
Example 4.9. A braided space V such that
Sτ (V )∩ Shτ (W) = Sτ (W), (46)
where W is a braided (categorical) subspace of V .
Let in the above example W = kx2. Then W is a categorical subspace. We have
x1  x2 + x2  x1 = x1 ⊗ x2 + τ(x1 ⊗ x2)+ x2 ⊗ x1 + τ(x2 ⊗ x1)
= x1 ⊗ x2 − x2 ⊗ x1 + x2 ⊗ x2 + x2 ⊗ x1 − x1 ⊗ x2
= x2 ⊗ x2 ∈ Sτ (V )∩ Shτ (W).
Nevertheless x2 ⊗ x2 /∈ Sτ (W) since x2  x2 = 0.
Certainly, if A = Sτ (V )∩Shτ (W) = Sτ (W), then A is a braided (categorical) Hopf subalgebra
of the quantum symmetric algebra Sτ (V ) that is not cosymmetric and even it is not primitively
generated.
5. Embedding into the universal enveloping algebra
Since now all braidings are involutive, while the ground field is of characteristic zero. In
particular the local action reduces to an action of the symmetric group Sn. In this section we
shall provide a direct proof of the embedding of any Lie τ -algebra into its universal enveloping
algebra. Later in Section 7 we will see how this statement can be derived from the PBW-theorem
for quadratic algebras of Koszul type [7,29].
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er = 1
r!
∑
π∈Sr
π, e(r) = 1
(n− r)!
∑
π∈S(r)n
π. (47)
Lemma 5.1. The left annihilator of (1 − t1)e(1) in k[Sn] equals
k[Sn](1 + t1)+ k[Sn](1 + t1t2 + t2t1)+
n−1∑
i=3
k[Sn](1 − ti ). (48)
Proof. We have, first
n−1∑
i=3
k[Sn](1 − ti )(1 − t1)e(1) =
n−1∑
i=3
k[Sn](1 − t1)(1 − ti )e(1) = 0;
then
(1 + t1t2 + t2t1)(1 − t1)e(1) = (1 + t1t2 + t2t1)(1 − t1)12 (1 + t2)e
(1) = 0
since (1 + t1t2 + t2t1)(1 − t1 + t2 − t1t2) = 0; and next k[Sn](1 + t1)(1 − t1)e(1) = 0 just because
t21 = 1.
Conversely, denote by I the left ideal (48). In the left module k[Sn]/I we have the following
relations
xt1 ≡ −x, xt1t2 ≡ −x − xt2t1 ≡ −x + xt2, xti ≡ x, i > 2, (49)
where x ∈ k[Sn]. These relations show that each element Ξ ∈ k[Sn] has a representation
Ξ ≡
n−1∑
i=1
αi[2; i + 1] (mod I ), αi ∈ k. (50)
Indeed, relations (49) allow one to reduce the length of some words in ti , i  1. Let w be an
irreducible by (49) word. If w is not empty then it ends by t2. The second relation of (49) shows
that before t2 may stand only t3 since otherwise this letter commutes with t2 and the last relation
of (49) reduces the length. Let k be the maximal number such that w ends with tktk−1 · · · t3t2;
that is, w = · · · ts tktk−1 · · · t3t2, k  3, s = k+1. If s > k+1, then ts commutes with all followed
it factors and the last of (49) applies. If s < k then we may move ts to the right so that we get w =
· · · tktk−1 · · · ts ts+1ts ts−1 · · · t3t2. The braid relation yields w = · · · tktk−1 · · · ts+1ts ts+1ts−1 · · · t3t2.
Now we may move the underlined ts+1 to the right and apply the last of (49). Thus all irreducible
words are w = tktk−1 · · · t3t2 = [2; k + 1], 1 < k  n− 1, which proves (50).
Now if Ξ(1 − t1)e(1) = 0 with Ξ given in (50), then
0 =
n−1∑
αi[2; i + 1](1 − t1)e(1) =
(
n−1∑
αi
)
−
n−1∑
αi[2; i + 1]t1e(1).i=1 i=1 i=1
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position (7) with r = 1, while e(1) ∈ S(1)n . Hence we get αi = 0, 1 i < n, and Ξ ∈ I. The lemma
is proved. 
Theorem 5.2. Let L be a Lie τ -algebra over a field of zero characteristic. The natural map
j :L ↪→ k〈L〉 → U(L) is injective.
Proof. Denote by mi , 1 i < n the linear map
mi = id⊗(i−1) ⊗ m ⊗ id⊗(n−i−1) : L⊗n → L⊗(n−1). (51)
Then axioms (4) imply the following commutation rules
(a) mj ti = timj , if j > i + 1;
(b) mi+1ti = ti ti+1mi;
(c) mi ti = ti+1timi+1;
(d) mj ti = ti+1mj , if j < i. (52)
The Jacoby identity also provides some sort of commutation rules for mi ’s
(e) mjmi = mimj−1, if j > i + 1;
(f) mi+1mi = (1 − ti+1)mimi;
(g) mimi = (1 − ti )mi+1mi;
(h) mjmi = mi+1mj , if j < i, (53)
while the skew-symmetry yields
tjmj = −mj . (54)
If l ∈ L∩ Id〈im(id − τ − m)〉 then in k〈L〉 we have a representation
l =
∑
vi(ai − aiτ − aim)wi, ai ∈ L⊗2, vi ∈ L⊗ni , wi ∈ L⊗ki . (55)
We have vi(ai −aiτ −aim)wi = u ·(1− tni+1)−umni+1, where u = vi ⊗ai ⊗wi ∈ L⊗(ni+ki+2).
Since u · (1 − tni+1) ∈ L⊗(ni+ki+2) while umni+1 ∈ L⊗(ni+ki+1), the equality (55) splits into the
following system of homogeneous equations:
n−1∑
i=1
uin · (1 − ti ) = 0; (56)
n−1∑
i=1
uinmi +
n−2∑
i=1
uin−1 · (1 − ti ) = 0; (57)
n−2∑
uin−1mi +
n−3∑
uin−2 · (1 − ti ) = 0; (58)i=1 i=1
V.K. Kharchenko / Journal of Algebra 307 (2007) 24–48 41...
u13m1 + u23m2 + u12 · (1 − t1) = 0; (59)
u12m1 = l, (60)
where n = max(ni + ki + 2), usr ∈ L⊗r , 1 r  n, 1 s < r .
In order to show that l = 0 we are going to produce induction on n. If n = 2 we have two
equalities: u12(1− t1) = 0 and l = u12m1. According to the skew-symmetry axiom u12(1− t1)m1 =
2u12m1, hence l = 0.
We shall provide the inductive step by downward induction on the number k = min{i |
uin = 0}. If k = n− 1 then Eqs. (56) and (57) take up the form
un−1n · (1 − tn−1) = 0;
un−1n mn−1 +
n−2∑
i=1
uin−1 · (1 − ti ) = 0. (61)
The skew-symmetry axiom yields 2un−1n mn−1 = un−1n · (1− tn−1)mn−1 = 0. Thus we may apply
the inductive supposition to Eqs. (61) and (58)–(60).
Let k = min{i | uin = 0} < n−1, n 3. If a set of elements {wis ∈ L⊗s | 1 < s  n, 1 i < s}
satisfies the system of Eqs. (56)–(59) and w12m1 = 0, then the set {uis −wis | 1 < s  n, 1 i < s}
still satisfies (56)–(60) since all operators are linear. Therefore to complete the inductive step of
the downward induction it remains to find a solution {wis} of (56)–(59) with w12m1 = 0, such that
wkn = ukn, wk−1n = wk−2n = · · · = 0.
Recall that we have fixed the notation
e(k) = 1
(n− k)!
∑
π∈S(k)n
π.
Since (1 − ti )e(k) = 0, k < i < n, Eq. (56) implies ukn · (1 − tk)e(k) = 0. By Lemma 5.1 applied
to the permutation group S(k−1)n , the left annihilator I of (1 − tk)e(k) in k[S(k−1)n ] equals
k
[
S(k−1)n
]
(1 + tk)+ k
[
S(k−1)n
]
(1 + tktk+1 + tk+1tk)+
n−1∑
i=k+2
k
[
S(k−1)n
]
(1 − ti ). (62)
As a left ideal of a semisimple algebra this annihilator has the form I = k[S(k−1)n ]f , where
f ∈ I is an idempotent. In this case (1 − tk)e(k)k[S(k−1)n ] = (1 − f )k[S(k−1)n ]. Therefore ukn ·
(1 − f )k[S(k−1)n ] = 0; that is ukn = ukn · f . Let f = rk(1 + tk) + rk+1(1 + tktk+1 + tk+1tk) +∑n−1
i=k+2 ri(1 − ti ), rλ ∈ k[S(k−1)n ]. We have received the following decomposition
ukn = ukn · rk(1 + tk)+ ukn · rk+1(1 + tktk+1 + tk+1tk)+
n−1∑
i=k+2
ukn · ri(1 − ti ). (63)
Let us put
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wk+1n = −ukn · rk+1(1 + tktk+1 + tk+1tk),
win = −ukn · ri(1 − tk), k + 2 i < n. (64)
Since 1 − tk commutes with all 1 − ti , k + 2 i < n and
(1 + tktk+1 + tk+1tk)(1 − tk) = (1 + tktk+1 + tk+1tk)(1 − tk+1),
Eq. (63) implies
n−1∑
i=k
win(1 − ti ) = 0, (65)
and
n−1∑
i=k
winmi = ukn · rk+1(1 + tktk+1 + tk+1tk)mk +
n−1∑
i=k+2
ukn · ri(1 − ti )mk
− ukn · rk+1(1 + tktk+1 + tk+1tk)mk+1 −
n−1∑
i=k+2
ukn · ri(1 − tk)mi . (66)
Let us define
w
j
n−1 = 0, j < k;
wkn−1 = ukn ·
(
n−1∑
i=k+2
rimi − rk+1(1 + tktk+1 + tk+1tk)mk
)
;
wi−1n−1 = −ukn · rimk, k + 2 i  n− 1. (67)
The defining relations in ti imply
(1 + tktk+1 + tk+1tk)tk+1tk = (1 + tktk+1 + tk+1tk),
while axiom (4) yields tk+1tkmk+1 = mktk. Hence we have
(1 + tktk+1 + tk+1tk)(mk − mk+1) = (1 + tktk+1 + tk+1tk)mk(1 − tk).
By means of this formula and the commutation rules
(1 − ti )mk = mk(1 − ti−1), (1 − tk)mi = mi (1 − tk), k + 2 i,
equality (66) implies
n−1∑
winmi +
n−2∑
win−1(1 − ti ) = 0. (68)i=1 i=1
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the equality
n−2∑
i=1
win−1mi = 0. (69)
Therefore if we put wis = 0, 1 < s  n−2, 1 i < s, equalities (65), (68), and (69) show that the
set {wis} is a solution of (56)–(59) that satisfies wkn = ukn, wk−1n = wk−2n = · · · = 0. If n > 3 then
w12m1 = 0 just because w12 = 0. If n = 3 then (69) says w12m1 = 0 which required. The theorem
is proved. 
Remark B. If L is a finite-dimensional Lie τ -algebra, the proved theorem follows from [15, The-
orem 2]. Certainly, it also follows from the isomorphism Sτ (L) ∼= grU(L), see further comments
to Theorem 7.1 in Remark C.
6. Connected τ -cocommutative Hopf algebras
We still suppose that τ is involutive and characteristic of the ground field k is zero. If H is
a connected braided Hopf algebra, then V = PrimH is a Lie τ -subalgebra of H(−)τ . Indeed, let
u,v are primitive. We have (uv)Δφ⊗2 = u ⊗ v + (u ⊗ v)τ . We have seen that V is a braided
(categorical) subspace. Hence (u⊗ v)τ =∑vi ⊗ ui with primitive ui, vi . This implies
[u,v]Δφ⊗2 = (uv − (u⊗ v)τm)Δφ⊗2
= u⊗ v + (u⊗ v)τ −
∑
vi ⊗ ui − (vi ⊗ ui)τ = u⊗ v − (u⊗ v)τ 2 = 0;
that is, by Lemma 2.2, we have [u,v] ∈ H1. Since [u,v]φ = [u,v], the first statement of
Lemma 2.1 yields [u,v] ∈ V .
Theorem 6.1. Let H be a connected τ -cocommutative braided Hopf algebra over a characteris-
tic zero field k. Then the canonical map
ϕ :U(V ) → H, V = PrimH
is an isomorphism of braided Hopf algebras.
Proof. The shuffle product on Sτ (V ) takes up the form
v1  v2  · · ·  vn = (v1 ⊗ v2 ⊗ · · · ⊗ vn) · n!en, vi ∈ V, (70)
where the idempotent en has been defined in (47). Hence (15) implies
Ωn =
(
Δb
)n−1
φ⊗n = ·n! en. (71)
In particular we may write S(n)τ (V ) = Sh(n)τ (V ) · en, where the superscript (n) means the nth
homogeneous component.
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Δn−1 = Δn−2(id⊗(i−1) ⊗ Δ ⊗ id⊗(n−i−1)), imply Δn−1 = Δn−1ti , 1  i < n. Hence Δn−1 =
Δn−1en, and in turn Im〈μn〉 ⊆ Sh(n)τ · en = S(n)τ (V ). Thus H is cosymmetric. By Theorem 3.5
H is strictly generated by V = PrimH , in particular ϕ is an epimorphism.
Lemma 6.2. PrimU(V ) = V .
Proof. Consider the natural homomorphism ψ : k〈V 〉 → U(V ). Since k〈V 〉 is τ -cocommutative,
it is cosymmetric. If W is a braided subspace of V , then
S(n)τ (V )∩ Sh(n)τ (W) = Sh(n)τ (V ) · en ∩ Sh(n)τ (W) = Sh(n)τ (W) · en = S(n)τ (W).
In the same way if W satisfies (2) then by means of (71) we have
(
Id〈W 〉(n))∩ S(n)τ (V ) = (Id〈W 〉(n)) · en = Id〈W 〉(n)Ω.
Thus conditions (39) and (40) always hold. In particular, by Lemma 4.2, we have PrimU(V ) =
Prim k〈V 〉ψ . Theorem 4.4 [22] claims that Prim k〈V 〉 is the Lie τ -subalgebra, L〈V 〉, of k〈V 〉(−)
generated by V . Since ψ is also a homomorphism of Lie τ -algebras, ψ : k〈V 〉(−)τ → U(V )(−)τ ,
we see that L〈V 〉ψ is a Lie τ -subalgebra generated by Vψ , while Theorem 5.2 yields Vψ = V .
Thus PrimU(V ) = L〈V 〉ψ = V since V is a Lie τ -subalgebra of U(V )(−)τ . 
By the proved lemma the restriction of ϕ on PrimU(V ) = V is an injection. The second
statement of Lemma 2.1 shows that ϕ is an isomorphism. 
7. PBW isomorphism
The PBW-theorem says that the universal enveloping algebra has a basis {un11 un22 · · ·unmm }
where u1 < u2 < · · · < um run through a fixed linearly ordered basis of the given Lie algebra.
This statement is no longer true for Lie τ -algebras. Consider, for example, a Lie τ -algebra L
with zero multiplication, l1l2 = 0, and with a degenerate braiding, τ(l1 ⊗ l2) = l1 ⊗ l2. In this
case id − τ − m = 0. Hence the ideal J is zero, and U(L) is the free algebra k〈L〉. Certainly the
monotonous products of basis elements from L do not span k〈L〉.
On the other hand, the PBW-theorem has a number of equivalent invariant formulations (in-
dependent of a fixed basis). Let us mention two of them:
(1) The graded algebra associated with U(L) filtered by
k ⊆ L ⊆ L2 ⊆ · · · ⊆ Ln ⊆ · · · ⊆ U(L) (72)
is isomorphic to the symmetric algebra S(L) over the space L (see, for example, [31, Theorem 3,
Chapter III]).
The symmetric algebra S(L) may be regarded as the universal enveloping algebra of the Lie
algebra L0 with zero multiplication defined on the same space L. The PBW-theorem in another
form provides an isomorphism of coalgebras U(L0) ∼= U(L).
(2) The map η :U(L0) → U(L) defined below is an isomorphism of coalgebras
η :uϕ0 → u · enϕ, u ∈ L⊗n,
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ample, [19, Theorem V.2.5]).
Theorem 7.1. The above statement 1 with the quantum symmetric algebra Sτ in place of S
remains valid for Lie τ -algebras.
Proof. By Lemma 6.2 and Theorem 3.5 the filtration (72) is the coradical filtration. Hence
grU(L) is isomorphic to Sτ (L) via the linearization map (Proposition 3.3). 
Remark C. A. Braverman and D. Gaitsgory [7] have proved a general PBW-theorem for
quadratic Koszul algebras (see also a new book by A.E. Polishchuk and L.E. Positselsky [29]
devoted to the finite-dimensional case). Due to Lemma 2.4 this result provides a necessary and
sufficient condition for the natural homomorphism U(L0) → grU(L) to be an isomorphism
(here gr is associated with (72)). In our terms that condition reads
(L+ k) Im〈id − τ − m〉(L+ k)∩ (L⊗2 +L)= Im〈id − τ − m〉. (73)
In terms of Section 5, see Eq. (55), it takes up the following form. If the elements usr ∈ L⊗r ,
1 r  4, 1 s < r , l1 ∈ L, l2 ∈ L⊗2 satisfy
u24 · (1 − t2) = 0; (74)
u24m2 + u13 · (1 − t1)+ u23 · (1 − t2) = 0; (75)
u13m1 + u23m2 + u12 · (1 − t) = l2; (76)
u12m1 = l1, (77)
then l2 = v12(1 − t1), l1 = v12m1 for a suitable v12 ∈ L⊗2. We may check this condition either by
just one step of the downward induction appeared in Theorem 5.2 (with n = 3, k = 1, omitting u24
since (74) and the skew-symmetry imply u24m2 = 0), or by the direct proof that v12 = u12 + u13m1
satisfies the required properties.
To check the required properties of v12 consider decomposition (63) that follows from (75)
with u24m2 = 0:
u13 = u13r1(1 + t1)+ u13r2(1 + t1t2 + t2t1). (78)
Multiplication from the right by m1m1 implies u13m1m1 = 0 since (1 + t1)m1 = 0 is the skew-
symmetry, while (1 + t1t2 + t2t1)m1m1 = 0 is the Jacobi identity. Therefore
v12m1 =
(
u12 + u13m1
)
m1 = u12m1 = l1.
Further, taking into account (76) we have
v12(1 − t1) = u12(1 − t1)+ u13m1(1 − t1)
= l2 − u13m1 − u23m2 + u13m1 − u13m1t1. (79)
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u23m2 = −u13m1t1. (80)
Let us apply m2 to (75). The skew-symmetry, t2m2 = −m2, yields
u23m2 = −
1
2
u13(1 − t1)m2. (81)
Using again the skew-symmetry and the braid relation, t1t2t1 = t2t1t2, we have
(1 + t1t2 + t2t1)(1 − t1)m2
= (1 + t1t2 + t2t1 − t1 − t1t2t1 − t2)m2 = 2(1 − t1 + t2t1)m2.
Therefore (81) and (78) imply
u23m2 = −u13r2(1 − t1 + t2t1)m2. (82)
In the same way, since m1t1 = t2t1m2, and (1 + t1)t2t1m2 = (t2t1 + t1t2t1)m2 = (t2t1 +
t2t1t2)m2 = 0, equality (78) implies
u13m1t1 = u13r2(1 + t1t2 + t2t1)t2t1m2
= u13r2
(
t2t1 + 1 + t2[t1t2t1]
)
m2 = u13r2(t2t1 + 1 − t1)m2. (83)
Now required equality (80) follows from (82) and (83).
Thus, by Lemma 2.4 we get an alternative proof of Theorem 7.1 (and that of Theorem 5.2,
see Remark B) based on the PBW-theorem for quadratic algebras of Koszul type.
Theorem 7.2. The above statement 2 remains valid for Lie τ -algebras.
For the proof we need the following lemma.
Lemma 7.3. The restriction on Sτ (V ) of the map
ξ =
∞∑
n=0
1
n! id
⊗n : Shτ (V ) → k〈V 〉 (84)
is an embedding of coalgebras.
Proof. If u ∈ Sτ (V ) is a homogeneous element of degree n, then according to (70) we have
u = n!w · en for a suitable w ∈ V ⊗n, and Δ(u) =∑nr=0 n!w · enθr . Application of ξ ⊗ ξ yields
(uΔ)(ξ ⊗ ξ) =
n∑
n!w · enθr 1
r!
1
(n− r)! .r=0
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Δb
(
ξ(u)
)= 1
n!
n∑
r=0
n!w · enΦrθr =
n∑
r=0
(
n
r
)
w · enθr
since enπ = en for all π ∈ Sn, and the number of summands in Φr equals
(
n
r
)
. 
Proof of Theorem 7.2. The equality (71) shows that kerΩn = L⊗n · (1 − en) = kerϕ0. Hence
we have a natural identification U(L0) ∼= Sτ (L) via uϕ0 → u · en, u ∈ L⊗n. Consider the com-
position map η = ξϕ,
η :Sτ (L)
ξ−→ k〈L〉 ϕ−→ U(L).
By Lemma 7.3 this is a coalgebra map. Theorem 5.2 implies that the restriction of η on L is the
identical map. Hence by the second statement of Lemma 2.1, the map η is an isomorphism of
coalgebras. 
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