We investigate a projective limit space associated with an F 2 n unimodal mapping consisting of two hyperbolae. We show that in case n = 0 this limit is homeomorphic to an interval, in case n = 1 it is homeomorphic to sum of the interval {0} × [−1, 1] and the graph of the function sin 1 x , x ∈ [0, 1], and in case n = 3 it is a more complicated subspace of R 3 endowed with a specific geometrical beauty. Operator algebraists may regard the constructed space as a spectrum of a commutative coefficient C * -algebra -an object which plays a role in crossed-product theory.
Introduction
Let X be a compact topological space and f : X → X a continuous non-invertible surjective mapping. Then (X, f ) is a typical irreversible topological dynamical system and one way of dealing with such systems is to study a semiconjugated reversible dynamical system, that is a pair ( X, f) where X is compact, f is homeomorphism, and there exists a continuous surjective mapping Φ : X → X such that the following diagram commutes
hence (X, f ) is a factor of ( X, f ). In this context one faces the apparent problem of existence and then of choice of the most convenient of such extension of (X, f ). However, as a rule ( X, f) is chosen to be as 'small' as possible, and such 'the smallest' object always exists: It suffices to take X to be the projective limit of the projective sequence X f ←− X f ←− ..., and f to be the mapping induced by f . Namely
is equipped with the topology inherited from the product one, and f acts as follows f (x 0 , x 1 , x 2 , ...) = (f (x 0 ), x 0 , x 1 , ...), for (x 0 , x 1 , ...) ∈ X (1.
3)
The factor map Φ : X → X is then given by Φ(x 0 , x 1 , x 2 , ...) = x 0 .
We shall call the pair ( X, f), constructed in the above manner, a reversible extension of (X, f ), cf. [4] . Note that among many properties the system ( X, f) shares with (X, f ) we have, for instance, a oneto-one correspondence between periodic points of a given period (established by Φ).
The C * -algebraic context
In [3] the author and his co-author came across the construction discussed above while investigating the spectrum of a certain commutative C * -algebra, see also [4] . For the sake of completness we recall some facts concerning this context. To this end consider a unitary operator U and a unital commutative C * -algebra A acting nondegenerately on some Hilbert space H. Moreover, let us assume that UAU * ⊂ A but U * AU A. Then the mapping δ given by δ(a) = UaU * , a ∈ A, is a unital injective endomorphism of the C * -algebra A, but not an authomorphism. It follows that the mapping adjoint to δ generates on the maximal ideal space X of A a surjective, but not injective mapping f . In order to investigate a C * -algebra C * (A, U) generated by A and U it is important to study also the linear mapping δ * -the so-called transfer operator -described on the algebra L(H) of all bounded linear operators on H by δ * (b) = U * bU, b ∈ L(H).
As δ * does not preserve A there is a point in considering a bigger C * -algebra A generated by n∈N U * n AU n . In fact A can be considered as the inductive limit of the inductive sequence A δ −→ A δ −→ ... , cf. [4] . Algebra A is commutative and the transfer operator is well defined. Moreover, δ(·) = U(·)U * becomes an authomorphism of A and its inverse is δ * . By [3] the maximal ideal space of A is homeomorphic to the projective limit space X. Thus A ∼ = C( X) and moreover automorphism δ of A generates on X the homeomorphism f , see [4] . The C * -algebra A is called a coefficient C * -algebra of C * (A, U), see [5] , and a crossed product of A by a monomorphism δ can be defined to be the crossed-product of A by authomorphism δ.
We note that the results of [3] concern more general situation than the one described above and as a consequence they contribute to the definitions of the space X and the mapping f which generalize the projective limit space (1.2) and the induced homeomorphism (1.3) to the case f is not necessarily the surjective partial mapping, see [4] .
Motivation and model linear examples
The great source of well-studied examples of irreversible systems and associated reversible ones provide the linear dynamical systems. For instance, if A is a square matrix of zeros and ones and each column of A is non-zero, then the one-sided Markov shift σ A : X A → X A is a surjection and the associated projective limit and induced mapping form a system equivalent to the topological Markov chain (X A ,σ A ) whereσ A is the two-sided Markov shift. If we admit A to have a zero column, then σ A is not surjective and the reversible extension of (X A , σ A ) in the sense of [4] is not equivalent to (X A ,σ A ), see [4] . Let us give just two model examples. Example 1.1 (Horseshoe set). Let C be the standard middle-thirds Cantor set and let f (x) = 3x
can be viewed as the Smale's horseshoe set and horseshoe mapping, see, for instance, [2] . Example 1.2 (Solenoid). Let S 1 = {z ∈ C : |z| = 1} be the unit circle in the complex plane and let f be the expanding endomorphism of S 1 : f (z) = z n for some fixed n. Then the associated projective limit is homeomorphic to a solenoid S, that is an attractor of the mapping F acting on the solid torus
where 0 < λ < 1 n is fixed. Namely S = k∈N F k (T ), and the reversible extension of (S 1 , f ) is equivalent to (S, F | S ), cf. [2] , [6] .
In contradistinction to the preceding examples author did not encounter any known concrete examples of reversible extensions of non-linear dynamical systems. Hence there arose a natural need to make up this deficiency. The aim of this paper is to satisfy this need.
The basic object of the paper and the main result
It is clear that in order to obtain a relatively nice representation of a projective limit space X (a rather complicated object) an initial (non-linear) system (X, f ) should be relatively simple. Our choice of (X, f ) was dictated by the following requirements:
1) The dynamics should be low-dimensional 2) Mapping f should be piece-wise monotone
3) The dynamical system should not be too chaotic According to 1) and 2) we choose X to be an interval [0, 1] , and f to be a unimodal mapping, that is a piece-wise monotone mapping possessing one extremum. According to 3) we impose on f the condition to have finitely many periodic points. Then by Sharkovsky's theorem (see, for instance, [2] ) there exist N ∈ N such that F ix(f 2 N ) = F ix(f 2 N+1 ) where F ix(g) denotes the set of fixed points of mapping g. Let us recall that f is said to be F 2 N if N is the smallest number with that property. As even non-experts nowadays know, see [6] , already such a simple mapping as quadratic one may "cause chaos". Hence the third requirement makes our choice not that easy task. However, the paper of A. Bondarenko and S. Popovych [1] help us out. We borrow an appropriate mapping from there. Authors of [1] investigate a unimodal deformation of a relation which generates two-parameter unit quantum disk algebra. They associate with a unimodal mapping a C * -algebra and then describe its spectrum in terms of orbits of the initial mapping. Surprisingly enough this looks like the theme of the present paper, but we have to stress that: 1) there the mapping acts on elements of algebra (at least on hermitian ones) while here it acts on the spectrum, 2) there associated algebra is noncommutative while here it is always algebra of functions. Hence any relationship between the results of this paper and these obtained in [1] 
to the investigation of maps of two types, and here we restrict ourselves to mappings of type 1, see [1] . Namely we assume that f has the following form (see Fig.1 ): 4) where parameters ρ, δ, γ, α range through all real numbers satisfying the relations
We denote by ω 0 a fixed point in [0, ρ) and define ρ 1 as f 0 (0) (see Fig.1 ).
The goal of the present paper is a description of a reversible extension ( X, f ) of a dynamical system (X, f ) where X = [0, 1] and f is an F 2 n mapping given by (1.4). We shall obtain it with help of the following lemma borrowed from [1] , see [1, Lemma 1] . The description of ( X, f ) depends on (X, f ). If (X, f ) falls into case 1, 2, 3a), or 3b) from the above lemma, then ( X, f) is described in Theorem 2.2, 2.3, 3.5, or 3.7 respectively. While viewing these results one may find it natural that the induced mapping f depends on the number and character of periodic points of f , that means the homeomorphism f is basically different in cases 1, 2, 3a), 3b). However, one may also find it interesting that the projective limit space X depends only on the number n, and if (X, f ) is F 2 n , then X can be embedded into R n+1 , so n occurs here as 'a dimension' of X. Namely, Theorems 2.2, 2.3, 3.5, 3.7 imply Theorem 1.4. Let (X, f ) be as in the preceding lemma. Then up to homeomorphism and depending on n, the projective limit space X can be considered as the following subspace of R n+1 :
• For n=0, X = [0, 1].
• For n=1,
• For n=2, X = (x, g(x), 0) :
, 1], see figure 9.
The tools and the method
Let us now briefly present the main ideas and methods which we shall use to achieve the goal. From now on we shall assume that X = [0, 1] and that f is an F 2 n mapping given by (1.4). At first let us observe that we can encode a point x = (x 0 , x 1 , ...) from X by the point x 0 ∈ X and a sequence T ∈ {0, 1} N such that n-th index T (n) of T equals to 0 iff
0 (x n ). This code, that is a pair (x 0 , T ), determines x uniquely because
In other words, identifying {0, 1}
N with Cantor set C, we have defined an injective map from X into [0, 1] × C, but we must stress that this map is neither surjective nor continuous, so we can not topologically embed
However, there are some advantages of considering X as a subset of [0, 1] × C, cf. Remarks 2.4, 3.8 , and perhaps what is being said here uncovers a bit of the nature of projective limit spaces. Note: the horseshoe set is homeomorphic to C, and the solenoid is locally homeomorphic to [0, 1] × C, cf. [7] . Nevertheless, in order to obtain a precise representation of X we need to develop some new tools. We start with the following Definition 1.5. Let T be in {0, 1}
N and let x = (x 0 , x 1 , ..., x n , ...) ∈ X be such that
T (n) (x n ). Then we say that x is of type T , or that T is the type of x. We denote by X T ⊂ X the set of all points of type T , and we say that T is admissible for (X, f ) if X T is not empty.
The coming next lemma says that the subsets X T are homoeomorphic to intervals. Loosely speaking these intervals are bricks with help of which we shall build a homeomorphic image of X.
Lemma 1.6 (Bricks). Let T ∈ {0, 1}
N . Then the factor mapping
Proof. It is evident that Φ is continuous, and as f 0 and f 1 are injective, injectivity of Φ restricted to X T is also obvious. Thus, we need only to show the openness of Φ : X T → Φ( X T ). Assume that X T is non empty and take an open subset V of X T . Without loss of generality we may assume that V = {(x 0 , x 1 , ...) ∈ X T : x k ∈ V k , k = 0, ..., n} where n is fixed natural number and
Repeating this procedure n times we obtain that
is open in Φ( X T ). As we already have 'bricks' we only need some 'cement' to start our construction. A simple observation that for a positive number x close to zero, inverse images f . Let x 0 = (x 0 , x 1 , ...) ∈ X T be such that x n = 0 for some n ∈ N:
and let
and f is continuous, there exists ε 1 > 0 such that
As lim h→0 f −1
By the same argument used to ensure the existence of ε 1 there exists ε > 0 with the property that
Definition 1.8. Let x 0 , X T , X T ′ be as in the preceding lemma. We shall say that sets X T and X T ′ are connected in x 0 , and write
is an end point of the interval Φ( X T ). In view of the preceding lemma we can 'glue' the intervals Φ( X T ) and Φ( X ′ T ) into one, and thus obtain a homeomorphic image of X T ∪ X T ′ . This is the fact we shall use frequently and this is the cause that we shall define homeomorphisms of projective limits in an inductive way. This scheme is especially fruitful when dealing with the set
As 1 is a repellent point, it follows that X 1 is open in X and could be alternatively defined as the sum of all sets X T for which almost all indices of T are 1. We shall show that X 1 is homeomorphic to a semi-open interval in all cases.
2 Cases one and two: ρ ≥ ρ 1
In this section we describe the system ( X, f ) associated with the F 2 n mapping f given by (1.4), in case ρ ≥ ρ 1 , cf. Lemma 1.3. First we define a homeomorphism from X 1 onto a semi-open interval (a, 1], see Proposition 2.1. Then we show that in case ρ > ρ 1 , X is homeomorphic to a closed interval, see Theorem 2.2, and in case ρ = ρ 1 , X is homeomorphic to a subset of R 2 pictured on Fig. 3 , see Theorem 2.3. Let us begin with some notations. We denote by T ∞ an element of {0, 1}
N with all entries equal to 0, and by T n an element of {0, 1} N where T n (k) = 0 for k = 0, ..., n − 1, and T n (k) = 1 for k n, that is:
Let us observe that these are all the types admissible for (X, f ) (see Definition 1.5). Indeed, if
It is not hard to see that Φ(
for n > 0. By Lemma 1.6, X Tn is homeomorphic to the corresponding interval, that is,
Using Lemma 1.7 one can 'stick' those intervals together into one, because for k ∈ N we have 
Proof. The only item except the formula (2.3) left for us to prove is that sets X Tn and X Tm where m > n + 1 can be separated by open sets in X. To see that take for instance:
We use the mathematical induction method in order to construct the homeomorphism Ψ : X 1 → (a, 1], see Fig.2 . Define Ψ on X T 0 by Ψ = Φ, and on X T 1 by Ψ = −Φ, then Ψ :
is a homeomorphism, see (2.1) and Lemma 1.7. Now, suppose we have constructed a homeomorphism Ψ from n−1 k=0 X T k onto (a n−1 , 1] for n > 1, where a n−1 = 2
and by (2.1) it is a homeomorphism. For x ∈ X Tn , Ψ( x) is given by (2.3).
2) If n is even, then put Ψ( x) = Φ( x) + a n−1 − f n−1 (0) for x ∈ X Tn . Then Ψ maps
and by (2.2) it is a homeomorphism. For x ∈ X Tn , Ψ( x) is given by (2.3).
In this manner we obtain that Ψ is a homeomorphism from
, and the formula (2.3) holds.
Let us notice that if ρ > ρ 1 , then ω 0 is attractive and as ω 0 ∈ (0, ρ 1 ), the sequence {Φ( X Tn )} n>0 forms a decreasing family of intervals. We have lim n→∞ |Φ( X Tn )| = 0 where |A| denotes a diameter of a set
On the other hand, if ρ = ρ 1 , then Φ( X Tn ) = [0, ρ) for odd n, and Φ( X Tn ) = (0, ρ] for even n > 0, hence |Φ( X Tn )| = ρ for all n > 0 and as a consequence Ψ( X 1 ) = (−∞, 1].
The case of attractive point
In order to get a complete homoeomorphic image of the projective limit space X we need to extend the homeomorphism from Proposition 2.1 onto the remaining part X \ X 1 = X T∞ of X. In case ρ > ρ 1 it is very easy because by attractiveness of ω 0 , X T∞ is a singleton { ω 0 } where ω 0 is the fixed point (ω 0 , ω 0 , ...) for f . Proof. First, let us observe that if X = [0, 1] then, since f is a homeomorphism of X with two fixed points, it has the desired form. Hence, it suffices to show that X is homeomorphic to a closed interval. As we have mentioned X \ { ω 0 } = X 1 . By Proposition 2.1, X \ { ω 0 } is homeomorphic to (a, 1]. Thus defining Ψ( ω 0 ) = a we obtain a bijective mapping from X onto [a, 1], and to complete a task we only need to investigate the neighborhoods of ω 0 . For that purpose observe that sets O n ( ω 0 ) = {(x 0 , ...) ∈ X : x n ∈ (0, ρ)}, n > 0, form a base of neighborhoods of ω 0 . Indeed, by attractiveness of ω 0 ∈ (0, ρ), n∈N f n (0, ρ) = {ω 0 } and hence every neighborhood of ω 0 contains all O n ( ω 0 ) for n greater than a certain N. Furthermore, we have
The form of the mapping Ψ constructed in Proposition 2.1 implies that Ψ( 2.2 The case of symmetry of the left hyperbola: ρ = ρ 1
Let us assume now that ρ = ρ 1 , see Lemma 1.3.
Firstly, let us observe that f 0 has the form f 0 (x) = αx − αρ γx − α , x ∈ [0, ρ], and if we conjugate f with the homeomorphism
, then the result mapping g = h • f • h −1 acts as follows:
Hence, we may assume that α = −1 and γ = 0, that is
Secondly, let us recall that in the case under consideration X \ X 1 = X T∞ , and the mapping Ψ establishes a homeomorphism between X 1 and (−∞, 1], see Proposition 2.1. Thirdly, let us notice that applying Lemma 1.6 to X T∞ we see that Φ is a homeomorphism from X T∞ onto [0, ρ]. Hence defining 
Hence X can be considered as a subset of R 2 pictured on Fig.3 . Mapping f acts on X as follows: It is is monotonely increasing on (−∞, 1] where 1 is its fixed point, namely Proof. Let (−∞, 1] ∪ [0, ρ] × {∞} be equipped with the topology described above. We show that Ψ :
We know that Ψ restricted to X 1 is a homeomorphism onto (−∞, 1] and restricted to X \ X 1 is a homeomorphism onto [0, ρ] × {∞}. Thus, since X 1 is open in X, we only need to investigate neighborhoods of points from X \ X 1 .
where n ∈ N, ε > 0, form a base of neighborhoods of x 0 . For sufficiently small ε we obtain
and thus by (2.3) we have
Hence Ψ is a homeomorphism. The form of the homeomorphism Ψ • f • Ψ −1 can be now verified easily. We only mention that as ρ 1 = ρ, the formula (2.3) simplifies to the following one Ψ(
Remark 2.4. While reconstructing the topology of X it might be useful to identify a sequence T ∈ {0, 1} N with a point from Cantor set C, that is to write T = ∞ n=1 δ 1,T (n) 3 n ∈ [0, 1] where δ i,j is Kronecker symbol. For instance, in this section we would have T ∞ = 0, and T n = 1 3 n for all n ∈ N. In view of that, it seems natural that any neighborhood of a point from X T∞ = X 0 contains also points from all sets X Tn = X 1 3 n for n > N, where N ∈ N, cf. Theorems 2.2 and 2.3.
3 Case three: ρ < ρ 1
In this section we describe the projective limit space X and the induced homeomorphism f in case ρ < ρ 1 , cf. Lemma 1.3. First we find all types admissible for (X, f ), cf. Definition 1.5. Then we construct a homeomorphism from X 1 onto a semi-open interval (a, 1], see Proposition 3.1. Afterwards we describe the subset X ω 0 of X consisting of elements with limit point ω 0 . Namely, we show that X ω 0 is homeomorphic to an open interval, see Proposition 3.3. Finally we gather these facts within Theorems 3.5 and 3.7 and obtain a description of ( X, f) in cases 3a) and 3b) of Lemma 1.3. Throughout this section we assume that ρ 1 > ρ. Then there are two repellent fixed points ω 0 , 1, and two periodic points w 1 , w 2 of period two, see Fig.4 , recall Lemma 1.3. In case a) the points w 1 and w 2 are attractive, and in case b) points from sets [0, f (ρ 1 )] \ {w 1 } and [ρ, ρ 1 ] \ {w 2 } are of period four.
Figure 4.
Let us find first all types admissible for (X, f ), cf. Definition 1.5. To this end, let us observe that since f 2 (ρ, ρ 1 ) ⊂ (ρ, ρ 1 ), we have ρ < f 2 (ρ 1 ), and it follows that f −1
0 (ρ)) > ρ 1 , and all the more f −2 1 (ε) > ρ 1 , for ε > 0. Thereby, if T (n) = T (n + 1) = 0 and T (n + 2) = 1, for some n ∈ N, then we have T (n + m) = 1 for all m > 1, because f −1
Concluding: If T is admissible for (X, f ), then we have only the following possibilities: 1) T consists of 0 and 1 appearing alternately, 2) T consists of 0 and 1 appearing alternately and starting from some n, T is constant, 3) T consists of 0 and 1 appearing alternately and for some n we have T (n) = T (n + 1) = 0 and T (m) = 1 for m > n + 1.
From the above it follows that elements of X 1 are either of type from item 3) or from item 2) where almost all indices of T are equal 1, cf. (3.1). Similarly the points from X ω 0 , that is elements with limit point ω 0 , are of the type from the item 2) where starting from some place all indices of T are equal 0, cf. where n ∈ N. Within the notation from the previous section we have T n = T
n,0 for n > 0. In view of the argument from the present section we have
Simple geometrical considerations lead to conclusion that Φ(
By the Lemma 1.6 sets X T (i) n,k are homeomorphic to corresponding intervals.
Let us now introduce an order in the family of sets X T (i) n,k , or equivalently in the family of types T (i) n,k , such that any two neighboring with respect to this order sets are connected in the sense of the Lemma 1.7. For that purpose, we arrange them into clusters of 4n + 2 elements. The zero cluster is: T 0 , T 1 , (recall that T n = T (0) n,0 ), and for n > 0 the n-th cluster is
Then every two types neighboring in the above cluster differ from each other with exactly one index, and they are connected in the sense of Lemma 1.7, cf. Definition 1.8. One can check that
Moreover the first set in the n-th cluster is connected with the last one in the (n − 1)-th cluster, that is:
Thus we have arranged sets X T (i) n,k in the following way:
, X T 6 , ...
Let us denote
Thereby we have X 1 = n∈N A n . We denote by |Φ(A n )| the length of interval |Φ(A n )|, and by dist(Φ(A n ), x) the distance between set Φ(A n ) and point x ∈ R. 
is a homeomorphism from X 1 onto an interval (a, 1] ⊂ (−∞, 1].
Proof. First observe that if |i − j| > 1, then sets
m ′ ,k ′ at least with two entries, and in view of the discussion from page 12 the only cases we need to consider are: 1) If for some n, T (n) = T (n + 1) = 2 and T ′ (n) = T ′ (n + 1) = 1, then we take
Now, using Lemma 1.7, we can construct a homeomorphism Ψ :
] is a homeomorphism. Now let n > 2 and suppose we have defined homeomorphic mapping Ψ from n−1 k=0 A k onto an interval [a n−1 , 1] or (a n−1 , 1] (depending on n), a n−1 = − n−1 k=1 |Φ(A k )|: 1) If n is even (this is the case iff A n = X where m + k is even) then for x ∈ A n we define
2) If n is odd (this is the case iff
where m + k is odd), then for x ∈ A n we define
It can be easily checked that we obtain in this manner a homeomorphism from 
In order to better understand the action of homeomorphism (3.2) let us denote by d n , n > 0, the length of the interval f n ((ρ, ρ 1 ]), and by d 0 the length of [0,
for n > 0, and
We recall that we split the sequence {A k } k∈N into clusters of 4n + 2 elements:
Then for the n-th such cluster, n > 0, we have
where k = 1, ..., n and the picture is as follows
3.2 The set X ω 0 of elements with limit point ω 0
In this subsection we examine the set X ω 0 consisting of elements x = (x 0 , ...) for which ω 0 is an accumulation point. Namely,
In view of the earlier discussion (see page 12), X ω 0 is the sum of sets of the form X T where almost all indices of T are equal 1. More precisely, if we denote 
and obviously
As our aim at the moment is a description of X ω 0 let us notice that
Hence |Φ ( 
is a homeomorphism from 
Thus taking q such that f −2 1 (ρ) < q < ρ and setting
we prove our claim. In the same manner one can prove that X T∞ and X T i k for k > 1 can also be separated by open sets.
Applying the Lemma 1.7 we obtain that the remaining pairs of sets, that is: X T∞ , X T i
1
, and
, cannot be separated, because (0, ...) ∈ X T∞ , and
Now, similarly as in proofs of Propositions 3.1 and 2.1, in view of Lemmas 1.6 and 1.7 one easily checks that formula (3.4) defines a homeomorphism, cf. Fig.6 . It is obvious that homeomorphism f preserves X ω 0 . Furthermore we have
and f(ω 0 , ω 0 , ...) = (ω 0 , ω 0 , ...) ∈ X T∞ . From this the hypotheses follows.
The case of attractive cycle of period two
For each n > 0, the point w 1 lies in f 2n−1 ((ρ, ρ 1 ]) and the point w 2 lies in f 2n ((ρ, ρ 1 ]). Hence, in case w 1 and w 2 form an attractive cycle we have 
Proof. We shall consider only the point w 1 , an argumentation concerning the point w 2 is similar. It is clear that sets O n ( w 1 ) = {(x 0 , ...) ∈ X \ X 1 : x 2n−1 ∈ (ρ, ρ 1 )}, n > 0, form a base of neighborhoods of w 1 in X \ X 1 . Furthermore, we have
Now, it is enough to notice that
Thus puting Θ( w 1 ) = a ∞ we obtain a homeomorphism from
In view of Proposition 3.4 the mapping Ψ from Proposition 3.2 can be extended to as act bijectively
Thus the only thing left for us to do is to establish the topology on (a 
consists of the set {(y, ∞) : y ∈ (x − ε, x + ε)} and intervals (x n,± − ε, x n,± + ε) ⊂ (a, 1] for n > N, where
5)
, for all n > N, and
, for all n > N, and 
is open neighborhood of x and V N,ε ( x) (for sufficiently small ǫ) has the following form
Mapping Ψ carries points y n,− = (x 0 , ...) ∈ X T (1) 2n,N and y n,+ = (x 0 , ...) ∈ X T (1) 2n+1,N into the points x n,− and x n,+ given by (3.5),(3.6), cf. Proposition 3.3, and
Hence Ψ(V N,ε ( x)) = O N,ε (x, ∞) and the hypotheses of the item 1) follows.
2) x = a ∞ . Then Ψ( w 1 ) = (x, ∞). Consider the base of neighborhoods {O N,ǫ ( w 1 )} N,ǫ>0 of w 1 = (w 1 , w 2 , w 1 , ...) where 
In an analogous fashion as in the proof of the item 1) we conclude that the image of V N,ε ( w 1 ) under Ψ is O N,ε (a ∞ , ∞) and the hypotheses of the item 2) follows.
3) x = b ∞ . The proof is analogous to the proof of the item 2) and hence omitted. The item a) follows immediately from Propositions 3.3, 3.4 and fact that f ( w 1 ) = w 2 , f ( w 2 ) = w 1 . To show up item b) we notice that f ( X T 0 ) = X T 0 ∪ X T 1 and
, for n > 0, and k = 1, ...,
. In view of the form of the homeomorphism constructed in subsection 3.1 the hypotheses now easily follows.
The case of two intervals of periodic points
In the case 3b) from the Lemma 1.3 the points from sets [0, f (ρ 1 )] \ {w 1 } and [ρ, ρ 1 ] \ {w 2 } are periodic points of period four and set {w 1 , w 2 } forms a cycle of period two. Then we have
Thus in Proposition 3.3 we have a ∞ = −∞ and b ∞ = +∞. We prolong now the homeomorphism from the Proposition 3.3 to as act from the set
onto a certain topological space, cf. Proposition 3.4. 
consisting of the real axis and two closed subsets homeomorphic to closed intervals (see Fig. 8 ). The base of neighborhoods {O N,ε (x, ±∞)} N,ε>0 of a point (x, ±∞) is described as follows: Proof. We shall only consider the neighborhoods from the item 1), the part of proof concerning the item 2) is similar. Let x = (x 0 , x 1 , ...) ∈ X T 1 ∞ be such that Φ( x) = x, that is x 0 = x. The sets O N,ε ( x) = {(y 0 , ...) ∈ X \ X 1 : y 4n ∈ (x 4n − ε, x 4n + ε) ∩ (0, f (ρ 1 ))} form a base of neighborhoods of x in X \ X 1 . As (0, f (ρ 1 )) consists of periodic points of period four we have We are now in a position to describe homeomorphic image of X in the case 3b) from the Lemma 1.3. By virtue of the Proposition 3.6 the mapping Ψ from the Proposition 3. where O N,ε (x, ∞) consists of the set {(y, ∞) : y ∈ (x − ε, x + ε)} and all intervals (x n,± − ε, x n,± + ε) for n > N, where 
