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This thesis presents a reservoir-on-a-chip study of waterflooding, acoustic 
streaming and ultrasonic streaming as enhanced oil recovery mechanism. Microfluidic 
devices with different porosities are fabricated using photolithography or close-packed 
microbeads to sever as reservoir-on-a-chip micromodels. Optical video fluorescence 
microscopy is used to track the invasion of a water phase through the oil saturated porous 
micromodel.  
In waterflooding study, the degree of water saturation is compared to water 
containing two different types of chemical modifiers, sodium dodecyl sulfate (SDS) and 
polyvinylpyrrolidone (PVP), with water in the absence of a surfactant used as a control. 
Image analysis of our video data yield saturation curves and calculate fractal dimension, 
which we use to identify how morphology changes the way as invading water phase moves 
through the porous media. An inverse analysis based on the implicit pressure explicit 
saturation (IMPES) simulation technique uses mobility ratio as an adjustable parameter to 
fit our experimental saturation curves. The results from our inverse analysis combined with 
our image analysis show that this platform can be used to evaluate the effectiveness of 
surfactants or polymers as additives for enhancing the transport of water through an oil-
saturated porous medium.  
In acoustic streaming study, we also use microparticle image velocimetry to 
characterize acoustic streaming-induced pumping as a function of frequency and 
amplitude. A scaling model applied to the velocity distribution is used to construct a state 
diagram that connects acoustic pressure to filed frequency and amplitude. Based on the 
measurements of water phase displace oil saturated porous micromodel, we calculate the 
xiii 
Black number as a function of frequency to show our system exhibits a narrow band 
dynamic response consistent with a system operating near resonance. Our observations are 
compared to a general model for Blake number as a function of frequency, porosity and 
voltage amplitude that was derived from a force balance model of micromodel undergoing 
force oscillation. 
In ultrasonic streaming study, we use particle tracking method to characterize 
diffusion coefficient and ultrasonic streaming induced as a function of frequency, voltage 
amplitude and porosity. Brownian dynamics model with ultrasonic streaming force and 
Hindered diffusion are used to simulation particle diffusion under two parallel wall 
microfluidic device when ultrasonic wave applies to the system. Based on these 
measurements, we observe that ultrasonic streaming phenomena appear significantly when 
amplitude voltage increase or porosity decrease. Besides, porous structure affect resonance 
frequency for the device.  
The results from this thesis are broadly applicable to systems beyond enhanced oil 
recovery, including separations, bio-analytical instrument, additive manufacturing, mixing 




CHAPTER 1.    INTRODUCTION 
1.1. Background and motivation 
There are many industrial and environmental applications for multiphase fluid flow 
through porous media, such as wastewater treatment, drug delivery, non-aqueous phase liquid 
(NAPL) contamination of groundwater, oil and natural gas recovery. It is estimated that the 
world currently has access to approximately 1.7 trillion barrels of oil of proven oil reserves. 
These reserves represent the amount of oil that is recoverable by existing technology. Of the 
total available oil reserves, approximately 20% is tapped using the natural pressure of the 
existing reservoirs and an additional 20% is recoverable through water or steam injection for 
a total of 40% of available reserves rated as extractable (Levitt et al. 2009; Raffa et al. 2016). 
The remainder of these oil reserves exist under temperature and pressure conditions where 
current technology cannot operate as effectively(Woods 2014). If the anticipated worldwide 
energy needs of 27 terawatts (1012 W) are to be met by 2050(Lewis and Nocera 2006), it is 
necessary to develop new approaches to oil recovery. 
When a reservoir is tapped through a wellbore, a pressure differential between the 
reservoir and the wellbore is used as a primary form of recovery. Once the pressure differential 
reaches hydrostatic equilibrium, secondary forms of recovery (i.e., water or steam injection) 
are used to extract the remaining oil(Muggeridge et al. 2013). Approximately 40% of the total 
available oil is extracted using the aforementioned methods, with an additional 20% 
recoverable by injecting CO2 into the reservoir. In order to enhance oil recovery beyond this 
upper limit of ~60%, chemical modification or acoustic stimulation of reservoir porous media 
can enhance the recovery of trapped oil. 
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Enhanced oil recovery in field might not be correctly related to microfluidics because 
oil flows through several thousands of meters of natural formed porous rock before it reaches 
the well surface. Furthermore, both the size of tools and the reservoir size is truly 
macroscopic(Lifton 2016a). However, in rock cores it is difficult to understand fundamental 
fluid mechanisms because it is hard to observe how fluids flow at the pore scale in opaque 
media, and while it is impossible to control natural porous media properties such as 
wettability(Wu et al. 2012), and to precisely control the characteristic length scale of natural 
pores containing oil, those parameters are influential on oil displacement efficiency.  
A micromodel represents a good approach for analysis because it can help in 
understanding the fundamental processes that govern oil recovery efficiency through precisely 
controlling the characteristic length scale of the pores(Lifton 2016). Furthermore, the 
micromodel is made of glass or polydimethylsiloxane (PDMS) with an inherent uniformly 
wettability surface and chemical methods can be used to change the surface wetting properties. 
A micromodel is completely transparent and makes possible direct observation of pore-scale 
insight that is inaccessible at macroscale. It can be applied to reservoir modeling and core-
based testing because knowledge of fluid transport and phase change in porous media is 
important(Sinton 2015). We believe that such knowledge can be used not only to improve oil 
recovery efficiency but also to reduce chemical usage during chemical flooding processes. In 
addition, we can obtain knowledge of underlying mechanisms using ultrasonic and acoustic 
stimulation for enhanced oil recovery, and thereby probably increase oil recovery rate.  
To improve our fundamental understanding of enhanced oil recovery, the research 
objectives of my research are: 
 
3 
Research objective 1: Measure the efficiency of chemical flooding-We examine 
microscale waterflooding in a randomly close-packed porous medium. Three different 
porosities are prepared in a microfluidic platform and saturated with silicone oil.  Optical video 
fluorescence microscopy is used to track the water front as it flows through the porous packed 
bed.  The degree of water saturation is compared to water containing two different types of 
chemical modifiers, sodium dodecyl sulfate (SDS) and polyvinylpyrrolidone (PVP), with 
water in the absence of a surfactant used as a control.  Image analysis of our video data yield 
saturation curves and calculate fractal dimension, which we use to identify how morphology 
changes the way an invading water phase moves through the porous media. An inverse analysis 
based on the implicit pressure explicit saturation (IMPES) simulation technique uses mobility 
ratio as an adjustable parameter to fit our experimental saturation curves. The results from our 
inverse analysis combined with our image analysis show that this platform can be used to 
evaluate the effectiveness of surfactants or polymers as additives for enhancing the transport 
of water through an oil-saturated porous medium(Yeh and Juárez 2018).   
Research objective 2: Quantify water flooding at the present acoustic field- We 
examined microscale waterflooding under an acoustic field. Three different porosities were 
prepared in a microfluidic platform and saturated with silicone oil.  Different frequencies and 
voltages were applied to a microfluidic platform and optical video fluorescence microscopy 
was used to track microparticles when they flowed through the porous media. A micro PIV 
technique was used to determine microparticle velocity, and the results show that acoustic 
stimulation can significantly increase microparticle velocity in the x direction and that the 
velocity distribution becomes wider than without vibration. This also shows that acoustic 
pressure increases as input voltage increases or frequency decreases.  Since µPIV results can 
4 
be applied to enhanced oil recovery, we applied several different voltages at different 
frequencies into microfluidic platforms with three different porosities and the microfluidic 
device saturated with silicone oil. The water flooding results showed that the oil displacement 
rate decreases when input voltage increases, matching to our µPIV results. For different 
porosities, our experiment shows that when porosity increases, oil displacement rate decreases 
because of wettability effects.  
Research objective 3: Establish flow structure due to ultrasonic field- We observe how 
ultrasonic field and porous structure affect flow profile. Three different porosities of 
microfluidic platform were prepared and filled with water containing small amounts of 
microparticles. We then input several different voltages at various frequencies to microfluidic 
platforms with different porosities then optical video fluorescence microscopy was used to 
track the microparticle. Since particles randomly move due to Brownian motion when input 
voltage is small, we planned to calculate mean square displacement for each case. Acoustic 
streaming probably dominates when input voltage increases above a certain value so that 
microparticles move very fast. This knowledge can help in understanding mechanisms for 
enhancing oil recovery because we then can know how porosity, frequency, and amplitude 
affect fluid flow. In addition, using ultrasonic standing waves to control and manipulate solid 
particles has many applications such as in microbiological cells(Franke et al. 2010), droplet 
sorting(Franke et al. 2009), cytometers(Goddard et al. 2007), and acoustic levitators(Foresti et 
al. 2011).     
1.2. Scope of Survey 
This survey outlines what is known about chemical flooding and vibration when used 
for enhanced oil recovery. For the first part of the survey, we discussed the challenge in the 
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field for chemical flooding, chemical flooding theory and some research done in microfluidic 
device that helps in better understand the mechanisms of chemical flooding. We then discussed 
chemical methods that can modify surface wettability for our microfluidic device; this will 
probably be our future experiment direction. Microfluidic devices used to control surface 
wettability is another benefit of studying enhanced oil recovery because different type of rocks 
have different wettability and it is hard to control rock wettability. Finally, we discussed 
research done in ultrasonic and acoustic stimulation since these two methods are 
environmentally safe and less costly than chemical flooding. We covered the mechanisms and 
important parameters of ultrasonic and acoustic stimulation.   
1.3. Chemical flooding in microfluidics 
High mobility ratio and interfacial tension between oil and water (capillary forces) are 
two main reasons for poor oil recovery rate. To recover more oil from present-day drilled wells, 
pumping either liquids or gases into a well to replace the oil from the reservoir and bring the 
oil to the surface is a commonly used method. Polymers and surfactants are the two most 
commonly used chemical for enhanced oil recovery because polymer can increase the mobility 
ratio and surfactant can reduce interfacial tension between oil and water. Polymer flooding has 
been tested in the field under various reservoir conditions, such as wide ranges of temperatures, 
reservoir permeabilities, and oil viscosities(Manning 1983; Seright 1996). These tests have 
proven that polymer flooding can improve sweep efficiency, but cost effectiveness is a 
limitation for this method(Sorbie 1991; Maitin 1992). For example, most commonly used 
polymers are not stable at high temperature, but polymers more stable at high temperature are 
very expensive(Taber et al. 1997). Polymer flooding has been successfully implemented for 
enhanced oil recovery, mainly in China oilfields(Han et al. 1999; Li et al. 2000). Surfactant 
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flooding has also been achieved success in the field(Reppert et al. 1990; Maerker and Gale 
1992), but since it is very expensive, scientists have tried to add more alkali to the surfactant 
solution to lower the injectant cost(Baviere et al. 1995; Gao et al. 1995).  We will describe the 
theory of chemical flooding and advantages of using microfluidics for these two types of 
studies in the following sections. 
1.3.1 Chemistry of polymer  
When fluid is injected into a reservoir, since it tries to find the path of lowest resistance 
to the well; therefore, the injected fluid has lower viscosity than oil, the injected fluid will 
bypass the oil and result in low sweep efficiency. The mobility (λ) defined as the ratio of the 
relative permeability of the fluid to the viscosity of the fluid; therefore, the mobility ratio (M) 












          (Eq. 1.1) 
where µo, kro are viscosity and relative permeability of oil, µw, krw are viscosity and 
relative permeability of water. 
Based on Darcy’s law, the relationship between the mobility ratio and the fractional 




          (Eq. 1.2) 
Since injecting fluid with polymers can increase injected fluid viscosity and reduce 
relative permeability of injected fluid in the reservoir (Ezell and McCormick 2007a; Rashidi 
et al. 2010a), injecting fluid with polymer can increase both the mobility ratio and the oil 
recovery efficiency because it reduces fractional flow (Abidin et al. 2012). This method usually 
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uses dilute brine for extraction, but since the recovery rate is typically lower than 10% in most 
cases because polymer degradation and loss of polymer to the porous media through surface 
adsorption (Thomas 2008). Polymer adsorption not only negatively affect the efficiency of 
chemical flooding but also increase the cost.  
The Langmuir equation shown in Equation 1.3 can be used to predict the equilibrium 




          (Eq. 1.3) 
where q0 is the adsorption capacity in Langmuir model, Kad is the absorption 
equilibrium constant and Ce is equilibrium concentration (Ahmadi et al. 2012). When polymer 
concentration is low, there is an approximately linear relationship with adsorption rate because 
Equation 3 can be rewritten as 𝑞𝑒 = 𝑞𝑜𝐾𝑎𝑑𝐶𝑒. The adsorption rate approaches a value of one 
when polymer concentration is high. Fluid viscosity increases with polymer concentration 
(Lam et al. 2015), so maintain a constant flow rate, the input pressure must increase as shown 




          (Eq. 1.4) 
where Q is volume flow rate, k is permeability, A is the cross sectional to flow, ΔP is 
pressure gradient, µ is viscosity, L is characteristic length. An input pressure increase means 
that work increases and since input power is limited, most polymer flooding is limited to low 
polymer concentrations ranging from 250 to 1500ppm (Chang 1978).  
1.3.2 Chemistry of surfactant 
Crude oil in reservoirs is found in porous rock configurations and a balance between 
viscous forces and interfacial tension between oil and injected fluid determines whether oil can 
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be extracted. This balance between viscous forces and interfacial tension of the flooding acting 




      (Eq. 1.5) 
where µ is the viscosity of the injected fluid, V is the velocity of the injected fluid and 
𝜎 is the interfacial tension between the oil and the injected fluid.  
Typically, the capillary number is on the order of 10-7 to 10-6 for crude oil waterflooding 
(Howe et al. 2015). Chatzis (Chatzis and Morrow 1984) found that increasing the capillary 
number to an order of 10-4 and 10-3 can reduce oil saturation rate in sandstones by more than 
90%. The capillary number can be increased either by increasing the injected fluid viscosity or 
velocity or reducing the interfacial tension. A practical method for reducing interfacial tension 
is injecting surfactant rather than water.  However, surfactant adsorption, i.e., diffusion of 
surfactant into dead-end pores, and surfactant partitioning into the oil phase(Gogoi 2011) can 
cause surfactant retention and decrease oil recovery efficiency. The principal mechanism for 
surfactant adsorption is electrostatic attraction between the charged head group of a surfactant 
molecule and the charged surface of the solid, as shown in Figure 1-1(Dang et al. 2011). The 
Langmuir isotherm method also can be used to model surfactant adsorption.   
 
Figure 1-1 Surfactant adsorption in reservoir rock surface (Dang et al. 2011) 
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1.3.3 Polymer flooding 
Polymers increase the mobility ratio and improve the oil recovery rate using a 
microscopic sweep of the reservoir(Lake 1989), but most oil reservoirs have harsh conditions 
that raise problems and limitations to using polymer flooding(Wever et al. 2011). For example, 
high temperature (>70oC) and geometrical effects in pores can cause polymer 
degradation(Sorbie 1991). In addition, high salt concentrations can cause the thickening 
capability of ionic polymers to diminish, leading to flocculation(Levitt and Pope 2008). 
Gaillard et al.(Gaillard et al. 2010) and Wu et al.(Wu et al. 2009) discovered new polymers 
with long-term thermal stability, and Dupas et al.(Dupas et al. 2012) studied how water-soluble 
polymers can cause mechanical degradation. The microfluidic device was made with similar 
porosity and pore tortuosity as the actual well because these characteristics also can affect the 
polymer stability. They found mechanical degradation of the polymer chains depends on 
polymer concentration, and a microfluidic device is a better option for this type of experiment 
because it can precisely control porosity and pore tortuosity.  
Many studies have also found that polymer flooding can increase oil displacement 
efficiency and consequently more oil can be recovered(Wang et al. 2001; Huifen et al. 2004; 
Yin et al. 2006; Zhang and Yue 2008), but the mechanism is not well-documented. Wang et 
al.(Wang et al. 2000) flooded cores with different types of fluid until no oil appeared at the 
outlet for each experiment set. They found that since elastic properties of fluid are one reason 
that polymer flooding can increase oil displacement efficiency, it should be considered a non-
Newtonian fluid. In addition, the viscous-elastic fluids flow through porous media exhibits 
quite different behavior from fluids without elasticity, so many results obtained for Newtonian 
fluid flow through porous media should be re-evaluated. Wang et al.(Wang and Dong 2009) 
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packed sand into a several-centimeter cylinder and experimented with different concentrations 
of polymer and heavy oil. They found that there is an ideal value of effective polymer viscosity 
for each specific oil sample. Oil recovery efficiency only slight increases when the effective 
polymer viscosity above its ideal value. Zhang et al.(Zhang et al. 2010) used sand-packing to 
investigate how interfacial tension and water-phase viscosity affect oil recovery, and found 
that increasing water-phase viscosity increased oil recovery efficiency more than lowering 
interfacial tension. They also found that there is limited for use polymer only, because when 
polymer concentration is greater than a certain value, oil recovery does not continue to 
increase. In addition, polymer with alkaline exhibits better oil recovery efficiency than polymer 
only.  
1.3.4 Surfactant flooding  
Surfactant flooding is also commonly used to enhance oil recovery because a surfactant 
can alter wettability and reduce interfacial tension between oil and water, increasing oil 
recovery efficiency. He et al.(He et al. 2014) used a microfluidic device to compare effects of 
non-emulsifying (NES) and weakly-emulsifying (WES) on surfactant oil recovery efficiency, 
although they did not mention the specific name of these two surfactants. The NES type usually 
does not generate emulsion with oil and the WES type usually generates only a short-lived oil 
in water condition(Xu and Fu 2012). They prepared both surfactants in 4% KCI at a 
concentration of 2000ppm, and they found that WES surfactant has higher efficiency, matching 
to macroscale behavior. Furthermore, WES flooding had a more uniform displacement pattern 
than waterflooding, indicated that the surfactant lowered the capillary pressure and modified 
the front fluid movement to become piston-like. Cuenca et al.(Cuenca et al. 2012) used two 
different methods to fabricate porous media inside a microfluidic device, one composed of a 
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monolayer of random glass microbeads and the second one that used etching to form a random 
network. They used dodecane (99%, viscosity µo=1.45 mPa·s at 25
oC) as a defending fluid and 
three invading fluid: water, home-synthesized C18 alpha-olefin sulfonate (C18-AOS), and 
ethoxylated alcohol Rhodasurf BC630 (Rhodia). The C18-AOS and BC 630 concentrations 
causing interfacial tension with dodecane were 30, 5 and 0.5 mN/m. They found that there is 
strong fingering at low capillary numbers and the flow pattern shows symmetry at high 
capillary numbers. Howe et al.(Howe et al. 2015) used nuclear magnetic resonance to study 
oil recovery in a sandstone rock plug that became microfluidic when surfactant solutions were 
injected to form particular microemulsions; they found that emulsification was the important 
mechanism for enhanced oil recovery. Surfactants form micelles in either the oil or aqueous 
phase and, the micelles have a tendency to form in the oil phase, then become microemulsion 
when the surfactant becomes more hydrophobic and the aqueous salt concentration is higher. 
In this study, they used two commercially surfactants (C12, 13 alcohol-propoxy-sulfate and 
C20-24 internal olefin sulfonate) at concentrations of 1%(w/w) and 8% (w/w) butan-2-ol 
cosolvent.  
1.3.5. Enhanced oil recovery in the micromodel 
A solid understanding of fluid-flow pathways, displacement stability, and pore-
saturation levels are important because these factors impact and affect displacement processes. 
However, there are many factors-such as wetting properties, heterogeneity of the porous media, 
fluid flow rates, interfacial tension and fluid viscosity and density that influence flow through 
porous media, making achieving such understanding is somewhat difficult(Cottin et al. 2010). 
A microfluidic device makes it possible to observe pore-scale multiphase displacement in 
micromodels because most of these are two-dimensional (2D) pore networks composed of 
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PDMS (Cottin et al. 2010), polyester resin(Lenormand et al. 1983a, 1988a; Cheng 2004; Chang 
et al. 2009), glass(Ferer et al. 2004), or silicon(Willingham et al. 2008; Zhang et al. 2010). In 
addition, micromodels can directly control fluid flow and effluent flux, and allow for 
subsequent recording of fluid saturation evaluation and interfacial area, possibly aiding in 
achieving understanding of physical displacement processes(Rabinovitch 1999; Hamida and 
Babadagli 2007; Pyrak-Nolte et al. 2008; Zhang et al. 2010; Grate et al. 2010). Joseph et 
al.(Joseph et al. 2013) fabricated four different porous networks of microfluidic devices and 
determined the relationship between characterization of permeability and network. This can be 
used to create porous structures in the laboratory closer to field conditions because they can 
obtain pore size distribution and pore networks from actual rocks. Xu et al.(Xu et al. 2017a) 
fabricated variable depth (2.5D) microfluidic device that can better represent 3D features of 
multiphase flow in actual porous media. They demonstrated a 2.5D micromodel that could 
realistically represent capillary snap-off and formation of isolated residual oil droplets in 
water-wet media, an effect not possible to capture in a 2D micromodel. Yun et al.(Yun et al. 
2017) fabricated a dual-depth and dual-porosity micromodel for study of multiphase flow 
through porous media. They used pore scale observations during imbibition and drainage 
processes, micro-particle image velocimetry (µPIV), and relative permeability measurements 
to determine flow characteristics. Their results indicated that a dual-depth and dual-porosity 
micromodel can improve physical realism of oil recovery processes in complex porous media. 
Karadimitriou et al.(Karadimitriou et al. 2012) fabricated an elongated all-glass deep reactive 
ion etched micromodel with realistic pore sizes and observed two-phase flow through porous 
media. The advantages of this micromodel were uniform wettability and transparency because 
it is made totally of glass. Wu et al.(Wu et al. 2012) fabricated random homogeneous and 
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heterogeneous networks of microfluidic models based on Voronoi tessellations. They found 
that residual oil saturation is determined by network topology and that pattern of water invasion 
is determined by wettability of channel walls. Zhang et al.(Zhang et al. 2011) used microfluidic 
devices to study three regimes of immiscible displacement: viscous fingering, capillary 
fingering and stable displacement, and their significant results showing how viscosity and 
capillary force affect fluid displacement and stability are shown in Figure 1-2. Our 
experimental capillary numbers range from 2.3 × 10−3  to 2.7 × 10−3  and mobility ratios 
range from 1.9 to 255.8, these fall into the region of red rectangular, a stable region.  
 
Figure 1-2 Mobility and capillary number diagram (Zhang et al. 2011) 
 
1.4. Wettability  
With respect to flows in porous media, understanding wettability - the relative affinity 
of a solid to a fluid - is important since it plays a key role in fluid-fluid interactions in the 
presence of a solid surface(Radke et al. 1992; Bonn et al. 2009), in microfabrication 
processes(Srinivasarao et al. 2001; Weibel et al. 2007) and in extraction of oil from 
hydrocarbon reservoirs(Jadhunandan and Morrow 1995). The definition of wetting degree is 
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dependent on the balance between the adhesive and cohesive forces that determine a contact 
angle of a drop on a surface, and the Young, Wenzel and Cassie–Baxter models are three main 
methods to calculate contact angle(Whyman et al. 2008). In that reference, Young’s model is 
used when the surface is smooth. According to Young’s model, the relationship between the 




          (Eq. 1.6) 
where θ is the contact angle, 𝜎𝑆𝑉 , 𝜎𝑆𝐿  and 𝜎  are surface tensions at solid/vapor, 
solid/liquid and liquid/vapor interfaces.  
Wenzel’s model is used when the surface is rough, but no air is trapped by grooves. Its 




          (Eq. 1.7) 
where θ is the contact angle, 𝜎𝑆𝑉 , 𝜎𝑆𝐿  and 𝜎 are the surface tensions at solid/vapor, 
solid/liquid and liquid/vapor interfaces and f is the surface roughness.  
The Cassie–Baxter model is used when the surface is rough, and air is trapped by 
grooves. Its equation is given in Equation 1.8 
𝜎𝑐𝑜𝑠𝜃 = ∑ 𝜑𝑖(𝜎𝑖,𝑆𝑉 − 𝜎𝑖,𝑆𝐿)
𝑛
1           (Eq. 1.8) 
where θ is the contact angle, 𝜎𝑆𝑉 , 𝜎𝑆𝐿  and 𝜎 are the surface tensions at solid/vapor, 
solid/liquid and liquid/vapor interfaces. φi is the fraction of substrate surface, 
φ1+φ2+·····+φn=1. A water contact angle of 90
o is usually the dividing line for distinguishing 
between hydrophilicity and hydrophobicity. A surface is called hydrophilic when the water 
contact angle is lower than 90o(Quéré 2008), usually described as superhydrophobic when the 
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water contact angle is greater than 150o(Roach et al. 2008; Drelich et al. 2011), and 
superhydrophilic when the water contact angle is close to 0o(Himma et al. 2018).  
Carbonate reservoirs inherently vary from intermediate-wet to oil-wet(Standnes et al. 
2002) and sandstone reservoirs vary from water-wet to oil wet (Wang et al. 2011), although, 
temperature, pressure, oil composition, mineral surface, and brine chemistry can alter 
wettability of original reservoir minerals (Anderson 1986).In addition, some natural surfactants 
adequately dissolve into water, flow through rock, and change rock surface properties. Some 
researchers have demonstrated that a majority of carbonate reservoirs are oil-wet and sandstone 
reservoirs are water-wet (Lowe et al. 1973; Morrow et al. 1973). Since rock wettability is an 
important factor in oil recovery from a reservoir (Roosta et al. 2015), modifying surface 
wettability of a device can establish more realistic conditions because real reservoir rocks are 
often mixed wet. Schneider and Tabeling et al.(Schneider 2011) controlled wettability of their 
lab-on-chip device and found that wettability heterogeneities increase the amount of residual 
fluid in porous media by up to 40%, and it would also be important to know how to control 
wettability for each part of our microfluidic device. Our microfluidic device is composed of 
three different materials, PDMS, soda lime glass and polycarbonate. We will discuss in 
upcoming sections how to modify wettability of each material to provide our microfluidic 
device with conditions closer to a real field situation.  
1.4.1 Modify PDMS wettability  
PDMS is the material we use to fabricate microfluidic channels. The PDMS surface is 
inherently hydrophobic and the water contact angle is between 100o and 110o (Khorasani and 
Mirzadeh 2004), but it can temporarily be changed to hydrophilic by exposure to oxygen 
plasma, after which the surface of PDMS slowly changes back to hydrophobic after a short 
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time (Bodas and Khan-Malek 2007). Since hydrophilic microchannels can reduce air bubble 
trapping when a fluid injected, scientists have tried to find a method for keeping PDMS 
surfaces hydrophilic for a longer time. Some research groups deposited 2-hydroxyethyl 
methacrylate (HEMA) film(Bodas and Khan-Malek 2006, 2007), polyethylene glycol (PEG), 
or polyvinylpyrrolidone (PVP)(Hemmilä et al. 2012) after the oxygen plasma treatment. The 
lowest water contact angle they coud achieve from physisorption coating was approximately 
10o. Eddington et al.(Eddington et al. 2006) used thermal aging to eliminate low molecular 
weight to keep the PDMS surface hydrophilic for a longer time. Bauer et al. (Bauer et al. 
2010)deposited several long-term stable layers of polyelectrolytes, after which the surface was 
still hydrophilic after several months of storage. They did not measure the contact angle. 
PDMS not only can be changed to hydrophilic but also can become superhydrophobic. Jin et 
al. (Jin et al. 2005) used laser etching method to fabricate micro-, submicro- and nano-
composite structures on PDMS surfaces that became superhydrophobic with a water contact 
angle greater than 160o. Khorasani et al. (Khorasani and Mirzadeh 2004) used CO2-pulsed laser 
to irradiate a PDMS surface and the surface wettability became superhydrophobic when the 
water contact angle was elevated to 170o. 
1.4.2 Wettability modification of Soda Lime Glass 
   For one of our microfluidic devices the substrate was microscope slide and a porous 
structure was formed using randomly close-packed glass microspheres. Microscope slides and 
microspheres are made of soda lime glass and there are many methods for changing the 
wettability of glass. Lind et al.(Lind et al. 2017) exposed glass to a direct current 
electromagnetic field to form an anisotropic surface layer and change the wettability. They 
confirmed that the water wetting contact angle increased from approximately 20o to between 
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40o and 55o after this treatment, and this effect persisted for three months. Yu et al.(Yu et al. 
2015) used CF4 for plasma etching to form nanopillars on glass initially coating as an SiO2 
layer. The SiO2 pillars become etch resistant masks on the glass, and then glass regions without 
SiO2 pillars were etched rapidly under continuous plasma etching to form nano-patterned glass. 
The glass surface became superhydrophilic when nanostructures were coated with high surface 
energy materials(Drelich et al. 2011), and conversely, the glass surface became hydrophobic 
and superhydrophobic when coated with low surface energy materials(Zhang et al. 2008). The 
water contact angle for superhydrophilicity was less than 5o and the water contact angle for 
superhyrophobicity was approximately 160o. The contact angle remained essentially 
unchanged after storing for more than 50 days. Wei et al. (Wei et al. 1993)used silane to treat 
glass slides to increase the contact angle. Depending on the type of silane used, the water 
contact angle ranged from 70o to 152o and it remained stable for more than one month while 
stored in air.  Suzuki et al.(Suzuki et al. 2017) found the contact angle of water increased to 
33o after treating glass with nitrogen at 850 oC  and 400-600oC for 8 hours. However, the water 
contact angle gradually decreased and reached its original value after being stored in air for 
more than one month. Trojer et al.(Trojer et al. 2015) altered soda lime glass wettability from 
perfectly hydrophilic to hydrophobic by chemical vapor deposition (CVD) as shown in Figure 
1-3 An O2 plasma was used on the glass to attain hydrophilic conditions and silane-based 
substances were used by CVD to homogeneously modify surface wettability. Beresnev et 
al.(Beresnev et al. 2011) used NaOH-ethanol-deionized-water solution to flush glass and 
increase its hydrophilicity. They did not measure the actual contact angle.  
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Figure 1-3 Alter soda lime glass wettability through chemical vapor deposition (CVD) 
(Trojer et al. 2015). 
1.4.3 Wettability modification of Polycarbonate (PC) 
A PC sheet was the substrate for one of our microfluidic device and the original water 
contact angle was 87.8 ± 0.4𝑜{Citation} (Bismarck et al. 2008; Vijayalakshmi et al. 2011). 
Choi et al.(Choi et al. 1996) controlled oxygen flow rates when an oxygen and an Ar+ ion were 
exposed on a PC surface to increase the hydrophilicity of the PC surface. Depending on the 
ion bean potential energy input, the water contact angle ranged from 10 to 30 degree. Subedi 
et al.(Subedi et al. 2009) modified the PC surface using an ultraviolet (UV) radiation treatment. 
They used two wavelengths of ultraviolet radiation and various treatment times to determine 
how the contact angle would be affected, with the result shown in Figure 1-4. 
 
Figure 1-4 The relationship between contact angle and treatment time under two different 
wavelengths of UV light (Subedi et al. 2009). 
   
19 
Terpilowski et al.(Terpilowski et al.) treated the PC surface with oxygen and argon 
plasma and found that the water contact angle became smaller compared to the non-treated 
surface. This effect was more significant when oxygen plasma is used. The contact angle 
became  15.7 ± 1.9𝑜 after oxygen plasma treatment for 1 minute.  Alamri(Alamri et al. 2018) 
used UV to fabricate hierarchical structures on PC to change wettability and the water contact 
angle became  117.6 ± 1.8𝑜. 
1.4.4 Measuring contact angle 
There are several methods to measure contact angle and we list several commonly used 
methods below. 
The first method most widely used to measure contact angle because of it is simplicity 
using a telescope equipped with a protractor eyepiece to directly measure the contact angle of 
sessile drops on the surface(Bracco and Holst 2013). After the image of droplet on the surface 
is captured, image analysis can be used to determine the contact angle, although there is a high 
impact of impurities because the sizes of the drops and the substrate are small. Also, it is hard 
to accurately measure contact angles smaller than 20o because a tangent line is hard to 
determine when a droplet is nearly flat. Ribe et al. (Ribe et al. 2016) modified this method to 
use making a PDMS lens as a magnifier, and a smartphone could be used to capture droplet 
image and determine the contact angle.   
The Wilhelmy balance method(Kendrick et al. 1996) is another commonly used 
technique for measuring contact angle indirectly. It uses a thin vertical plate in contact with a 
liquid, then records the detected force change that is equal to the wetting force minus the 
buoyancy force, as shown in Figure 1-5 (Qian et al. 2018). The definition of wetting force f is 
𝑓 = 𝜎𝑝𝑐𝑜𝑠𝜃          (Eq. 1.9) 
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where 𝜎 is the liquid surface tension, p is the perimeter of contact line and θ is the 
contact angle. The buoyancy force is  
𝑓𝑏 = 𝑉∆𝜌𝑔            (Eq. 1.10) 
where V is the volume of the displaced liquid, Δρ is the difference in the density 
between two liquid, and g is the gravity. The contact angle can therefore be calculated because 
both liquid surface tension and perimeter size are known from the experiment. This method 
can produce much more accurate contact angle values because the measured force is an 
averaged value at any immersion depth. The drawback of this technique is that the solid sample 
must have uniform cross section in the submersion direction, a hard condition to achieve.  
 
Figure 1-5 Wilhelmy plate method (Qian et al. 2018). 
A third commonly used method is to use a vertical capillary tube with small radius, as 
shown in Figure 1-6 (Bracco and Holst 2013), and apply the Wilhelmy balance method to 
obtain the contact angle. We used this method to get surface tension value in our experiment. 
The weight of liquid inside the capillary tube equals the surface tension as describe 
ℎ∆𝜌𝑔𝑟 = 2𝜎𝑐𝑜𝑠𝜃         (Eq. 1.11) 
where h is the height of liquid, Δρ is density different between the liquid and vapor, g 
is gravity, r is the capillary radius,  𝜎  is the liquid surface tension and θ is contact angle. 
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Hiskanen et al.(Heiskanen et al. 2008) used a similar idea except they fabricated microfluidic 
system then monitored flow variables and used image analysis to determine the dynamic 
contact angle.   
 
Figure 1-6 A capillary tube immerses in a liquid (Bracco & Holst, 2013) 
 
Chaudhury(Chaudhury 1993) used a contact deformation technique to measure the 
surface free energy related to the contact angle.  The method applies a load to a semispherical 
lens in contacts with a flat sample, causing the sample to slightly deform, as shown in Figure 
1-7.  
 
Figure 1-7 A semispherical lens contacts to a flat sample and form a circular region of radius 
(Chaudhury, 1993). 
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Then the theory of Johnson, Kendall, and Roberts (JKR) (Johnson et al. 1971) is used 
to obtain the work of adhesion (W) and the surface free energy is one half the work of adhesion. 




{𝑃 + 3𝜋𝑅𝑊 + [6𝜋𝑅𝑃𝑊 + (3𝜋𝑅𝑊)2]0.5}          (Eq. 1.12) 
where a is the radius of the contact deformation, R is the radius of curvature of the lens, 
K is the composite modulus which typically is 5 x 106 dynes/cm2, P is the external load, W is 
the work of adhesion.  
Li et al.(Li et al. 2014) used single glass capillaries to measure pore contact angle and 
discussed how pore contact angle is affected by liquid surface tension and pore size. They 
found that the contact angle in the pore increases from 5 to 20 degrees for different liquids 
while the pore size decreases by a factor of 3, as shown in Figure 1-8. This result can be used 
to adjust contact angle when modeling fluid flow through porous media. 
 
Figure 1-8 Compare water contact angle on a flat surface to pore contact angles. The red line 
represents contact angle on a flat surface (Li et al. 2014) 
1.5. Vibration effect enhanced oil recovery 
Acoustofluidics, or exploiting acoustic streaming and ultrasonic standing wave in 
microfluidic systems for cell separation and manipulation, is a field that has recently undergone 
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rapid growth(Bruus et al. 2011; Friend and Yeo 2011). General speaking, any flow generated 
by the force resulting from acoustic momentum flux in a fluid is called acoustic 
streaming(Lighthill 1978). Bengtsson et al. (Bengtsson and Laurell 2004) used acoustic 
streaming to improve the efficiency of convective substrate transport in a microenzyme reactor. 
Acoustic manipulation of submicrometer particles has also been achieved in many situations 
such as bacterial spores(Martin et al. 2005), trapping of E. Coli bacteria(Hammarström et al. 
2012) and enhanced biosensor readout of bacteria(Kuznetsova et al. 2005). In addition to 
biological applications, ultrasonic and acoustic stimulation are also commonly used methods 
for enhanced oil recovery because it is both environmentally friendly and economically 
feasible(Hamida and Babadagli 2005). However, acoustic streaming is hard to completely 
characterize because it involves many driving mechanisms and takes many forms(Wiklund et 
al. 2012). Microfluidic devices can fill this gap because researchers can directly observe fluid 
behavior and more precisely control many parameters.   
1.5.1 Ultrasonic stimulation  
Duhon and Campbell(Duhon and Campbell 1965) first completed testing of ultrasonic 
waves for enhancing oil recovery in the field. They observed that ultrasonic waves produced 
more uniform displacement that increased oil displacement efficiency. Abramova et 
al.(Abramova et al. 2014) also performed field tests of an ultrasonic treatment with using a 
frequency of 25kHz for enhanced oil recovery in Western Siberia and the Samara region, 
proving that ultrasonic stimulation can increase oil production. Guo et al.(Guo et al. 2004) 
performed high frequency vibration in the heavy oil fields of China and found that fluid 
viscosity is temporarily reduced when ultrasound waves are applied because ultrasonic 
vibration induces shear stress and boundary friction that produces heat, so researchers have 
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been investigating many applications for applying ultrasonic waves to different processes such 
as imbibition, gravity drainage, and waterflooding(Duhon and Campbell 1965; Hamida and 
Babadagli 2005, 2007, 2008; Amro et al. 2007; Naderi and Babadagli 2008; Najafi 2010), 
although the mechanisms of ultrasonic waves are not completely comprehended. Also, 
applying an ultrasonic source to enhance oil recovery is limited to near wellbore regions 
because ultrasonic waves have only a limited distance of travel in the reservoir(Mohammadian 
et al. 2013). Simkin et al.(Simkin and Surguchev 1991) found that the number of oil droplets 
increases immediately after vibration is applied because of vibration induced coalescence. 
Amro et al.(Amro et al. 2007) performed laboratory experiments on core samples to investigate 
the effectivity of ultrasound waves at frequencies up to 50kHz in enhanced oil recovery. They 
attributed oil displacement efficiency increase with ultrasonic stimulation to changes in the 
relative permeability of oil and water phases. They also found oil residual reduction with 
ultrasound stimulation. Mohammadian et al.(Mohammadian et al. 2011, 2013) found that an 
ultrasonic wave of frequency 40kHz causes a temperature rise that reduces interfacial tension 
and fluid viscosity. The interfacial tension between oil and water can be calculated from 





0.3125           (Eq. 1.13) 
where ρw is the density of water, ρo is the density of oil, a1 and b1 is the constant (mM/m) 
presented in reference (Pedersen and Christensen 2007) and Tr is the critical temperature (
oC). 
They found that even though interfacial tension decreases because of temperature increase, the 
reduction cannot significantly affect the number of capillaries affecting the amount of residual 
oil. Hence, while ultrasonic wave could reduce interfacial tension, it cannot be related to 
temperature change inside the system. They also found that fluid viscosity is significantly 
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reduced when temperature increases, and fluid viscosity decreases can cause a reduction in 
pressure that improves oil displacement efficiency. Hamida et al.(Hamida and Babadagli 2005, 
2006, 2008) performed a series of pendant drop experiments to observe flow through a 
capillary affected by ultrasound and found that the dripping rate reaches a maximum at a 
characteristic intensity depending on interfacial tension and oil viscosity. They also found that 
the interfacial tension between oil and water changes significantly when ultrasonic waves are 
applied possibly explaining why ultrasonic application can enhance oil recovery. Naderi et 
al.(Naderi and Babadagli 2011) demonstrated that ultrasonic wave at frequencies of 22 and 40 
kHz could be used to enhance oil recovery after artificial or natural seismic activities because 
low frequency waves create high frequency waves when they penetrate into porous media. 
They found that ultrasonic radiation reduces oil residual, especially when injected flow rate is 
low. Also, while oil recovery rate is faster at higher wave frequency, wave intensity mainly 
controls the ultimate recovery. Coalescence of oil droplets, adherence to grains, and vibration 
causing peristaltic movement of fluids are probably the primary mechanisms for recovery 
enhancement under ultrasonic radiation. Najafi(Najafi 2010) combined momentum 
conservation equations, Stokes’ and Darcy’s equations for a porous media with ultrasonic 




          (Eq. 1.14) 
where ϕ is porosity and d is the average diameter of the sand grains. He also 
demonstrated that absolute permeability is independent of the wave parameters unless 
ultrasonic forces can change the porosity value or average diameter of porous media, and found 
oil viscosity to decrease when ultrasonic forces are applied over a certain period, after which 
the oil viscosity increases as shown in Figure 1-9.    
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Figure 1-9 Kinematic viscosity of oil change versus ultrasonic wave stimulation time (Najafi, 
2010). 
1.5.2 Acoustic stimulation 
When an acoustic wave penetrates into porous media, depth of penetration is a crucial 
factor. Frenkel(Frenkel 2005) and Biot(Biot 1956, 1962) have studied the theory of elastic 
wave propagation into porous media filled with fluid. Biot(Biot 1956, 1962) mainly found that 
slow waves attenuate when penetrating into porous media because pore fluid viscosity 
generates dissipative forces. In addition, low frequency waves are able to penetrate by longer 
distances in reservoirs because attenuation is proportional to the square of frequency.  When 
low frequency elastic waves penetrate porous media, energy loss and attenuation might cause 
wave shape to be distorted, producing harmonics at higher frequencies. This is the reason for 
sending low frequency elastic waves from the surface, although researchers might get 
ultrasonic frequency waves in reservoir as described in Figure 1-10 (Naderi and Babadagli 
2008). Dunin et al.(Dunin and Nikolaevskii 2005) and Nikolaevskii et al.(Nikolaevskii and 
Stepanova 2005) analyzed nonlinear effects associated with waves propagating in porous 
media saturated with fluid demonstrated that seismic waves might possibly generate ultrasonic 
waves in porous media.  
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Figure 1-10 (a) Wave shape at surface with period of T1. (b) Distorted wave shape after 
penetrating the reservoir; one produced harmonic with period of T2 is shown  (Naderi and 
Babadagli 2008b) 
Low frequency irradiation has become a focus of elastic wave stimulation (EWS) study 
because they can transmit longer distances than ultrasonic wave. While many field 
observations have also proved that sonic stimulation can enhance fluid flow through porous 
media(Beresnev and Johnson 1994), these observations tend to lack quantitative analyses 
because complex phenomena are involved. For example, effects of earthquake on an oil 
reservoir might not only result from elastic vibration but also from compression of surrounding 
rocks, or fracturing subsidence(Beresnev and Johnson 1994). Laboratory studies have potential 
benefits because they can provide more detailed observations of elastic wave effects on 
percolation through porous media(Iassonov and Beresnev 2003). Poesio et al.(Poesio et al. 
2002) applied acoustic waves at 20kHz on liquid flow through sandstone and found that the 
pressure gradient decreases under acoustic energy because acoustic wave reduce fluid 
viscosity. Poroelastic motion, in which elastic waves cause volumetric pore changes, might be 
another possible mechanism playing the role of flow stimulation in the low frequency 
range(Wang 2000).   
Iassonov et al.(Iassonov and Beresnev 2003) provided a simple theoretical model that 
can be used to calculate the effect of vibrations at frequency of 100Hz or less on two 
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immiscible fluids flowing through porous media. They assumed that domains are fulfilled by 
the two liquids and external pressure gradient acts equally on both. They also assume quasi-




          (Eq. 1.15) 
where d is the average diameter of the pores, µ is the fluid viscosity, ρ is the fluid 
density.  They obtain the coefficient of recovery (Qr) shown in Equation 1.16 when the net 
flow rate of Newtonian fluid is not changed by longitudinal vibrations of the pore 


















          (Eq. 1.16) 
where α is the fraction of volume of reservoir occupied by water, R is the radius of 
tube, µw is viscosity of water and µoil is viscosity of oil. They obtained the result shown in 
Figure 1-11 demonstrating that applying sonic vibrations can significantly reduce residual oil, 
especially for low values of pressure gradient.  
 
Figure 1-11 Coefficient of oil recovery versus dimensionless pressure gradient g for various 
values of the effective amplitude of vibration (Kazakia & Rivlin, 1978). 
29 
Beresnev et al.(Beresnev 2005) made a tubular channel in which a single oil droplet 
was trapped, as shown in Figure 1-12, to seek understanding of oil behavior under low 
frequency vibrations which at 10, 30 and 60Hz. The external pressure causes the radius of right 
meniscus (Rright) to be smaller than the radius of the left meniscus (Rleft) and the internal 












           (Eq. 1.17) 
 
Figure 1-12 Describe pressure effect when oil flow through a tubular channel (Beresnev 
2005). 




 and the 





+ ∆𝑃, and the unplugging threshold pressure to be ∆𝑃0,so oil is trapped 
at different places when ∆𝑃𝑠  increases from zero to ∆𝑃0. When  ∆𝑃𝑠  is larger than ∆𝑃0, oil 
flows through the throat and follows Darcy law. 
 
Figure 1-13 Explain the mobilization mechanism with vibration forces (Beresnev 2005). 
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Vibration produces internal forces 𝑃𝑜𝑠𝑐 = 𝜌𝑓𝑎0, where 𝜌𝑓 is average fluid density and 
𝑎0  is the acceleration amplitude of the wall, so the combined force is ∆𝑃𝑠 + 𝑃𝑜𝑠𝑐 .During 
positive half-periods of vibrations where the combined force exceeds ∆𝑃0, oil instantly moves 
forward, while for the combined force smaller than an unplugging threshold pressure, oil is 
plugged again as shown in Figure 1-12. After many cycles, oil is mobilized.  
From this mobilization mechanism, there are two predictions to be made. First, 
increasing acceleration amplitude of vibration at a fixed frequency increases the Posc value and 
when an acceleration amplitude larger than a certain value which makes static pressure during 
the negative half-cycle always larger than the unplugging threshold, the fluid behaves with the 
usual Darcy flow. Second, the vibration effect has an inverse relationship with frequency 
because when the vibration frequency is sufficiently large, the vibration period becomes small 




 , where ρ is fluid density, r is the pore channel radius and µ is the dynamic 
viscosity(Johnson 2016).  
1.5.3 Acoustic streaming 
When a standing ultrasound wave is applied to microparticles suspended in a 
microchannel, the particles receive an acoustic radiation force and the Stokes drag force. The 
acoustic radiation force is the result of the scattering of sound waves on particles, and the 
Stokes drag force results from induced acoustic streaming flow(Muller et al. 2012). Rayleigh 
et al.(Rayleigh et al. 1884) proposed the boundary-driven acoustic streaming theory shown in 
Figure 1-14 that is particularly pronounced under the condition 𝜆 ≫ ℎ ≫ 𝛿, where 𝜆 is the 
wavelength, h is the characteristic length scale of the fluid chamber, and 𝛿𝑣  is the viscous 
penetration depth. 𝛿 is given by oscillating flow as (LANDAU and LIFSHITZ 1987), 𝛿 =
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√2𝜈 𝜔⁄ , where 𝜈 is kinematic viscosity and 𝜔 is the angular frequency of the acoustic wave. 
 
Figure 1-14 A sketch of the classical Rayleigh streaming pattern in two infinite, parallel rigid 
walls with gap of height h and filled with liquid. The bulk liquid (light blue) supports a 
horizontal standing sinusoidal pressure wave (magenta line) of wavelength λ in the horizontal 
direction parallel to the walls. In the viscous boundary layers (dark blue) of thickness 𝛿, 
which generate the boundary-layer streaming rolls (yellow) because large shear stresses 
appear. These then drive the Rayleigh streaming rolls (red) (Muller et al. 2012). 
 Because the acoustic wavelength is comparable to the chamber length in many 
applications of acoustofluidic systems, Barnkob et al.(Barnkob et al. 2012) proposed a new 
theory that included corrections for particle-wall interactions and ultrasonic thermoviscous 
effects. They found that the ratio between acoustic radiation- and streaming-induced particle 
velocities is proportional to frequency and inversely proportional to kinematic 
viscosity(Barnkob et al. 2012). Muller et al.(Muller et al. 2012) successfully used simulation 
to model the acoustophoretic motion of microparticles inside a microchannel. They combined 
the Stokes drag effect from time averaged second order streaming flow and acoustic radiation 
forces. The model shows the transition in radiation forces being dominated to streaming mainly 
a function of channel geometry, particle size, and material properties.  Nama et al.(Nama et al. 
2015) also used simulation to model acoustic streaming, except in their model they set the wall 
as an impedance boundary condition rather than a hard wall condition to minimize velocity 
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gradients near the walls, because an impedance boundary condition allows the first order 
velocity to contain a slip velocity. Barnkob et al.(Barnkob et al. 2018) used a general 
defocusing particle-tracking (GDPT) method to obtain three-dimensional particle trajectories 
and compare that experimental result to simulation, demonstrating that a reduced-fluid model 
with leaky impedance wall condition is sufficient to describe the experimental results.  
1.6. References 
Aarnes JE, Gimse T, Lie K-A An Introduction to the Numerics of Flow in Porous Media 
using Matlab. In: Geometric Modelling, Numerical Simulation, and Optimization 
Abidin AZ, Puspasari T, Nugroho WA (2012) Polymers for Enhanced Oil Recovery 
Technology. Procedia Chemistry 4:11–16. doi: 10.1016/j.proche.2012.06.002 
Abramova A, Abramov V, Bayazitov V, et al (2014) Ultrasonic Technology for Enhanced 
Oil Recovery. Engineering 06:177–184. doi: 10.4236/eng.2014.64021 
Acharya RC, Valocchi AJ, Werth CJ, Willingham TW (2007) Pore-scale simulation of 
dispersion and reaction along a transverse mixing zone in two-dimensional porous 
media. Water Resources Research 43. doi: 10.1029/2007WR005969 
Adrian RJ, Westerweel J (2011) Particle Image Velocimetry. Cambridge University Press 
Agi A, Junin R, Shirazi R, et al (2018) Comparative study of ultrasound assisted water and 
surfactant flooding. Journal of King Saud University - Engineering Sciences. doi: 
10.1016/j.jksues.2018.01.002 
Ahmadi MA, Zendehboudi S, Shafiei A, James L (2012) Nonionic Surfactant for Enhanced 
Oil Recovery from Carbonates: Adsorption Kinetics and Equilibrium. Ind Eng Chem 
Res 51:9894–9905. doi: 10.1021/ie300269c 
Ahmed H, Destgeer G, Park J, et al (2017) A Pumpless Acoustofluidic Platform for Size-
Selective Concentration and Separation of Microparticles. Anal Chem 89:13575–
13581. doi: 10.1021/acs.analchem.7b04014 
Akella M, Juárez JJ (2018) High-Throughput Acoustofluidic Self-Assembly of Colloidal 
Crystals. ACS Omega 3:1425–1436. doi: 10.1021/acsomega.7b01862 
Alamri S, Aguilar-Morales AI, Lasagni AF (2018) Controlling the wettability of 
polycarbonate substrates by producing hierarchical structures using Direct Laser 
Interference Patterning. European Polymer Journal 99:27–37. doi: 
10.1016/j.eurpolymj.2017.12.001 
33 
Alexander BM, Prieve DC (1987) A Hydrodynamic Technique for Measurement of Colloidal 
Forces. Langmuir 3:788–795 
Amro M, Al Mobarky M, Al-Homadhi E (2007) Improved Oil Recovery by Application of 
Ultrasound Waves to Waterflooding. In: Proceedings of SPE Middle East Oil and Gas 
Show and Conference. Society of Petroleum Engineers 
Anbari A, Chien H-T, Datta SS, et al Microfluidic Model Porous Media: Fabrication and 
Applications. Small 14:1703575. doi: 10.1002/smll.201703575 
Anderson WG (1986) Wettability Literature Survey- Part 1: Rock/Oil/Brine Interactions and 
the Effects of Core Handling on Wettability. SPE-13932-PA 38:1125–1144. doi: 
10.2118/13932-PA 
Aronofsky JS, Masse L, Natanson SG (1958) A Model for the Mechanism of Oil Recovery 
from the Porous Matrix Due to Water Invasion in Fractured Reservoirs 
Azhari H (2010) Basics of Biomedical Ultrasound for Engineers, 1 edition. Wiley-IEEE 
Press, Hoboken, N.J 
Bach J, Bruus H (2018) Different origins of acoustic streaming at resonance. Proc Mtgs 
Acoust 34:022005. doi: 10.1121/2.0000927 
Bakke S, Øren P-E (1997) 3-D Pore-Scale Modelling of Sandstones and Flow Simulations in 
the Pore Networks. SPE Journal 2:136–149. doi: 10.2118/35479-PA 
Banerjee A, Kihm KD (2005) Experimental verification of near-wall hindered diffusion for 
the Brownian motion of nanoparticles using evanescent wave microscopy. Phys Rev 
E 72:042101. doi: 10.1103/PhysRevE.72.042101 
Barnkob R, Augustsson P, Laurell T, Bruus H (2012) Acoustic radiation- and streaming-
induced microparticle velocities determined by microparticle image velocimetry in an 
ultrasound symmetry plane. Physical Review E 86. doi: 
10.1103/PhysRevE.86.056307 
Barnkob R, Augustsson P, Laurell T, Bruus H (2010) Measuring the local pressure amplitude 
in microchannel acoustophoresis. Lab Chip 10:563–570. doi: 10.1039/B920376A 
Barnkob R, Nama N, Ren L, et al (2018) Acoustically Driven Fluid and Particle Motion in 
Confined and Leaky Systems. Physical Review Applied 9:. doi: 
10.1103/PhysRevApplied.9.014027 
Bauer W-AC, Fischlechner M, Abell C, Huck WTS (2010) Hydrophilic PDMS 
microchannels for high-throughput formation of oil-in-water microdroplets and 
water-in-oil-in-water double emulsions. Lab on a Chip 10:1814. doi: 
10.1039/c004046k 
34 
Baviere M, Glenat P, Plazanet V, Labrid J (1995) Improvement of the Efficiency/Cost Ratio 
of Chemical EOR Processes by Using Surfactants, Polymers, and Alkalis in 
Combination. SPE-27821-PA 10:187–193. doi: 10.2118/27821-PA 
Bech N, Jensen OK, Nielsen B (1991) Modeling of Gravity-Imbibition and Gravity-Drainage 
Processes: Analytic and Numerical Solutions. SPE Reservoir Engineering 6:129–136. 
doi: 10.2118/18428-PA 
Bengtsson M, Laurell T (2004) Ultrasonic agitation in microchannels. Analytical and 
Bioanalytical Chemistry 378:1716–1721. doi: 10.1007/s00216-003-2334-y 
Bera B, Mitra SK, Vick D (2011) Understanding the micro structure of Berea Sandstone by 
the simultaneous use of micro-computed tomography (micro-CT) and focused ion 
beam-scanning electron microscopy (FIB-SEM). Micron 42:412–418. doi: 
10.1016/j.micron.2010.12.002 
Berejnov V, Djilali N, Sinton D (2008) Lab-on-chip methodologies for the study of transport 
in porous media: energy applications. Lab Chip 8:689–693. doi: 10.1039/B802373P 
Beresnev I, Gaul W, Vigil RD (2011) Direct pore-level observation of permeability increase 
in two-phase flow by shaking: PERMEABILITY INCREASE BY SHAKING. 
Geophysical Research Letters 38. doi: 10.1029/2011GL048840 
Beresnev I, Johnson P (1994a) Elastic‐wave stimulation of oil production: A review of 
methods and results. GEOPHYSICS 59:1000–1017. doi: 10.1190/1.1443645 
Beresnev IA (2005) Elastic waves push organic fluids from reservoir rock. Geophysical 
Research Letters 32. doi: 10.1029/2005GL023123 
Beresnev IA, Johnson PA (1994b) Elastic-wave stimulation of oil production: A review of 
methods and results. Geophysics 59:1000–1017 
Berg S, Ott H, Klapp SA, et al (2013) Real-time 3D imaging of Haines jumps in porous 
media flow. Proceedings of the National Academy of Sciences 110:3755–3759. doi: 
10.1073/pnas.1221373110 
Bertrand E, Blake TD, De Coninck J (2010) Dynamics of dewetting. Colloids and Surfaces 
A: Physicochemical and Engineering Aspects 369:141–147. doi: 
10.1016/j.colsurfa.2010.08.006 
Bevan MA, Prieve DC (2000) Hindered diffusion of colloidal particles very near to a wall: 
Revisited. Journal of Chemical Physics 113:1228–1236 
Bhattacharya S, Datta A, Berg JM, Gangopadhyay S (2005) Studies on surface wettability of 
poly(dimethyl) siloxane (PDMS) and glass under oxygen-plasma treatment and 
correlation with bond strength. Journal of Microelectromechanical Systems 14:590–
597. doi: 10.1109/JMEMS.2005.844746 
35 
Biot MA (1956a) Theory of Propagation of Elastic Waves in a Fluid‐Saturated Porous Solid. 
I. Low‐Frequency Range. The Journal of the Acoustical Society of America 28:168–
178. doi: 10.1121/1.1908239 
Biot MA (1956b) Theory of Propagation of Elastic Waves in a Fluid‐Saturated Porous Solid. 
II. Higher Frequency Range. The Journal of the Acoustical Society of America 
28:179–191. doi: 10.1121/1.1908241 
Biot MA (1962) Mechanics of Deformation and Acoustic Propagation in Porous Media. 
Journal of Applied Physics 33:1482–1498. doi: 10.1063/1.1728759 
Bismarck A, Brostow W, Chiu R, et al (2008) Effects of surface plasma treatment on 
tribology of thermoplastic polymers. Polymer Engineering & Science 48:1971–1976. 
doi: 10.1002/pen.21103 
Blake FC (1921) The resistance of packing to fluid flow. Transactions of the American 
Institute of Chemical Engineers 14:415–421 
Blois G, Barros JM, Christensen KT (2015) A microscopic particle image velocimetry 
method for studying the dynamics of immiscible liquid–liquid interactions in a porous 
micromodel. Microfluid Nanofluid 18:1391–1406. doi: 10.1007/s10404-014-1537-1 
Blunt M, Fayers FJ, Orr FM (1993) Carbon dioxide in enhanced oil recovery. Energy 
Conversion and Management 34:1197–1204. doi: 10.1016/0196-8904(93)90069-M 
Blunt M, King MJ, Scher H (1992) Simulation and theory of two-phase flow in porous 
media. Phys Rev A 46:7680–7699. doi: 10.1103/PhysRevA.46.7680 
Blunt MJ (2001) Flow in porous media ᎏ pore-network models and multiphase flow. 
Interface Science 11 
Bodas D, Khan-Malek C (2007) Hydrophilization and hydrophobic recovery of PDMS by 
oxygen plasma and chemical treatment—An SEM investigation. Sensors and 
Actuators B: Chemical 123:368–373. doi: 10.1016/j.snb.2006.08.037 
Bodas D, Khan-Malek C (2006) Formation of more stable hydrophilic surfaces of PDMS by 
plasma and chemical treatments. Microelectronic Engineering 83:1277–1279. doi: 
10.1016/j.mee.2006.01.195 
Bodas DS, Khan-Malek C (2007) Fabrication of long-term hydrophilic surfaces of 
poly(dimethyl siloxane) using 2-hydroxy ethyl methacrylate. Sensors and Actuators 
B: Chemical 120:719–723. doi: 10.1016/j.snb.2006.03.037 
Bonn D, Eggers J, Indekeu J, et al (2009) Wetting and spreading. Rev Mod Phys 81:739–




Bracco G, Holst B (2013) Surface science techniques, 1st ed. Springer, New York 
Bradford SA, Torkzaban S, Walker SL (2007) Coupling of physical and chemical 
mechanisms of colloid straining in saturated porous media. Water Research 41:3012–
3024. doi: 10.1016/j.watres.2007.03.030 
Brennen CE (2005) Fundamentals of Multiphase Flow. Cambridge University Press 
Bruus H (2012) Acoustofluidics 10: Scaling laws in acoustophoresis. Lab Chip 12:1578–
1586. doi: 10.1039/C2LC21261G 
Bruus H, Dual J, Hawkes J, et al (2011) Forthcoming Lab on a Chip tutorial series on 
acoustofluidics: Acoustofluidics—exploiting ultrasonic standing wave forces and 
acoustic streaming in microfluidic systems for cell and particle manipulation. Lab on 
a Chip 11:3579. doi: 10.1039/c1lc90058g 
Cai J, Yu B, Zou M, Mei M (2010) Fractal analysis of invasion depth of extraneous fluids in 
porous media. Chemical Engineering Science 65:5178–5186. doi: 
10.1016/j.ces.2010.06.013 
Chan HN, Chen Y, Shu Y, et al (2015) Direct, one-step molding of 3D-printed structures for 
convenient fabrication of truly 3D PDMS microfluidic chips. Microfluid Nanofluid 
19:9–18. doi: 10.1007/s10404-014-1542-4 
Chang HL (1978) Polymer Flooding Technology Yesterday, Today, and Tomorrow. Journal 
of Petroleum Technology 30:1113–1128. doi: 10.2118/7043-PA 
Chang L-C, Tsai J-P, Shan H-Y, Chen H-H (2009) Experimental study on imbibition 
displacement mechanisms of two-phase fluid using micro model. Environmental 
Earth Sciences 59:901–911. doi: 10.1007/s12665-009-0085-6 
Chari K, Antalek B, Lin MY, Sinha SK (1994) The viscosity of polymer–surfactant mixtures 
in water. The Journal of Chemical Physics 100:5294–5300. doi: 10.1063/1.467194 
Chatenever A, Calhoun JC (1952) Visual Examinations of Fluid Behavior in Porous Media - 
Part I. Journal of Petroleum Technology 4:149–156. doi: 10.2118/135-G 
Chatzis I, Morrow NR (1984) Correlation of Capillary Number Relationships for Sandstone. 
SPE-10114-PA 24:555–562. doi: 10.2118/10114-PA 
Chaudhury MK (1993) Surface free energies of alkylsiloxane monolayers supported on 
elastomeric polydimethylsiloxanes. Journal of Adhesion Science and Technology 
7:669–675. doi: 10.1163/156856193X00907 
Chen Z, Huan G, Li B (2004) An Improved IMPES Method for Two-Phase Flow in Porous 
Media. Transport in Porous Media 54:361–376. doi: 
10.1023/B:TIPM.0000003667.86625.15 
37 
Cheng J-T (2004) Linking pressure and saturation through interfacial areas in porous media. 
Geophysical Research Letters 31. doi: 10.1029/2003GL019282 
Cheng JT, Pyrak-Nolte LJ, Nolte DD, Giordano NJ (2004) Linking pressure and saturation 
through interfacial areas in porous media. Geophysical Research Letters 31:L08502. 
doi: 10.1029/2003gl019282 
Choi W, Koh S, Jung H (1996) Surface chemical reaction between polycarbonate and kilo‐
electron‐volt energy Ar + ion in oxygen environment. Journal of Vacuum Science & 
Technology A: Vacuum, Surfaces, and Films 14:2366–2371. doi: 10.1116/1.580024 
Clarke A, Howe AM, Mitchell J, et al (2016) How Viscoelastic-Polymer Flooding Enhances 
Displacement Efficiency. SPE Journal 21:675–687. doi: 10.2118/174654-PA 
Conn CA, Ma K, Hirasaki GJ, Biswal SL (2014) Visualizing oil displacement with foam in a 
microfluidic device with permeability contrast. Lab Chip 14:3968–3977. doi: 
10.1039/c4lc00620h 
Cottin C, Bodiguel H, Colin A (2010) Drainage in two-dimensional porous media: From 
capillary fingering to viscous flow. Physical Review E 82. doi: 
10.1103/PhysRevE.82.046315 
Cuenca A, Chabert M, Morvan M, Bodiguel H (2012) Axisymmetric Drainage in 
Hydrophobic Porous Media Micromodels. Oil & Gas Science and Technology – 
Revue d’IFP Energies nouvelles 67:953–962. doi: 10.2516/ogst/2012050 
Dang CTQ, Chen ZJ, Nguyen NTB, et al (2011) Development of Isotherm 
Polymer/Surfactant Adsorption Models in Chemical Flooding. In: SPE Asia Pacific 
Oil and Gas Conference and Exhibition. Society of Petroleum Engineers, Jakarta, 
Indonesia 
Datta SS, Ramakrishnan TS, Weitz DA (2014) Mobilization of a trapped non-wetting fluid 
from a three-dimensional porous medium. Physics of Fluids 26:022002. doi: 
10.1063/1.4866641 
De S, Krishnan P, van der Schaaf J, et al (2018) Viscoelastic effects on residual oil 
distribution in flows through pillared microchannels. Journal of Colloid and Interface 
Science 510:262–271. doi: 10.1016/j.jcis.2017.09.069 
Demirbas A, Bamufleh HS, Edris G, Alalayah WM (2017) Treatment of contaminated 
wastewater. Petroleum Science and Technology 35:883–889. doi: 
10.1080/10916466.2017.1290653 
Ding H, Rahman S (2017) Experimental and theoretical study of wettability alteration during 
low salinity water flooding-an state of the art review. Colloids and Surfaces A: 
Physicochemical and Engineering Aspects 520:622–639. doi: 
10.1016/j.colsurfa.2017.02.006 
38 
Dow P, Kotz K, Gruszka S, et al (2018) Acoustic separation in plastic microfluidics for rapid 
detection of bacteria in blood using engineered bacteriophage. Lab Chip 18:923–932. 
doi: 10.1039/C7LC01180F 
Drelich J, Chibowski E, Meng DD, Terpilowski K (2011) Hydrophilic and superhydrophilic 
surfaces and materials. Soft Matter 7:9804. doi: 10.1039/c1sm05849e 
Dual J, Möller D (2014) Chapter 5. Piezoelectricity and Application to the Excitation of 
Acoustic Fields for Ultrasonic Particle Manipulation. In: Laurell T, Lenshof A (eds) 
Microscale Acoustofluidics. Royal Society of Chemistry, Cambridge, pp 81–99 
Duhon RD, Campbell JM (1965) The Effect Of Ultrasonic Energy On The Flow Of Fluids In 
Porous Media. In: SPE-1316-MS. Society of Petroleum Engineers, SPE, p 15 
Dunin SZ, Nikolaevskii VN (2005) Nonlinear waves in porous media saturated with live oil. 
Acoustical Physics 51:S61–S66. doi: 10.1134/1.2133954 
Dupas A, Hénaut I, Argillier J-F, Aubry T (2012) Mechanical Degradation Onset of 
Polyethylene Oxide Used as a Hydrosoluble Model Polymer for Enhanced Oil 
Recovery. Oil & Gas Science and Technology – Revue d’IFP Energies nouvelles 
67:931–940. doi: 10.2516/ogst/2012028 
Eaton DW, Milkereit B, Salisbury MH (2003) Hardrock Seismic Exploration. Society of 
Exploration Geophysicists 
Eddington DT, Puccinelli JP, Beebe DJ (2006) Thermal aging and reduced hydrophobic 
recovery of polydimethylsiloxane. Sensors and Actuators B: Chemical 114:170–172. 
doi: https://doi.org/10.1016/j.snb.2005.04.037 
Elraies KA, Tan IM, Fathaddin MT, Abo-Jabal A (2011) Development of a New Polymeric 
Surfactant for Chemical Enhanced Oil Recovery. Petroleum Science and Technology 
29:1521–1528. doi: 10.1080/10916460903581427 
Eral HB, Oh JM, van den Ende D, et al (2010) Anisotropic and Hindered Diffusion of 
Colloidal Particles in a Closed Cylinder. Langmuir 26:16722–16729. doi: 
10.1021/la102273n 
Ezell RG, McCormick CL (2007) Electrolyte- and pH-responsive polyampholytes with 
potential as viscosity-control agents in enhanced petroleum recovery. Journal of 
Applied Polymer Science 104:2812–2821. doi: 10.1002/app.24999 
Ferer M, Ji C, Bromhal GS, et al (2004) Crossover from capillary fingering to viscous 
fingering for immiscible unstable flow: Experiment and modeling. Physical Review E 
70. doi: 10.1103/PhysRevE.70.016303 
Firoozabadi A, Ramey HJ Jr (1988) Surface Tension of Water-Hydrocarbon Systems At 
Reservoir Conditions. Journal of Canadian Petroleum Technology 27:9. doi: 
10.2118/88-03-03 
39 
Foresti D, Bjelobrk N, Nabavi M, Poulikakos D (2011) Investigation of a line-focused 
acoustic levitation for contactless transport of particles. Journal of Applied Physics 
109:093503. doi: 10.1063/1.3571996 
Franke T, Abate AR, Weitz DA, Wixforth A (2009) Surface acoustic wave (SAW) directed 
droplet flow in microfluidics for PDMS devices. Lab on a Chip 9:2625. doi: 
10.1039/b906819h 
Franke T, Braunmüller S, Schmid L, et al (2010) Surface acoustic wave actuated cell sorting 
(SAWACS). Lab on a Chip 10:789. doi: 10.1039/b915522h 
Frechette J, Drazer G (2009) Directional locking and deterministic separation in periodic 
arrays. J Fluid Mech 627:379–401. doi: 10.1017/S0022112009005941 
Frenkel J (2005) On the Theory of Seismic and Seismoelectric Phenomena in a Moist Soil. 
Journal of Engineering Mechanics 131:879–887. doi: 10.1061/(ASCE)0733-
9399(2005)131:9(879) 
Friend J, Yeo LY (2011) Microscale acoustofluidics: Microfluidics driven via acoustics and 
ultrasonics. Reviews of Modern Physics 83:647–704. doi: 
10.1103/RevModPhys.83.647 
Fritz JL, Owen MJ (1995) Hydrophobic Recovery of Plasma-Treated Polydimethylsiloxane. 
The Journal of Adhesion 54:33–45. doi: 10.1080/00218469508014379 
Gaillard N, Sanders DB, Favero C (2010) Improved Oil Recovery Using Thermally And 
Chemically Protected Compositions Based On Co- And Ter-Polymers Containing 
Acrylamide. In: SPE-129756-MS. Society of Petroleum Engineers, SPE, p 11 
Gao S, Li H, Li H (1995) Laboratory Investigation of Combination of Alkaline-Surfactant-
Polymer for Daqing EOR. SPE-27631-PA 10:194–197. doi: 10.2118/27631-PA 
Geistlinger H, Ataei-Dadavi I (2015) Influence of the heterogeneous wettability on capillary 
trapping in glass-beads monolayers: Comparison between experiments and the 
invasion percolation theory. Journal of Colloid and Interface Science 459:230–240. 
doi: 10.1016/j.jcis.2015.07.074 
Gharbi RBC, Qasem F, Peters EJ (2001) A relationship between the fractal dimension and 
scaling groups of unstable miscible displacements. Experiments in Fluids 31:357–
366. doi: 10.1007/s003480100278 
Goddard GR, Sanders CK, Martin JC, et al (2007) Analytical Performance of an Ultrasonic 
Particle Focusing Flow Cytometer. Anal Chem 79:8740–8746. doi: 
10.1021/ac071402t 
Gogoi SB (2011) Adsorption–Desorption of Surfactant for Enhanced Oil Recovery. 
Transport in Porous Media 90:589–604. doi: 10.1007/s11242-011-9805-y 
40 
Goldman AJ, Cox RG, Brenner H (1967a) Slow viscous motion of a sphere parallel to a 
plane wall—I Motion through a quiescent fluid. Chemical Engineering Science 
22:637–651. doi: 10.1016/0009-2509(67)80047-2 
Goldman AJ, Cox RG, Brenner H (1967b) Slow viscous motion of a sphere parallel to a 
plane wall—II Couette flow. Chemical Engineering Science 22:653–660. doi: 
10.1016/0009-2509(67)80048-4 
Grate JW, Zhang C, Wietsma TW, et al (2010) A note on the visualization of wetting film 
structures and a nonwetting immiscible fluid in a pore network micromodel using a 
solvatochromic dye: Visualization of fluids in pore network micromodel. Water 
Resources Research 46:. doi: 10.1029/2010WR009419 
Gunda NSK, Bera B, Karadimitriou NK, et al (2011) Reservoir-on-a-Chip (ROC): A new 
paradigm in reservoir engineering. Lab on a Chip 11:3785–3792. doi: 
10.1039/c1lc20697d 
Guo X, Du Z, Li G, Shu Z (2004) High Frequency Vibration Recovery Enhancement 
Technology in the Heavy Oil Fields of China. In: SPE-86956-MS. Society of 
Petroleum Engineers, SPE, p 18 
Habermann B (1960) The Efficiency of Miscible Displacement as a Function of Mobility 
Ratio. Transactions of the American Institute of Mining and Metallurgical Engineers 
219:264–272 
Hamida T, Babadagli T (2005) Effects of Ultrasonic Waves on Immiscible and Miscible 
Displacement in Porous Media. Dallas, Texas, U.S.A., p 18 
Hamida T, Babadagli T (2007) Fluid-fluid interaction during miscible and immiscible 
displacement under ultrasonic waves. The European Physical Journal B 60:447–462. 
doi: 10.1140/epjb/e2008-00005-5 
Hamida T, Babadagli T Effects of Ultrasonic Waves on Immiscible and Miscible 
Displacement in Porous Media. 18 
Hamida T, Babadagli T (2006) Investigations on Capillary and Viscous Displacement Under 
Ultrasonic Waves. PETSOC-06-02-TN2 45:4. doi: 10.2118/06-02-TN2 
Hamida T, Babadagli T (2007) Analysis of capillary interaction and oil recovery under 
ultrasonic waves. Transport in Porous Media 70:231–255. doi: 10.1007/s11242-006-
9097-9 
Hamida T, Babadagli T (2008) Effects of ultrasonic waves on the interfacial forces between 
oil and water. Ultrasonics Sonochemistry 15:274–278. doi: 
10.1016/j.ultsonch.2007.09.012 
Hamida T, Babadagli T (2005) Effect of Ultrasonic Waves on the Capillary Imbibition 
Recovery of Oil. In: SPE-92124-MS. Society of Petroleum Engineers, SPE, p 12 
41 
Hamida T, Babadagli T (2005) Capillary Interaction of Different Oleic and Aqueous Phases 
between Matrix and Fracture Under Ultrasonic Waves. In: SPE-94105-MS. Society of 
Petroleum Engineers, SPE, p 9 
Hamida T, Babadagli T (2007) Analysis of capillary interaction and oil recovery under 
ultrasonic waves. Transport in Porous Media 70:231–255. doi: 10.1007/s11242-006-
9097-9 
Hamida T, Babadagli T (2008) Displacement of oil by different interfacial tension fluids 
under ultrasonic waves. Colloids and Surfaces A: Physicochemical and Engineering 
Aspects 316:176–189. doi: 10.1016/j.colsurfa.2007.09.012 
Hammarström B, Laurell T, Nilsson J (2012) Seed particle-enabled acoustic trapping of 
bacteria and nanoparticles in continuous flow systems. Lab on a Chip 12:4296. doi: 
10.1039/c2lc40697g 
Han D-K, Yang C-Z, Zhang Z-Q, et al (1999) Recent development of enhanced oil recovery 
in China. Journal of Petroleum Science and Engineering 22:181–188. doi: 
10.1016/S0920-4105(98)00067-9 
He K, Xu L, Gao Y, et al (2014) Validating Surfactant Performance in the Eagle Ford Shale: 
A Correlation between the Reservoir-on-a-Chip Approach and Enhanced Well 
Productivity. In: SPE-169147-MS. Society of Petroleum Engineers, SPE, p 7 
Heiskanen V, Marjanen K, Kallio P (2008) Machine Vision Based Measurement of Dynamic 
Contact Angles in Microchannel Flows. Journal of Bionic Engineering 5:282–290. 
doi: 10.1016/S1672-6529(08)60172-9 
Hemmilä S, Cauich-Rodríguez JV, Kreutzer J, Kallio P (2012) Rapid, simple, and cost-
effective treatments to achieve long-term hydrophilic PDMS surfaces. Applied 
Surface Science 258:9864–9875. doi: https://doi.org/10.1016/j.apsusc.2012.06.044 
Heshmati M, Piri M (2018) Interfacial boundary conditions and residual trapping: A pore-
scale investigation of the effects of wetting phase flow rate and viscosity using micro-
particle image velocimetry. Fuel 224:560–578. doi: 10.1016/j.fuel.2018.03.010 
Himma NF, Prasetya N, Anisah S, Wenten IG (2018) Superhydrophobic membrane: progress 
in preparation and its separation properties. Reviews in Chemical Engineering. doi: 
10.1515/revce-2017-0030 
Hirasaki G, Miller CA, Puerto M (2011) Recent Advances in Surfactant EOR. SPE Journal 
16:889–907. doi: 10.2118/115386-PA 
Holden MA, Kumar S, Castellana ET, et al (2003) Generating fixed concentration arrays in a 
microfluidic device. Sensors and Actuators B: Chemical 92:199–207. doi: 
10.1016/S0925-4005(03)00129-1 
42 
Holdich RG (2002) Fundamentals of Particle Technology. Midland Information Technology 
& Publishing, Shepshed 
Howe AM, Clarke A, Mitchell J, et al (2015) Visualising surfactant enhanced oil recovery. 
Colloids and Surfaces A: Physicochemical and Engineering Aspects 480:449–461. 
doi: 10.1016/j.colsurfa.2014.08.032 
Huang P, Breuer KS (2007) Direct measurement of anisotropic near-wall hindered diffusion 
using total internal reflection velocimetry. Phys Rev E 76:046307. doi: 
10.1103/PhysRevE.76.046307 
Huang P-H, Nama N, Mao Z, et al (2014) A reliable and programmable acoustofluidic pump 
powered by oscillating sharp-edge structures. Lab Chip 14:4319–4323. doi: 
10.1039/C4LC00806E 
Huifen X, Ye J, Kong F, Wu J (2004) Effect of Elastic Behavior of HPAM Solutions on 
Displacement Efficiency under Mixed Wettability Conditions. In: SPE-90234-MS. 
Society of Petroleum Engineers, SPE, p 8 
Iassonov PP, Beresnev IA (2003) A model for enhanced fluid percolation in porous media by 
application of low-frequency elastic waves. Journal of Geophysical Research: Solid 
Earth 108. doi: 10.1029/2001JB000683 
Jacob JDC, He K, Retterer ST, et al (2015) Diffusive dynamics of nanoparticles in ultra-
confined media. Soft Matter 11:7515–7524. doi: 10.1039/C5SM01437A 
Jadhunandan PP, Morrow NR (1995) Effect of Wettability on Waterflood Recovery for 
Crude-Oil/Brine/Rock Systems. SPE-22597-PA 10:40–46. doi: 10.2118/22597-PA 
Jaeger R, Blalock T (2010) Microelectronic Circuit Design, 4 edition. McGraw-Hill 
Education, New York, NY 
Jensen KH, Valente AXCN, Stone HA (2014) Flow rate through microfilters: Influence of 
the pore size distribution, hydrodynamic interactions, wall slip, and inertia. Physics of 
Fluids 26:052004. doi: 10.1063/1.4876937 
Jin M, Feng X, Xi J, et al (2005) Super-Hydrophobic PDMS Surface with Ultra-Low 
Adhesive Force. Macromolecular Rapid Communications 26:1805–1809. doi: 
10.1002/marc.200500458 
Johnson KL, Kendall K, Roberts AD (1971) Surface energy and the contact of elastic solids. 
Proc R Soc Lond A Math Phys Sci 324:301. doi: 10.1098/rspa.1971.0141 
Johnson RW (2016) Handbook of Fluid Dynamics, Second. CRC Press 
Joseph J, Siva Kumar Gunda N, Mitra SK (2013) On-chip porous media: Porosity and 
permeability measurements. Chemical Engineering Science 99:274–283. doi: 
10.1016/j.ces.2013.05.065 
43 
Jung JH, Destgeer G, Park J, et al (2018) Microfluidic flow switching via localized acoustic 
streaming controlled by surface acoustic waves. RSC Adv 8:3206–3212. doi: 
10.1039/C7RA11194K 
Kalb DM, Fencl FA, Woods TA, et al (2017) Line-Focused Optical Excitation of Parallel 
Acoustic Focused Sample Streams for High Volumetric and Analytical Rate Flow 
Cytometry. Anal Chem 89:9967–9975. doi: 10.1021/acs.analchem.7b02319 
Kamholz AE, Schilling EA, Yager P (2001) Optical measurement of transverse molecular 
diffusion in a microchannel. Biophysical Journal 80:1967–1972 
Kapishnikov S, Kantsler V, Steinberg V (2006) Continuous particle size separation and size 
sorting using ultrasound in a microchannel. J Stat Mech 2006:P01012–P01012. doi: 
10.1088/1742-5468/2006/01/P01012 
Karadimitriou NK, Hassanizadeh SM (2012) A Review of Micromodels and Their Use in 
Two-Phase Flow Studies. Vadose Zone Journal 11:vzj2011.0072. doi: 
10.2136/vzj2011.0072 
Karadimitriou NK, Joekar-Niasar V, Hassanizadeh SM, et al (2012) A novel deep reactive 
ion etched (DRIE) glass micro-model for two-phase flow experiments. Lab on a Chip 
12:3413. doi: 10.1039/c2lc40530j 
Kazakia JY, Rivlin RS (1978) The influence of vibration on Poiseuille flow of a non-
Newtonian fluid, I. Rheologica Acta 17:210–226. doi: 10.1007/BF01535057 
Kendrick C, LeLay G, Kahn A (1996) Bias-dependent imaging of the In-terminated 
InAs(001) (4 x 2)/c(8 x 2) surface by STM: Reconstruction and transitional defect. 
Phys Rev B 54:17877–17883. doi: 10.1103/PhysRevB.54.17877 
Kersting AB, Efurd DW, Finnegan DL, et al (1999) Migration of plutonium in ground water 
at the Nevada Test Site. Nature 397:56–59. doi: 10.1038/16231 
Khorasani MT, Mirzadeh H (2004) In vitro blood compatibility of modified PDMS surfaces 
as superhydrophobic and superhydrophilic materials. Journal of Applied Polymer 
Science 91:2042–2047. doi: 10.1002/app.13355 
Kim M, Sell A, Sinton D (2013) Aquifer-on-a-Chip: understanding pore-scale salt 
precipitation dynamics during CO2 sequestration. Lab Chip 13:2508–2518. doi: 
10.1039/C3LC00031A 
Klinzing GR, Zavaliangos A (2016) A Simplified Model of Moisture Transport in 
Hydrophilic Porous Media With Applications to Pharmaceutical Tablets. JPharmSci 
105:2410–2418. doi: 10.1016/j.xphs.2016.05.030 
Kou J, Sun S (2010) On iterative IMPES formulation for two phase flow with capillarity in 
heterogeneous porous media. International Journal of Numerical Analysis and 
Modeling Series B 1:20–40 
44 
Krishnamurthy S, Peles Y (2007) Gas-liquid two-phase flow across a bank of micropillars. 
Physics of Fluids 19:043302. doi: 10.1063/1.2722424 
Krummel AT, Datta SS, Münster S, Weitz DA (2013) Visualizing multiphase flow and 
trapped fluid configurations in a model three-dimensional porous medium. AIChE J 
59:1022–1029. doi: 10.1002/aic.14005 
Kumar M, Hoang VT, Satik C, Rojas DH (2008) High-Mobility-Ratio Waterflood 
Performance Prediction: Challenges and New Insights. SPE Reservoir Evaluation & 
Engineering 11:186–196. doi: 10.2118/97671-PA 
Kuznetsova LA, Martin SP, Coakley WT (2005) Sub-micron particle behaviour and capture 
at an immuno-sensor surface in an ultrasonic standing wave. Biosensors and 
Bioelectronics 21:940–948. doi: 10.1016/j.bios.2005.02.014 
Lake LW (1989) Enhanced oil recovery. United States 
Lam C, Martin PJ, Jefferis SA (2015) Rheological Properties of PHPA Polymer Support 
Fluids. Journal of Materials in Civil Engineering 27:04015021. doi: 
10.1061/(ASCE)MT.1943-5533.0001252 
Landau LD, Lifshitiz Em (1987) Fluid Mechanics, 2nd edn. Pergamon 
Langelier SM, Chang DS, Zeitoun RI, Burns MA (2009) Acoustically driven programmable 
liquid motion using resonance cavities. PNAS 106:12617–12622. doi: 
10.1073/pnas.0900043106 
Lenormand R, Touboul E, Zarcone C (1988) Numerical models and experiments on 
immiscible displacements in porous media. Journal of Fluid Mechanics 189:165–187. 
doi: 10.1017/S0022112088000953 
Lenormand R, Zarcone C, Sarr A (1983) Mechanisms of the displacement of one fluid by 
another in a network of capillary ducts. Journal of Fluid Mechanics 135:337–353. doi: 
10.1017/S0022112083003110 
Levitt D, Jackson A, Heinson C, et al (2009) Identification and Evaluation of High-
Performance EOR Surfactants. SPE Reservoir Evaluation & Engineering 12:243–253. 
doi: 10.2118/100089-PA 
Levitt D, Pope GA (2008) Selection and Screening of Polymers for Enhanced-Oil Recovery. 
In: SPE-113845-MS. Society of Petroleum Engineers, SPE, p 18 
Lewis NS, Nocera DG (2006) Powering the planet: Chemical challenges in solar energy 
utilization. Proc Natl Acad Sci USA 103:15729. doi: 10.1073/pnas.0603395103 
Li B, Chen Z, Huan G (2004) Comparison of solution schemes for black oil reservoir 
simulations with unstructured grids. Computer Methods in Applied Mechanics and 
Engineering 193:319–355. doi: 10.1016/j.cma.2003.09.012 
45 
Li G, Zhai L, Xu G, et al (2000) Current Tertiary Oil Recovery In China. Journal of 
Dispersion Science and Technology 21:367–408. doi: 10.1080/01932690008913277 
Li HF, Yoda M (2008) Multilayer nano-particle image velocimetry (MnPIV) in microscale 
Poiseuille flows. Measurement Science & Technology 19:9. doi: 075402 
10.1088/0957-0233/19/7/075402 
Li S, Ding X, Guo F, et al (2013) An On-Chip, Multichannel Droplet Sorter Using Standing 
Surface Acoustic Waves. Anal Chem 85:5468–5474. doi: 10.1021/ac400548d 
Li W, Vigil RD, Beresnev IA, et al (2005) Vibration-induced mobilization of trapped oil 
ganglia in porous media: Experimental validation of a capillary-physics mechanism. 
Journal of Colloid and Interface Science 289:193–199. doi: 
10.1016/j.jcis.2005.03.067 
Li X, Fan X, Brandani S (2014) Difference in pore contact angle and the contact angle 
measured on a flat surface and in an open space. Chemical Engineering Science 
117:137–145. doi: 10.1016/j.ces.2014.06.024 
Li Y, Kazemifar F, Blois G, Christensen KT (2017) Micro-PIV measurements of multiphase 
flow of water and liquid CO2 in 2-D heterogeneous porous micromodels. Water 
Resources Research 53:6178–6196. doi: 10.1002/2017WR020850 
Lifton VA (2016) Microfluidics: An enabling screening technology for enhanced oil 
recovery (EOR). Lab on a Chip 16:1777–1796. doi: 10.1039/C6LC00318D 
Lighthill SJ (1978) Acoustic streaming. Journal of Sound and Vibration 61:391–418. doi: 
10.1016/0022-460X(78)90388-7 
Lin BH, Yu J, Rice SA (2000) Direct measurements of constrained Brownian motion of an 
isolated sphere between two walls. Physical Review E 62:3909–3919 
Lind F, Palles D, Möncke D, et al (2017) Modifying the surface wetting behavior of soda-
lime silicate glass substrates through thermal poling. Journal of Non-Crystalline 
Solids 462:47–50. doi: 10.1016/j.jnoncrysol.2017.02.006 
Liu S, Ni Z, Xu G, et al (2019) Two-Dimensional Mapping Separating the Acoustic 
Radiation Force and Streaming in Microfluidics. Phys Rev Appl 11:044031. doi: 
10.1103/PhysRevApplied.11.044031 
Llewellyn-Jones TM, Drinkwater BW, Trask RS (2016) 3D printed components with 
ultrasonically arranged microscale structure. Smart Mater Struct 25:02LT01. doi: 
10.1088/0964-1726/25/2/02LT01 
Lochab J, Singh VR (2004) Acoustic behaviour of plastics for medical applications. Indian 
Journal of Pure and Applied Physics 42:595–599 
46 
Lowe AC, Phillips MC, Riddiford AC (1973) On the Wetting of Carbonate Surfaces By Oil 
And Water. PETSOC-73-02-04 12:9. doi: 10.2118/73-02-04 
Ma K, Liontas R, Conn CA, et al Visualization of improved sweep with foam in 
heterogeneous porous media using microfluidics. Soft Matter 8:10669–10675 
Maerker JM, Gale WW (1992) Surfactant Flood Process Design for Loudon. SPE-20218-PA 
7:36–44. doi: 10.2118/20218-PA 
Maitin BK (1992) Performance Analysis of Several Polyacrylamide Floods in North German 
Oil Fields. In: SPE-24118-MS. Society of Petroleum Engineers, SPE, p 7 
Maloy KJ, Boger F, Feder J, et al (1987) Dynamics of viscous-fingering fractals in porous 
media. Phys Rev A 36:318–324. doi: 10.1103/PhysRevA.36.318 
Manning RK (1983) A Technical Survey of Polymer Flooding Projects. University of Texas 
at Austin 
Marchand S, Bondino I, Ktari A, Santanach-Carreras E (2017) Consideration on Data 
Dispersion for Two-Phase Flow Micromodel Experiments. Transp Porous Med 
117:169–187. doi: 10.1007/s11242-017-0827-y 
Marschewski J, Brenner L, Ebejer N, et al (2017) 3D-printed fluidic networks for high-
power-density heat-managing miniaturized redox flow batteries. Energy Environ Sci 
10:780–787. doi: 10.1039/C6EE03192G 
Martin SP, Townsend RJ, Kuznetsova LA, et al (2005) Spore and micro-particle capture on 
an immunosensor surface in an ultrasound standing wave system. Biosensors and 
Bioelectronics 21:758–767. doi: 10.1016/j.bios.2005.01.013 
Martys N, Cieplak M, Robbins MO (1991) Critical phenomena in fluid invasion of porous 
media. Phys Rev Lett 66:1058–1061. doi: 10.1103/PhysRevLett.66.1058 
Matlab Central (2018) Measuring Angle of Intersection - MATLAB & Simulink Example. 
https://www.mathworks.com/help/images/examples/measuring-angle-of-
intersection.html. Accessed 6 Apr 2018 
Matlab Central (2017) Hausdorff (Box-Counting) Fractal Dimension - File Exchange - 
MATLAB Central. http://www.mathworks.com/matlabcentral/fileexchange/30329-
hausdorff--box-counting--fractal-dimension. Accessed 21 Nov 2017 
Meinhart CD, Wereley ST, Gray MHB (2000) Volume illumination for two-dimensional 
particle image velocimetry. Meas Sci Technol 11:809–814. doi: 10.1088/0957-
0233/11/6/326 
Meinhart CD, Wereley ST, Santiago JG (1999) PIV measurements of a microchannel flow. 
Experiments in Fluids 27:414–419. doi: 10.1007/s003480050366 
47 
Melde K, Choi E, Wu Z, et al (2018) Acoustic Fabrication via the Assembly and Fusion of 
Particles. Advanced Materials 30. doi: 10.1002/adma.201704507 
Miller JS, Stevens KR, Yang MT, et al (2012) Rapid casting of patterned vascular networks 
for perfusable engineered three-dimensional tissues. Nat Mater 11:768–774. doi: 
10.1038/nmat3357 
Mohajeri M, Hemmati M, Shekarabi AS (2015) An experimental study on using a 
nanosurfactant in an EOR process of heavy oil in a fractured micromodel. Journal of 
Petroleum Science and Engineering 126:162–173. doi: 10.1016/j.petrol.2014.11.012 
Mohammadian E, Junin R, Rahmani O, Idris AK (2013) Effects of sonication radiation on oil 
recovery by ultrasonic waves stimulated water-flooding. Ultrasonics 53:607–614. doi: 
10.1016/j.ultras.2012.10.006 
Mohammadian E, Shirazi MA, Idris AK (2011) Enhancing Oil Recovery through 
Application of Ultrasonic Assisted Waterflooding. In: SPE Asia Pacific Oil and Gas 
Conference and Exhibition. Society of Petroleum Engineers, Jakarta, Indonesia 
Morrow NR, Cram PJ, McCaffery FG (1973) Displacement Studies in Dolomite With 
Wettability Control by Octanoic Acid. SPE-3993-PA 13:221–232. doi: 10.2118/3993-
PA 
Morrow NR, Mason G (2001) Recovery of oil by spontaneous imbibition. Current Opinion in 
Colloid & Interface Science 6:321–337 
Motealleh S, Ashouripashaki M, DiCarlo D, Bryant S (2010) Mechanisms of Capillary-
Controlled Immiscible Fluid Flow in Fractionally Wet Porous Media. Vadose Zone 
Journal 9:610–623. doi: 10.2136/vzj2009.0059 
Muggeridge A, Cockin A, Webb K, et al (2013) Recovery rates, enhanced oil recovery and 
technological limits. Philosophical Transactions of the Royal Society A: 
Mathematical, Physical and Engineering Sciences 372:20120320–20120320. doi: 
10.1098/rsta.2012.0320 
Muggeridge A, Cockin A, Webb K, et al (2014) Recovery rates, enhanced oil recovery and 
technological limits. Phil Trans R Soc A 372:20120320. doi: 10.1098/rsta.2012.0320 
Muller PB, Barnkob R, Jensen MJH, Bruus H (2012) A numerical study of microparticle 
acoustophoresis driven by acoustic radiation forces and streaming-induced drag 
forces. Lab on a Chip 12:4617. doi: 10.1039/c2lc40612h 
Muller PB, Rossi M, Marín ÁG, et al (2013) Ultrasound-induced acoustophoretic motion of 
microparticles in three dimensions. Phys Rev E 88:023006. doi: 
10.1103/PhysRevE.88.023006 
Naderi K, Babadagli T Effect of Ultrasonic Intensity and Frequency on Oil/Heavy-Oil 
Recovery from Different Wettability Rocks. 15 
48 
Naderi K, Babadagli T (2008a) Effect of ultrasonic intensity and frequency on heavy-oil 
recovery from different wettability rocks. In: SPE-117324-MS. Society of Petroleum 
Engineers, Calgary, Alberta, Canada, p 15 
Naderi K, Babadagli T (2011) Pore-scale investigation of immiscible displacement process in 
porous media under high-frequency sound waves. Journal of Fluid Mechanics 
680:336–360. doi: 10.1017/jfm.2011.166 
Naderi K, Babadagli T (2008) Effect of ultrasonic intensity and frequency on heavy-oil 
recovery from different wettability rocks. In: SPE-117324-MS. Society of Petroleum 
Engineers, SPE, p 15 
Najafi I (2010) A Mathematical Analysis of the Mechanism of Ultrasonic Induced Fluid 
Percolation in Porous Media: Part I. In: SPE Annual Technical Conference and 
Exhibition. Society of Petroleum Engineers, Florence, Italy 
Nam J, Lee Y, Shin S (2011) Size-dependent microparticles separation through standing 
surface acoustic waves. Microfluid Nanofluid 11:317–326. doi: 10.1007/s10404-011-
0798-1 
Nama N, Barnkob R, Mao Z, et al (2015) Numerical study of acoustophoretic motion of 
particles in a PDMS microchannel driven by surface acoustic waves. Lab on a Chip 
15:2700–2709. doi: 10.1039/C5LC00231A 
Narsilio GA, Buzzi O, Fityus S, et al (2009) Upscaling of Navier–Stokes equations in porous 
media: Theoretical, numerical and experimental approach. Computers and 
Geotechnics 36:1200–1206. doi: 10.1016/j.compgeo.2009.05.006 
Niemet MR, Selker JS (2001) A new method for quantification of liquid saturation in 2D 
translucent porous media systems using light transmission. Advances in Water 
Resources 24:651–666. doi: 10.1016/S0309-1708(00)00045-2 
Nikolaevskii VN, Stepanova GS (2005) Nonlinear seismics and the acoustic action on the oil 
recovery from an oil pool. Acoustical Physics 51:S131–S139. doi: 
10.1134/1.2133961 
Olajire AA (2014) Review of ASP EOR (alkaline surfactant polymer enhanced oil recovery) 
technology in the petroleum industry: Prospects and challenges. Energy 77:963–982. 
doi: 10.1016/j.energy.2014.09.005 
Osei-Bonsu K, Grassia P, Shokri N (2017) Investigation of foam flow in a 3D printed porous 
medium in the presence of oil. Journal of Colloid and Interface Science 490:850–858. 
doi: 10.1016/j.jcis.2016.12.015 
Otsu N (1979) A Threshold Selection Method from Gray-Level Histograms. IEEE 
Transactions on Systems, Man, and Cybernetics 9:62–66. doi: 
10.1109/TSMC.1979.4310076 
49 
Parker JC, Lenhard RJ (1987) A model for hysteretic constitutive relations governing 
multiphase flow: 1. Saturation-pressure relations. Water Resour Res 23:2187–2196. 
doi: 10.1029/WR023i012p02187 
Parseval YD, Pillai KM, Advani SG (1997) A Simple Model for the Variation of 
Permeability due to Partial Saturation in Dual Scale Porous Media. Transport in 
Porous Media 27:243–264. doi: 10.1023/A:1006544107324 
Pedersen KS, Christensen PL (2007) Phase Behavior of Petroleum Reservoir Fluids. Taylor 
& Francis Publishing Company 
Piyasena ME, Austin Suthanthiraraj PP, Applegate RW, et al (2012) Multinode Acoustic 
Focusing for Parallel Flow Cytometry. Anal Chem 84:1831–1839. doi: 
10.1021/ac200963n 
Poesio P, Ooms G, Schraven A, van der Bas F (2002) Theoretical and experimental 
investigation of acoustic streaming in a porous material. Physical Review E 66. doi: 
10.1103/PhysRevE.66.016309 
Pons M-N, Weisser EM, Vivier H, Boger DV (1999) Characterization of viscous fingering in 
a radial Hele-Shaw cell by image analysis. Experiments in Fluids 26:153–160. doi: 
10.1007/s003480050274 
Pyrak-Nolte LJ, Nolte DD, Chen D, Giordano NJ (2008) Relating capillary pressure to 
interfacial areas: CAPILLARY PRESSURE AND INTERFACIAL AREAS. Water 
Resources Research 44:. doi: 10.1029/2007WR006434 
Qian Y, Lesage K, El Cheikh K, De Schutter G (2018) Effect of polycarboxylate ether 
superplasticizer (PCE) on dynamic yield stress, thixotropy and flocculation state of 
fresh cement pastes in consideration of the Critical Micelle Concentration (CMC) 
Quéré D (2008) Wetting and Roughness. Annual Review of Materials Research 38:71–99. 
doi: 10.1146/annurev.matsci.38.060407.132434 
Rabbani A, Jamshidi S (2014) Specific surface and porosity relationship for sandstones for 
prediction of permeability. International Journal of Rock Mechanics and Mining 
Sciences 71:25–32. doi: 10.1016/j.ijrmms.2014.06.013 
Rabbani A, Jamshidi S, Salehi S (2014) Determination of Specific Surface of Rock Grains by 
2D Imaging. Journal of Geological Research 2014:1–7. doi: 10.1155/2014/945387 
Rabinovitch A (1999) A note on the amplitude-frequency relation of electromagnetic 
radiation pulses induced by material failure. Philosophical Magazine Letters 79:195–
200. doi: 10.1080/095008399177435 
Radke CJ, Kovscek AR, Wong H (1992) A Pore-Level Scenario for the Development of 
Mixed Wettability in Oil Reservoirs. In: SPE-24880-MS. Society of Petroleum 
Engineers, SPE, p 15 
50 
Raffa P, Broekhuis AA, Picchioni F (2016) Polymeric surfactants for enhanced oil recovery: 
A review. Journal of Petroleum Science and Engineering 145:723–733. doi: 
10.1016/j.petrol.2016.07.007 
Ragab AMS, Fouad Snosy M (2015) The Effect of Ultrasonic Waves of EOR on the Relative 
Permeability Curves. Society of Petroleum Engineers 
Rashidi M, Blokhus AM, Skauge A (2010) Viscosity study of salt tolerant polymers. Journal 
of Applied Polymer Science 117:1551–1557. doi: 10.1002/app.32011 
Rayleigh, Lord, D. C. L., F. R. S. (1884) I. On the circulation of air observed in Kundt’s 
tubes, and on some allied acoustical problems. Philosophical Transactions of the 
Royal Society of London 175:1–21. doi: 10.1098/rstl.1884.0002 
Reppert TR, Bragg JR, Wilkinson JR, et al (1990) Second Ripley Surfactant Flood Pilot Test. 
In: SPE-20219-MS. Society of Petroleum Engineers, SPE, p 12 
Ribe JM, Skov NR, Kavli O-AK, et al (2016) Simple and Low-cost Contact Angle 
Measurements Using a Smartphone with a PDMS-Lens – Chips and Tips. Chips and 
Tips 
Roach P, Shirtcliffe NJ, Newton MI (2008) Progess in superhydrophobic surface 
development. Soft Matter 4:224–240. doi: 10.1039/B712575P 
Roman S, Soulaine C, AlSaud MA, et al (2016) Particle velocimetry analysis of immiscible 
two-phase flow in micromodels. Advances in Water Resources 95:199–211. doi: 
10.1016/j.advwatres.2015.08.015 
Roosta A, Roostaee AR, Rahbar M (2015) Temperature Effect on Wettability and Oil 
Recovery Efficiency During Spontaneous Imbibition. Energy Sources, Part A: 
Recovery, Utilization, and Environmental Effects 37:1988–1995. doi: 
10.1080/15567036.2012.659375 
Sadeghi R, Azizpour S (2011) Volumetric, Compressibility, and Viscometric Measurements 
of Binary Mixtures of Poly(vinylpyrrolidone) + Water, + Methanol, + Ethanol, + 
Acetonitrile, + 1-Propanol, + 2-Propanol, and + 1-Butanol. J Chem Eng Data 56:240–
250. doi: 10.1021/je100818t 
Sagi AR (2015) Surfactant Enhanced Oil Recovery. PhD Thesis, Rice University 
Sajeesh P, Sen AK (2014) Particle separation and sorting in microfluidic devices: a review. 
Microfluidics and Nanofluidics 17:1–52. doi: 10.1007/s10404-013-1291-9 
Santiago JG, Wereley ST, Meinhart CD, et al (1998) A particle image velocimetry system for 
microfluidics. Experiments in Fluids 25:316–19 
51 
Schneider (2011) Lab-on-Chip Methodology in the Energy Industry: Wettability Patterns and 
Their Impact on Fluid Displacement in Oil Reservoir Models. American Journal of 
Applied Sciences 8:927–932. doi: 10.3844/ajassp.2011.927.932 
Sedaghat MH, Mohammadi H, Razmi R (2016) Application of SiO2 and TiO2 nano particles 
to enhance the efficiency of polymer-surfactant floods. Energy Sources, Part A: 
Recovery, Utilization, and Environmental Effects 38:22–28. doi: 
10.1080/15567036.2012.740552 
Seright R (1996) Improved techniques for fluid diversion in oil recovery. Final report 
Sheng JJ, Leonhardt B, Azri N (2015) Status of Polymer-Flooding Technology. Journal of 
Canadian Petroleum Technology 54:116–126. doi: 10.2118/174541-PA 
Sherlock DH, Dodds KJ, Weir G (2007) The development of Analog Reservoir Modelling 
for seismic and reservoir engineering research. Journal of Petroleum Science and 
Engineering 57:82–91. doi: 10.1016/j.petrol.2005.10.017 
Shields CW, Johnson LM, Gao L, López GP (2014) Elastomeric Negative Acoustic Contrast 
Particles for Capture, Acoustophoretic Transport, and Confinement of Cells in 
Microfluidic Systems. Langmuir 30:3923–3927. doi: 10.1021/la404677w 
Silin D, Patzek T (2004) On Barenblatt’s Model of Spontaneous Countercurrent Imbibition. 
Transport in Porous Media 54:297–322. doi: 10.1023/B:TIPM.0000003678.85526.b1 
Simkin EM, Surguchev ML (1991) Advanced vibroseismic technique for water flooded 
reservoir stimulation, mechanism and field tests results 
Sinton D (2015) Microfluidics and Their Macro Applications for the Oil and Gas Industry. 
SPE-0315-008-TWA 11:8–10. doi: 10.2118/0315-008-TWA 
Song W, Haas TW de, Fadaei H, Sinton D (2014) Chip-off-the-old-rock: the study of 
reservoir-relevant geological processes with real-rock micromodels. Lab Chip 
14:4382–4390. doi: 10.1039/C4LC00608A 
Sorbie KS (1991) Polymer Improved Oil Recovery. Springer Netherlands 
Spengler JF, Coakley WT, Christensen KT (2004) Microstreaming effects on particle 
concentration in an ultrasonic standing wave. AIChE Journal 49:2773–2782. doi: 
10.1002/aic.690491110 
Srinivasarao M, Collings D, Philips A, Patel S (2001) Three-Dimensionally Ordered Array of 
Air Bubbles in a Polymer Film. Science 292:79. doi: 10.1126/science.1057887 
Staben ME, Davis RH (2005) Particle transport in Poiseuille flow in narrow channels. 
International Journal of Multiphase Flow 31:529–547 
52 
Stahl GA, Schulz DN (1988) Water-Soluble Polymers for Petroleum Recovery, 1988 edition. 
Springer, New York 
Standnes DC, Austad T (2000) Wettability alteration in chalk: 2. Mechanism for wettability 
alteration from oil-wet to water-wet using surfactants. Journal of Petroleum Science 
and Engineering 28:123–143 
Standnes DC, Nogaret LAD, Chen H-L, Austad T (2002) An Evaluation of Spontaneous 
Imbibition of Water into Oil-Wet Carbonate Reservoir Cores Using a Nonionic and a 
Cationic Surfactant. Energy Fuels 16:1557–1564. doi: 10.1021/ef0201127 
Subedi DP, Tyata RB, Rimal D (2009) Effect of UV-treatment on the wettability of 
polycarbonate. 5:5 
Sunkara V, Park D-K, Hwang H, et al (2011) Simple room temperature bonding of 
thermoplastics and poly(dimethylsiloxane). Lab Chip 11:962–965. doi: 
10.1039/C0LC00272K 
Suzuki T, Sekine T, Yamamoto K, Fukutani K (2017) Change in the surface OH group on 
soda lime silicate glass and silica glass after heat treatment in nitrogen atmosphere. 
Journal of Non-Crystalline Solids 464:89–91. doi: 10.1016/j.jnoncrysol.2017.03.014 
Szulczewski ML, MacMinn CW, Herzog HJ, Juanes R (2012) Lifetime of carbon capture and 
storage as a climate-change mitigation technology. PNAS 109:5185–5189. doi: 
10.1073/pnas.1115347109 
Taber JJ, Martin FD, Seright RS (1997) EOR Screening Criteria Revisited - Part 1: 
Introduction to Screening Criteria and Enhanced Recovery Field Projects. SPE-
35385-PA 12:189–198. doi: 10.2118/35385-PA 
Taylor KC, Nasr-El-Din HA (1998) Water-soluble hydrophobically associating polymers for 
improved oil recovery: A literature review. Journal of Petroleum Science and 
Engineering 19:265–280. doi: 10.1016/S0920-4105(97)00048-X 
Terpilowski K, Rymuszka D, Holysz L, Chibowski E Changes in wettability of 
polycarbonate and polypropylene pretreated with oxygen and argon plasma. 11 
Theodoropoulou MA, Sygouni V, Karoutsos V, Tsakiroglou CD (2005) Relative 
permeability and capillary pressure functions of porous media as related to the 
displacement growth pattern. International Journal of Multiphase Flow 31:1155–
1180. doi: 10.1016/j.ijmultiphaseflow.2005.06.009 
Thielicke W (2014) The flapping flight of birds: Analysis and application. University of 
Groningen 
Thielicke W, Stamhuis EJ (2014) PIVlab – Towards User-friendly, Affordable and Accurate 
Digital Particle Image Velocimetry in MATLAB. Journal of Open Research Software 
2. doi: 10.5334/jors.bl 
53 
Thielicke W, Stamhuis EJ (2018) PIVlab - Time-Resolved Digital Particle Image 
Velocimetry Tool for MATLAB. doi: 10.6084/m9.figshare.1092508.v10 
Thomas S (2008) Enhanced Oil Recovery - An Overview. Oil & Gas Science and 
Technology - Revue de l’IFP 63:9–19. doi: 10.2516/ogst:2007060 
Trojer M, Szulczewski ML, Juanes R (2015) Stabilizing Fluid-Fluid Displacements in Porous 
Media Through Wettability Alteration. Physical Review Applied 3. doi: 
10.1103/PhysRevApplied.3.054008 
van der Marck SC (1996) Network Approach to Void Percolation in a Pack of Unequal 
Spheres. Physical Review Letters 77:1785–1788. doi: 10.1103/PhysRevLett.77.1785 
Vijayalakshmi KA, Mekala M, Yoganand CP, Navaneetha Pandiyaraj K (2011) Studies on 
Modification of Surface Properties in Polycarbonate (PC) Film Induced by DC Glow 
Discharge Plasma. International Journal of Polymer Science 2011:1–7. doi: 
10.1155/2011/426057 
Wang D, Cheng J, Yang Q, et al (2000) Viscous-Elastic Polymer Can Increase Microscale 
Displacement Efficiency in Cores. In: SPE-63227-MS. Society of Petroleum 
Engineers, SPE, p 10 
Wang D, Xia H, Liu Z, Yang Q (2001) Study of the Mechanism of Polymer Solution With 
Visco-Elastic Behavior Increasing Microscopic Oil Displacement Efficiency and the 
Forming of Steady “Oil Thread” Flow Channels. In: SPE-68723-MS. Society of 
Petroleum Engineers, SPE, p 9 
Wang H, Liu Z, Kim S, et al (2014) Microfluidic acoustophoretic force based low-
concentration oil separation and detection from the environment. Lab Chip 14:947–
956. doi: 10.1039/C3LC51032H 
Wang HF (2000) Theory of Linear Poroelasticity with Applications to Geomechanics and 
Hydrogeology, First Edition edition. Princeton University Press 
Wang J, Dong M (2009) Optimum effective viscosity of polymer solution for improving 
heavy oil recovery. Journal of Petroleum Science and Engineering 67:155–158. doi: 
10.1016/j.petrol.2009.05.007 
Wang S, Liu P, Zhao H, Zhang Y (2017) A novel method for calculating the dynamic 
capillary force and correcting the pressure error in micro-tube experiment. Scientific 
Reports 7:16590. doi: 10.1038/s41598-017-16870-9 
Wang W, Gu Y (2005) Detection and Reuse of the Produced Chemicals in Chemical 
Enhanced Oil Recovery Operations. Petroleum Science and Technology 23:1033–
1057. doi: 10.1081/LFT-200034533 
54 
Wang Y, Xu H, Yu W, et al (2011) Surfactant induced reservoir wettability alteration: 
Recent theoretical and experimental advances in enhanced oil recovery. Petroleum 
Science 8:463–476. doi: 10.1007/s12182-011-0164-7 
Wang Z, Xu Y, Suman B (2015) Research status and development trend of ultrasonic oil 
production technique in China. Ultrasonics Sonochemistry 26:1–8. doi: 
10.1016/j.ultsonch.2015.01.014 
Wei B, Romero-Zerón L, Rodrigue D (2014) Oil displacement mechanisms of viscoelastic 
polymers in enhanced oil recovery (EOR): a review. J Petrol Explor Prod Technol 
4:113–121. doi: 10.1007/s13202-013-0087-5 
Wei M, Bowman RS, Wilson JL, Morrow NR (1993) Wetting Properties and Stability of 
Silane-Treated Glass Exposed to Water, Air, and Oil. Journal of Colloid and Interface 
Science 157:154–159. doi: 10.1006/jcis.1993.1170 
Weibel DB, DiLuzio WR, Whitesides GM (2007) Microfabrication meets microbiology. 
Nature Reviews Microbiology 5:209 
Wever DAZ, Picchioni F, Broekhuis AA (2011) Polymers for enhanced oil recovery: A 
paradigm for structure–property relationship in aqueous solution. Progress in Polymer 
Science 36:1558–1628. doi: 10.1016/j.progpolymsci.2011.05.006 
Whyman G, Bormashenko E, Stein T (2008) The rigorous derivation of Young, Cassie–
Baxter and Wenzel equations and the analysis of the contact angle hysteresis 
phenomenon. Chemical Physics Letters 450:355–359. doi: 
10.1016/j.cplett.2007.11.033 
Wiklund M, Green R, Ohlin M (2012) Acoustofluidics 14: Applications of acoustic 
streaming in microfluidic devices. Lab on a Chip 12:2438. doi: 10.1039/c2lc40203c 
Willingham TW, Werth CJ, Valocchi AJ (2008) Evaluation of the Effects of Porous Media 
Structure on Mixing-Controlled Reactions Using Pore-Scale Modeling and 
Micromodel Experiments. Environmental Science & Technology 42:3185–3193. doi: 
10.1021/es7022835 
Witten TA, Sander LM (1983) Diffusion-limited aggregation. Phys Rev B 27:5686–5697. 
doi: 10.1103/PhysRevB.27.5686 
Woods AW (2014) Flow in Porous Rocks: Energy and Environmental Applications. 
Cambridge University Press, Cambridge 
Wu M, Chen K, Yang S, et al (2018) High-throughput cell focusing and separation via 
acoustofluidic tweezers. Lab Chip. doi: 10.1039/C8LC00434J 
Wu M, Xiao F, Johnson-Paben RM, et al (2012) Single- and two-phase flow in microfluidic 
porous media analogs based on Voronoi tessellation. Lab Chip 12:253–261. doi: 
10.1039/C1LC20838A 
55 
Wu Y, Wang K-S, Hu Z, et al (2009) A New Method for Fast Screening of Long Term 
Thermal Stability of Water-Soluble Polymers For Reservoir Conformance Control. 
In: SPE-124257-MS. Society of Petroleum Engineers, SPE, p 11 
Xiao F, Yin X Geometry models of porous media based on Voronoi tessellations and their 
porosity–permeability relations. Computers & Mathematics with Applications. doi: 
10.1016/j.camwa.2015.09.009 
Xu K, Liang T, Zhu P, et al (2017) A 2.5-D glass micromodel for investigation of multi-
phase flow in porous media. Lab on a Chip 17:640–646. doi: 10.1039/C6LC01476C 
Xu L, Fu Q (2012) Proper Selection of Surfactant Additive Ensures Better Well Stimulation 
in Unconventional Oil and Gas Formations. In: SPE-153265-MS. Society of 
Petroleum Engineers, SPE, p 6 
Yeh H-L, Juárez J (2018) Waterflooding of Surfactant and Polymer Solutions in a Porous 
Media Micromodel. Colloids and Interfaces 2:23. doi: 10.3390/colloids2020023 
Yin H, Wang D, Zhong H (2006) Study on Flow Behavoirs of Viscoelastic Polymer Solution 
in Micropore With Dead End. In: SPE-101950-MS. Society of Petroleum Engineers, 
SPE, p 10 
Yu E, Kim S-C, Lee HJ, et al (2015) Extreme wettability of nanostructured glass fabricated 
by non-lithographic, anisotropic etching. Scientific Reports 5:9362 
Yun W, Ross CM, Roman S, Kovscek AR (2017) Creation of a dual-porosity and dual-depth 
micromodel for the study of multiphase flow in complex porous media. Lab on a 
Chip 17:1462–1474. doi: 10.1039/C6LC01343K 
Zacharoudiou I, Boek ES, Crawshaw J (2018) The impact of drainage displacement patterns 
and Haines jumps on CO 2 storage efficiency. Scientific Reports 8:15561. doi: 
10.1038/s41598-018-33502-y 
Zhang C, Dehoff K, Hess N, et al (2010) Pore-Scale Study of Transverse Mixing Induced 
CaCO 3 Precipitation and Permeability Reduction in a Model Subsurface Sedimentary 
System. Environmental Science & Technology 44:7833–7838. doi: 
10.1021/es1019788 
Zhang C, Kang Q, Wang X, et al (2010) Effects of Pore-Scale Heterogeneity and Transverse 
Mixing on Bacterial Growth in Porous Media. Environmental Science & Technology 
44:3085–3092. doi: 10.1021/es903396h 
Zhang C, Oostrom M, Wietsma TW, et al (2011) Influence of Viscous and Capillary Forces 
on Immiscible Fluid Displacement: Pore-Scale Experimental Study in a Water-Wet 
Micromodel Demonstrating Viscous and Capillary Fingering. Energy Fuels 25:3493–
3505. doi: 10.1021/ef101732k 
56 
Zhang H, Dong M, Zhao S (2010) Which One Is More Important in Chemical Flooding for 
Enhanced Court Heavy Oil Recovery, Lowering Interfacial Tension or Reducing 
Water Mobility? Energy & Fuels 24:1829–1836. doi: 10.1021/ef901310v 
Zhang L, Yue X (2008) Displacement of polymer solution on residual oil trapped in dead 
ends. Journal of Central South University of Technology 15:84–87. doi: 
10.1007/s11771-008-0320-4 
Zhang X, Shi F, Niu J, et al (2008) Superhydrophobic surfaces: from structural control to 
functional application. J Mater Chem 18:621–633. doi: 10.1039/B711226B 
Zhao B, MacMinn CW, Juanes R (2016) Wettability control on multiphase flow in patterned 
microfluidics. PNAS 113:10251–10256. doi: 10.1073/pnas.1603387113 
Zheng Z, Guo B, Christov IC, et al (2015) Flow regimes for fluid injection into a confined 
porous medium. Journal of Fluid Mechanics 767:881–909. doi: 10.1017/jfm.2015.68 
Zhong-can O-Y, Gang Y, Hao Bai-lin (1986) From fractal to dendritic: Competition between 
diffusion and field. Phys Rev Lett 57:3203–3205. doi: 10.1103/PhysRevLett.57.3203 
Zhu T, Waluga C, Wohlmuth B, Manhart M (2014) A Study of the Time Constant in 
Unsteady Porous Media Flow Using Direct Numerical Simulation. Transp Porous 
Med 104:161–179. doi: 10.1007/s11242-014-0326-3 
 
57 
CHAPTER 2.    MATERIALS AND METHODS 
2.1 Synopsis 
This section reviews materials and methods discussed in this dissertation for enhanced 
oil recovery in the lab on a chip device, and materials and equipment used in microfluidic 
device fabrication will also be reviewed. The image analysis and micro PIV techniques used 
to analysis experimental data will also be discussed.  
2.2 Materials and Equipment 
2.2.1. Generic Chemicals 
General cleaning of microscope slides is performed by flushing with acetone, ethanol, 
and isopropanol (Sigma-Aldrich), and injecting fluid is rhodamine B dye dissolved in 
deionized water from Acros Organics. All experiments described in this dissertation used 
silicone oil from Sigma Aldrich as a defending fluid, and sodium dodecyl sulfate (SDS, Sigma 
Aldrich) and polyvinylpyrrolidone (PVP, Alfa Aesar) were used as chemical modifiers. (3-
Aminopropyl) triethoxysilane sourced from Sigma Aldrich was used as a surface modifier for 
polycarbonate film and polydimethylsioxane (PDMS). Final silicon wafers were with a very 
thin layer of trichloroperfluoroocytl silane obtained from Fisher Scientific, and deionized water 
from ARIES high purity water system was used in all experiments. All microfluidic devices 
were fabricated from Sylgard polydimethylsiloxane (Dow Corning). 
2.2.2. Particles and Wall Surfaces 
Soda lime glass microspheres (p~2.25 g/cm3) with larger average diameters ranging 
from 35 to 45 microns were obtained from Cospheric, and soda lime glass microspheres were 
used to form randomly the porous media described in Chapter 3. Fluorescent polystyrene 
particles with a nominal diameter of 1µm were obtained from Thermo Fisher Scientific 
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(Product number F8852) and used as tracer elements for the microPIV experiment and 
diffusion through porous media experiments. All the experiments used microscope slides 
(50mm75mm) are obtained from Fisher Scientific as substrates for the microfluidic device or 
at the vibration stage. All experiments used polycarbonate film (24inch24inch0.01inch) 
obtained from Grainger as substrates for the microfluidic devices. In Chapter 5, cover glass 
slides (48mm60mm) obtained from Thermo Scientific were used as substrates for the 
microfluidic devices. 
2.2.3. Photolithography Chemicals 
In Chapter 2.3 will outline microfluidic device fabrication with negative photoresist 
(SU-8 2050) and SU-8 developer from Microchem.  
2.2.4. Experimental Equipment 
Dispersion of fluorescent particles was accomplished using a Scilogex vortex mixer 
and a VWR Symphony ultrasonic cleaner. A syringe pump was used to generate a constant 
flow rate for injected fluid source from Lucca Technologies, and an Agilent 33220A function 
generator was used to produce vibration by driving a piezoelectric transducer, and a radio 
frequency (RF) amplifier (Electronics & Innovation, 210L) with a maximum input of 1Vrms 
was used to amplify the signal input into the piezoelement, as described  in Chapter 5. An 
oscilloscope (Tektronix, TBS 1052B-EDU) was used to continuously monitor amplitude and 
frequency of output signal. A Harrick plasma cleaner was used to bond the PDMS devices to 
substrates. Video was captured using a scientific CMOS camera (Optimos, QImaging, Surrey, 
BC, Canada) on an Olympus IX70 microscope, with three Olympus microscope objectives, 4 
(air N.A.=0.13), 10 (air N.A.=0.3) and 40 (air N.A.=0.6), used for video microscopy.  
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2.2.5. Software 
Micro-Manager 1.4 was used to capture video in the early experiments with Image J 
(National Institutes of Health, Version 1.51) used to crop experimental videos and retain 
images from the main channel where oil displacement occurred. These videos were then 
analyzed using a program written in MATLAB; particle velocity distributions were obtained 
using MATLAB 2016 from PIVlab, an open particle image velocimetry (PIV) 
package(Thielicke 2014; Thielicke and Stamhuis 2014, 2018). Microfluidic device patterns 
were drawn using AutoCAD 2016 and converted to dwg format for mask fabrication.  
2.2.6. Photolithography Equipment 
Plastic masks were fabricated by CAD/Art services, with photolithography primarily 
produced in the Keck facility on the Iowa State University campus using a hot plate, spin coater 
and mask aligner. 
2.3 Microfluidic Device Fabrication 
2.3.1. Spin Coating and soft bake 
Each 4-inch silicon wafer (University Wafer) was required to undergo a pre-baking 
step to dehydrate it before spin coating. The hot plate is pre-heated to 200 oC, then allowed to 
reach temperature equilibrium, after which the silicon wafer is placed on the hot plate for 15 
minutes. Tweezers were then used to move the silicon wafer from the hot plate to a spin coater 
whose vacuum seal is checked prior to pouring photoresist on the wafer.  
S2050 photoresist is removed from a refrigerator and allowed to reach room 
temperature for 30 minutes before pouring approximately 4 ml of the photoresist onto the 
center of a wafer mounted on a spin-coater vacuum chuck. If bubbles are produced during the 
pouring step, a dropper is used to remove them. The spin coater lid is closed the wafer is spun 
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at 500 RPM for 5 seconds at an acceleration of 100RPM/second, then spin at 1500 RPM for 
30 seconds at  an acceleration of 200RPM/second, with the photoresist forming a  layer on the 
silicon wafer approximately 50µm thick at these speeds. The photoresist forms an approximate 
25µm layer on the silicon wafer when 3000RPM rather than 1500RPM is used as the second 
speed.  
The silicon wafer is removed when the spin cycles are completed and the wafer is then 
placed on a hot plate pre-heated to 65 oC for 6 minutes, then placed on another hot plate pre-
heated to 95oC for 9 minutes.  
2.3.2. Exposure 
Our device was designed using CAD software (AutoCAD) and printed as a mask onto 
a transparent plastic sheet that was then sent to a CAD/ART service where the file was checked 
for errors before mask fabrication. The channel consisted of a main channel (750 µm wide and 
17 mm long) along with a side channel (20 µm wide and 3 mm long) for injection of the 
fluorescent dye, described in Chapter 3. The detailed channel construction included a large 
central channel (2 mm wide and 17 mm long) with multiple cylindrical pillars of uniform 
diameter (150µm) to serve as a porous media micromodel, and a side channel (20 µm wide 
and 2mm long) leading from the central channel used as an injection port for the fluorescent 
water phase described in Chapter 4. The platform discussed in Chapter 5 is a straight channel 
(2 mm wide and 17 mm long) with multiple cylindrical pillars of uniform diameter (150 µm) 
serving as the porous media micromodel. The center-to-center distances between the pillars 
discussed in Chapters 4 and 5 are 430 µm, 268.75, µm and 215 µm for porosities of 0.9, 0.76 
and 0.62 respectively. 
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To keep the patterns clear for exposure, he plastic mask was cleaned with compressed 
nitrogen air before use, after which the plastic mask and silicon wafer were placed into the 
holder of the ABM mask alignment and exposure system, where, to provide good contact 
quality, it was ensured that there was no contact between mask edges and the sealing ring. 
Vacuum contact between the mask and the silicone wafer was used to produce high resolution. 
The exposure energy was set to 225mJ/cm2 for the photoresist thickness used in the previous 
section. A vacuum-gauge scale value lower than a chosen value before start exposure, and if 
the vacuum gauge scale value was too high, the holder level was adjusted. If photoresist tore 
away from the silicon wafer after development, the exposure energy or soft bake time was 
increased.  
 
Figure 2-1 The final pattern obtained from photolithography using a dark field plastic mask. 
The steps for microfluidic device fabrication described in section 2.3 used a dark field mask 
with negative photoresist. 
2.3.3. Post-Exposure Bake 
The silicon wafer was placed on a hot plate pre-heated to 65oC for 2 minutes, then 
placed on another hot plate pre-heated to 95oC for 14 minutes, and a mask image of the mask 
should be visible in the photoresist coating after 1 minute of post exposure bake at 95oC. If 
Plastic mask Final pattern
Resist
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there was no visible latent image during or after the post-exposure bake, then exposure, 
heating, or both were   insufficient.  
2.3.4. Development  
Development of the photoresist occurs immediately. SU-8 developer is placed in a glass 
beaker and the silicon wafer immersed for 5 minutes. The the glass beaker is slowly shaken by 
hand during development to help the photoresist develop evenly. The developed image is then 
washed with fresh SU-8 developer for approximately 10 seconds, then washed with isopropyl 
alcohol (IPA) for another 10 seconds. If a white film is produced during IPA rinse, implying 
underdevelopment of the unexposed photoresist, the wafer is returned to the glass beaker; the 
development process is complete when the white film is removed. The rinse step is repeated 
and nitrogen used for drying, with the wafer firmly held when being dried to prevent the wafer 
from being blown away.  
2.3.5 Hard back and Silane coating 
Place the silicon wafer on a hot plate at 150oC for 10 minutes to prevent photoresist 
from peeling off when making the PDMS mold. After the silicon wafer has cooled to room 
temperature, place the wafer in a plastic petri dish and place it into a vacuum desiccator for 30 
minutes, with a foil cap with two plastic pipette drops of tricholoroperfluorooctyl silane placed 
next to the wafer. Then place the wafer on a hot plate in a fume hood at 150oC for 10 minutes 
to evaporate excessive silane from the wafer. A very thin coat of silane is sprayed onto the 






2.4 Experimental Techniques 
2.4.1. Microfluidic Device Assembly 
In a small cup, mix 50 grams of PDMS with a resin-to-hardener ratio of 10:1 and use a 
sterile applicator to stir it for 1 minute. Pour the final mixture into a petri dish and put it into a 
desiccator, removing air bubbles from the mold using a vacuum pump. The mold is then placed 
into an oven to cure for 2 hours at approximately 60oC. The cured mold is then removed from 
the silicon master using a razor and using a biopsy punch 3-mm diameter holes are opened at 
the channel ends to create injection points for the fluids.  
Prepare microfluidic device substrate for each experiment from a microscope slide and 
cover glass slide, as described in Chapter 3 and Chapter 5. The microscope slide and cover 
glass slide had been washed in acetone and methanol to remove organic debris, after which the 
solvent was washed from the slide with deionized water and the slide then dried with nitrogen. 
In the vibration experiment the substrate is composed of polycarbonate sheet. Use a razor to 
cut the polycarbonate sheet (PC film) into a size similar to that of the microscope slide, then 
use deionized water to wash and dry with nitrogen. Dust debris can be removed from the PDMS 
using adhesive office tape. 
The PDMS microfluidic device is bonded to a microscope slide or cover glass slide by 
placing the cleaned PDMS microfluidic device and the cleaned microscope slide or cover glass 
slide inside a plasma cleaner and treating it for 2 minutes. The PDMS and the microscope slide 
or cover glass slide are then placed in contact with one another before being heated for 
approximately 2 hours at 60oC to improve sealing. The microfluidic device is then removed 
from the oven and silicone tubing inserted through the 3mm holes, with a small amount of 
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PDMS placed around the tubing perimeter to ensure a firm seal, as described in Chapter 3. The 
device is finally placed back into the oven for 1 hour to cure.  
The porous media was formed using randomly close-packed soda lime glass 
microspheres, as described in Chapter 3. Sieves with 38µm, 45µm, and 63µm meshes were 
used to separate the glass microspheres and achieve a diameter range of ~48-63 µm after 
several rounds of sieving. A laboratory scale is used to weigh samples of 0.15g of glass 
microspheres, which are then dispersed in 20mL of DI water and pumped into the large 
microchannel using a syringe pump until the channel is filled with glass microspheres. After 
introducing the glass microspheres, the device is placed in an oven for 8 hours at 60oC to 
evaporate excess water and make it ready for use.  
The substrate is PC film, as described in Chapter 4. One more step is required to bond 
the PDMS microfluidic device to the PC film. First, the PDMS and the polycarbonate film are 
placed in the plasma cleaner and treated for 10 minutes. A pen is used to make a mark on the 
polycarbonate film to designate the side that had been treated. Once the process is complete, 
the PDMS and PC film are immersed into 1 v/v% of (3-Aminopropyl)triethoxysilane for 30 
minutes. Both components are washed with deionized water and dried with nitrogen before 
being pressed together. The platform is placed into an oven set to 42oC and a box of microscope 
slide with a weight of about 700 grams is stacked on top of the platform overnight to improve 
sealing.  
Once the platform has been removed from the oven, silicone tubing is inserted into the 
3mm holes with a small amount of PDMS placed around the tubing to ensure a firm seal, after 
which the device is placed back into the oven for 1 hour to cure. The vibration stage is made 
from six PDMS tabs with diameters of 6mm and thicknesses of 4mm for the enhanced oil 
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recovery experiment, or with a thickness of 1mm for the micro PIV experiment. The PDMS 
tabs are attached to a microscope slide and apiezoelectric transducer from Digi-Key is attached 
to PC film using Gorilla epoxy. Finally, the microfluidic device is attached to the vibration 
stage.  
2.4.2 Video Microscopy 
Experimental observations of water injection were accomplished using an Olympus 
IX70 microscope with various objective lenses. With a 10 objective lens (scale 3.2791 
microns per pixel) operating in a binning 4 mode, the there were images measuring 480 pixels 
x 256 pixels for waterflooding, surfactant, and polymer solutions.  With a 4 objective lens 
(scale 9.32 microns per pixel) operating in a binning 4 mode, there were images measuring 
480 pixels x 256 pixels used in the vibration experiment. With a 40 objective lens (scale 
0.2343 microns per pixel) operating in a binning one mode, there were images cropped to 512 
pixels x 512 pixels used in the µPIV experiment. The function generator was set to a voltage 
and a frequency of interest and the system was given 10 minutes to reach equilibrium. A 
scientific CMOS camera was used to record video and capture images for porosity analysis, 
with an LED light source used to illuminate the sample and excite the fluorescent dye. A video 
of dye being injected into the fluid was captured at at rates of five frames per second and 200 
frames per second in the µPIV experiment.  
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CHAPTER 3.    WATERFLOODING OF SURFACTANT AND POLYMER 
SOLUTIONS IN A POROUS MEDIA MICROMODEL 
This chapter was published in Colloids and Interfaces and can be found at http://doi 
ing.org/10.3390/colloids2020023. 
3.1 Abstract 
In this study, we examine microscale waterflooding in a randomly close-packed porous 
medium.  Three different porosities are prepared in a microfluidic platform and saturated with 
silicone oil.  Optical video fluorescence microscopy is used to track the water front as it flows 
through the porous packed bed.  The degree of water saturation is compared to water containing 
two different types of chemical modifiers, sodium dodecyl sulfate (SDS) and 
polyvinylpyrrolidone (PVP), with water in the absence of a surfactant used as a control.  Image 
analysis of our video data yield saturation curves and calculate fractal dimension, which we 
use to identify how morphology changes the way an invading water phase moves through the 
porous media. An inverse analysis based on the implicit pressure explicit saturation (IMPES) 
simulation technique uses mobility ratio as an adjustable parameter to fit our experimental 
saturation curves. The results from our inverse analysis combined with our image analysis 
show that this platform can be used to evaluate the effectiveness of surfactants or polymers as 
additives for enhancing the transport of water through an oil-saturated porous medium. 
 
3.2 Introduction 
Understanding multiphase flows in porous media is critical for enhancing the recovery 
of oil from the porous bedrock (Karadimitriou and Hassanizadeh 2012). When a reservoir is 
tapped through a wellbore in the bedrock for the first time, a pressure differential between the 
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reservoir and the wellbore can be used as a primary form of recovery. Once the pressure 
differential reaches hydrostatic equilibrium, secondary forms of recovery such as 
waterflooding (i.e., water injection) can be used to extract the remaining oil (Muggeridge et al. 
2014).  Approximately 40% of the total available oil is extracted using these two 
methods.(Blunt et al. 1993)  
Chemical methods, including the addition of surfactants, polymers or alkali to the 
water, are used to enhance the recovery of oil beyond the 40% limit encountered with 
hydrostatic pressure and water (Levitt et al. 2009; Raffa et al. 2016). Surfactants in water 
reduce the interfacial tension between the water and the oil, which also reduce the capillary 
forces and enhance the oil displacement efficiency (Hirasaki et al. 2011; Sagi 2015).  Polymers 
act as viscosifying agents, where the inherent viscoelasticity of the polymer flood generates 
localized non-Newtonian shear stress that pull oil threads (Wei et al. 2014; Sheng et al. 2015).  
A modification of the relative difference in phase viscosities, known as mobility, is known to 
enhance oil displacement (Ezell and McCormick 2007; Rashidi et al. 2010). A combination of 
chemical methods are proposed as an effective method for enhancing oil recovery (Elraies et 
al. 2011).   
Understanding how these mechanisms act in isolation to each other and how they can 
be combined is critical for improving oil displacement efficiency. However, transport through 
oil-bearing porous media occurs at a rate of 1 linear foot per day (Morrow and Mason 2001) 
and the direct observation of large-scale oil displacement phenomena can take weeks (Standnes 
and Austad 2000), which makes study of multiphase processes slow and difficult. The slow 
rate of observation is a direct result of transport through the interconnected network of grains 
that make up the porous media.(Blunt et al. 1992) Micromodels based on lab-on-a-chip 
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platforms offer one possible approach to experimentally investigating multiphase processes in 
porous media micromodels at shorter time scales.(Berejnov et al. 2008a) 
Micromodels enable direct observation of flow through porous media. In this approach, 
an optically transparent flow cell is constructed with a uniform distribution of glass or quartz 
beads dispersed inside to act as the porous grain structure and direct visualization of the flow 
is then performed using optical microscopy techniques.(Chatenever and Calhoun 1952; 
Krummel et al. 2013) Although advances in microfabrication technology allow for 
manufacturing complex pore structures (Anbari et al.), most micromodels used to study 
multiphase fluid flow through pore media have been done in rectangular pore bodies and 
throats.(Lenormand et al. 1983, 1988a; Ferer et al. 2004; Theodoropoulou et al. 2005; Berejnov 
et al. 2008b; Chang et al. 2009; Cottin et al. 2010) Computer-aid design of microchannels 
(Xiao and Yin; Wu et al. 2011) can be used to mimic heterogeneous porous media structure.  
However, this method produces 2D pore structures that are not representative of 3D pore space.  
Micro-computed tomography (micro-CT) (Roman et al. 2016; Heshmati and Piri 2018) or 
focused ion beam-scanning electron microscopy (FIB-SEM) (Bera et al. 2011) can be used to 
reconstruct the 3D pore structure for incorporation into porous media micromodels.  
Reproducing 3D pore space using these approaches is expensive and limited in scale (Bakke 
and Øren 1997; Blunt 2001; Gunda et al. 2011), which led to a recent proposal to utilize 
microfluidic devices with patterned channels as a 2.5D structure to mimic the transport 
characteristics of 3D pore space (Xu et al. 2017). 
This article presents a microfluidic platform to evaluate chemical methods for enhance 
oil recover through the waterflooding process. The platform consists of a 750 µm wide 
microfluidic channel, fabricated by soft lithography, into which glass beads saturated by 
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silicone oil are packed in to form a random porous bed.  This allows us to bridge the gap 
between 2D and 3D pore structures by utilizing soft lithography to create 2D microchannels 
and glass beads to form a porous 3D network.  In this way, our platform helps fill in the critical 
gap of 2.5D porous media micromodels by presenting an alternate pathway towards fabricating 
these types of devices.   
We use optical fluorescence microscopy to track the invasion of an aqueous fluorescent 
dye to the main channel through a side channel. Tracking the dye enables us to evaluate of the 
saturation of the aqueous phase relative to the oil phase. The injection of pure water is 
compared to injection of water containing two different kinds of chemical modifiers, sodium 
dodecyl sulfate (SDS) and polyvinylpyrrolidone (PVP). SDS is an anionic surfactant and PVP 
is a polymer. Our analysis based on optically tracking the invasion of the aqueous phase 
demonstrate that chemical modifiers significantly improve the displacement of oil from the 
microfluidic channel, although image analysis of fractal dimension morphology illustrate 
differences in aqueous phase invasion.   
Micromodels offer qualitative information on flow characteristics, but quantitative 
tools for comparison to experiment are not well-developed (Marchand et al. 2017).  Our work 
also seeks to address this gap by introducing an inverse analysis based on implicit pressure 
explicit saturation (IMPES) to determine the mobility of our surfactant and polymer phases. 
The analysis presented here offers an approach to interpreting two-phase flow data in a porous 
microfluidic channel and obtaining parameters such as saturation and mobility that can be used 
to compare effectiveness of different chemical methods for enhancing oil recovery. Optical 
measurements of waterflooding can also guide the assessment of other multiphase flow 
problems, such as the transport of sequestered carbon dioxide in porous bedrock (Kim et al. 
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2013; Song et al. 2014), filtration of contaminants (Kersting et al. 1999; Jensen et al. 2014), 
and the additive manufacturing of complex fluid networks (Miller et al. 2012) or thermal 
management (Marschewski et al. 2017).   
3.3 Materials and Methods 
3.3.1 Device Fabrication 
Our device is designed using AutoCad and printed as a mask onto a transparent plastic 
sheet (CAD/Art Services). The channel consisted of main channel (750 m wide and 17 mm 
long) along with a side channel (20 m wide and 3 mm long) for injection of the fluorescent 
dye. The porous media is assembled from a glass beads packed within the main channel. The 
fabrication process, shown in Figure 3-1 A, begins with conventional photolithography used 
to transfer the pattern from the mask to a 4-inch silicon wafer (University Wafer) using 
photoresist (SU8 2050, Microchem).  The photoresist thickness is approximately 54 µm based 

























Figure 3-1 A) The design of the microfluidic device used in this work along with the 
procedures used to fabricate the channel.  B) A photograph of the microfluidic device with a 
schematic that illustrates where glass beads are packed in to form a porous structure. 
Once the pattern has been produced onto a silicon substrate through photolithography, 
it is transferred to a polystyrene petri dish into which polydimethylsiloxane (PDMS, Sylgard 
184, Dow Corning) is poured to form a mold. The PDMS is mixed with a ratio of 10:1 
monomer to curing agent by weight. After pouring the uncured PDMS over the pattern, the 
mold is placed in a desiccator, where air bubbles are removed from the mold using a vacuum 
pump. The mold is placed into an oven to cure for 2 hours at 60°C. The cured mold is then 
removed from the silicon master using a razor, and 3 mm diameter holes are opened at the 
channel ends with a biopsy punch to create injection points for the fluids. 
The PDMS microfluidic device is bonded to a microscope slide (Fisher Scientific, 
Catalog# 12-550C) that is washed in acetone and methanol to remove organic debris, after 
which the solvent is washed off the slide with deionized water (ARIES High Purity Water 
System, Aries Filterworks) and the slide is dried with nitrogen. Dust debris is removed from 
the PDMS using adhesive office tape, after which the microscope slide and the PDMS are 
placed inside a plasma cleaner (Harrick Plasma, PDC-32G) and treated for 2 minutes. The 
PDMS and the microscope slide are then placed in contact with one another before being 
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heated at 60°C for around 2 hours to improve sealing. The microfluidic device is then removed 
from the oven and silicone tubing (Saint-Gobain, Version SPX-50, Product#ABX00001) is 
inserted through the 3 mm holes, with a small amount of PDMS placed around the tubing 
perimeter to ensure a firm seal. The device is finally placed back in the oven for 1 hour to cure.   
The porous media is formed using randomly close-packed soda lime glass microspheres 
(P2050SL-2.5 35-45m - 1kg, Cospheric). Sieves with 38 m, 45 m and 63 m meshes are 
used to separate the glass microspheres and achieve a diameter range of ~48-63 m after 
several rounds of sieving.  Since the diameter of our microspheres is larger than the side 
channels used to inject our aqueous phase, we expect the microspheres to remain in place. A 
laboratory scale (LW Measurements, Model# HRB224) is used to weigh samples of 0.15 grams 
of glass microspheres, which are dispersed in 20 mL of DI water and pumped into the large 
microchannel using a syringe pump (GenieTouch, Kent Scientific) until the channel is filled 
with glass microspheres. After introducing the glass microspheres, the device is placed in an 
oven for 8 hours to evaporate excess water, making it ready for use. The device was weighed 
both before and after the injection process to determine the amount of glass microspheres 
injected into the device. This mass measurement is used with an estimate for the average 
microsphere radius (~55.5 m) to calculate the total volume occupied by the glass 
microspheres. This measurement provides an estimate for the porosity of the structure formed 
by the packed glass microspheres which we found to be comparable to calculations of porosity 
based on image analysis. The porosity value that we obtain from these two measurements is 
small (Supplementary Table S1A and S1C). Multiple devices were fabricated using this 
technique and we selected devices based on image analysis that were within 10% of the target 
average porosities (0.063, 0.113, and 0.143). 
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3.3.2. Image Capture and Processing 
Experimental observations of water injection are accomplished using an Olympus IX70 
microscope with a 10X objective lens. A scientific CMOS camera (Optimos, QImaging) is 
used to record video and capture images (480 x 270) for porosity analysis.  An LED light 
source (wLS, QImaging) is used to illuminate the sample and excite the fluorescent dye.  Video 
of the dye being injected into the fluid is captured at a rate of 5 frames per second. The scale 
for these images is 3.7281 microns per pixel.  
After capturing experimental videos, we use ImageJ to crop the videos and retain the 
main channel where the oil displacement occurs. These videos are then analyzed using a 
program written in MATLAB to track changes in fluorescence due to aqueous phase invasion. 
The program applies a boxcar filter to reduce the image noise. A threshold value for each frame 
of the video is calculated to retain the area occupied by the fluorescent dye. This area is 
compared to unoccupied area to obtain the degree of water saturation. This result is also used 
to obtain the fractal dimension of the aqueous phase.   
3.3.3 Device Characterization 
MATLAB code (Rabbani et al. 2014), initially developed to measure porosity and pore 
radius for thin rock samples, was adapted to provide a measure of porosity of our glass bead 
packed bed.  The MATLAB code used in this work was used to accurately determine the 
porosity for 3D rock samples using 2D images obtained through micro-CT scans (Rabbani and 
Jamshidi 2014).  Before performing an experiment, an optical image was taken of the point 
where the main channel meets with the dye injection port (Figure 3-2, top-left). After the image 
is converted to black and white (Figure 3-2, top-right), the MATLAB algorithm draws a series 
of test lines across the image to determine the average sizes of pore space (white) and grain 
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size (black), with the ratio of empty pore space to total image area representing the porosity 
for a thin sample. The average porosity measured within the device is consistent with 
measurements made by weighing the device. The observed pore size is 20 m for the test 
sample (Supplementary Table S1B), while the distribution of pore sizes is shown in Figure 
3-2. The average porosities for all of our packed beds were 0.063, 0.113 and 0.143. The 
porosity value falls into a reasonable range based on predictions for randomly packed 
polydisperse spheres in 3D, with 0.03 being a theoretical lower limit (van der Marck 1996).   
 
Figure 3-2 A representative image of our porous structures (top, left) and a black and white 
image (top, right) generated during our measurement of the porosity.  A sample distribution 
(bottom) of the pore radius for a representative image. 
 
3.3.4 Experimental Details 
The experiments utilized silicone oil (oil = 5 cSt, oil = 0.913 g/mL) as a defending 
fluid.  After porosity measurements are completed, silicone oil (product # 317667, Sigma 
Aldrich) is injected into the main channel before the main channel is sealed with PDMS to 
prevent leaks.  Deionized water (water = 1 cSt, water = 0.99 g/mL), used as the invading fluid, 
200 um
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is injected into the microfluidic device through a side channel using a syringe pump (Chemyx 
Fusion 100). The mobility ratio, defined as the ratio of dynamic viscosities (M = oil oil / water 
water), is a measure of the ease with which an invading fluid flows in the presence of a 
defending fluid (Kumar et al. 2008), with lower mobility allowing the invading fluid to flow 
through the porous media and recover more oil than a mobility is higher.   
The capillary number (Lenormand et al. 1988b) is Ca = oil oil vinj / wo, where vinj is 
the average velocity of the invading fluid during injection and wo is the surface tension 
between the two fluid phases. The characteristic injection velocity is vinj =Q / b·d, where Q is 
the injection rate, b is the gap thickness of the device (~54 µm) and d is the median pore-throat 
size (~20 m). The injection rate for all experiments in this article was fixed at 0.1 mL/hr using 
a syringe pump. Initial experiments were conducted using deionized water containing 0.1875 
mM of Rhodamine B dye sourced from ARCOS Organics. The surface tensions for the 
different aqueous fluids used in our device were evaluated using a surface tension apparatus 
(Fisher Scientific, Product #14-818).  The surface tension of 5 cSt silicone oil on a solid 
interface is 𝛾𝑜𝑠 = 21.3 ± 0.3 mN/m based on published results (Kumar et al. 2008).  The 
contact angle for the oil-water interface was evaluated by injecting both phases into a 
microfluidic channel and using image analysis (Matlab Central 2018) to evaluate the resulting 
angle.  From these parameters, we are able to estimate the characteristic capillary number for 
each of our fluid systems.   
Experiments conducted with water injection into the oil-saturated porous medium were 
compared to experiments in which a surfactant was introduced to reduce surface tension. Two 
chemical modifiers, sodium dodecyl sulfate (SDS, Sigma Aldrich, Product#75746) and 
polyvinylpyrrolidone (PVP, Alfa Aesar, MW 40,000, Product #J62417), were selected for 
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comparison based on their use in the petroleum industry for enhancing oil recovery (Stahl and 
Schulz 1988; Taylor and Nasr-El-Din 1998). The fluorescent dye solution is prepared as 
previously described, and a surfactant or polymer with a concentration of 0.1 wt% added to 
this solution.  Based interpolation of on published data, the viscosities of our solutions are 
approximately 0.99 mPa·s for SDS in water (Chari et al. 1994) and 0.9 mPa·s for PVP in water 
(Sadeghi and Azizpour 2011).  Our injection flow rate is slow and each experiment only takes 
approximately 30 minutes to complete, during which time we do not observe PDMS swelling. 
The injection experiments were conducted in a manner similar to those described for water 
alone. 
 
3.4 Theory and Simulation 
Modeling two-phase fluid flow in porous media requires a coupled system of nonlinear, 
time-dependent partial differential equations.(Kou and Sun 2010) We use an approach known 
as the implicit pressure, explicit saturation (IMPES) model (Aarnes et al.) to simulate the 
transport of the invading water phase in our device. The model relies on an implicit formulation 
of conservation of mass and momentum to reduce the computational cost of the simulation (Li 
et al. 2004). 
The formulation of the model begins with a mass balance for an incompressible, 
immiscible two-phase flow (Chen et al. 2004), 
𝜕(𝜙𝜌𝛼𝑆𝛼)
𝜕𝑡
+ ∇ ∙ (𝜌𝛼𝒖𝛼) = 𝑞𝛼 𝛼 = 𝑤, 𝑜  (Eq. 3.1) 
where  is the medium porosity,  is the fluid density, S is the saturation, u is the 
volumetric velocity, q is the mass flow rate per unit volume, and  is the phase type (water or 
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oil). Darcy’s law is used to model the volumetric velocity of the fluid phases as they flow 




𝒌∇𝑃𝛼 𝛼 = 𝑤, 𝑜  (Eq. 3.2) 
where kr is the relative permeability, k is the absolute permeability tensor of the porous 
medium and P is pressure. 
Substituting Eq. 3.2 into Eq. 3.1 and applying the assumption that porosity does not 
change with time yields (Aarnes et al.), 
−∇ ∙ [𝑲𝜆𝛼(𝑆𝛼)∇𝑃𝛼] = 𝑞𝛼 𝛼 = 𝑤, 𝑜  (Eq. 3.3) 
where the parameter, , is referred to as the phase mobility. The saturation of the water 




+ ∇ ∙ (𝑓𝑤(𝑆𝑤)𝒖) =
𝑞𝑤
𝜌𝑤
  (Eq. 3.4) 
where u = uw + uo is the total velocity of the system and fw = w/(w+o) measures the 
fraction of water flowing through the system.  Introducing a set of simple analytical 









1 − 𝑆𝑜𝑟 − 𝑆𝑤𝑐
 
where Swc is the water trapped in the pores during the formation of the porous medium 
and Sor is the lowest oil saturation that can be achieved by water displacement. The oil and 
water phase saturations are constrained by So + Sw = 1. 
 The solution to these systems of equations are based on the approach of Aarnes et al. 
(Aarnes et al.) and coded in MATLAB.  The simulation approach is summarized here. The 
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model simulates a two-dimensional representation of the oil-saturated porous medium. The 
fluid properties (density and viscosity) mentioned in the Materials and Methods section are 
used to estimate the initial mobility ratio of the system. The initial oil saturation distribution is 
assumed to be uniform throughout our porous medium. The absolute permeability tensor, k, is 
generated using a random distribution with a log-normal profile. As the time step within the 
simulation advances, the pressure distribution is calculated using two-point flux approximation 
(TPFA) scheme to discretize the pressure equation (Eq. 3.3) along with edge velocities.  




𝑡)𝑖(max(𝑞𝑖, 0) − ∑ 𝑓(𝑆
𝑚)𝑖𝑗𝑣𝑖𝑗 + 𝑓(𝑆𝑖
𝑚)min(𝑞𝑖, 0))𝑗 , is used to advance 
the change in phase saturation with a dimensionless time step, (𝛿𝑥
𝑡)𝑖. The parameter 𝛾𝑖𝑗 is the 
total flux over an edge between two adjacent cells Ω𝑖  and Ω𝑗 , and f𝑖𝑗  is the fractional flow 
function at 𝛾𝑖𝑗. The fractional flow function is,  
𝑓𝑤(𝑆)𝑖𝑗 = {
𝑓𝑤(𝑆𝑖)   𝑖𝑓 𝑣 ∙ 𝑛𝑖𝑗 ≥ 0
𝑓𝑤(𝑆𝑗)   𝑖𝑓 𝑣 ∙ 𝑛𝑖𝑗 < 0
        (Eq.3.5) 
The model presented here is used to directly compare to experimental results.  This 




across the simulation domain with N elements (i.e., total numbers of grid blocks) as a function 
of simulation time. The results are converted to experimental time, which allow for a direct 
comparison to experimental results.  The ensemble average of experimentally observed water 
saturation is directly measured by identifying the area occupied by the Rhodamine B dye.  We 
obtain a coefficient of determination through water phase saturation to determine the goodness 
of fit for the simulation.   
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If the coefficient of determination (COD) is below a value of r2 = 0.9, we run a series 
of forward simulations to try and improve the fit to our data.  Mobility is used as an adjustable 
parameter as a way to account for mixing (Habermann 1960) between phases. The mobility 
for the next forward simulation is drawn from a uniform probability distribution, 
𝑀𝑖+1 = 𝑀𝑓[1 + (2𝜉 − 1)𝛿] 
where Mf is the mobility ratio associated with the best COD, Mi+1 is the mobility for 
the next forward simulation, and ξ is a random uniform number that ranges from 0 to 1 and δ 
is a maximum possible range parameter, which we set to a value of 0.1. The new COD value 
is compared to the old COD value when the simulation is complete. The factor, Mf, remains 
unchanged if the new COD is lower than the old COD. Otherwise, we update Mf = Mi+1 if the 
COD value is found to improve. 
3.5. Results and Discussion 
3.5.1 Oil displacement efficiency 
The experimental displacement of silicone oil by waterflooding is illustrated in Figure 
3-3. The rhodamine-dyed water initially builds up sufficient pressure at the inlet port to break 
through into the porous media micromodel. As the water displaces silicone oil, some silicone 
oil still remain in voids (Figure 3-3 B and C) and, after approximately 20 seconds, the water 
reaches the exit port on the opposite side of the porous media micromodel (Figure 3-3 D). 
Observing the porous media micromodel after the initial exit of the water, we see a reduction 
in void size over time as additional silicone oil is either displaced by water or shrinks due to 
the applied pressure of the flow.    
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Figure 3-3 A representative experiment for water with 0.1% SDS at a porosity of 0.143.  
Initially (A), the main channel full of silicone oil which is black. When the water phase 
invades the main channel, rhodamine B is used to track the displacement of silicone oil (B 
and C) until the whole main channel fluoresces (D). In this figure, the white represents 
rhodamine B and black represents silicone oil. 
 We performed three separate types of waterflooding experiments similar to the one 
described in Figure 3-3 (Supplementary Figures S1-S3).  The first type of experiment used 
water mixed only with rhodamine, while the other two types of experiments utilized SDS or 
PVP. A packed bed of glass beads was prepared before each experiment and characterized 
using the previously described protocol. MATLAB image analysis code was written to track 
the area occupied by the rhodamine dye during the experiment, allowing estimation of the 
average water phase saturation defined by Sw = Adye / Achannel. 
 Figure 3.4 shows the results of our waterflooding experiments, both for the presence 
and the absence of surfactant or polymer. Three separate packed beds of different porosities 
A B
C D
t= 0 s t= 1.2 s





Table 3-1 A summary of the measured contact angle and water phase-solid surface tension.  
The oil-water surface tension and capillary number were calculated based on these 
parameters. 
 Water 0.1% SDS 0.1% PVP 







ws (mN/m) 72.2 ± 0.1 53.7 ± 0.4 66.8 ± 0.5 
wo (mN/m) 51.9 ± 0.4 44.2 ± 1.2 49.2 ± 0.7 
Average Capillary Number (Ca) / 
10-3 2.3 2.7 2.4 
 
(0.063, 0.113 and 0.143) were prepared for each fluid type, and Figure 3-4 A shows the 
results for a media with porosity 0.063. The water-bearing SDS initially invades the packed 
bed faster than either the water-bearing PVP or water alone could do.  In order to explain these 
results, we measured contact angle and surface tension for the three water phases examined in 
this work (Table 3-1).  The measured contact angle for water in the microchannel is similar to 
contact angle values reported for plasma-treated PDMS surfaces (Fritz and Owen 1995; 
Bhattacharya et al. 2005; Bodas and Khan-Malek 2006).  We combined these values with the 





to find the average value of the water-oil surface tension.  This calculation, based on our 
measured values, indicates that SDS reduces the water-oil surface tension to a more significant 
degree than PVP or water alone, which explains why this solution invades at a faster rate than 
the other solutions (Figure 3-4 A).   
 The experiment shown in Figure 3-4 B was conducted for a packed bed with porosity 
0.113. As in Figure 3-4 A, the water-bearing PVP solution achieves a higher saturation than 
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SDS or water alone and invasion by both surfactant solutions occurred faster than for water 
alone at this porosity. Water-bearing PVP solution achieves a higher saturation because 
polymer flooding can change surface wettability to be more water wet, which will increase the 
oil recovery(Wang et al. 2000). Both the PVP and SDS solutions invaded at comparable rates 
at the highest porosity, with SDS saturating the porous bed to a slightly greater extent than the 
PVP solution.   
 
 
Figure 3-4 The relationship between saturation of an invading water phase for three water-
based fluids (no surfactant, 0.1% SDS and 0.1% PVP) as they displace oil from a packed bed 
of glass microspheres with porosity of 0.063 (A), 0.113 (B) and 0.143 (C). 
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3.5.2 Fractal dimension 
We used image analysis to evaluate the fractal dimension of the area occupied by the 
fluorescent dye in our microfluidic device fluorescent dye in our microfluidic device to better 
understand the oil displacement kinetics. A MATLAB code was adapted to evaluate the fractal 
dimension using the Hausdorff technique (Matlab Central 2017), where a series of boxes are 
drawn within the region containing the dye. The bright pixels within each box are counted and 
compared to the total number of boxes drawn by the code. The values obtained by this analysis 
provide a measure of the fractal dimension for the area occupied by the water. The results of 
the image analysis (Figure 3-5A-C) show that water and the PVP solution begin with a fractal 
dimension of Df ~ 1.2 or less, representing structures classified as stringy (Zhong-can et al. 
1986). At the lowest (0.063, Figure 3-5A) and highest (0.143, Figure 3-5C) porosity levels, it 
takes about 100 s for the water to occupy an area that morphologically resembles a fractal (Df 
~ 1.6).   
The only exception to this transition in morphology is the channel with porosity 0.11 
(Figure 3-5C), for which the evolution takes place over a period of time approximately half of 
the other data sets. The SDS solution also exhibits different morphological behavior than the 
other solutions, achieving a fractal morphology on a short timescale (~ 1 s or less), indicating 
that these solutions invade oil-saturated pore spaces at a far easier rate than the other solutions. 
All solutions achieved a final fractal dimension of Df ~ 1.89, indicating that  fluid had 





The fractal dimension is connected to the area saturated by the invading fluid through 
its radius of gyration (Gharbi et al. 2001). The radius of gyration represents a measure of the 
extent to which the invading fluid has displaced the oil in the porous medium and is defined as 
(Pons et al. 1999), 


























where Aw is the measured area occupied by the invading water phase, N is the number 
of pixels making up the pattern as recorded by the CMOS camera, and xi and yi are the 
coordinates of each pixel in the observed pattern. We find that the relationship between area 
and radius of gyration is well described by 𝐴𝑤 = 𝐶𝑟𝑔𝑅𝑔
(𝐷𝑓−2)
, where Df is a function of time, 
as shown in Figure 3-5 A-C. The relationship between area, radius of gyration and fractal 
dimension proposed here is similar to previously proposed models for diffusion limited viscous 
fingering in porous media  (Maloy et al. 1987). By comparing data from all nine porosities 
examined in this work, we find that the data collapses to a single curve when Crg = 2.5×10
6 ± 
3.1×105, where Aw and Rg are in units of microns (see Figure 3-5 D-F). 
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Figure 3-5 The Hausdorff fractal dimension (A-C) as a function of time was evaluated using 
image analysis.  The results in A-C show that, while all the samples evolve differently with 
time, they reach a point where they are topologically similar.  Combining the fractal 
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 While the fractal dimension can help us identify morphological differences in the way 
an invading fluid phase spreads, and we would also like to observe differences in rate of 
invasion (𝑑𝐴𝑤 𝑑𝑡⁄ ). Numerical calculation of the rate of invasion from image analysis data is 
challenging since noise in the data can create artifacts that suggest unrealistically large 
fluctuations in invasion rate.  To minimize the effect of such artifacts, we chose to fit the area 
data to a model, 𝐴𝑤 = 𝐴𝑤,𝑚𝑎𝑥(1 − 𝑒
−𝑡 𝑡𝑐⁄ ), that is consistent with expected behavior of oil 
recovered through water injection into porous reservoirs.(Aronofsky et al. 1958) The 
parameter, Aw,max, is the maximum area occupied by the water during the experiment and tc is 
the time constant of the experiment.   
Table 3-2 summarizes the results of fitting an exponential rise to a maximum for our 
area data as a function of time. The average value of the area parameter is Aw,max = 1.208×10
6 
± 7.5×104  µm2, with the small standard deviation indicating that there is no significant 
difference between samples based on maximum area occupied by the invading water phase.  
We do find that there are significant differences in time constants for the samples we examined, 
with the water samples exhibiting more than a 4-fold increase in time constant with increasing 
porosity. The time constants for SDS and PVP-bearing solutions exhibit an opposite trend, i.e., 
a decrease in time constant with increasing porosity.  This suggests that the polymer and 
surfactant solutions make it easier to fill larger void volumes when compared to water alone. 
 The packed glass beads that form our porous media micromodel form a 3D network.  
However, our optical video microscopy measurements are obtained as 2D representations of 
the flow through the porous media micromodel.  This could serve as a source of error in our 
experiments, although 2D optical video microscopy measurements of 3D fluid flow 
phenomena have been in good agreement with theoretical predictions based on mass 
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conservation (Holden et al. 2003).  Finite element 3D modeling of microfluidic channels show 
that error show that error by assuming 2D flow behavior is approximately 5% (Kamholz et al. 
2001).  The error is low because most of the transport occurs in two dimensions, with the top 
and bottom walls acting to confine fluid flow.  In future work, we will further quantify this 
error using velocity and diffusion data gathered from tracers dispersed within the micromodel 
and compare the predicted flow field to finite element models. 
Table 3-2 Fitting parameters for Amax and time constant of the three water-based fluid 
systems examined in this work. 
    Water 0.1% SDS 0.1% PVP 
    
Amax (m2) / 
106 tc (s) 




Amax (m2) / 







0.063 1.266 86.2 1.105 17.6 1.253 285.7 
0.11 1.059 111.1 1.241 11.0 1.209 25.3 




Figure 3-6 An IMPES simulation for the case with 0.1% SDS in water.  Snapshots are taken 






























































We implemented an inverse IMPES simulation to be compared to our experimental 
results.  Figure 3-6 shows a sample simulation result for 0.1% SDS, matching the conditions 
observed in Figure 3-3. The key differences between results of our simulations and the 
experiment is that the simulation results show the invasion initially occurring at a slightly 
slower rate that in the actual experiment (Figure 3-6 A and B), and near the midpoint of the 
simulation (Figure 3-6 C), the invading phase breaks through and occupies a wider region than 
that at the comparable experimental time (Figure 3-3 C). We attribute these differences to the 
way our IMPES simulation models do not count interface tensionand porous structure effect. 
To mimic the structure of the randomly packed spheres, we modeled the permeability using 
values drawn from a log-normal distribution (Aarnes et al.), although the procedure is designed 
to model porous rock rather than a packed bed of spheres.  
Despite these differences, the average saturation curves obtained by simulation closely 
match our experimental curves (Figure 3-7) with high coefficients of determination for most 
of these curves (Table 3-3).  The mobility ratios that best fit the data exhibit decreases with 
increasing porosity both for water and 0.1% PVP, indicating that these phases move through 
the porous packed bed easier at higher porosities. The mobility ratios for 0.1% SDS deviate 
from this trend; at a porosity of 0.113, the 0.1% SDS appears to have a mobility of 33.3. While 
the coefficient of determination was low for this this case, the simulation did capture the 
general saturation trend as a function of time. Overall, our simulations do show that the 
addition of SDS or PVP improves the mobility of the water phase as it invades an oil-saturated 
medium, and except for the 0.113 case, SDS exhibits lower mobility ratios than PVP for the 
experiments conducted here. 
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Figure 3-7 A comparison of our experimental results to an IMPES simulation of oil 
displacement by an invading water phase in a medium with porosity of 0.063 (bottom row), 
0.113 (middle row) and 0.143 (top row). 
 
Table 3-3 The mobility ratio that best fit the experimental data and the coefficient of 
determination (R2) associated with each fit. 
  Water SDS PVP 
Porosity 0.063 0.113 0.143 0.063 0.113 0.143 0.063 0.113 0.143 
Mobility 255.8 114.7 87.2 11.2 33.3 1.9 18.2 12.5 4.6 
R2 0.95 0.87 0.54 0.87 0.29 0.88 0.8 0.79 0.87 
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3.6 Conclusions 
We developed a microfluidic platform by which the waterflooding of an oil-saturated 
porous structure is investigated through optical fluorescence microscopy. Where the 
characterization of bulk porous media is rate limited (Standnes and Austad 2000; Morrow and 
Mason 2001), our microfluidic platform is able to characterize the invasion of a water phase 
into an oil-saturated medium within a relatively short amount of time. The flexibility of this 
platform allows us to rapidly analyze chemical modification techniques that are commonly 
used in the petroleum industry (Stahl and Schulz 1988; Taylor and Nasr-El-Din 1998) to 
enhance the recovery of oil. Observations of our device using optical fluorescence microscopy 
enables us to track the invasion of a water phase into an oil saturated phase and evaluate 
parameters such as saturation (Parseval et al. 1997; Niemet and Selker 2001; Cheng et al. 
2004), fractal morphology (Zhong-can et al. 1986; Gharbi et al. 2001; Cai et al. 2010), temporal 
evolution of flow patterns (Zhu et al. 2014; Zheng et al. 2015) and invasion rate (Martys et al. 
1991; Geistlinger and Ataei-Dadavi 2015) that are important for evaluating the effectiveness 
of different types of surfactants used for waterflooding. A simulation based on the IMPES 
approach (Aarnes et al.; Chen et al. 2004; Kou and Sun 2010) for modeling two-phase flow in 
porous media was implemented in MATLAB (Aarnes et al.) to perform an inverse analysis of 
our experimental data to estimate the mobility of the invading phase. The results of our inverse 
analysis demonstrate a significant decrease in mobility for water bearing a polymer or 
surfactant.   
The analysis performed in this article will form the basis of future work aimed at 
characterizing the effect surface tension and pore structure have in our microfluidic platform. 
Our IMPES model will be adjusted by using closure expressions (Parker and Lenhard 1987) 
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for saturation curves that incorporate surface tension as it influences capillary pressure. We 
also aim to control the pore structure of our system through photolithography techniques 
(Berejnov et al. 2008a; Wu et al. 2011) and perform microparticle image velocimetry 
measurements (Roman et al. 2016) to map streamline profiles that can be compared to expected 
flow distributions as calculated by finite element analysis (Narsilio et al. 2009). The approach 
we have used here can be used to evaluate other enhanced oil recovery systems, including other 
types of polymers or surfactants (Wever et al. 2011), nanoparticles (Mohajeri et al. 2015; 
Sedaghat et al. 2016), and foams (Ma et al.; Conn et al. 2014).  Our platform can also be applied 
to other porous media situations that involve diffusion and transport in biomedical systems 
(Miller et al. 2012; Klinzing and Zavaliangos 2016), carbon sequestration (Szulczewski et al. 
2012; Zhao et al. 2016) and additive manufacturing of complex fluid networks (Chan et al. 
2015; Marschewski et al. 2017; Osei-Bonsu et al. 2017). 
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CHAPTER 4.    OIL PHASE DISPLACEMENT BY ACOUSTIC STREAMING IN A 
RESERVOIR-ON-A-CHIP 
This chapter and associated supplementary material was published in Microfluidics and 
Nanofluidics and can be found at https://doi.org/10.1007/s10404-019-2279-x. 
 
4.1 Abstract 
This article presents a reservoir-on-a-chip study of acoustic streaming as an enhanced 
oil recovery mechanism. Microfluidic devices with different porosities are fabricated using 
photolithography to serve as reservoir-on-a-chip micromodels. We use microparticle image 
velocimetry to characterize acoustic streaming-induced pumping as a function of frequency 
and amplitude. A scaling model applied to the velocity distribution is used to construct a state 
diagram that connects acoustic pressure to field frequency and amplitude. Optical video 
fluorescence microscopy is used to track the invasion of a water phase through the oil saturated 
porous micromodel. Based on these measurements, we calculate the Blake number as a 
function of frequency to show our system exhibits a narrow band dynamic response consistent 
with a system operating near resonance. Our observations are compared to a general model for 
Blake number as a function of frequency, porosity and voltage amplitude that was derived from 
a force balance model of the micromodel undergoing force oscillation.  The results from this 
paper are broadly applicable to systems beyond enhanced oil recovery, including separations, 
bio-analytical instruments, additive manufacturing and flow control. 
4.2 Introduction 
Porous media micromodels provide direct observation of multiphase flows with 
applications to energy resource extraction (Berejnov et al. 2008; Ma et al. 2012), 
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environmental transport (Kim et al. 2013; Song et al. 2014) and passive filters for microfluidic 
separations (Frechette and Drazer 2009; Sajeesh and Sen 2014).  Special attention has been 
given to porous media micromodels as platforms for modeling and understanding mechanisms 
that enhance oil recovery (Karadimitriou and Hassanizadeh 2012; Lifton 2016; Anbari et al. 
2018).  Properties of multiphase flow in porous media micromodels such as fluid displacement 
stability (Gharbi et al. 2001), displacement visualization (Conn et al. 2014), capillary forces 
(Wang et al. 2017), and physio-chemical interactions (Bradford et al. 2007) can all be analyzed 
in micromodels to infer in-situ behavior of multiphase flows and identify mechanisms to 
enhance oil recovery. 
 Oil recovery depends on hydrostatic pressure gradients to drive the oil out of production 
wells (Muggeridge et al. 2014).  Once the hydrostatic pressure of production wells equilibrates, 
a process known as waterflooding injects a high-pressure water phase into the production wells 
to enhance the recovery of oil from porous reservoir rock.  Tuning the salinity of the water 
modifies the van der Waals interaction between the oil and rock, which allows for easier 
recovery on the oil (Ding and Rahman 2017).  Aside from salinity, other forms of chemical 
modification, such as surfactants or polymers, have been used to enhance oil recovery.  
Surfactants added to the water phase reduce the water-oil surface tension, which enhances oil 
phase displacement (Hirasaki et al. 2011; Sagi 2015).  Polymers modify the viscoelasticity of 
the water phase, which generate localized flow structures that entrain oil and enhances the 
removal of oil from porous media (Clarke et al. 2016; De et al. 2018). 
 While significant research has been conducted to understand how chemical modifiers 
enhance oil recovery, several challenges remain.  The addition of chemicals to water for 
enhancing oil recovery increases the cost of recovering oil because of additional processing 
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required to prepare the water phase for injection into the production well (Wang and Gu 2005).  
Once the oil has been recovered, it remains necessary to handle the wastewater from the 
waterflooding procedure and prevent environmental exposure to toxic byproducts due to the 
process (Demirbas et al. 2017).  To this end, it is necessary to identify methods that enhance 
oil recovery while reducing our reliance on chemicals. 
 One approach to enhance oil recovery, which does not solely rely on chemical 
modification, is to utilize acoustic processes to stimulate the porous rock medium that make 
up petroleum reservoirs (Wang et al. 2015).  The process works by inserting a piezoelectric 
transducer (PZT), which is connected to an external power source, into the borehole of an 
active well and acoustically stimulating the porous rock of the reservoir (Guo et al. 2004).  
Acoustic stimulation generates nonlinear effects such as acoustic streaming, cavitation and 
local perturbation of pressure to reduce the adherence of oil-wetting films in the porous rock 
(Hamida and Babadagli 2007).  An acoustic input also reduces oil adherence to rock surfaces 
while improving oil recovery by a factor of 10% when using water (Agi et al. 2018). 
 Fluid-fluid interactions between multiphase components are directly influenced by 
viscous and capillary forces.  While a considerable amount of research has been done to 
understand these interactions at the pore scale (Acharya et al. 2007; Krishnamurthy and Peles 
2007; Zhang et al. 2011; Krummel et al. 2013; Berg et al. 2013; Datta et al. 2014; Blois et al. 
2015), very few studies have examined the effect that acoustic stimulation has fluid-fluid 
interactions on the pore scale.  Field observations demonstrated that vibration-driven 
stimulation improves fluid flow through porous media, although quantitative analysis of this 
phenomena is difficult because of sparse data and complex acoustic interactions (Beresnev and 
Johnson 1994).  Lab-on-a-chip platforms also provide a possible avenue for investigating 
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acoustic interactions in porous media at shorter time scales and provide direct observation of 
multiphase flow in porous media. 
 This article presents an experimental examination of acoustic streaming as a 
mechanism for enhanced oil recovery using a porous media micromodel.  While acoustic 
streaming has been used as a pumping mechanism for lab-on-a-chip devices (Huang et al. 
2014; Ahmed et al. 2017), this work represents the first time that this mechanism has been 
studied in a reservoir-on-a-chip configuration for the express purpose of enhancing oil 
recovery.  With this micromodel, we bridge the critical gap between bulk-scale laboratory 
experiments of acoustic interactions in porous media (Hamida and Babadagli 2008; Ragab and 
Fouad Snosy 2015) and the application of acoustic fields for manipulating two-phase fluids in 
microfluidic devices (Li et al. 2013; Wang et al. 2014).   
 Our reservoir-on-a-chip consists of a 2 mm wide microfluidic channel with a repeating 
pattern of polydimethylsiloxane (PDMS) cylindrical obstacles to serve as the porous media 
micromodel.  We use microparticle image velocimetry (PIV) to characterize the effect that 
acoustic streaming has as a function frequency and amplitude.  The data captured by PIV is 
corrected for hydrodynamic interactions with the channel walls and a scaling model is used to 
estimate the acoustic pressure generated by our piezoelectric element.  Optical fluorescence 
video microscopy is used to track the invasion of a fluorescently dyed water phase into the oil-
saturated micromodel.  A simple model is used to estimate the rate of water invasion through 
the micromodel as a function of frequency, amplitude and porosity.  We propose a non-
dimensional parameter as a measure of how quickly acoustic streaming can displace the oil 
phase in comparison to the characteristic fluid response time.  Based on these results, we 
develop several state diagrams to identify acoustic input parameters that are ideal for displacing 
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oil in our reservoir-on-a-chip device.  The optical video microscopy measurements performed 
in this work improves our understanding of acoustofluidic transport and serve as a basis for 
emerging acoustofluidic platforms that filter multiphase components (Kersting et al. 1999; 
Jensen et al. 2014), separate of biological (Wu et al. 2018) or inorganic (Nam et al. 2011) 
samples, and fabricate new types of composite materials (Llewellyn-Jones et al. 2016; Melde 
et al. 2018). 
4.3. Materials and Methods 
4.3.1 Device Fabrication 
Figure 4-1 schematically shows the micromodel used in this work.  The platform 
consists of a large central channel (2mm wide and 17mm long) with multiple cylindrical pillars 
of uniform diameter (150 m) fabricated from polydimethylsiloxane (PDMS) to serve as the 
porous media micromodel.  PDMS was selected as a substrate material for our experiments 
due to its optical clarity.  While bare PDMS has mechanical properties that are different from 
rock, PDMS is a utilitarian material that can be modified into rock analogs using filler material 
(ten Grotenhuis et al. 2002) or through the addition of surface coatings synthesized from quartz 
or sandstone (Alzahid et al. 2018).   
The micromodel design features two side channels (20 m wide and 2mm long) leading 
off from the central channel are used as inlet and exit ports for the fluorescent water phase.  
The center to center distance between the pillars is 430 m, 268.75 m and 215 m for 
porosities of 0.9, 0.76 and 0.62 respectively.  The device is bonded to a polycarbonate substrate 
(Grainger, product number 2NJG8), to which we attached a piezoelectric transducer (Digi-
Key, product number 102-1127-ND).  The device sits on six PDMS pillars, which are attached 
to a microscope slide (75 x 50 X 1.0mm, Fisher Scientific, Catalog No. 12-550C) also, to allow 
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for free vibration of the substrate.  Supplementary Information contains additional details on 
the microfabrication process used to build this micromodel. 
 
Figure 4-1 A diagram of the microfluidic device used in this experiment.  A PDMS mold 
with a porous media micromodel is bonded to a polycarbonate film and a piezoelectric 
element attached below the device.  This structure sits on six PDMS pillars attached to a 
glass slide. 
4.3.2 Imaging capture and processing 
Optical fluorescence microscopy is performed using an Olympus IX70 microscope 
with a 4x objective lens and an LED fluorescence light source (QImaging, wLs Illumination 
Unit).  Video images are captured using a scientific CMOS camera (QImaging, Optimos) at a 
rate of 5 frames per second.  The images have dimensions of 480 pixels by 270 pixels with a 
scaling of 9.32 microns per pixel.  The image dimensions for our videos include some part of 
the side channels used as inlet and exit ports for the invading water phase.  In order to analyze 
our data, we use ImageJ (National Institutes of Health) to crop the portion of the video images 
that contain the inlet and exit ports at the top and bottom.  This leaves behind the main channel, 








The cropped videos are analyzed using a program written in MATLAB (Mathworks) 
which tracks changes in fluorescence caused by the water phase invasion.  The analysis of the 
video images starts with a boxcar average filter that reduces the image noise.  A method 
suggested by Otsu is used to establish the threshold values for each image (Otsu 1979).  Pixels 
found to be above the threshold are counted as occupied by fluorescent dye, while those falling 
below the threshold do not have dye.  The area occupied by the fluorescent dye is compared to 
the total area of the analyzed image to obtain the degree of water saturation.   
 In order to characterize the effect that acoustics have on fluid flow, we adapted an open 
source program, PIVLab, to perform microparticle image velocimetry measurements (µPIV) 
which allowed us to find the velocity distributions for seed particles entrained in flow 
(Thielicke 2014; Thielicke and Stamhuis 2014).  PIVLab uses direct Fourier transform 
correlation with multiple passes and deforming windows to calculate particle displacement 
between two images.  For µPIV experiments, we use the same Olympus microscope, camera 
and fluorescent LED light source.  A 40x objective lens is used instead of a 4x lens to provide 
better magnification, which enables us to track the tracer particles. The videos (478 pixels by 
422 pixels) for µPIV experiments are captured at a rate of 200 frames per second with a pixel 
scale of 0.2343 microns per pixel. 
4.3.3 µPIV Experiments and Equipment 
The micromodel used for µPIV experiments is exactly the same as described above, 
except that the 6 mm diameter PDMS tabs used to support the platform are 1 mm thick instead 
of 4 mm thick. This was done because of the shorter working distance on the 40x objective 
used in this experiment.  The porosity we used for this experiment is 0.62. We prepared a tracer 
particle dispersion consisting of 1 µm diameter fluorescent polystyrene particles (Thermo 
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Fisher Scientific, product number F8852) by adding 100 µL of particle stock solution into 5 
mL of deionized water.  The dispersion is sonicated for 15 minutes prior to use. 
For these experiments, we used 1 m diameter fluorescent polystyrene particles with 
excitation/emission peaks of 505/515 nm. The LED fluorescence module is manufactured by 
Qlmaging (model wLs Illumination Unit) and is capable of broad-band excitation of 
fluorophores ranging from 358 nm up to 670 nm. The filter set used for µPIV imaging consisted 
of a FITC filter set with an excitation wavelength range of 467 nm – 498 nm and an emission 
wavelength range of 513 nm – 556 nm. We used a stage micrometer to measure the size scale 
of each pixel on our camera. We determined that scaling is best expressed as 𝑠𝑐𝑎𝑙𝑒 =
(0.1562 𝜇𝑚) ∙ (60 ∙ 𝐵𝑁 𝑂𝐵⁄ ), where BN is the bin number setting of the camera and OB is 
the objective value. µPIV experiments used a 40x objective lens with a bin number of 1 and 
exposure time of 1 ms, which results in a scale of 0.23 µm per pixel. 
The PIV analysis was only performed on the single-phase experiment with the 
fluorescent polystyrene particles acting as tracer particles. The PIV algorithm was based on an 
open source code written in MATLAB called PIVlab (Thielicke and Stamhuis 2014). The 
algorithm is based on a discrete Fourier transform to compute the correlation matrix. In order 
to minimize the effect of noise, PIVlab performed multiple passes with several different pixel 
interrogation area. The first pass PIV interrogation area was 96x96 pixel, second pass 
interrogation area was 64x64 pixel, third pass interrogation area was 32x32 pixel and fourth 
pass interrogation area was 16x16 pixel. We analyzed 500 image pairs for each experiment. 









+ 𝑑𝑝                      (Eq.4.1) 
where n is the index of refraction of the medium, o is the excitation wavelength of the 
fluorescent particle, NA is the numerical aperture of the objective, dp is the particle diameter 
and  = sin-1(NA/n).  For the parameters in our micro-PIV experiment with a 40x objective, 
we estimate that zm ≈ 11 m.  The channel height is approximately 25 m based profilometry 
measurements.  This means that the depth that can be interrogated by our experiment 
corresponds to slightly less than half the channel height.  Images are only taken in a single 
plane since we do not have accurate control of the objective displacement. 




                              (Eq.4.2) 
where de is an effective diameter calculated from convolution of the image of a single 
particle and Mo is the objective magnification.  The effective diameter is, 
𝑑𝑒 = √𝑀𝑜2𝑑𝑝2 + 𝑑𝑠2                 (Eq.4.3) 
where 𝑑𝑠 = 1.22(1 + 𝑀𝑜)𝜆𝑜 𝑁𝐴⁄  is the diameter of diffraction-limited point spread 
function in the image plane (Santiago et al. 1998).  For the parameters in our micro-PIV 
experiment with a 40x objective, we estimate that x ≈ 145 nm. 
Before the start of each experiment, we fill the microfluidic platform with 5 mM of 
sodium dodecyl sulfate (SDS, Sigma Aldrich, product number 75746) and allow the solution 
to sit for 2 hours.  This procedure helps reduce particle adhesion during experiments.  After 
this process, we inject deionized water into the platform to wash out any remaining SDS.  The 
tracer particle dispersion is introduced to the platform with the syringe pump used in other 
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experiments at a constant volumetric flow rate of Q = 0.1 mL/hr.  The function generator used 
in previous experiments was used to drive the PZT at three different voltages (V = 6 Vpp, 10 
Vpp and 14 Vpp) and five different frequencies (f= 0 Hz, 50 Hz, 100Hz, 600Hz and 2600Hz).  
The PIV measurements done in our platform help us interpret the results of our invading 
water phase and the effect that the acoustic input has on our reservoir-on-a-chip micromodel. 
4.3.4 Water Phase Invasion Experiments 
Our experiments use silicone oil (Sigma Aldrich, product number 317667) as a model 
oil phase.  The viscosity of and density of our oil phase are oil = 5 cSt and oil = 0.913 g/mL, 
respectively.  Before each experiment, we fill our microfluidic platform with silicone oil.  We 
use deionized water as an invading water phase (water = 1 cSt, water = 0.99 g/mL).  To the 
water phase, we add 0.375 mM of Rhodamine B (Fisher Scientific, product number 
AC132311000) to act as a fluorescent tracer to track the rate of water invasion.  We found that 
Rhodamine B adheres to the PDMS surface after each experiment. This means that the device 
is not reusable and a new device is used for each experimental run. A syringe pump (Chemyx, 
Fusion 740) is used to inject water into the microfluidic platform at a constant volumetric flow 
rate of Q = 0.1 mL/hr.  PDMS swelling during injection is a possibility in microfluidic devices 
similar to the ones used in this work. However, we observed no change in channel dimensions 
during experimental runs, indicating that this was not a concern.  
Optical measurements (Supplementary Information) on plasma treated substrates found 
that water on polycarbonate has a contact angle of 71.0° ± 3° and PDMS has a contact angle 
of 80.6°± 1°.  This indicates that both surfaces are wettable by the invading water phase. The 
capillary number is defined as 𝐶𝑎 = 𝑢𝑎𝑣𝑔𝜇 𝛾 cos 𝜃⁄ , where uavg is the average velocity of the 
invading water phase,  is the viscosity of the invading phase,  is the surface tension of the 
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invading phase and  is the contact angle of the invading phase.  In our device, the average 
velocity of the water is estimated to be ~0.35 mm/s based on PIV measurements.  The surface 
tension is 72.2 mN/m based on our previously published results (Yeh and Juárez 2018).  These 
parameters correspond to a capillary number of 2 x 10-5.    
A function generator (Vizatek, MFG2120A) is used to drive the PZT at different 
frequencies and input voltages.  For each experiment, we fixed two experimental parameters 
(frequency, voltage or porosity) while a third parameter was varied.  All experiments 
performed in this work were performed in triplicate in order to obtain a standard deviation.  In 
our initial water invasion experiment, we fixed peak-to-peak voltage and porosity (V = 10 V, 
 = 0.62) and varied the input frequency (f = 10 Hz – 6.6 KHz) to identify the frequency which 
induces the fastest rate of water invasion through the oil saturated media.  Once we identified 
this frequency, we fixed the frequency and porosity (f = 600 Hz,  = 0.62) while varying the 
input voltage (V = 2 Vpp – 14 Vpp).  In the third water phase invasion experiment, the voltage 
and frequency were fixed (V = 14 Vpp, f = 600 Hz) while varying the porosity ( = 0.62 – 0.9) 
of the micromodel. 
4.4. Theory 
4.4.1. Mass balance equation derivation 
A volumetric balance of the oil phase as it is displaced from the observed region of 
interest as Figure 4-2.  Using a fixed Eulerian reference frame for the flow within the region 
of interest, the rate change of oil volume is balanced by the flux of the oil phase exiting the 
region of interest, 
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Figure 4-2 A schematic diagram showing the fixed control volume for the displacement of oil 
from the region of interest observed in experiment. 
𝑑𝑉𝑜
𝑑𝑡
= −〈𝐽𝑜〉              (Eq.4.4) 
where Vo is the instantaneous oil volume in the region and 〈𝐽𝑜〉 is the time-averaged 
areal flux of oil exiting the region of interest.  The introduction of an areal flux as part of a 
mass balance in this term is similar to the approach taken to analyze the spread rate of viscous 
fingers for an invading phase (Li et al. 2009; Zheng et al. 2015).  Each of these variables can 
be expressed in terms of the instantaneous area occupied by the oil, Ao, channel height, the 



























Oil Phase Flux = 𝐽𝑜
𝐴𝑤
𝐴𝑇 = 𝐴𝑤 + 𝐴𝑜
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where uavg /  is the interstitial velocity of the fluid in the porous medium (Holdich 







𝐴𝑜             (Eq.4.6) 
where the height of the system is a constant.  The saturation of the oil phase is defined 
as So = Vo/VT (Chen et al. 2004), where VT is the total volume of the region of interest.  Since 
height is a constant, the saturation of our system can be expressed as a ratio of areas, So = 
Ao/AT, where AT is the total area of the region of interest.  Dividing through by h and AT, 













            (Eq.4.7) 
where r = uavg / h  represents the average rate at which oil is displaced from the region 
of interest.  Introducing uavg as a time-average parameter means that r is independent of time.  
The saturation balance representing all the phases in the porous media is (Aarnes et al.), 
𝑆𝑤 + 𝑆𝑜 + 𝑆𝑜𝑟 = 1           (Eq.4.8) 
where Sw is the water saturation and Sor represents the irreducible oil saturation (i.e., 
the amount of oil that cannot be displaced by water flooding).  For simplicity, we defined Sw,max 
= 1 – Sor as the maximum achievable water saturation.  We can re-arrange the saturation 
balance to find the oil phase saturation, 




Substituting the saturation balance into the rate equation above yields Equation 4.10, 
𝑑
𝑑𝑡




= −𝑟(𝑆𝑤,𝑚𝑎𝑥 − 𝑆𝑤) 
𝑑𝑆𝑤
𝑑𝑡
= 𝑟(𝑆𝑤,𝑚𝑎𝑥 − 𝑆𝑤)   (Eq.4.10) 
Integrating Equation 4.10 with respect to time leads to equation 4.40. in section 4.5.3, 
which we use to fit our saturation data to identify the rate. Equation 4.40 is consistent with 
saturation models that correlate with temporal change of water volume as it displaces oil in a 
reservoir (Aronofsky et al. 1958; Bech et al. 1991; Silin and Patzek 2004). The only difference 
between the published correlation and the one derived here, is that the published correlation 
assumed that Sor =0, leading to a value of Smax = 1   
4.4.2. Derivation of Scaling Model for Dimensionless Invasion Rate 
In order to derive a functional scaling relationship that describes the flow of our 
invading phase, we start with the definition of the modified version of Reynolds number for 




 (Eq. 4.11) 
where the fluid density and viscosity are taken as properties of the invading phase, uavg 
is the average velocity of the invading phase, dp is the distance between adjacent pillars and  
is the porosity of the porous media.  Based on the simple cubic arrangement of the pillars used 
to generate the pore structure in our micromodel, the obstacle separation distance as a function 
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of porosity, φ, is (Wu and Yu 2007), 






− 1] (Eq. 4.12) 
where D is the diameter of a porous media obstacle.  The lower limit of porosity for a 
simple cubic array is 𝜑 = 1 − 𝜋 4 ≈ 0.2146⁄ , at which point the pillars achieve maximum 
packing (Sobera and Kleijn 2006).  While we restrict ourselves to using the simple cubic model 
based on the geometry of our experimental system, an even lower limit on porosity (𝜑 ≈
0.0931) can be achieved with an array of hexagonally arranged pillars (Sangani and Acrivos 
1982).  The distance between obstacles for a hexagonal arrangement is, 
𝑑𝑝,ℎ𝑒𝑥(𝜑) = 𝐷 [√
𝜋
2√3(1−𝜑)
− 1]  (Eq. 4.13) 
Future studies will focus on exploring the difference in acoustic flow characteristics 
due to the microstructural arrangement of pillars used in the porous media micromodel. 
 Based on the scaling model developed for acoustically induced streaming, the average 
velocity of the invading phase is, 
𝑢𝑎𝑣𝑔 = 𝑢𝑓,𝑎𝑣𝑔 + 𝑢𝑟𝑎𝑑,𝑎𝑣𝑔 + 𝑢𝑠𝑡𝑟,𝑎𝑣𝑔  (Eq. 4.14) 
In this situation where we only have an invading fluid phase, we expect there to be no 
acoustic radiation component due to the absence of spherical particles.  The velocity of the 
invading phase, when averaged over time, is, 
𝑢𝑎𝑣𝑔 = 𝑢𝑓,𝑎𝑣𝑔 +
3
8𝜋
𝑢𝑜  (Eq. 4.15) 
where the acoustic velocity amplitude is 𝑢𝑜 = 4𝐸𝑎𝑐 𝜌𝑓𝑐𝑓⁄ , Eac is the acoustic energy 
density, f is the fluid density, cf is the speed of sound in the fluid .  Observations of spherical 
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particles migrating in acoustic fields demonstrated that the acoustic energy density depends on 
the frequency used to drive the piezoelectric element (Barnkob et al. 2010).  In order to 
understand what the functional relationship is between acoustic energy density and frequency, 




= 𝐹𝑑 + 𝐹𝑒 + 𝐹𝑝𝑧𝑡 (Eq. 4.16) 
where md is the mass of the device being oscillated, z is vertical displacement, Fd is the 
damping caused by the PDMS pillars on which the device sits, Fe represents elastic forcing 
caused by the vibrating PDMS pillars and Fpzt is the forcing induced by piezoelectric element 
vibration.   
Literature measurements of PDMS coatings show that their viscoelastic behavior is 
consistent with Kelvin-Voigt models (i.e., spring-damper) of mechanical behavior (Stroiny and 
Gerberich 1998).  Based on the reported behavior of PDMS, we introduce linear damper and 








− 𝑠𝑧 + 𝐹𝑝𝑧𝑡 (Eq.4.17) 
where b is a damping constant and s is an effective spring constant.  If the piezoelectric 
element is driven with an oscillating force of 𝐹𝑝𝑧𝑡 = 𝐹𝑜𝑐𝑜𝑠(𝜔𝑡), then the equation of motion 







+ 𝑠𝑧 = 𝐹𝑜𝑐𝑜𝑠(𝜔𝑡) (Eq. 4.18) 
which is the equation of motion for a forced harmonic oscillator (Thomson and Dahleh 
2014).   
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The displacement for a harmonically forced oscillator is found by solving Eq. 4.18.  The 






2 + (𝜔 − 𝜔𝑛
2 𝜔⁄ )2]1 2⁄
tan𝜓 = (𝜔𝑚𝑑 − 𝑠 𝜔⁄ ) 𝑏⁄
    (Eq. 4.19) 
where  = 2f is applied angular frequency, 𝛾 = 𝑏 𝑚𝑑⁄ , 𝜔𝑛 = [𝑠 𝑚𝑑⁄ ]
1 2⁄  is the 
natural frequency of the device, and  is the phase difference between input oscillating force 
and the mechanical response of the structure.  The velocity for a harmonically forced oscillator 
is 𝑣 = (𝐹𝑜 𝑍𝑚⁄ ) 𝑠𝑖𝑛(𝜔𝑡 − 𝜓), which is found by taking the first derivative of Eq. 4.19 with 
respect to time.  The time-averaged kinetic energy per unit volume that results from acoustic 
forcing of the invading fluid may be found by integrating the velocity of a harmonically forced 











𝑑𝑡  (Eq. 4.20) 
Following through with this integration and simplifying the result leads to a 
relationship between acoustic energy, 
𝐸𝑎𝑐 = 𝐸𝑜𝜔𝑛
2 [𝛾2 + (𝜔 − 𝜔𝑛
2 𝜔⁄ )2]⁄  (Eq. 4.21) 
where 𝐸𝑜 = 𝐹𝑜
2𝜌𝑓 4𝑚𝑑
2𝜔𝑛
2⁄  is the kinetic energy density per unit volume at resonance.  
This result shows that acoustic energy transmission behaves like a narrow bandpass filter with 
Lorentzian curve characteristics near resonance, which is attested to in a variety of acoustic 
measurements (Ewing and Trusler 1989; Vandegrift 1993; Bruus 2011).  Scaling analyses 
(Bruus 2012; Dual and Möller 2014) have shown that acoustic energy density scales 
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quadratically with voltage,  𝐸𝑎𝑐 ∝ 𝑉
2.  We introduce this scale to Eq. 4.21 to express Eac as a 
function of voltage and frequency, 
𝐸𝑎𝑐 = 𝐴𝑜𝑉
2𝜔𝑛
2 [𝛾2 + (𝜔 − 𝜔𝑛
2 𝜔⁄ )2]⁄  (Eq. 4.22) 
where Ao is a constant of proportionality. 
 Eqs. 4.12, 4.15 and 4.22 can be substituted into Eq. 4.11 to express a scaling model 
based for Blake number as a function of frequency, voltage and porosity, 





















  (Eq. 4.23) 
In this model, Ao, n and  all serve as adjustable parameters for fitting experimental 
data.  This analysis also demonstrates how Blake number is connected to frequency, voltage 
and porosity. 
Based on the derivations presented here, we can also show the connection between our 
dimensionless invasion rate and the Blake number as defined by Eq.4.11. We defined 
dimensionless invasion rate as, 
𝑟∗ = 𝑟𝜏𝑓 (Eq. 4.24) 
where f is the characteristic fluid response time (Li et al. 2005), 𝜏𝑓 = 𝜌𝑓𝑑𝑝
2 𝜇𝑓⁄ .  
Introducing the definition of f and r to this expression previous section, we have the 








)                                 (Eq. 4.25) 
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) = 𝐵 (
𝑑𝑝
ℎ
)  (Eq. 4.26) 
Substituting Eq. 4.23 into Eq.4.26, the dimensionless invasion rate as a function of 
frequency, voltage and porosity is, 























  (Eq. 4.27) 
4.4.3. Derivation of Scaling Model for Natural Frequency as a Function of Porosity 
The relationship between the effective spring constant of the micromodel and the 




 (Eq. 4.28) 
where we assume that the mass of the micromodel is represented by a simply supported 
beam.  In Eq.4.28, E is the Young’s modulus of the device, I is the moment of inertia and l is 
the distance between the PDMS pillars that are supporting the micromodel on top of the 
polycarbonate film (see Figure 4-1).  The natural frequency is defined as 𝜔𝑛 = [𝑠 𝑚𝑑⁄ ]
1 2⁄ .  






 (Eq. 4.29) 
 The porosity of a material also has an impact on the Young’s modulus of the material 
(Kováčik 1999; Pabst and Gregorová 2014). One possible relationship between Young’s 
modulus and porosity is expressed in terms of an empirical relationship that was derived from 
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a model of suspension viscosity for spherical particles dispersed in a medium (Pabst and 
Gregorová 2004), 
𝐸 = 𝐸𝑜𝑒𝑥𝑝 (
[𝐸]𝜑
1−𝜑
)  (Eq. 4.30) 
where Eo is the Young’s modulus of the solid material, PDMS in the case of this article, 
used to make our device and [E] is a fitting parameter for data.  Substituting Eq. 4.30 into Eq. 







)  (Eq. 4.31) 
We can simplify Eq. 4.31 to, 
𝜔𝑛 = 𝜔𝑜𝑒𝑥𝑝 (
[𝐸]𝜑
2(1−𝜑)
)  (Eq. 4.32) 
where 𝜔𝑜 = √48𝐸𝑜𝐼 𝑚𝑑𝑙3⁄  is the natural frequency of the solid material.   
4.5. Results and Discussion 
4.5.1.  Microparticle Image Velocimetry Results 
In an effort to aid our interpretation of the water invasion results, we performed a series 
of microparticle image velocimetry (µPIV) experiments at different input voltages (0 V – 14 
V) and frequencies (0 Hz – 6.6 kHz) with a fixed porosity of φ = 0.62.  In an ordered porous 
array, tracer particles will follow pseudo-sinusoidal streamlines that begin at the pore throat, 
where two pillars meet, and flow into the pore body, where the spacing between pillars is 
greatest(Blois et al. 2015).  Our experiments focused on measurements within the pore body 
in order to avoid overlaps between tracers flowing into the pore throat, which could lead to 
error in our measurements.  
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Particles entrained in flow near, or confined by, a wall will slow down due to 
hydrodynamic interactions (Goldman et al. 1967a, b).  This effect is observed in a variety of 
microfluidic systems  (Banerjee and Kihm 2005; Huang and Breuer 2007; Li and Yoda 2008) 
and it has the effect of hindering diffusion (Bevan and Prieve 2000; Lin et al. 2000) and 
reducing the measured velocity of a particle as a result of enhanced drag (Alexander and Prieve 
1987; Staben and Davis 2005).  The effect has also been observed in particles confined in 
porous media (Eral et al. 2010; Jacob et al. 2015).  In order to determine if the velocities 
measured by PIV require correction as a result of confinement in the micromodel, we 
calculated the Stokes number to determine the agreement between measured velocity 
distribution correlates to the actual fluid velocity. 
We define the Stokes number as (Brennen 2005),  𝑆𝑡 = 𝑢𝑜𝑡𝑜 𝑑⁄ , where 𝑢𝑜 = 𝑄 𝜙ℎ𝐿⁄  
is the interstitial velocity of the fluid within the voids of the porous media micromodel (Holdich 
2002b), 𝑡𝑜 = 𝜌𝑜𝑑 18𝜇⁄  is the particle time constant (Adrian and Westerweel 2011), and d is 
particle diameter.  For the values encountered in our experiment, we find that 𝑆𝑡 ≈ 7 × 10−6, 
indicating that the PIV measurements are representative of the fluid velocity and that any 
correction due to local hydrodynamics is likely to be negligible.   
 The measured particle velocities are used to construct histograms to show the fluid 
velocity distribution for several different frequencies (Figure 4-3).  At 50 Hz (Figure 4-3A), 
we find that the distribution does not vary significantly with voltage amplitude.  When 
frequency is increased to 100 Hz (Figure 4-3B), we do not observe significant variation 
between 6 V and 10 V.  However, the velocity distribution increases when a 14 V amplitude 
is used.  The same behavior is observed at 600 Hz (Figure 4-3C).  Comparing the 14 V input 
at 100 Hz and 600 Hz, the 100 Hz results in a higher peak velocity of 1.47 mm/s.  However, 
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the velocity distribution at 600 Hz is wider than the 100 Hz distribution, indicating a slightly 
larger average velocity for this condition.  At a frequency of 2600 Hz (Figure 4-3D), the 
velocity distributions decrease to the point where they are not significantly different from the 
case where no frequency input is used.  We note that all frequency measurements performed 
in this experiment lead to increased fluid velocities in comparison to the case without a 
frequency input.   
Based on the change in average fluid velocity measured by PIV, we expect the 
capillary number to be affected.  The capillary number, as defined above Section 4.3.4, is 𝐶𝑎 =
𝑢𝑎𝑣𝑔𝜇 𝛾 cos 𝜃⁄ .  Based on Eq. 4.15, the time averaged velocity of the invading fluid phase in 
the absence of particles (i.e., no acoustic radiation) is, 𝑢𝑎𝑣𝑔 = 𝑢𝑓,𝑎𝑣𝑔 + 3𝑢𝑜 8𝜋⁄ .  This means 
that acoustic streaming could be used to dynamically change the capillary number.  At a 
porosity of 0.62, our PIV experiments showed that the average fluid velocity in the absence 
of an acoustic field was 0.35 mm/s, while the velocity peaked at 1.26 mm/s at 14 V and 600 
Hz.  Without an acoustic field, the capillary number was 2.6 x 10-5, while the capillary number 
increases to 9.5 x 10-5 at 14 V and 600 Hz.  While this is only a factor of 4 increase, the results 
of Zhao et al. (Zhao et al. 2016) suggest that increasing capillary number causes viscous fingers 
to become thinner and more pronounced.  The use of a more intense acoustic field could 
generate strong acoustic streaming, which can be used to control the width of viscous fingers 
in situ.  This aspect of our results will be explored in future work.   
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Figure 4-3 The fluid velocity distribution measured by microparticle image velocimetry for 
(A) 50 Hz, (B) 100 Hz, (C) 600 Hz and (D) 2600 Hz for four different voltage amplitude 
inputs (0 V, 6V, 10 V and 14 V). 
4.5.2.  Acoustic Pressure Input 
In order to assess the effect that our acoustic signal is having on the flow profile in 
porous media micromodel, we developed a scaling model to estimate the magnitude of the 
acoustic pressure input based on our PIV data.  In this model, we assume that the average 
velocity measured by PIV can be decomposed into three components, 
𝑢𝑎𝑣𝑔 = 𝑢𝑓,𝑎𝑣𝑔 + 𝑢𝑟𝑎𝑑,𝑎𝑣𝑔 + 𝑢𝑠𝑡𝑟,𝑎𝑣𝑔  (Eq. 4.33) 
where uavg is the average fluid velocity measured by PIV, uf,avg is the average velocity 
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the particles, and ustr,avg is the average acoustic streaming velocity generated by the vibrating 
PZT.  In the absence of an acoustic input, our PIV measurements found the value of uf,avg to 
be 0.35 mm/s. 
The acoustic field produces a time-harmonic pressure and velocity fields of 
𝑝(𝒓)𝑒𝑥𝑝(−𝑖 ∙ 2𝜋𝑓𝑡) and 𝑢(𝒓)𝑒𝑥𝑝(−𝑖 ∙ 2𝜋𝑓𝑡), respectively.  In order to develop a scaling 
model for the behavior observed in our system, we make a few simplifying assumptions.  First, 
we assume that the fields are averaged over a half-period of oscillation, which was verified as 
a valid approximation in literature reported measurements of oscillating acoustic fields 
(Lakämper et al. 2014).  Second, we assume that the primary direction of acoustic transmission 
occurs in one dimension.  Based on these two assumptions, the time-averaged acoustic 
radiation velocity for a particle traveling in a one-dimensional acoustic field generated by a 
PZT is (Barnkob et al. 2012), 












  (Eq. 4.34) 
where uo is the acoustic velocity amplitude, a is the radius of the particle used in the 
PIV experiments, n is the number of acoustic pressure nodes in the system, x is the distance 
of the particle from the PZT, w is the characteristic width of the system, Eac is the acoustic 
energy density, f is the fluid density, cf is the speed of sound in the fluid,  is the fluid 
viscosity,  is the acoustic contrast factor and f is the input frequency of the acoustic field.  
The acoustic energy density is expressed as 𝐸𝑎𝑐 = 𝜅𝑓𝑝𝑎
2 4⁄ , where f is the fluid 
compressibility factor and pa is the peak acoustic pressure (Bruus 2012).   
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The acoustic streaming velocity of the fluid as a function of distance from the PZT is 




𝑢𝑜 sin(2𝜋𝑛𝑥 𝑤⁄ + 𝜋𝑛)                       (Eq. 4.35) 
Integrating Eqs. 4.34 and 4.35 over a half-cycle of the acoustic standing wave (Spengler 

























 (Eq. 4.36-37) 
Eqs. 4.36 and 4.37 can be combined with Eq. 4.33 to express a relationship between 
known system parameters and the acoustic velocity amplitude, 









  (Eq. 4.38) 
From Eq. 4.34, the acoustic velocity amplitude can be used to calculate the acoustic 
energy density as 𝐸𝑎𝑐 = 𝜌𝑓𝑐𝑓𝑢𝑜 4⁄ .  We can set this expression equal to an alternate definition 
for acoustic energy density (Muller et al. 2013), 𝐸𝑎𝑐 = 𝜅𝑓𝑝𝑎
2 4⁄ , to arrive at an expression for 
acoustic pressure as a function of acoustic velocity amplitude, 
𝑝𝑎 = √𝜌𝑓𝑐𝑓𝑢𝑜 𝜅𝑓⁄   (Eq. 4.39) 
We use our PIV experiments to map the average fluid velocity for frequencies ranging 
from 10 Hz to 2600 Hz.  These measurements are used to calculate the acoustic velocity 
amplitude using Eq. 4.38.  With this result, we use Eq. 4.39 to calculate the pressure associated 
with each frequency and voltage input.  The contour plot in Figure 4-4 serves as a state diagram 
that connects amplitude and frequency to different acoustic pressure inputs.  For frequencies 
125 
at 600 Hz or less, we observe that the pressure ranges between 4.3 MPa and 5.2 MPa for an 
amplitude of 14 V.  Six hundred hertz appears to be a transition point, above which the pressure 
drops significantly.  This result indicates that acoustic streaming is a significant contributor to 
fluid transport below 600 Hz.   
Figure 4-4 shows significant variation with frequency. We can gain insight into this 
variation by performing a force balance on our micromodel where the piezoelectric element 
drives the fluid with a force that oscillates as a function of time. This forcing is balanced by 
viscoelastic damping from the PDMS pillars that anchor our PC substrate to the glass slide 
below in Figure 4-1. The kinetic energy of this oscillating motion is transferred to the fluid as 
acoustic energy, 
𝐸𝑎𝑐 = 𝐸𝑜𝜔𝑛
2 [𝛾2 + (𝜔 − 𝜔𝑛
2 𝜔⁄ )2]⁄  (Eq. 4.22) 
where Eo is the acoustic energy density at resonance, = 2f is the angular frequency, 
n is the natural frequency and  is a damping constant.  The full derivation of Eq. 4.22 may 
be found in the Section 4.4.2.  This expression represents a Lorentzian-type curve that is 
typically found in harmonically driven oscillators, which are encountered in a variety of 
acoustic measurements (Ewing and Trusler 1989; Vandegrift 1993; Bruus 2011).  The 
relationship between pressure and acoustic energy is 𝑝𝑎 = 2√𝐸𝑎𝑐 𝜅𝑓⁄ , which explains the 
variation as a function of frequency. 
Pressure is linearly proportional to voltage (𝑝𝑎 ∝ 𝑉) based on scaling relationships 
developed from analyzing the mechanical response of piezoelectric elements (Dual and Möller 
2014).  In our system at 14 Vpp and 600 Hz, the constant of proportionality (pa/V) is estimated 
to range between 307 kPa/V to 371 kPa/V.  These values are approximately one order of 
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magnitude smaller than values reported for acoustophoretic devices fabricated with PDMS 
channels (Liu et al. 2019).  These devices can withstand the pressure applied to them because 
the pressure wave is not continuously applied but varies sinusoidally with time.  This means 
that the average value of pressure experienced by the device as a result of a time-varying 
sinusoidal waveform, when taken over a complete time cycle, will be zero.   
 
Figure 4-4 A state diagram showing how the acoustic pressure depends on frequency and 
amplitude based on analysis of PIV data using the scaling model from Eq. 4.39.  The 
acoustic pressure amplitude varies from a minimum of 0.9 MPa at 2600 Hz (purple) up to a 
maximum of 5.3 MPa at 100 Hz (red). 
4.5.3.  Effect of Frequency on Saturation 
The aim of the single-phase experiment performed with the PIV observations was to 























driven by a 14 Vpp, 600 Hz signal produced the widest velocity distribution and the highest 
average velocity for all the conditions examined above.  We selected this condition as a point 
of interest for the two-phase experiments and we varied signal inputs about this point in order 
to understand trends in water invasion by varying frequency (Section 4.5.3), voltage (Section 
4.5.4) and porosity (Section 4.5.5).  A table describing all experimental runs performed for 
these sections are listed in Supplementary Information. 
Figure 4-5 illustrates the displacement of an oil phase by an invading water phase in 
the absence of applied acoustic vibration.  In this experiment, the fluorescently dyed water 
phase builds up sufficient pressure at the inlet port to break through into the porous media 
micromodel of our microfluidic platform (Figure 4-5 A).  After 6 seconds, the water phase 
reaches the exit port directly opposite the inlet port (Figure 4-5 B).  Voids containing silicone 
oil remain after the invading water phase reaches the exit port (Figure 4-5 B and C).  It takes 
nearly 9.5 minutes for the water phase to completely displace the oil phase that is within the 
window of observation.   
Figure 4-6 shows experimental images captured from a case where a 14 V, 600 Hz 
signal was applied to the piezoelectric element.  In this situation, the area of observation was 
nearly evacuated of oil in approximately 1.6 minutes.  Based on our PIV results, the acoustic 
signal input led to enhanced throughput as a result of acoustic streaming.  These results also 




Figure 4-5 A representative experiment for oil displacement by an invading water phase in 
the absence of an acoustic signal at a porosity of 0.62. Initially (A), the main channel filled 
with silicone oil which is represented by the black region. When the water phase invades the 
main channel, Rhodamine B (white region) is used to track the displacement of silicone oil 
(B and C) until the whole main channel full of fluoresces (D). In this figure, the white 










Figure 4-6 A representative experiment for oil displacement by an invading water phase in 
the presence of an acoustic signal (14 V, 600 Hz) at a porosity of 0.62. Initially (A), the main 
channel filled with silicone oil which is represented by the black region. When the water 
phase invades the main channel, Rhodamine B (white region) is used to track the 
displacement of silicone oil (B and C) until the whole main channel full of fluoresces (D). In 
this figure, the white represents Rhodamine B and black represents silicone oil. 
 
  We can place the observed results in the context of a displacement phase diagram that 
depends on the interaction between the invading phase and the displaced phase (Zhang et al. 
2011).  Identifying the location on the displacement phase diagram is based largely on the 
mobility ratio, which ratio of invading to defending fluid viscosities (Lenormand et al. 1988).  
The mobility ratio is defined as, 𝑀 = 𝜇𝑤 𝜇𝑜⁄ , where w and o are the water and oil viscosities 
since these are the invading and defending fluids, respectively.  For our system, 𝑀 ≈ 0.22 
based on the viscosity of the fluids used in this work.  The value of mobility (log𝑀 = −0.66) 
and the corresponding value of capillary number (log 𝐶𝑎 = −4.6) indicate that the behavior 
observed in our experiments occupy the region where viscous fingering is dominant.  In our 
experiments, we determined the contact angles to be 71.0° ± 3° and 80.6°± 1° on polycarbonate 
and PDMS respectively, our micromodel is slightly hydrophilic.  This suggests that the process 
is best described by imbibition, where a nonwetting phase is displaced by a wetting phase (Bear 
1988).  Specifically, this is a weak imbibition process were capillary fingers are large in width 
(Zhao et al. 2016), which is a result of cooperative displacement where neighboring menisci 
overlap to displace the oil.  This behavior likely explains the near-complete displacement 
observed in Figure 4-5 and  
Figure 4-6, with small capillary fingers forming at the initial injection of the water phase 
before transitioning to cooperative displacement later in the experiment.   
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Figure 4-7 shows the results of our water invasion experiments by examining the degree 
of water phase saturation (Sw) as a function of time.  Based on our previously published results 
(Yeh and Juárez 2018), we determined the degree of saturation by comparing the area occupied 
by the fluorescent dye to the total area occupied by the channel from our microscopy images 
(Sw = Adye / Achannel).  These experiments were performed at a fixed voltage and porosity (Vapp 
= 10 Vpp,  = 0.62).  In the absence of an acoustic input (Figure 4-7A), we observe that the 
saturation varies significantly in the lead up to steady state.  Without the enhanced throughput 
due to acoustic streaming, this case has to rely on fluid pumping alone to overcome the 
capillary interactions between the oil phase and the channel surfaces within the micromodel.   
 
Figure 4-7 The saturation of the water phase in the microfluidic device as a function of time 
for a fixed amplitude of 10 V and porosity of 0.62 at six different frequencies (0 Hz, 10 Hz, 
50 Hz, 100 Hz, 600 Hz, and 2600 Hz). 
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Not only does the presence of an acoustic signal increase the throughput of the water 
phase, but it can reduce the variation in saturation for some frequencies below 600 Hz.  At 10 
Hz (Figure 4-7B), we observe that the variation for this case was smaller in comparison to no 
acoustic signal.  The variation in saturation increases at 50 Hz (Figure 4-7C), while the 100 Hz 
case (Figure 4-7D) features significant variation in saturation within the first 60 seconds of 
water phase invasion.  The 600 Hz case (Figure 4-7E) exhibits some variation between 30 and 
60 seconds into the experiment.  Both the 100 Hz and 600 Hz cases have the fastest rate of 
invasion due to enhanced pumping caused by acoustic streaming at these frequencies.  At 
frequencies above this limit, such as the 2600 Hz case in Figure 4-7F, feature invasion rates 
that are slower than the 100 Hz and 600 Hz cases, but the acoustic streaming at this frequency 
is still an improvement over no acoustic input. 
In these experiments (Figure 4-7, 4.9 and 4.11), our micromodel covers a far larger area 
than our optics are able to image directly.  When the micromodel is oil-saturated, the water 
phase can spread to areas immediately to the left and right of the region of interest.  We believe 
that the variation in saturation occurs because of water phase invasion into regions we are not 
able to directly image.  We expect that this will occur to a significant degree early in each 
experimental run, which is consistent with our observations that the variation is initially large.  
However, as time goes on, the water stops spreading out of the region of interest because the 
ports that were used to introduce oil to the micromodel are sealed.  As a result, the oil is 
displaced out of the region of interest primarily through the open exit port in our device and is 
replaced by water.  The variation in saturation drops significantly after this occurs. 





= 𝑟(𝑆𝑤,𝑚𝑎𝑥 − 𝑆𝑤)  (Eq. 4.10) 
where r is the invasion rate of the water phase per unit time and Sw,max is the maximum 
degree of saturation for the region of observation.  Integrating Eq. 4.10 with respect to time 
leads to a model we can use to fit the data presented in Figure 4-7, 
𝑆𝑤 = 𝑆𝑤,𝑚𝑎𝑥(1 − 𝑒
−𝑟𝑡)  (Eq. 4.40) 
Eq. 4.40 is consistent with models suggested for water invasion of oil-saturated porous 
media (Aronofsky et al. 1958).  We use Eq. 4.40 as a model to fit the results in Figure 4-7 and 
obtain the rate of water invasion.   
In order for the acoustic signal to have an effect on the recovery oil, the signal must 
stimulate the invading phase on a time scale that is faster than the characteristic fluid response 
time (Li et al. 2005), 𝜏𝑓 = 𝜌𝑓𝑑𝑝
2 𝜇𝑓⁄ .  The characteristic fluid response time represents the time 
it takes for the fluid to overcome viscous dissipation and diffuse through the pore.  For f, f = 
1000 kg/m3 is the invading fluid density, dp is the separation distance between pillars, and f = 
8.9 x 10-4 Pa-s is the viscosity of the invading fluid.  For a porosity of 0.62, the separation 
distance is 65 m and the fluid response time is ~4.7 ms.  To compare the effectiveness of the 
conditions presented in  
Figure 4-6, we define a dimensionless invasion rate, 
𝑟∗ = 𝑟𝜏𝑓 (Eq. 4.41) 
where r* is a measure of how effective the water invasion is at overcoming viscous 
dissipation to displace the oil phase in the micromodel.   
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Figure 4-8 shows the dimensionless invasion rate as a function of frequency based on 
rates determined from fitting Eq. 4.40 to the results shown in Figure 4-7.  We found that 100 
Hz and 600 Hz featured a factor of two enhancement to invasion rate in comparison to the 
frequencies examined above and below these limits.  In section 4.4.2, we derived a scaling 
relationship for dimensionless invasion rate as a function of voltage, frequency and porosity, 























 (Eq. 4.27) 
where D is the diameter of the obstacles in our micromodel and Ao is a constant of 
proportionality.  In this model, Ao, n and  all serve as adjustable parameters to fit 
experimental data.  The scaling relationship was based on analyzing a force balance model that 
treated the micromodel as through it were a harmonically forced oscillator.  The best fit to the 
data in Figure 4-8 is achieved when 𝐴𝑜 = 5.29 × 10
−6 𝑉𝑝𝑝
2⁄ , n = 1334.4 Hz and  = 38253 / 
s, where voltage is given in terms of peak-to-peak voltage.  A value of cf = 1480 m/s is used 
for the speed of sound in the invading water phase.  The fit to our data suggests that our device 
has a natural frequency resonance at 212.4 Hz.   
Literature results that present finite element models have demonstrated that acoustic 
energy density will peak with intensity near a point of acoustic resonance (Barnkob et al. 2010; 
Bach and Bruus 2018).  This observation appears to hold with the data presented in Figure 4-8.  
In our experiments, we observe that dimensionless invasion rate peaks at 100 Hz and 600 Hz, 
but appears to drop in value above and below these thresholds.  This suggests that the 
experiments conducted at 100 Hz and 600 Hz were performed closer to the resonance condition 
of our device in comparison to the other experimental conditions.  The broad distance between 
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peak values of 100 Hz and 600 Hz suggests significant damping, which is explained by the 
large value of  in our fit to the data.  This damping occurs as a result of anchoring our device 
to a glass slide using PDMS pillars as shown in Figure 4-1.  
 
Figure 4-8 The calculated dimensionless rate of invasion as a function of frequency (circles) 
for a fixed voltage amplitude of 10 V and porosity of 0.62 exhibits a narrow band response 
(line) near a peak frequency of 212.4 Hz. 
 
4.5.4.  Effect of Voltage Amplitude on Saturation 
In order to characterize the effect that voltage amplitude has on our system, we fixed 
the input frequency at a value of 600 Hz while varying applied voltage. Although our 
measurements in Figure 4-8 indicated that 100 Hz had the fastest rate of invasion, we chose to 
use 600 Hz because of the smaller standard deviation observed in the saturation data presented 
in Figure 4-7.  The invasion rate at 600 Hz is only slightly lower than 100 Hz and the acoustic 
signal still interacts strongly with the fluid in comparison to the response time.  At a fixed 
Frequency (Hz)








porosity of  = 0.62, we performed saturation experiments in triplicate at six different voltages 
(0 V, 2 V, 6 V, 10 V, 14 V, and 18 V).   
The results of these saturation experiments are shown in Figure 4-9. For the time period 
observed in this experiment, the results at 0 V (Figure 4-9A) appear to have the largest standard 
deviation in comparison to the cases where there is an acoustic signal applied to the system.  
The rate of invasion is also the slowest in the absence of an acoustic signal.  When the voltage 
is increased to 2 V (Figure 4-9 B), the rate of invasion increases, although variability in the 
saturation remains high.  We observe a reduction in the standard deviation of the data points 
starting at 6 V (Figure 4-9 C).  The 10 V case (Figure 4-9 D) exhibits some variability between 
the 30 s and 90 s time period and its rate of invasion is comparable to the 6 V case and is higher 
than the 0 V or 2 V cases.   
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Figure 4-9 The saturation of the water phase in the microfluidic device as a function of time 
for a fixed frequency of 600 Hz and porosity of 0.62 at six different voltages (0 V, 2 V, 6 V, 
10 V, 14 V and 18 V). 
 
As with the previous section, Eq. 4.40 and Eq. 4.41 were used to determine the 
dimensionless rate of invasion.  Figure 4-10 to show the correlation between dimensionless 
invasion rate and voltage.  Using the unmodified fitting parameters from Figure 4-8, we can 
see that the expected quadratic relationship is not apparent in this data set.  Although the curve 
does capture the general trend of increasing dimensionless invasion rate as a function of 
voltage.  A better fit to this data is achieved when a power law is used to model the voltage 
dependence of the average velocity term, 











 (Eq. 4.42) 
where n and An are fitting parameters used to calculated the average fluid velocity.  The 
best fit to data in Figure 4-10 is achieved when n = 0.37 and 𝐴𝑛 = 3.15 × 10
−4 𝑉𝑝𝑝
𝑛⁄ , while 
keeping values of n and  the same as those found in Figure 4-8.  The large value for  suggests 
that our system is significantly damped due to being anchored to the glass slide by PDMS 
pillars (see Figure 4-1).  The losses caused by the mechanical response of the PDMS could be 
responsible for the power law behavior observed in Figure 4-10.  Power law attenuation of 
acoustic signals has been observed as inherent to the mechanical response of viscoelastic media 
(Szabo and Wu 2000).  
137 
 
Figure 4-10 The experimentally measured (squares) dimensionless invasion rate as a function 
of voltage amplitude for a fixed frequency of 600 Hz and porosity of 0.62.  The solid line 
represents a fit to the model in Eq. 4.42 where r^*∝V^2, while the dashed line shows a 
modified version (Eq. 4.46) where r^*∝V^0.37. 
4.5.5.  Effect of Porosity 
We fabricated microfluidic devices with three different porosities in order to 
characterize the effect that pore dimension will have on acoustically enhanced oil recovery.  
Based on our results in Figure 4-10, we found that 14 V and 600 Hz appeared to yield the 
highest value of r*.  We applied 14 V and 600 Hz as an input signal to each of the devices used 
in the work.   The results shown in Figure 4-10 illustrate that measured rate of invasion 
decreases with increasing porosity.  This behavior arises from enhanced localized mixing 
caused by PDMS pillars vibrating in response to substrate actuation (Figure 4.12 in the Section 
4.7).  
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In section 4.4.3, we show that the natural frequency of the micromodel is related to the 




3 (Eq. 4.29) 
where I is the moment of inertia, md is the mass of our micromodel, and l is the distance 
between the PDMS pillars that are supporting the device on top of the glass slide (see Figure 
4-1).  The porosity of a material has an impact on Young’s modulus (Kováčik 1999), which 
influences the resonant behavior of saturated porous media (Pan and Horne 2000).  While a 
number of relationships exist that link Young’s modulus to porosity, we select an empirical 
model that was originally derived by treating the grains in the porous media as spherical 
inclusions (Pabst and Gregorová 2004), 
𝐸 = 𝐸𝑜𝑒𝑥𝑝 (
[𝐸]𝜑
1−𝜑
)                  (Eq. 4.30) 
where Eo is the Young’s modulus of the solid material, PDMS in the case of this article, 
used to make our micromodel and [E] is a fitting parameter for data.   
Versions of the model presented by Eq. 4.30 have been used to describe the bulk 
Young’s modulus of composite materials with filler particles (Fu et al. 2008) and the viscosity 
of a particulate suspensions over a broad range of concentration conditions (Mooney 1951).  
Substituting Eq. 4.30 into Eq. 4.29 leads to, 
𝜔𝑛 = 𝜔𝑜𝑒𝑥𝑝 (
[𝐸]𝜑
2(1−𝜑)
)  (Eq. 4.31) 
where 𝜔𝑜 = √48𝐸𝑜𝐼 𝑚𝑑𝑙3⁄  is the natural frequency of the solid material.  We can 
combine Eq. 4.31 into a with Eq. 4.27 and 4.42 as part of a general model of the dimensionless 
invasion rate as a function of porosity, 
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 (Eq. 4.43) 
Figure 4-12 shows the results for dimensionless invasion rate as a function of porosity 
for the experiments performed in Figure 4-11.  The model in Eq. 4.43 is fit to the data using 
parameters presented in  
Table 4-1.  The parameters An, n and  are used unadjusted from Eq. 4.42.  Based on 
fitting the model for natural frequency in Eq. 4.31, we find that there is only a small difference 
between the natural frequency for a porosity of 0.62 (~1498 Hz) and 0.77 (~1276 Hz).  
However, a natural frequency of ~751 Hz is predicted for a porosity of 0.9.   
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Figure 4-11 The saturation of the water phase in the microfluidic device as a function of time 
for a fixed frequency of 600 Hz and voltage amplitude of 14 V for three different porosities 
(0.62, 0.76 and 0.90). 
 
Table 4-1 A summary of the parameters found by fitting data in Figures 4.6, 4.9 and 4.11.  
Figure 4.9 shows a comparison of the unadjusted parameters from Figure 4.6 along with a fit 
to Eq. 4.20 using the parameters in the fourth column. 
Parameter  Units Figure 4.6 Figure 4.9 Figure 4.11 
Ao 1/Vpp
2 5.29 × 10−6 - - 
n Hz 1334.4 1334.4 - 
 Hz 38253 38253 38253 
An 1/Vpp
n - 3.15 × 10−4 3.15 × 10−4 
n - - 0.37 0.37 
o Hz - - 1746.4 
[E] - - - -0.19 
 
 
Figure 4-12 The dimensionless invasion rate as a function of porosity for a fixed frequency 
of 600 Hz and voltage amplitude of 14 V.  A model that accounts for the mechanical 
response of the porous media (Eq. 4.43) is used to fit the data. 
Porosity









Eq. 4. 8. 4.43
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To explain this reduction in predicted natural frequency, consider that water is an 
incompressible substance with a negligible Young’s modulus.  Based on the scaling model for 
natural frequency as a function of Young’s modulus in section 4.4.3, 𝜔𝑛 ∝ 𝐸
1/2, which means 
that any reduction in E due to the presence of water will lead to a decrease in natural frequency.  
Overall, Eq. 4.43 is analogous to an equation of state that can be used to estimate the 
comparative effects of water invasion and fluid response time in acoustically stimulated porous 
media as a function of voltage, frequency and porosity.   
4.5.6.  Anticipated effects in rock media 
The work presented in this article is exploratory, with the aim of characterizing acoustic 
streaming as a possible mechanism for enhanced oil displacement.  PDMS and polycarbonate 
were selected for use in this work for their transparent optical properties, which allows for 
direct observation of oil displacement.  While polymeric materials have mechanical properties 
that differ from rock media, one of the principle differences lies in acoustic transmission.  
Based on an alternate definition of acoustic energy density from the one presented in Section 
4.4.2, acoustic transmission affects energy as (Kapishnikov et al. 2006), 
𝐸𝑎𝑐 = 8𝜌𝑓(𝜋𝑓 ∙ Δ𝑙)
2𝑇𝑟  (Eq. 4.44) 
where l is the piezoelectric transducer displacement, and Tr is the acoustic 
transmission coefficient.  Scaling analyses of piezoelectric transducers show that l is linearly 
proportional to the applied voltage (Dual and Möller 2014).   




2 (Eq. 4.45) 
 
142 
where Zf is the fluid acoustic impedance and Zs is the substrate acoustic impedance.  In 
this work, the piezoelectric element is attached to the polycarbonate substrate, which means 
that we have to compare the impedance of polycarbonate to rock.  The literature-reported value 
of polycarbonate acoustic impedance is 3.22 x 105 kg/m2s (Lochab and Singh 2004).  
Assuming that the fluid impedance is comparable to water (Azhari 2010), Zf = 1.48 x 10
6 
kg/m2s, then the acoustic transmission coefficient for our system is 0.59.  This implies that 
~59% of the acoustic energy generated by the piezoelectric element will be transmitted into 
the device.   
Rock media has an acoustic impedance that ranges between 1.41 x 107 kg/m2s to 2.7 x 
107 kg/m2s depending on rock type (Eaton et al. 2003).  This is between 44 and 84 time greater 
than the polycarbonate substrate used here.  Assuming the same value for Zf, then the acoustic 
transmission coefficient for substrates with impedances like rock media will range between 0.2 
for the high-end rock impedance and up to 0.34 for the lower-end rock impedance.  This means 
that we would expect a reduction in acoustic energy transmission in rock media when 
compared to the polycarbonate substrate.  In order for results in rock media to be comparable 
to the observations presented here, we expect that higher voltages or frequencies are necessary 
based on the relationship between these parameters and acoustic energy density as defined by 
Eq. 4.44. 
Our two-phase experiments were designed to observe displacement over a long period 
of time and monitoring short-time dynamics was beyond the scope of this work.  These 
experiments were performed at a frame rate of 5 frames per second in order to keep data sets 
to a manageable size for analysis.  This rate of data capture is too slow to investigate dynamic 
events such as Haines jumps, where the interface moves through the porous media by bursting 
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through pore throats (Motealleh et al. 2010; Li et al. 2017; Zacharoudiou et al. 2018).  Future 
work will use high speed cameras to investigate the effect that acoustics have on interface 
dynamics. 
While the pore structures described in this work are considered high porosity for oil-
bearing rock, there are a number of natural and synthetic materials with high porosity 
microstructures where two-phase flows are important.  For example, oil-bearing chalks in the 
North Sea are reported to have porosities that meet or exceed 50% (Standnes and Austad 2000), 
which is close to the lower end explored in this article.  The degree of oil recovery in these 
chalks are limited to ~60% due to altered wettability as result of the introduction of brine when 
the chalk is initially oil-saturated chalks (Zhang et al. 2006).  In many of our experiments, we 
observed saturation values approaching 75% or greater, which suggest that acoustic 
interactions may serve as a mechanism for enhancing oil recovery.  The platform we described 
here could serve as a basis for future work to examine how enhanced oil recovery by acoustic 
interactions is influenced by porous media microstructure or chemistry.  Highly porous 
structures are also observed in several industrial applications where these results may find 
application.  For example, ceramic (Wu et al. 2011) and metallic (Li and Leong 2011) foams 
are observed to have porosities approaching 80% and are used to mediate thermal transport 
between different fluids.  High porosity membranes are also used to generate oil-in-water 
emulsions for food stuffs (Wagdare et al. 2010) or separate waste residue from wastewater 
(Benito et al. 2007).  High porosity sorbent material is used in maritime oil spills for clean-up 
operations (Wei et al. 2003).  Acoustic fields can be used in any number of these applications 




This article presents a study of acoustic streaming as a mechanism to enhance oil 
recovery by using a porous media micromodel as a reservoir on a chip.  This research helps 
bridge a gap in the literature that exists between bulk-scale laboratory experiments of acoustic 
interactions in porous media and the use of acoustic fields for manipulating two-phase fluids 
in microfluidic devices.  Microparticle image velocimetry results are used to evaluate different 
acoustic field conditions as a function of frequency and voltage amplitude input in a 
micromodel of fixed porosity.  These results helped identify frequency and voltage conditions 
of interest and were used to estimate the acoustic pressure applied to the device.  Optical 
fluorescence video microscopy is used to track the invasion of a water phase as it invades the 
oil-saturated micromodel.  These measurements allow us to measure the rate of invasion 
through the micromodel for fixed voltage and frequency conditions.  The invasion rate is scaled 
by a fluid response time in order to characterize the effectiveness of the water phase invasion 
based on a dimensionless invasion rate parameter.  The data captured for a case where voltage 
and porosity were fixed while frequency was varied indicates that our system has a resonance 
peak near 212.4 Hz based on a scaling model derived to incorporate variations in frequency, 
voltage and porosity.  Measurements of the dimensionless invasion rate as a function of voltage 
suggests power law behavior that could be a result of energy losses incurred by viscoelastic 
damping from the material used to fabricate the micromodel.  The scaling model is modified 
to include the effect that porosity has on the Young’s modulus of the micromodel.  Overall, we 
demonstrate that a scaling model developed from a first-principles description of harmonic 
oscillation of a porous media micromodel can be used to describe invasion rate variation as a 
function of frequency, porosity and voltage amplitude.  Beyond enhancing the recovery of oil, 
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the results presented in this paper can be applied to other acoustically-enabled processes such 
as separations, bio-analytical instrumentation, additive manufacturing and flow control in 
microfluidic systems.   
Future work will focus on using optical video microscopy to measure acoustic 
streaming in the absence of applied fluid flow using fluorescent particle tracers as probes.  
Preliminary results of measured particle mean square displacement show that the proximity of 
PDMS pillars leads to enhanced localized mixing induced by pillar vibration.  We also plan to 
modify the PDMS properties using filler material or surface coatings to mimic the mechanical 
properties of natural rock media.  With this platform, we can improve our understanding of 
how reservoir chemistry might be affected by acoustic signals. 
4.7. Supplemental Information 
4.7.1. Substrate Wetting  
In order to understand wettability compatibility, we measured the contact angles of 
both polycarbonate and PDMS.  The substrates were prepared by exposing the substrates to an 
O2 plasma treatment, followed by an APTES treatment as described in our Materials & 
Methods section.  The substrates were placed in an oven at 42°C overnight.  The contact angles 
were measured using a Canon 70D digital camera with an MP-E 65mm lens and macro ring, 
Lite MR-14EXII.  Our measurements found that water on polycarbonate has a contact angle 
of 71.0° ± 3° and PDMS has a contact angle of 80.6°± 1°.  Since the contact angle for both 
materials is less than 90°, we classify both substrates as water wetting surfaces.    
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The figure immediately above shows a water droplet on a PDMS surface after surface 
treatment.  
 
The figure immediately above shows a water droplet on a polycarbonate surface after 
surface treatment.  






Figure 4-13 A schematic diagram illustrating how the pillars (grey) will vibrate (green) when 
an acoustic signal is applied to the device.  As the pillars vibrate, their movement causes 
local mixing (blue).  When the pillars are closer together, this effect becomes more apparent. 
4.7.3. Experimental Data for each run 
In oil displacement experiment, we keep the injected flow rate at 0.1mL/hr and adjust 
different frequency, voltage and porosity. Each case has run three times and we list the invasion 
rate for each experiment in Table 4-2 below.   
Table 4-2 The invasion rate for each oil displacement experiment with constant injected flow 
rate at 0.1mL/hr. We run three times for each case. 
 Porosity Voltage Frequency Invasion Rate (1/s)  
Run 1-1 0.62 0Vpp 0Vpp 9.3 × 10−3 
Run 1-2 0.62 0Vpp 0Vpp 7.2 × 10−3 
Run 1-3 0.62 0Vpp 0Vpp 8.0 × 10−3 
Run 2-1 0.62 10Vpp 10Hz 1.53 × 10−2 
Run 2-2 0.62 10Vpp 10Hz 1.40 × 10−2 
Run 2-3 0.62 10Vpp 10Hz 1.87 × 10−2 
Run 3-1 0.62 10Vpp 50Hz 1.75 × 10−2 
Run 3-2 0.62 10Vpp 50Hz 1.21 × 10−2 
Run 3-3 0.62 10Vpp 50Hz 1.20 × 10−2 
Run 4-1 0.62 10Vpp 100Hz 2.54 × 10−2 
Run 4-2 0.62 10Vpp 100Hz 2.34 × 10−2 
Run 4-3 0.62 10Vpp 100Hz 2.37 × 10−2 
Run 5-1 0.62 10Vpp 600Hz 2.30 × 10−2 
Run 5-2 0.62 10Vpp 600Hz 2.21 × 10−2 
Run 5-3 0.62 10Vpp 600Hz 2.37 × 10−2 
Run 6-1 0.62 10Vpp 2600Hz 1.07 × 10−2 
Run 6-2 0.62 10Vpp 2600Hz 1.37 × 10−2 
Run 6-3 0.62 10Vpp 2600Hz 1.49 × 10−2 
Run 7-1 0.62 2Vpp 600Hz 2.06 × 10−2 
Run 7-2 0.62 2Vpp 600Hz 2.02 × 10−2 
Run 7-3 0.62 2Vpp 600Hz 1.96 × 10−2 
Run 8-1 0.62 6Vpp 600Hz 2.50 × 10−2 
Run 8-2 0.62 6Vpp 600Hz 2.30 × 10−2 
Run 8-3 0.62 6Vpp 600Hz 2.53 × 10−2 
Run 9-1 0.62 14Vpp 600Hz 4.33 × 10−2 
Run 9-2 0.62 14Vpp 600Hz 4.58 × 10−2 
Run 9-3 0.62 14Vpp 600Hz 4.22 × 10−2 
Run 10-1 0.62 18Vpp 600Hz 4.06 × 10−2 
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Table 4-3 (continued) 
Run 10-2 0.62 18Vpp 600Hz 3.37 × 10−2 
Run 10-3 0.62 18Vpp 600Hz 3.44 × 10−2 
Run 11-1 0.77 14Vpp 600Hz 2.83 × 10−2 
Run 11-2 0.77 14Vpp 600Hz 2.84 × 10−2 
Run 11-3 0.77 14Vpp 600Hz 2.61 × 10−2 
Run 12-1 0.9 14Vpp 600Hz 9.4 × 10−3 
Run 12-2 0.9 14Vpp 600Hz 5.2 × 10−3 
Run 12-3 0.9 14Vpp 600Hz 8.6 × 10−3 
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CHAPTER 5.    DIFFUSION IN POROUS MEDIA BY ULTRASOUND STREAMING  
This chapter is in preparation for Soft Matter. 
5.1. Abstract 
This article presents a lab-on-a chip device study of ultrasound streaming as a 
mechanism to enhanced diffusion in porous media. Microfluidic devices with different 
porosities are fabricated using photolithography to serve as lab-on-a chip micromodels. We 
use particle tracking method to characterize diffusion coefficient and ultrasonic streaming 
induced as a function of frequency, amplitude and porosity. Brownian dynamics model with 
ultrasonic streaming force and Hindered diffusion are used to simulation particle diffusion 
under two parallel wall microfluidic device when ultrasonic wave applies to the system. Based 
on these measurements, we observe that ultrasonic streaming phenomena appear significantly 
when amplitude increase or porosity decrease. Besides, porous structure affect resonance 
frequency for the device. The results from this paper are broadly applicable to enhanced oil 
recovery, separation, and mixing.  
5.2. Introduction 
Molecular diffusion is the primarily method to mix laminar flow. Many researchers 
have investigated to understand diffusion through porous media because there are many 
scientific and engineering applications, including petroleum engineering(Roustaei et al. 2013; 
Zhang et al. 2014), remediation of groundwater pollutant(Acharya et al. 2007) and soil 
mechanics (Bear 1988; Granick 1991; Kaiser et al. 2000). Several studies have demonstrated 
that remediation of groundwater depends on the transverse mixing of reactive chemicals, and 
diffusion through porous media controls the mixing(Acharya et al. 2007). Besides, 
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biodegradation of organic contaminant is one of strategy for managing groundwater pollution 
and many laboratory studies have demonstrated that transverse mixing of electron donors and 
acceptors can control biodegradation rate(Rahman et al. 2005; Cirpka et al. 2006; Tuxen et al. 
2006).  
For recovery of light and heavy oils, different enhanced oil recovery methods have 
been used. Thermal methods are primarily used for heavy oil and non-thermal methods are 
used for light oils. Miscible flooding has been proved that significantly increase oil recovery 
from several types of reservoirs, especially for light oils(Thomas 2008). The reservoir oil is 
miscible with the displacing fluid either at single contact (SCM) or multiple contacts (MCM) 
in miscible flooding processes(Stalkup 1983). Miscible slug process, enriched gas drive, 
vaporizing gas drive and high-pressure gas injection are commonly used miscible flooding 
methods. Miscible slug process is a SCM type process which injected solvent in a slug form 
and then use gas to drive the miscible slug (Thomas 2008). Because diffusion is one of 
important mechanisms that lead to dissipation and mixing of the slug, diffusion through porous 
media is an interesting topic to the oil industry (Perkins and Johnston 1963a). Solvent profile 
spreads in a mixing zone influent oil recovery efficiency (Thomas 2008); however, during 
miscible slug process, there is reduce miscibility by dissipating the miscible fluid in a mixing 
zone (Perkins and Johnston 1963a). Besides, the recovery processes of methane from coal beds 
are also involved with diffusion through porous media(Smith and Williams 1984). Using 
ultrasound waves to enhanced oil recovery is one commonly used method(Alhomadhi et al. 
2014); therefore, comprehensive understanding of ultrasonic wave affect diffusion through 
porous media is important because it can help to design and development of enhanced oil 
recovery process. 
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Direct observe diffusion through porous media is commonly complicated because the 
opacity of solid matrix. One approach is using microfluidic platforms to observe diffusion 
through porous media because microfabrication techniques provide the ability to design 
transparent porous media micromodels with tunable porosity, surface wettability and pore 
connectivity(Berejnov et al. 2008; Galindo-Rosales et al. 2012; Jacob et al. 2015a; Skaug et 
al. 2015; Wang et al. 2015). Special attention has been given to porous media micromodels as 
platforms for modeling and understanding mechanisms of enhance oil recovery (Karadimitriou 
and Hassanizadeh 2012; Lifton 2016; Anbari et al. 2018).   
While a considerable amount of research has been done to understand diffusion through 
porous media(Balvin et al. 2009; Jacob et al. 2015b; Babayekhorasani et al. 2016; Du and 
Drazer 2016; Chen et al. 2018), very few studies have examined ultrasonic stimulation affect 
diffusion through porous media. Lab-on-a-chip platforms provide a possible avenue for 
investigating ultrasonic interactions in porous media at shorter time scales and provide direct 
observation of diffusion through porous media. This article presents an experimental 
examination of acoustic radiation and acoustic streaming as mechanisms for improve diffusion 
coefficient and used simulation to predict phenomenon of diffusion through porous media.  
Our microfluidic device consists of a 2 mm wide channel with a repeating pattern of 
polydimethylsiloxane (PDMS) cylindrical obstacles to serve as the porous media micromodel. 
We analyze diffusion coefficient at x and y direction to characterize the effect that ultrasonic 
wave has a function of frequency and amplitude. Optical fluorescence video microscopy is 
used to track the particle movement inside the channel. A simulation model is used to estimate 
the diffusion coefficient as a function of frequency, amplitude and porosity. Based on these 
results, we demonstrated that ultrasonic wave produce acoustic radiation and acoustic 
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streaming inside our microfluidic platform are two crucial forces for increasing diffusion 
coefficient. These works improve our understanding of diffusion through porous media that 
can apply to water purification(Dutta and Ray 2004; Wang et al. 2014), separation of 
biological(Zeng and Harrison 2007) , drug delivery(Farokhzad and Langer 2009; Tang et al. 
2013), and catalysis(Houle et al. 2000). 
5.3. Materials and Methods 
5.3.1 Device Fabrication 
AutoCAD was used to draft the design of the microfluidic platform used in this work. 
The platform consists of a straight channel (2mm wide and 17 mm long) with multiple 
cylindrical pillars of uniform diameter (150 µm) to serve as the porous media micromodel. The 
definition of porosity is the fraction of empty space inside the channel. The porosity, φ, define 
as φ=Vf/VT, where Vf is fluid volume inside the channel and VT is total volume inside the 
channel. The center to center distance between the pillars is 430 µm, 268.75 µm and 215 µm 
for porosities of 0.9, 0.76 and 0.62 respectively. The design is printed as a mask on transparent 
plastic sheet (CAD/Art Services) and use conventional photolithography to transfer to a 4 
inches diameter silicon wafer (University Wafer).  Based on profilometry measurements, the 
thickness of the photoresist layer (Microchem, product number SU-8 2050) is around 25 µm  
Once the device is fabricated on the silicon wafer, a very thin layer of trichloro 
perfluorooctyl silane (Fisher Scientific, product number AAL1660609) is coated on the silicon 
wafer to aid the peel off the PDMS (Dow Corning, Sylgard 184) master mold after curing. We 
use deionized water (Aries Filterworks, ARIES High Purity Water System) to clean the silicon 
wafer then use compressed nitrogen to dry it. After the wafer is clean, put a foil cap with two 
plastic pipette drops of silane next to the wafer into the vacuum desiccator for 30 minutes. 
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Place the wafer on a hot plate with 150oC in a fume hood for 10 minutes which can evaporate 
the excessive silane on the wafer. Once a thin layer of silane is coated on the silicon wafer, 
move the silicon wafer into a 150 mm diameter polystyrene petri dish (Fisher Scientific, 
FB0875714) and PDMS in a 10:1 monomer to curing agent weight ratio is poured into the petri 
dish to form a mold of the platform.  The mold is placed in a vacuum desiccator to remove 
excess air bubbles, after which it is cured at a temperature of 60°C for two hours in an oven.  
After curing, the mold is removed from the silicon master using a razor.  A 3 mm diameter 
biopsy punch (Robbins Instruments, product number RBP-30P) is used to open two sides of 
channel and create injection ports for the fluids. 
The PDMS mold is bonded to a cover glass slide (Size: 48x60 mm, Thermo Scientific, 
Catalog No.:17940) to seal the platform. Prior to bonding, adhesive office tape (3M Company, 
Scotch Magic Tape) is used to remove dust from the mold and microscope slide before washing 
with deionized water. Compressed nitrogen is used to dry the mold and microscope slide before 
being placed inside a plasma cleaner (Harrick Plasma, PDC-32G) for 2 minutes. Both 
components are pressed together immediately after the process is complete. The platform is 
placed into an oven set to 42oC overnight to improve sealing.   
To complete the microfluidic platform (Figure 5-1), the completed device is attached 
to six PDMS tabs with a diameter of 6mm and a thickness of 4mm using epoxy (Devcon home 
5-minute Epoxy). This device is then attached to a microscope slide (Size: 75 x 50 X 1.0mm, 
Fisher Scientific, Catalog No.: 12-550C) also using the epoxy. A lead zirconate titanate 
piezoelement (APC International Inc., P-30.00 mm-5.00 mm-1.00 mm-841 WFB) was 
attached to the cover glass slide using high strength epoxy (JB Weld Epoxy Steel Resin) and 
cured for 24 hours at room temperature.  
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Figure 5-1 A schematic diagram of the microfluidic device used in this experiment. A PDMS 
mold of the porous media micromodel is bonded to a cover glass slide. A piezoelectric 
element attached underneath the cover glass drives the acoustic field. This structure sits on 
six PDMS tabs to allow for free vibration of micromodel. 
 
5.3.2 Imaging capture and processing 
Optical video fluorescence microscopy was performed on an Olympus IX70 
microscope with a 40x objective lens. A broad-band LED fluorescence module (Qlmaging, 
wLs Illumination Unit) was used to illuminate the fluorescent particles used as tracers for this 
work.  Video of ~150 diffusing fluorescent particles were captured using a scientific CMOS 
camera (Qlmaging, Optimos) at a rate of 20 frames per second and an exposure time of 10 ms.  
The images had dimensions of 480 pixels by 270 pixels with a scaling of 0.2343 microns per 
pixel.  Standard particle tracking algorithms(Crocker and Grier 1996) written in MATLAB 
were used to analyze particle trajectories.  The particle trajectories are used to construct the 
ensemble average mean square displacement (MSD) in order to quantify the dynamics of the 








5.3.3. Static error 
Static error in particle center localization arises from camera pixel intensity fluctuations 
due to imperfections in the optical light path, variations in the light source or small vibrations 
in the microscope stage(Cheezum et al. 2001; Thompson et al. 2002; Savin and Doyle 2005).  
The net effect of static error is to offset the MSD by a constant factor (Michalet 2010), 
〈𝑟𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑
2 〉 = 〈𝑟𝑎𝑐𝑡𝑢𝑎𝑙
2 〉 + 4 2      (Eq.5.1) 
where ε is the factor accounts for variation in spatial resolution that results from static 
error.  In order to quantify static error in our system, the MSD was measured in triplicate for 1 
µm diameter fluorescent polystyrene particles (Thermo Fisher Scientific, product number 
F8852) diffusing dispersed in water while confined to a microchannel without obstacles.  A 
line of the form 〈𝑟2〉 = 4𝐷𝑡 + 4 2  was fit to this MSD data to find the static error.  Our 
measurements suggest that = (51.6 ± 5) 𝑛𝑚 for our experimental system. 
5.3.4. Diffusion through Porous Media Experiments 
Tracer particle dispersions for experiments consisted of 1 µm diameter fluorescent 
polystyrene particles.  The dispersions were prepared by taking 100 L of particle stock 
solution and adding them to 5 mL of deionized water sourced from an ARIES High Purity 
Water System with a 0.2 m filter (Aries Filterworks).  The dispersion was sonicated for 15 
minutes prior to injection into the micromodel.  Before each experiment, an aqueous 5 mM 
sodium dodecyl sulfate (SDS, Sigma Aldrich, product number 75746) is injected into the 
micromodel and allowed to sit for 2 hours.  The procedure provides the channel with sufficient 
surface charge so as to reduce particle adhesion during experiment.   
When the process is complete, the channel is flushed with deionized water before 
introducing the tracer particle dispersion to the micromodel.  After injecting the dispersion, the 
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open ends of the channel are sealed using PDMS to prevent evaporation.  The micromodel is 
placed in a 4°C refrigerator overnight to give the tracer particles time to diffuse evenly 
throughout the micromodel.  Thirty minutes prior to the start of the experiment, the 
micromodel is removed from the refrigerator and allowed to sit on the microscope stage to 
equilibrate with the surroundings.  The piezoelectric element was driven by a sine wave from 
a function generator (Agilent 33220A) amplified by a radio frequency (RF) amplifier 
(Electronics & Innovation, 210L).  In this article, we explored the effect that voltage (V=20 
Vpp , 47Vpp, 74Vpp and 99 Vpp), frequency (f=25kHz, 40kHz, 55kHz, 70kHz, 85kHz, 
100kHz) and micromodel porosity (ϕ=0.62, 0.77 and 0.9) have on tracer diffusion.  
5.4. Theory 
5.4.1. Brownian Dynamics Model 
 The motion of tracer particles in our experimental system can be modeled using a 




= 6𝜋𝜇𝑎(𝑓𝑝𝒖𝒑 − 𝑘𝑓𝒖𝒇) + 𝑭𝑐 + 𝑭𝐵 (Eq.5.2) 
where mp is particle mass, up is particle velocity, t is time,  is the solvent viscosity, a 
is the particle radius, fp and kf are friction factors associated with particle hydrodynamic 
interactions near a wall, uf is the fluid velocity, Fc is the net total of all conservative forces 
acting on the particle, and FB is the Brownian force.   
The Brownian force is a stochastic parameter with a mean of zero and is calculated 
as(Climent et al. 2004), 





  (Eq.5.3) 
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where 𝜉 is a random number drawn from a Gaussian distribution, kB is Boltzmann’s 
constant, T is ambient temperature and Δt is the integration time step.   
 Numerically integrating Eq.5.2 twice is computationally expensive because the friction 
factors are sensitive to changes in position(Ermak and McCammon 1978). The numerical 
integration of Eq. 5.2 is more tractable when a midpoint algorithm is used(Fixman 1978; 
Grassia et al. 1995; Anekal and and Bevan 2006). The algorithm begins by evaluating the 
velocity of the particle using the position at the beginning of the time step of integration, 
𝒖𝒑
𝑜 = [−6𝜋𝜇𝑎𝑘𝑓𝒖𝒇 + 𝑭𝑐 + 𝑭𝐵] 6𝜋𝜇𝑎𝑓𝑝⁄  (Eq.5.4) 
In Eq. 5.4, all of the friction factors, forces and velocities are evaluated at the initial 
position, ro, of the particle.  The initial velocity and initial position are used calculate an 
intermediate particle position, 




𝑜  (Eq.5.5) 
where the prime symbol denotes a parameter evaluated at the intermediate position and 
n is a parameter of order 100 used to calculate a fractional step(Banchio and Brady 2003). The 
intermediate step is used to calculate a new velocity by updating the friction factor values, 
𝒖𝒑
′ = [−6𝜋𝜇𝑎𝑘𝑓
′𝒖𝒇 + 𝑭𝑐 + 𝑭𝐵] 6𝜋𝜇𝑎𝑓𝑝
′⁄  (Eq.5.6) 
 
This results in a new velocity, which we can use to calculate a drift velocity that 









The final position of the particle at the end of the time step is calculated as, 
𝒓 = 𝒓𝑜 + Δ𝑡(𝒖𝒑
𝑜 + 𝒖𝑑𝑟𝑖𝑓𝑡) (Eq.5.8) 
5.4.2. Acoustic Streaming  
Acoustic streaming occurs when the vibration of the piezoelectric transducer generates 
fluid motion within the channel(Wan et al. 2005; Wiklund et al. 2012; Lei 2017). The time-
averaged velocity flow profile for a fluid undergoing acoustic streaming in a confined channel 















  (Eq. 5.9) 
where uo is the acoustic velocity amplitude, k is the acoustic field wave number, and H 






3  (Eq.5.10) 
where Po is the pressure amplitude of the acoustic field, cf is the speed of sound in 





where f is the applied frequency of the acoustic field. 
5.4.3. Conservative Forces 
In our system, the net conservative forces acting on a single particle are, 
𝑭𝑐 = 𝑭𝑒 + 𝑭𝑔𝑟𝑎𝑣 + 𝑭𝑏𝑢𝑜𝑦 + 𝑭𝑟𝑎𝑑 (Eq.5.12) 
where Fe is the electrostatic interaction between the particle and a nearby wall, Fgrav is 
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the gravitational force acting on the particle, Fbuoy is the buoyant force that counteracts the 
gravitational force as the particle settles in the fluid, and Frad is the acoustic radiation force 
acting on the particle.   
 The electrostatic force acting on the particle as it interacts with a wall in an electrolyte 
solution with a 1-1 valence is given by(Russel et al. 1992), 
𝑭𝑒 = 𝜅𝐵
𝑝𝑤 𝑒𝑥𝑝[−𝜅ℎ]   (Eq.5.13) 












where -1 is the Debye length, h = z-a is the particle surface to wall separation distance, 
εf is the dielectric constant of the fluid, εo is the permittivity of free space, e is the charge of an 
electron, p and w are the particle and wall Stern potentials.   
 The gravitational and buoyant forces acting on the particle are given by, 
𝑭𝑔𝑟𝑎𝑣 = −𝜌𝑝𝑉𝑝𝑔  (Eq.5.15) 
𝑭𝑏𝑢𝑜𝑦 = 𝜌𝑓𝑉𝑝𝑔  (Eq.5.16) 
where ρp is the particle density, Vp is the particle volume, and g is the gravitational 
acceleration acting on the particle.   
The acoustic radiation force acting on the particle is(Barnkob et al. 2012), 





sin(2𝑘𝑦𝑦 + 𝜋) (Eq.5.17) 




  (Eq.5.18) 
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             (Eq.5.19) 
where  is the compressibility factor.  The subscripts p and f refer to particle and fluid 
properties respectively.   
5.4.4. Hindered Diffusion and Migration 
 The diffusion coefficient for an isolated particle far from any boundaries is (Einstein 




  (Eq.5.20) 
where kB is the Boltzmann constant and T is temperature.  Particles approaching a 
boundary slow their rate of diffusion due to increased drag.  The hindered diffusion coefficients 







In order to reduce the computation time of the dynamic simulation, the friction factors 
are taken as analytical expressions that model the hydrodynamic interactions.  The parallel 




) [1 + (
𝑎2(ℎ+𝑎)2−3𝑎3ℎ
ℎ(ℎ+𝑎)3
) 𝜏1] (Eq. 5.23) 
where 1 = to / td.  The parameter to is the camera exposure time and td = a2 / Do is the 
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characteristic time it takes for a particle to diffuse one particle radius.  For our experimental 
system, 1 = 0.088.  The perpendicular friction factor is taken as a rational function fit to the 




  (Eq.5.24) 
where α = z/a - 1.   
The hydrodynamic hinderance factor for a particle migrating parallel to a surface while 
entrained in a fluid flow is also represented as a rational function fit to the exact 





The hydrodynamic hinderance factor for a particle moving towards a surface is 








Since the particle diffuses and migrates inside a channel, it is necessary to correct for 
the presence of nearby walls. We utilize a linear superposition approximation (LSA) to 
estimate the two wall hinderance factor (Lin et al. 2000). LSA has been experimentally 
compared to more rigorous corrections for two wall hydrodynamics and was found to produce 
comparable results(Eichmann et al. 2008). The two wall hinderance factor is given by LSA as, 
𝑓𝑝,2 = 𝑓𝑝(𝑧 − 𝑎) + 𝑓𝑝(𝐻 − 𝑧 − 𝑎) − 1  (Eq.5.27) 
𝑘𝑓,2 = 𝑘𝑝(𝑧 − 𝑎) + 𝑘𝑝(𝐻 − 𝑧 − 𝑎) − 1  (Eq.5.28) 
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The parameters fp and kf are evaluated using Eqs.5.23–5.26 depending on the direction 
of particle motion or fluid flow.   
5.4.5. Mean Square Displacement 
The diffusion coefficient observed in optical video microscopy is influenced by the 
dynamics of a particle sampling multiple elevations near a boundary(Bevan and Prieve 2000). 
The observed diffusion coefficient represents ensemble average of Eq. 5.21 and Eq. 5.27 since 
only parallel motion can be observed in our experimental system, 
〈𝐷∥〉 =
∫ 𝑓𝑝,2∥






  (Eq. 5.29) 
where p(h) is the Boltzmann probability distribution of the diffusing particle. For the 
ultrasound interactions in our system, we expect a superposition of diffusion and acoustic 
streaming-directed motion.  This superposition is represented as a two dimensional MSD 
of(Saxton and Jacobson 1997), 
〈𝑟2〉 = 4〈𝐷∥〉𝑡 + (〈𝑢𝑓〉𝑡)
2
+ 4 2 (Eq. 5.30) 
where 〈𝑢𝑓〉 is the average fluid velocity. The right hand side of Eq. 5.30 represents the 
components of MSD that are measured by optical video microscopy, including static error. 
 
5.5. Results and discussions 
5.5.1. Effect of porosity 
We performed a series of experiments at different porosity (φ=0.63-1) without 
ultrasonic wave. All experiments performed were performed in triplicate in order to obtain a 
standard deviation. From experiment data, we can obtain the relation between time and mean 
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square displacement (MSD) at x direction and y direction with different porosity as shown in 
Figure 5-2 (A) and (B).   
We can use Eq.5.29 to calculate diffusion coefficient for each porosity and divide by 
free diffusion coefficient, Do, which we can get dimensionless number as the results in Table 
5.1. From Table 5-1, the results show diffusion coefficient decreases with porosity decreases 
was in agreement with hindered diffusion models(Brenner and Gaydos 1977; Pawar and 
Anderson 1993; Dechadilok and Deen 2006).  
Table 5-1 Diffusion coefficient at x and y direction under different porosity 
 Dmx/D0 Dmy/D0 
φ= 0.63 0.142 0.146 
φ= 0.77 0.164 0.154 
φ= 0.92 0.165 0.169 
φ= 1 0.176 0.174 
 
In order to understand the relationship between porosity and diffusion coefficient, 
Carman(Carman 1939) did some experiment and found that fluids move on the average at 
around 45o to the net direction of the flow in porous media. Hence, fluid in porous media has 
traveled an average distance of approximately √2𝐿 when fluid has traveled a net distance L 
without obstacle. Applying this value into Fick diffusion equation as shown in Eq. 5.35 and he 





     (Eq. 5.35) 
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        (Eq.5.36) 
where Deff is effective diffusivity, Dφ=1 is diffusion coefficient without porous media.  
However, diffusion coefficient not only affected by geometry but also affected by 
electrical conductivity in porous media, Brigham et al(Brigham et al. 1961), Grane (Grane 
1961) and van der Poel (Van Der Poel 1962) completed more comprehensive analysis and 







         (Eq. 5.37) 
where Dφ=1 is diffusion coefficient value without porous, φ is porosity, F is formation 
electrical resistivity factor, Deff is effective diffusivity. Weissberg(Weissberg 1963) applied 






𝑙𝑛𝜑)−1        (Eq.5.38) 
where Deff is effective diffusivity, Dφ=1 is diffusion coefficient value without porous, φ 
is porosity.  
Kim(Kim et al. 1987) analyzed a dilute suspension of spheres and obtained the 




= 𝜑1.4        (Eq.5.39) 
where Deff is effective diffusivity, Dφ=1 is diffusion coefficient value without porous, φ 
is porosity  
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Wakao and Smith(Wakao and Smith 1962) used micropore-macropore model to 





= 𝜑2          (Eq.5.40) 
where Deff is effective diffusivity, Dφ=1 is diffusion coefficient value without porous, φ 
is porosity  
Our experimental results are shown in Figure 5-2 (C) and (D) and we find the effective 
diffusivity in x and y direction are almost the same as empirical equation for effective 





























Figure 5-2 (A) The relationship between mean square displacement at x direction and time 
with different porosity (B) The relationship between mean square displacement at y direction 
and time with different porosity (C) Linear relation between diffusion coefficient at x 
direction and porosity (D) Linear relation between diffusion coefficient at y direction and 
porosity 
5.5.2. Effect of Voltage Amplitude and Frequency with no obstacle microfluidic device 
In order to characterize the effect that voltage amplitude has on our system, we used no 
obstacle microfluidic device while varying applied voltage and frequency. Typically, there are 
three time regimes for colloidal self-diffusion(Dhont 1996; Nygård 2017). The diffusion 
time(Nygård 2017) is defined as 𝑡𝑑 =
𝑟2
𝐷0
, where r is radius of particle, D0 is free diffusion 
coefficient. When observation time (t) is much larger than the diffusion time (t >> td), it is in 
long-time limit. When observation time is much smaller than the diffusion time (t << td), it is 
in short-time limit and the MSD is linear in time. We analyze two times of diffusion time under 
20Vpp and without vibration. Figure 5-3 (A) shows that vibration with 20Vpp can increase 
diffusion coefficient because acoustic radiation force acting on particles. The diffusion 
coefficient is 0.066 µm2/s when no vibration. The diffusion coefficient is 0.13 µm2/s at 70kHz 
and 20Vpp which is around two times larger than no vibration case. Figure 5-2 (B) and (C) also 
show the relationship between MSD and time under 47Vpp and 74Vpp. The diffusion coefficient 
Porosity ( )

















































is 0.17 µm2/s at 70kHz and 47Vpp and the diffusion coefficient is 0.19 µm
2/s at 55kHz and 
74Vpp. Besides, the ultrasonic wave with these three voltages do not produce convection 
because MSD is still linear in time. Figure 5-3(D) shows relationship between MSD and time 
under 99Vpp with different frequency, 70kHz with 20Vpp case and without vibration case 
together. It shows that there is a resonance frequency at 70kHz with 20Vpp and 99Vpp. Besides, 
the MSD value significantly increases under 99Vpp cases with all frequency. From the Figure 
5-3(D), we can observe that the MSD value increase two times to six times with different 
frequency compare to 70kHz with 20Vpp case. We also observe that at certain frequency, some 
lines become parabolic such as 55kHz, 70kHz and 100kHz. It demonstrated that there is 
convection produced by acoustic streaming at these frequency with high voltage amplitude. 
We can find particle velocity from fitting our data to second order polynomial equation and 
the square root of second order factor is particle velocity and quarter of the first order factor is 
the diffusion coefficient. The particle velocity is around 0.68µm/s, 1.42µm/s and 0.82 µm/s in 
55kHz, 70kHz and 100kHz with 99Vpp cases. The diffusion coefficient is 0.18µm
2/s, 
0.24µm2/s and 0.23 µm2/s in 55kHz, 70kHz and 100kHz with 99Vpp cases. These results 
demonstrated that high voltage amplitude not only produce acoustic stream but also increase 
diffusion coefficient.  
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Figure 5-3 A-D) We applied four different voltages (20Vpp, 47Vpp, 74Vpp and 99Vpp) and 
seven different frequency (25kHz, 40kHz, 55kHz, 70kHz, 85kHz, and 100kHz) to 
microfluidic platform without porous structure(φ=1). Each figure includes no vibration case 
for comparison. The results show that there is a resonance frequency around 70kHz and high 
input amplitude increase diffusion coefficient. 
5.4.3. Effect of Voltage Amplitude and Frequency on microfluidic device with porosity 
0.9 
In this section, we discuss the effect of voltage amplitude and frequency to the 
microfluidic device with porosity 0.9. Figure 5-4(A) shows that vibration with 20Vpp can 
increase diffusion coefficient because acoustic radiation force acting on particles. The 
diffusion coefficient is 0.057µm2/s when no vibration. The diffusion coefficient is 0.16 µm2/s 
at 40kHz and 20Vpp which is around three times larger than no vibration case. The results also 
show that the acoustic streaming phenomena starts to appear at lower input voltage amplitude 
compare to microfluidic platform without porous structure. From Figure 5-4(B), we observe 
MSD is parabolic line in time at 40kHz and 55kHz with 47Vpp and the corresponding particle 
velocity is 0.52 µm/s and 0.92 µm/s. Figure 5-4(C) shows relationship between MSD and time 
under 74Vpp with different frequency and without vibration case. It shows that there is a 
resonance frequency at 40kHz with 74Vpp. Besides, acoustic streaming phenomena appear 
under broad frequency range (25kHz, 40kHz, and 55kHz) and particle moves faster than lower 
t/td














































input voltage. Figure 5-4(D) shows relationship between MSD and time under 99Vpp with 
different frequency and without vibration case. Besides, acoustic phenomena appear under 
most of operating frequency. Particle velocity and diffusion coefficient are higher than other 
input voltage. The resonance frequency is between 40kHz and 55kHz for the microfluidic 
platform with porosity 0.9 which is slightly smaller than no porosity cases. At resonance 
frequency, the particle velocity at porosity 0.9 decreases around 30% and the diffusion 
coefficient decreases around 40% compare to no obstacle case. We think the reason can be the 
obstacle effect. The particle velocity and diffusion coefficient under different frequency and 
voltage are listed in Table 5-2.  
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Figure 5-4 A-D) We applied four different voltages (20Vpp, 47Vpp, 74Vpp and 99Vpp) and 
seven different frequency (25kHz, 40kHz, 55kHz, 70kHz, 85kHz, and 100kHz) to 
microfluidic platform with porosity 0.9. Each figure includes no vibration case for 
comparison. The results show that there is a resonance frequency around 40kHz and high 
input amplitude increase diffusion coefficient. 
 
Table 5-2 Particle velocity and diffusion coefficient value for different frequency and 
amplitude when microfluidic platform with porosity 0.9 
 20Vpp 47Vpp 74Vpp 99Vpp 


























































Table 5-2 (continued) 






70kHz 0.16 µm2/s 0.11 µm2/s 0.17 µm2/s 0.58µm/s 
0.18 µm2/s 
85kHz 0.18 µm2/s 0.13 µm2/s 0.22 µm2/s 0.23 µm2/s 
100kHz 0.19 µm2/s 0.15 µm2/s 0.18 µm2/s 0.26 µm2/s 
 
5.4.4. Effect of Voltage Amplitude and Frequency with porosity 0.77 microfluidic device 
In this section, we discuss the effect of voltage amplitude and frequency to the 
microfluidic device with porosity 0.77. Figure 5-5(A) shows that vibration with 20Vpp can 
increase diffusion coefficient because acoustic radiation force acting on particles. The 
diffusion coefficient is 0.07µm2/s without vibration. The diffusion coefficient is 0.12 µm2/s at 
55kHz and 20Vpp which is around two times larger than no vibration case. The acoustic 
streaming phenomena also start to appear at 47Vpp as same as porosity 0.9 cases, but the 
operating frequency is different. From Figure 5-5(B), we observe MSD is parabolic line in 
time at 40kHz and 100kHz with 47Vpp and the corresponding particle velocity is 0.5 µm/s and 
0.53 µm/s. Figure 5-5(C) shows relationship between MSD and time under 74Vpp with 
different frequency and without vibration case. The acoustic streaming phenomena appear 
under broad frequency range (40kHz, 55kHz, 85kHz, and 100kHz) and particle moves faster 
than lower input voltage. Figure 5-5(D) shows relationship between MSD and time under 
181 
99Vpp with different frequency and without vibration case. We can observe that the acoustic 
streaming phenomena appear under the same frequency range as operation voltage at 74Vpp. 
The resonance frequency is between 40kHz and 100kHz, and the second resonance frequency 
is between 85kHz and 100kHz. These results demonstrated that when porosity decreases, fluid 
velocity significantly decreases, and diffusion coefficient slightly decreases as well. Besides, 
ultrasonic wave passing through porous media are affected by those porous structure; therefore, 
resonance frequency becomes different under different porosity cases.  The particle velocity 

































































































Figure 5-5 A-D) We applied four different voltages (20Vpp, 47Vpp, 74Vpp and 99Vpp) and 
seven different frequency (25kHz, 40kHz, 55kHz, 70kHz, 85kHz, and 100kHz) to 
microfluidic platform with porosity 0.77. Each figure includes no vibration case for 
comparison. The results show that there is a resonance frequency around 40kHz and high 
input amplitude increase diffusion coefficient. 
 
Table 5-3 Particle velocity and diffusion coefficient value for different frequency and 
amplitude when microfluidic platform with porosity 0.77 
 20Vpp 47Vpp 74Vpp 99Vpp 













70kHz 0.08µm2/s 0.10µm2/s 0.14 µm2/s 0.25µm2/s 













5.4.5. Effect of Voltage Amplitude and Frequency with porosity 0.62 microfluidic device 
In this section, we discuss the effect of voltage amplitude and frequency to the 
microfluidic device with porosity 0.62. Figure 5-6(A) shows that vibration with 20Vpp can 
increase diffusion coefficient because acoustic radiation force acting on particles. The 
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diffusion coefficient is 0.06 µm2/s without vibration and the diffusion coefficient is 0.23 µm2/s 
with 20Vpp and 40kHz which is around 4 times larger than no vibration cases. Besides, acoustic 
streaming phenomenon appear at 20Vpp and 40kHz which we do not observe in other porosity 
cases. The reason is that those porous structures become oscillator when ultrasonic wave apply 
into the microfluidic platform. From Figure 5-6(B), we observe MSD is parabolic line in time 
at 40kHz, 55kHz and 85kHz with 47Vpp and the corresponding particle velocity is 0.67 µm/s, 
0.83 µm/s and 0.74 µm/s. The acoustic streaming phenomenon appear under broader 
frequency. Figure 5-6(C) shows relationship between MSD and time under 74Vpp with 
different frequency and without vibration case. The acoustic streaming phenomena appear 
under broad frequency range (40kHz, 55kHz, 85kHz, and 100kHz) and particle moves faster 
than lower input voltage. Figure 5-6(D) shows relationship between MSD and time under 
99Vpp with different frequency and without vibration case. We can observe that the acoustic 
streaming phenomena appear slightly narrow frequency range as operation voltage at 74Vpp. 
The resonance frequency is between 40kHz and 100kHz. The results show that diffusion 
coefficient significantly increase because those PDMS pillars act as small shakers during 
ultrasonic wave vibrate the entire microfluidic platform. The particle velocity and diffusion 
coefficient under different frequency and voltage are listed in Table 5-4. 
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Figure 5-6 A-D) We applied four different voltages (20Vpp, 47Vpp, 74Vpp and 99Vpp) and 
seven different frequency (25kHz, 40kHz, 55kHz, 70kHz, 85kHz, and 100kHz) to 
microfluidic platform with porosity 0.62. Each figure includes no vibration case for 
comparison. The results show that there is a resonance frequency around 40kHz and high 
input amplitude increase diffusion coefficient. 
 
Table 5-4 Particle velocity and diffusion coefficient value for different frequency and 
amplitude when microfluidic platform with porosity 0.62 
 20Vpp 47Vpp 74Vpp 99Vpp 






































































Table 5-4 (continued) 






5.6. Simulation versus Experimental Data 
We use the simulation model as described in previous section and adjust different 
system pressure to get the relationship between mean square displacement and time. The 
simulation results fit to without porous structure results well for most of cases, but some cases 
only fit well before one diffusion time. The reason is that the simulation model is the basic 
mean square displacement model which does not count particle-particle interaction. 
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Figure 5-7 A-Y) We use simulation model described in previous section to obtain those 
simulation results. The red line is experimental data and blue dash line is simulation results. 
5.7. Conclusion 
This article presents a study of acoustic streaming as a mechanism to increase diffusion 
coefficient under various condition such as different frequency, voltage and porosity. Optical 
fluorescence video microscopy is used to track particle diffusion through porous media. These 
measurements allow us to measure the mean square displacement for different frequency, 
voltage and porosity conditions. The mean square displacement in time curve fit to second 
order polynomial and find out particle velocity and diffusion coefficient. Based on these 
measurements, we found particle velocity are affected by porosity, frequency and voltage 
significantly, and diffusion coefficient slightly decreases when porosity decreases. Beyond 
petroleum engineering(G. N. Pandey , M. Rasin Tek 1974), the results presented in this paper 
can be applied to other are such as groundwater pollution(Sudicky and Frind 1982), drug 
delivery(Pontrelli and de Monte 2007), segregation(Ciamarra et al. 2006; Hu et al. 2014), and 
separation(Gupta and Feke 1997).  
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CHAPTER 6.    CONCLUSION AND RECOMMENDATION FOR FUTURE WORK 
6.1. Summary 
This research study enhanced oil recovery in Lab-On-A-Chip device. Chemical 
flooding and acoustic streaming are two commonly used methods for enhanced oil recovery in 
petroleum industry. Chemical flooding includes add surfactants, polymers or alkali to water 
and acoustic streaming include apply acoustic or ultrasonic wave into oil reservoir. The 
mechanism of those methods use to enhance oil recovery as surfactants in water can reduce the 
interfacial tension between water and oil, which reduce capillary forces and enhance the oil 
displacement efficiency. Polymers modify the viscoelasticity of water, which generates 
localized non-Newtonian shear stress that pulls oil threads. Acoustic or ultrasonic stimulation 
generates acoustic streaming in the porous media which increase fluid velocity and mixture 
inside the microfluidic device.  
6.2 Noted in the Papers 
  The major conclusions from this study are summarized follows: 
• Water-bearing polymer solution achieved a higher saturation than surfactant or 
water alone because polymer flooding can change surface wettability to be more 
water-wet. Water-bearing surfactant solution appeared highest invasion rate than 
polymer or water alone because surfactant flooding can reduce the surface tension 
between oil and water. Both surfactant and polymer increase oil extraction rate. 
• Hausdorff dimension method can get the fractal dimension value for each invading 
fluid. From fractal dimension results, we observe that water-bearing polymer 
solution and water alone had string phenomenon at the beginning. Water-bearing 
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surfactant solution achieves a fractal morphology on a short timescale which 
indicate this solution invade oil-saturated pore spaces at a far easier rate than the 
other solution. Besides, we demonstrate that there is a power law relationship 
connects saturation area and radius gyration to fractal dimension. 
• An inverse analysis based on the implicit pressure explicit saturation (IMPES) 
simulation technique used mobility ratio as an adjustable parameter to fit our 
experimental saturation curves. The results from our inverse analysis combined 
with our image analysis show that this platform can be used to evaluate the 
effectiveness of surfactants or polymers as enhancing the transport of water through 
an oil-saturated porous medium. 
• Microparticle image velocimetry results are used to evaluate various acoustic field 
conditions as a function of frequency and voltage amplitude input in a fixed 
porosity micromodel. These results helped identify frequency and amplitude 
voltage conditions of interest and were used to estimate the acoustic pressure 
applied to the device. 
• We demonstrate that a scaling model developed from a first-principles description 
of harmonic oscillation of a porous media micromodel can be used to describe 
dimensionless invasion rate variation as a function of frequency, porosity and 
voltage amplitude. Besides, the dimensionless invasion rate as a function of voltage 
suggests power law behavior that could be a result of energy losses incurred by 
viscoelastic damping from the material used to fabricate the micromodel.  
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• We demonstrate the diffusion coefficient reduce with porosity decrease when no 
ultrasonic wave applies to the system. Besides, we approved that there is a 
relationship between diffusion coefficient and porosity as one of literature.  
• We demonstrate that diffusion coefficient significantly increases when voltage 
amplitude increases, and acoustic streaming phenomenon appear stronger at high 
voltage amplitude and low porosity. Besides, pore structure affects ultrasonic wave 
transport through the system which cause resonance frequency different at different 
porosity system.   
 
6.3. Future work 
The major recommendations from the dissertation are summarized below: 
• Design random porous structure microfluidic platform with controllable porosity 
which can fabricate wider range of porosity to understand chemical flooding. 
Besides, it would be better to do various types of surfactants and polymers with 
different concentrations in experiment. It would help us to broader understand the 
mechanism of chemical flooding.   
• The porosity of reservoir rocks is typically in the range of 10% to 30% which is far 
lower than the porosity used in our study. However, the range explored in our study 
was selected based on limitations of facilities and materials available. It will be 
interesting to explore oil displacement phenomena at lower porosity situation. 
Besides, use filler material or surface coatings method to modify the PDMS 
properties which can mimic the mechanical properties of natural rock media. We 
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can improve our understanding of how reservoir chemistry might be affected by 
acoustic signals.  
• In our experiments, we designed to observe displacement affected by acoustics over 
a long period of time. It will be interesting to use high speed cameras to investigate 
the effect that acoustics have on interface dynamics such as Haines jumps. 
• In our analysis, we applied few assumptions to simply the equations and allows us 
to understand acoustic pressure relative to frequency and voltage amplitude. It 
would be interesting to use commercial simulation package such as COMSOL to 
simulate our experimental system and compare those results.  
• Some researcher demonstrated the relationship between diffusion coefficient and 
porosity becomes non-linear when porosity decreases to less than 0.5. It would be 
interesting to know ultrasonic wave affect diffusion coefficient and particle velocity 
when porosity decreases to less than 0.5 for regular porous structure.  
 
