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a b s t r a c t
In this paper we introduce a new class of clustering problems. These are similar to certain
classical problems but involve a novel combination of `p-statistics and `q norms. We
discuss a real world application in which the case p = 2 and q = 1 arises in a natural way.
We show that, even for one dimension, such problems are NP-hard, which is surprising
because the same1-dimensional problems for the ‘pure’ `2-statistic and `2 normare known
to satisfy a ‘string property’ and can be solved in polynomial time.We generalize the string
property for the case p = q. The string property need not hold when q ≤ p − 1 and we
show that instances may be constructed, for which the best solution satisfying the string
property does arbitrarily poorly. We state some open problems and conjectures.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paperwe introduce a new class of clustering problems. These are similar to certain classical problems but involve a
novel combination of `p-statistics and `q norms. For p = q = 2, our mixed norm problem reduces to finding a ‘least squares
partition,’ see Fisher [4], 1958. Huygen’s theorem, first proved by Edwards and Cavalli-Sforca in 1965 [3], says that in a least
squares partition the sum of squared distances between every pair of points in the same cluster divided by the number of
elements in the cluster, is equal to the sum of squared distances between each point in the cluster and the centroid of the
cluster. After introducing some preliminaries in Section 2, we give an example in Section 3 illustrating, among other things,
that the obvious analogue of Huygen’s theorem fails to hold in our case. As a consequence, one cannot expect the properties
enjoyed by the ‘pure’ `2-statistic and `2 norm problem to hold for the mixed norm scenario. Indeed, we show that even
for one dimension such problems are NP-hard, whereas the same 1-dimensional problems for the ‘pure’ `2-statistic and `2
norm are known to satisfy a ‘string property’ and can be solved in polynomial time. In fact, while we are able to generalize
the string property for the case p = q > 0, we show that the string property can fail for any 0 < q ≤ p − 1 and construct
instances for which the best solution satisfying the string property does arbitrarily poorly.
So if Huygen’s theorem does not hold, why study our mixed norm problem?
(1) For p = 2 and q = 1, the problem arises naturally in an application, which we present in Section 4.
(2) Clustering spans the disciplines of Statistics, Operations Research and the sciences, and is used in location theory [8], in
classification of objects, in data compression and in data reduction [13]. Classical clustering problems are well studied,
see [2,4,7,9–11]. Generalizations to other `p-statistic `q norm combinations, could be useful: the mixed norm scenario
is a corner of the clustering world one perhaps should not ignore.
(3) The problem is an intriguing one and it is tempting to ask if some order can be found in what one could imagine to be
chaos resulting from allowing p 6= q.
In the present paper we address the issue of complexity of the mixed norm problem. See [2] for a nice discussion of the
complexity of various classical clustering problems.
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2. Preliminaries
Let x1, x2, . . . , xn be a set of observations of a single parameter and letw1, w2, . . . , wn be associated nonnegativeweights.
The weighted `q norm for q > 0 is[
n∑
i=1
wi|xi|q
] 1
q
.
The weighted `∞ norm is maxi=1,...,nwixi. For p > 0, the (weighted) `p-statistic is defined to be a solution c to
min
[
n∑
i=1
wi|xi − c|p
] 1
p
. (1)
For p > 1 it is known that the objective function (1) is strictly convex. Hence the weighted lp-statistic is unique for p > 1.
Fisher [4] defines the grouping problem: given an integer m < n, we seek a partition {B1, B2, . . . , Bm} of {1, 2, . . . , n}
minimizing the ‘within groups sum of squares’, in other words minimizing
z =
m∑
j=1
∑
i∈Bj
wi(xi − x¯j)2, where x¯j =
∑
i∈Bj
wixi
/∑
i∈Bj
wi
 ,
namely x¯j is the weighted mean of the values {xi : i ∈ Bj}. A partition {B1, B2, . . . , Bm}minimizing z is called a least squares
partition. In the present paper we generalize the grouping problem by using a weighted `q norm and aweighted `p-statistic:
Definition 1 (`q–`p Optimization Problem). Given real numbers x1, x2, . . . , xn with associated nonnegative weights
w1, w2, . . . , wn and a positive integerm < n, find a partition {B1, B2, . . . , Bm} of {1, 2, . . . , n} that minimizes
m∑
j=1
∑
i∈Bj
wi|xi − cj|q
where cj is the weighted `p-statistic associated with Bj.
This ‘mixed norm’ `q–`p optimization problem is the focus of the present paper. The special case p = q has been found
useful, especially for 1 ≤ p ≤ 2 and for p = ∞.
3. An example
One of the most useful and well known consequences of Huygen’s theorem is that minimizing the sum of the squared
distances between each point and the centroid of the corresponding cluster is equivalent to maximizing the between-
cluster sums of squares. Hence maximizing intra-cluster homogeneity automatically maximizes inter-cluster diversity. The
following example illustrates that this phenomenon fails to hold for our mixed norm problem.
Example 1.
m = 2; n = 6;
x1 = 1, x2 = 2, x3 = 3, x4 = 4, x5 = 5 and x6 = 6;
w1 = w2 = w5 = w6 = 1 and w3 = w4 = M whereM is very large.
p = 2; q = 1.
For large M the optimal partition is {{1, 3, 5}, {2, 4, 6}}: M = 100 suffices with objective function z∗ = 8. For this
partition, the weighted between-cluster sum of `q distances is∑
i∈{1,3,5}, j∈{2,4,6}
wiwj|xi − xj| = M2 + 8M + 10.
On the other hand, the sub-optimal partition {{1, 2, 3}, {4, 5, 6}}, which has an objective function z∗ ≈ 11.76 when
M = 100, has a higher between-cluster sum:∑
i∈{1,2,3}, j∈{4,5,6}
wiwj|xi − xj| = M2 + 10M + 16.
Notice several properties of Example 1:
(i) in the optimal partition the indices are interspersed: 1 < 2 < 3; 1, 3 ∈ {1, 3, 5}; but 2 ∈ {2, 4, 6}. The latter, suboptimal,
partition however is ‘contiguous’: the indices appear in order. This property is known as the ‘string property’ and is defined
and explored in Section 6.
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(ii) in the optimal partition, the weighted mean for each part occurs at an observation, say x′, having very large weight.
Hence each part is ‘balanced’: that is, it is not only balanced about its mean as are all sets, but is balanced about the unique
measurement having very large weight:
∑
i:xi<x′ wi(x
′− xi) =∑i:xi>x′ wi(xi− x′). The concept of balancedness is key in the
behavior of the mixed norm problem when q ≤ p− 1;
(iii) consider the suboptimal partition {{1, 2, 3}, {4, 5, 6}}. It is not balanced in this special sense. However, each part does
contain the index of exactly one observation, say x′, with weightM . Furthermore, the contribution to the objective function
of each part approaches twice the maximum of{∑
i:xi<x′
wi(x′ − xi) ,
∑
i:xi>x′
wi(xi − x′)
}
(2)
as M gets large. For the set {1, 2, 3} the maximum in (2) is 3 and the contribution to the objective function of that set
approaches 6 asM →∞. This ‘double-the-worst’ property, where by ‘worst’ we mean the maximum of the quantity (2), is
important for the case q = p− 1.
4. An application from the garment industry
A manufacturer produces an item in various sizes. He needs to supply the product to a very large number of stores
in diverse locations. Each store has a known demand for sales of the item by size. It is not feasible to supply every store
with its exact demand distribution. Instead, the goal is to divide the stores into groups, or clusters, having similar demand
distributions by size. An equitable definition of ‘average’ distribution by cluster must be devised and each store is shipped
its correct total demand, but using the size distribution of the group.
This problem was posed to the authors of [5] by an industrial client who desired the ‘average distribution’ to be the
distribution of all the stores in the group as a whole, considered as one large store: a weighted mean of the distributions
with theweight for each store being its total demand. The client specified that each storewas to be shipped its exact demand.
Hence the error, ormisallocation cost involved is the weighted sum over all stores and all sizes, of the absolute values of the
difference between what the store receives and what it actually needs. Hence this client’s problem, which in [5] is termed
the size assortment problem, is a natural blend of the `2-statistic and the `1 norm.
Specifically, for the size assortment problem [5] there are n stores and s sizes. Each store i = 1, 2, . . . , n has a known
demand of vik items of size k, and hence has a total demand of Vi = ∑sk=1 vik. The fractional demand of store i for size k is
the normalized value pi(k) = vikVi and (pi(1), pi(2), . . . , pi(s)) is the demand distribution for store i. The stores {1, 2, . . . , n}
are to be aggregated into a fixed numberm n of nonempty clusters, B1, B2, . . . , Bm in order to minimize
m∑
j=1
s∑
k=1
∑
i∈Bj
Vi|pi(k)− cj(k)|,
where cj(k) is the weighted mean for size k of cluster Bj, namely cj(k) =
∑
i∈Bj Vipi(k)∑
i∈Bj Vi
.
The size assortment problem (SAP) is in essence a multidimensional version of the `1–`2 optimization problem. On the
other hand, by appropriate scaling and translation, an `1–`2 optimization problem is a SAP for which s = 2. In working on
heuristics for the SAP [5], we hoped to take advantage of the additivity of the objective function by size, utilizing solutions
to the one-dimensional components. It was a surprise that, even for one dimension, the mixed `1–`2 norm problem fails to
satisfy the string property and is NP-hard.
5. Lemmas
The two lemmas presented in this section are crucial for our results on complexity and the string property, and begin to
establish some order for the mixed norm scenario. Remark 2 below is proven in [12]. We include a proof for completeness.
Remark 2. For 1 < p < ∞, the weighted lp-statistic, cp, of a set of real numbers x1, x2, . . . , xn with nonnegative weights
w1, w2, . . . , wn is the unique value satisfying∑
i:cp>xi
wi|cp − xi|p−1 =
∑
i:cp<xi
wi|cp − xi|p−1. (3)
Proof. By definition of the p-statistic, cpminimizes the function
[∑n
i=1wi|x− xi|p
] 1
p , and hence the function
∑n
i=1wi|x−xi|p
which is differentiable and convex. Hence cp is unique and satisfies
0 = d
dx
n∑
i=1
wi|x− xi|p
∣∣∣∣∣
cp
= p ·
∑
i:cp>xi
wi|cp − xi|p−1 − p ·
∑
i:cp<xi
wi|cp − xi|p−1,
from which the result follows. 
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Lemma 3 (Double-the-Worst). Let ∞ > q = p − 1 > 0. Let x1 ≤ x2 ≤ · · · ≤ xj−1 ≤ xj ≤ xj+1 ≤ · · · ≤ xn be real numbers
with nonnegative weights w1, w2, . . . , wn and wj = M. Let cp be the corresponding weighted lp-statistic and let z∗ be the sum
of the `q distances from cp, namely z∗ =∑ni=1wi|xi − cp|p−1. Let  > 0 and let
z˜ = 2max
{∑
i<j
wi(xj − xi)p−1,
∑
i>j
wi(xi − xj)p−1
}
. (4)
Then z˜ ≥ z∗, and requiring M to be sufficiently large ensures z∗ ≥ z˜ − .
Proof. If
∑
i<jwi(xj − xi)p−1 =
∑
i>jwi(xi − xj)p−1 then Remark 2 implies that cp = xj and hence that z∗ = z˜ and we are
done. So we assume that the two quantities in (4) are distinct. Consider the case that the maximum in (4) occurs for i > j.
Hence z˜ = 2∑i>jwi(xi − xj)p−1 and∑
i>j
wi|xi − xj|p−1 >
∑
i<j
wi|xj − xi|p−1. (5)
Recall that
∑n
i=1wi|x− xi|p is differentiable and convex, and its unique minimum is attained at cp. For any x0 ∈ Rwe have
d
dx
n∑
i=1
wi|x− xi|p
∣∣∣∣∣
x0
= p
∑
i:x0>xi
wi|x0 − xi|p−1 − p
∑
i:x0<xi
wi|x0 − xi|p−1. (6)
From (5) it follows that the derivative (6) evaluated at x0 = xj is negative. Hence by convexity, the minimum value of∑n
i=1wi|x − xi|p is attained at a number larger than xj: in other words, cp > xj. Let k be the next index after j with xk > xj.
Observe that for x0 = xk the right hand side of (6) is
p
j−1∑
i=1
wi|xk − xi|p−1 + pM|xk − xj|p−1 − p
n∑
i=k
wi|xi − xk|p−1,
which is positive for sufficiently largeM . Specifically, setting
M ≥
(
n∑
i=k
wi|xi − xk|p−1 −
j−1∑
i=1
wi|xk − xi|p−1
)
/|xk − xj|p−1 (7)
will suffice. It follows, by convexity, that cp < xk whenM satisfies (7). Given any xj < x′ < xk, a similar argument (with xk
replaced by x′ in (7)) shows that we can force the derivative (6) evaluated at x0 = x′ to be positive by makingM sufficiently
large. Thus we have limM→∞ cp = xj. Now xj < cp < xk together with Remark 2 implies z∗ = 2∑ni=kwi|xi − cp|p−1. Hence
lim
M→∞ z
∗ = 2
n∑
i=k
wi
(
xi − lim
M→∞ cp
)p−1
= 2
n∑
i=k
wi(xi − xj)p−1 = z˜.
Furthermore, z˜−z∗ is equal to 2∑ni=kwi[(xi−xj)p−1−(xi−cp)p−1]which is less than or equal  provided cp is small enough.
Specifically, one can calculate that requiring
cp ≤ min
k≤i≤n
[
xi −
(
(xi − xj)p−1 − 2wi(n− k+ 1)
) 1
p−1
]
(8)
will suffice. Hence setting M at least as large as the maximum of the value given in (7) and the quantity calculated by
replacing xk with x′ set to the minimum in (8) will imply z∗ ≥ z˜−  as desired. The case that the maximum in (4) occurs for
i < j can be handled analogously. 
In the next lemma we consider q < p− 1, a case more easily handled.
Lemma 4. Let 0 < q < p − 1. Let x1 ≤ x2 ≤ · · · ≤ xj−1 ≤ xj ≤ xj+1 ≤ · · · ≤ xn be real numbers with nonnegative weights
w1, w2, . . . , wn and wj = M. Let cp be the corresponding weighted lp-statistic and let z∗ = ∑ni=1wi|xi − cp|q. Then either
cp = xj or limM→∞ z∗ = ∞.
Proof. Assume that cp 6= xj. Hence (4) does not hold, with cp replaced by xj. By symmetry we need only consider that case
that (5) holds. As in the previous lemma, let k be the next index after j with xk > xj. By the proof of that lemma, we have
that xj < cp < xk providedM is as large as in (7) and that limM→∞ cp = xj. Hence by Remark 2
M =
 n∑
i=k
wi|xi − cp|p−1 −
∑
1≤i<k
i6=j
wi|cp − xi|p−1
/(cp − xj)p−1.
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Thus, since q− p+ 1 is negative,
lim
M→∞ z
∗ > lim
M→∞M(cp − xj)
q = lim
M→∞(cp − xj)
q−p+1
(
n∑
i=k
wi|xi − xj|p−1 −
∑
1≤i<k
wi|xj − xi|p−1
)
= ∞.
To force z∗ > L it suffices to have
cp < xj +
((
n∑
i=k
wi|xi − xj|p−1 −
∑
1≤i<k
wi|xj − xi|p−1
)/
L
) 1
p−1−q
(9)
which, by the proof of Lemma 3, will hold when M is at least as large as required in (7) with xk replaced by the right hand
side of (9). 
6. String property
A partition {B1, B2, . . . , Bm} of {1, 2, . . . , n} is contiguous if for all 1 ≤ i1 < i2 < i3 ≤ n, and all j = 1, . . . ,m,
i1, i3 ∈ Bj ⇒ i2 ∈ Bj.
Fisher [4] shows that if the elements 1, 2, . . . , n are ordered so that x1 < x2 < · · · < xn, then every least squares partition
is contiguous.1 The property of admitting a contiguous solution is known as the string property, a term coined by Vinod [14].
More generally, we say that the string property for the `q–`p optimization problem holds if for every instance of the `q–`p
optimization problemhavingmeasurements x1 ≤ x2 ≤ · · · ≤ xn not only is a contiguous solution possible, but every optimal
partition is contiguous after possibly reordering subsequences of equal terms. Thus Fisher shows that the string property
holds for the `2–`2 optimization problem. The following theorem is a generalization of Fisher’s result. Note that the string
property, both in the original sense and in our more general context, applies by its nature to the one-dimensional case. In
the next section we include some discussion of higher dimensionality as it pertains to complexity.
Theorem 5 (String Property). The string property holds for the `p –`p optimization problem for any 1 < p <∞.2
Proof. Let m and n be positive integers with m ≤ n. Let x1 ≤ x2 ≤ · · · ≤ xn be real numbers with associated nonnegative
weightsw1, w2, . . . , wn. Let {B1, B2, . . . , Bm} be a partition of {1, 2, . . . , n}minimizing the objective function
z =
m∑
j=1
∑
i∈Bj
wi|xi − cj|p
 , (10)
where cj is the weighted `p-statistic of the numerical values {xi : i ∈ Bj} and associated weights. Assume that the parts
B1, B2, . . . , Bm have been ordered so that c1 ≤ c2 ≤ · · · ≤ cm. Consider the consecutive intervals, I1, I2, . . . , Im, given by[
x1,
c1 + c2
2
]
,
[
c1 + c2
2
,
c2 + c3
2
]
, . . . ,
[
ck−1 + ck
2
,
ck + ck+1
2
]
, . . . ,
[
cm−1 + cm
2
, xn
]
.
By construction, we have cj ∈ Ij for 1 ≤ j ≤ m and, if xi ∈ Ij, then
|xi − cj| ≤ |xi − ck| for all 1 ≤ k ≤ m. (11)
Construct a contiguous partition B′1, B
′
2, . . . , B
′
m by doing the following for each i = 1, . . . , n in turn: If xi is contained in a
unique interval then define k(i) by xi ∈ Ik(i) and place i in B′k(i). Otherwise, xi is contained in more than one interval, and we
let k(i) be the smallest index for which xi ∈ Ik(i) and B′k(i) is currently empty, assuming there is one empty. If not, let k(i) be
the largest index with xi ∈ Ik(i). Place i in B′k(i). Define c ′j to be the weighted `p-statistic of the values {xi : i ∈ B′j} and let z ′ be
the objective function of the partition we constructed. Since
z ≤ z ′ =
m∑
j=1
∑
i∈B′j
wi|xi − c ′j |p ≤
m∑
j=1
∑
i∈B′j
wi|xi − cj|p ≤
m∑
j=1
∑
i∈Bj
wi|xi − cj|p = z (12)
this partition is optimal.
We still need to show that after possibly reordering subsequences of equal xis, B1, B2, . . . , Bm is contiguous. Note that a
consequence of (12) is that if i ∈ Bj then xi ∈ Ij. Hence, for any 1 ≤ i < j ≤ n with i ∈ Br and j ∈ Bq where r > q we have
xi = xj. Therefore, by reordering every collection of equal measurements so that the subscripts of the corresponding parts
in B1, B2, . . . , Bm are non-decreasing, we achieve the desired result. 
1 It is clear from Fisher’s work that even if we allow xi = xj for i 6= j and we require the ordering x1 ≤ x2 ≤ · · · ≤ xn , then not only is a contiguous
solution possible, but if we allow reordering of subsequences of equal terms, then every least squares partition is contiguous.
2 We will handle the case p = ∞ in a later paper.
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Theorem 6. For any 0 < q ≤ p − 1 the string property can fail. Furthermore, instances can be constructed for which the best
contiguous solution does arbitrarily poorly.
Proof. Consider the following example: let m = 2, x1 = −1.5, x2 = −1, x3 = −.5, x4 = 0, x5 = .5, x6 = 1,
w1 = w2 = w5 = w6 = 1 and w3 = w4 = M , where M is very large. The partition {{1, 3, 5}, {2, 4, 6}} is balanced
in the sense that for every p, the `p-statistic for each part occurs where the weight is very high, namely at x3 and at x4
respectively. The objective function value z∗ of this non-contiguous partition is thus independent of bothM and q, namely
z∗ = 2(1q + 1q) = 4. It is easy to see that for any fixed q and sufficiently large M , the best contiguous partition is
{{1, 2, 3}, {4, 5, 6}}, and for q < p− 1 it follows from Lemma 4 that this partition can be made arbitrarily costly by making
M sufficiently large. When q = p − 1 we can use the same example but with x1, x2, . . . , x6 equally spaced at a distance d
rather than a distance 0.5. Using the double-the-worst lemma, one calculates that the difference in cost between the best
contiguous partition and the balanced partition is 4dq, which can be made as large as desired by choosing d sufficiently
large. 
7. NP-hardness
The string property is algorithmically advantageous: it reduces the solution space to
(
n−1
m−1
)
which is polynomial for
fixedm. Furthermore, one can show that careful implementation of a dynamic programming technique can solve the `2–`2
optimization problem in time polynomial in n. In fact, a ‘restricted’ `q–`2 optimization problem where we seek the optimal
contiguous solution for a given ordering of the measurements3 can also be solved in polynomial time and this is because
the `2-statistic is easily computed. In general, the `p-statistic must be found with a nonlinear search technique [1], but the
string property still simplifies matters. Hence NP-hardness of the `q–`p optimization problem for 0 < q ≤ p− 1, which we
establish in this section, is consistent with the failure of the string property to hold for 0 < q ≤ p− 1.
The subset-sum problem is known to be NP-complete [6].
Definition 7 (Subset-sum Feasibility Problem). Given positive integers y1 ≤ y2 ≤ · · · ≤ yr and a positive integer K , is there
a subset A ⊆ {1, 2, . . . , r}with∑i∈A yi = K?
Our next result gives a polynomial time transformation of an instance of the subset-sum feasibility problem to an instance
of the `q–`p optimization problem with 0 < q ≤ p − 1, showing that an optimal partition of the latter contains sufficient
information to answer the former feasibility question.
Theorem 8. Assume we are given an instance of the subset-sum feasibility problem: integers y1, y2, . . . , yr and an integer
K <
∑r
i=1 yi. Let K denote
(∑r
i=1 yi
) − K and let M denote a ‘very large’ integer. Let 0 < q ≤ p − 1 and let {B∗1, B∗2} be
an optimal partition for the instance of `q–`p optimization problem given by:
m = 2; n = r + 4;
x1 = −2, x2 = −1, xr+3 = 1, xr+4 = 2, xi+2 = 0 for i = 1, . . . r;
w1 = K , w2 = wr+3 = M, wr+4 = K , wi+2 = yi for i = 1, . . . r.
Then, provided M is sufficiently large, the answer to the given subset-sum feasibility problem (SFP) is ‘yes’ if and only if {B∗1, B∗2},
restricted to {3, . . . , r + 2}, induces a partition the weights of one of whose parts, A, sums to K , in other words∑i:i+2∈ A yi = K.
Proof. The ‘if’ direction is immediate from its contrapositive: when the answer to SFP is ‘no’, there is no set A satisfying
the required conditions. For the ‘only if’ direction, assume an affirmative answer to SFP and an associated subset A ⊆
{3, . . . , r + 2}with∑i:i+2∈ A yi = K . Denote {3, . . . , r + 2} \ A by A.
Let z∗ be the value of the objective function for an optimal partition {B∗1, B∗2}. Consider a possibly different partition
{x1, x2} ∪ A, A ∪ {xr+3, xr+4}.
It is straightforward to calculate that the weighted `p-statistic of the two parts of this partition are x2 and xr+3 respectively,
yielding an objective function of 2(K + K), and hence establishing the upper bound:
z∗ ≤ 2(K + K). (13)
Let c∗1 (respectively c
∗
2 ) be the weighted `p-statistic of B
∗
1 (respectively B
∗
2). Let z
∗
1 (respectively z
∗
2 ) be the contribution of B
∗
1
(respectively B∗2) to z∗.
Next, we show that requiring M > 2(K + K) implies that 2 and r + 3 cannot occur simultaneously in either B∗1 or B∗2:
Assume to the contrary that 2 and r+ 3 are both in B∗j for some j ∈ {1, 2}. The contribution of the indices 2 and r+ 3 to z∗ is
M|c∗j − x2|q +M|xr+3 − c∗j |q ≥ M > 2(K + K),
3 Fisher [4] considers such a restricted problem in the `2–`2 case.
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(where the inequality follows from the fact that either |c∗j − x2| ≥ 1 or |xr+3 − c∗j | ≥ 1), contradicting (13). Without loss of
generality, let 2 ∈ B∗1 and let r + 3 ∈ B∗2 .
Let A∗ be the restriction of B∗1 to {3, . . . , r + 2} and let A∗ be {3, . . . , r + 2} \ A∗. If
∑
i∈A∗ wi = K , we are done. So assume∑
i∈A∗ wi 6= K . Consider the case q < p− 1. Since
K |x2 − x1|q = K 6=
∑
i∈A∗
wi =
∑
i∈A∗
wi|xi − x2|q,
it follows that c∗1 6= x2. So by Lemma 4 we have limM→∞ z∗1 = ∞ and we can force z∗1 > 2(K + K) by makingM sufficiently
large, contradicting (13). Next consider q = p−1. By our assumption that∑i∈A∗ wi 6= K it follows that either∑i∈A∗ wi > K
or
∑
i∈A∗ wi > K . In fact we can say more: denoting mini=3,...,r+2wi bywmin,∑
i∈A∗
wi ≥ K + wmin or
∑
i∈A∗
wi ≥ K + wmin. (14)
Set  < wmin/2. By the double-the-worst lemma
z∗1 > 2max
{
K ,
∑
i∈A∗
wi
}
− wmin/2 and z∗2 > 2max
{∑
i∈A∗
wi, K
}
− wmin/2
providedM is sufficiently large. Hence it follows from (14) that
z∗ = z∗1 + z∗2 > 2K + 2K + wmin −
wmin
2
− wmin
2
= 2(K + K),
contradicting (13). 
Since the values of x1, . . . , xr+4 and of M , can be found in polynomial time, it follows that our transformation is
polynomial time. It is important to see that the use of m = 2 is not a restriction in this NP-hard result: To see this, fix
p > 1 and q > 0. Then any algorithm for finding an optimal partition for the `q–`p optimization problem for arbitrary
m > 2 can be used to solve an instance of such a problem for m = 2. Indeed, to a given set x1 ≥ x2 ≥ · · · ≥ xr with
associated nonnegative weights w1, w2, . . . , wr , append values xr+1  xr+2  · · ·  xr+m−2 where xr+1  xr and for
r + 1 ≤ i ≤ r +m− 2 setwi so large as to force each xi to be a singleton in the resulting partition. Hence we have
Theorem 9. For any 0 < q ≤ p− 1, the `q–`p optimization problem is NP-hard.
It is important to see that while the result is established for a one dimensional problem, in fact NP-hardness persists in
a higher dimensional arena: to any algorithm for solving an appropriate generalization of the `q–`p optimization problem
for dimension s > 1, keep weights as given, and input vectors whose first components are the given values x1, x2, . . . , xn,
and have all other components equal 0. The output will be anm-partition of {1, 2, . . . , n} reflecting solely the values of the
first components, hence solving the desired one dimensional `q–`p optimization problem.
Note that the NP-hardness proof of this section depends strongly on observations x3, . . . , xr+2 all having equal value.
Interestingly, it is implicit in the proof of Theorem 5 that for the case p = q ties are irrelevant: observations of equal value
are interchangeable. It is perhaps worth noting that in an earlier NP-hardness proof, ties were not utilized, but the proof was
restricted to the `1–`2 case and was fairly intricate and detailed.
8. A pseudo-polynomial algorithm
Since the subset-sum problem is weakly NP-complete [6], it is natural to ask if the `q–`p optimization problem for
0 < q ≤ p − 1 is solvable in pseudo-polynomial time as well. In this section, we show that this is indeed the case for
the `q–`2 problem with q ≥ 1, providedm is fixed and the input is rational.
`q–`2 feasibility problem for rational data and fixedm: given rational numbers x1 ≤ x2 ≤ · · · ≤ xnwith associatednonnegative
rational weights w1, w2, . . . , wn, an integer m  n and a positive number K , is there a partition {B1, B2, . . . , Bm} of
{1, 2, . . . , n}with∑mj=1∑i∈Bj wi|xi − cj|q < K , where
cj =
∑
i∈Bj
wixi∑
i∈Bj
wi
? (15)
We assume that the numbers in the input are given as numerators and denominators, and transform the problem into
one for whichw1, w2, . . . , wn are integers by using the classical Euclidean algorithm to find the least commonmultiple a of
the denominators of thewis. Replacing eachwi with awi and replacing K with aK , we get an equivalent problem for which
all weights are integers. Letting L be the least commonmultiple of the denominators of {xi : 1 ≤ i ≤ n}, it follows from (15)
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that for 1 ≤ j ≤ m, the weightedmean cjmust (a) be in the interval [x1, xn] and (b) be equal to a fraction xy where x and y are
integers and y is a divisor of L
∑n
i=1wi. Letting δ = 1/(L
∑n
i=1wi), the set of numbers that satisfy conditions (a) and (b) is{x1, x1+ δ, x1+2δ, . . . , xn}. This set has cardinality X = 1+ (xn− x1) · L∑ni=1wi, which is pseudo-polynomial in the input.
The set of all possible values for the vector c = (c1, c2, . . . , cm), is a subset of the Xm vectors each of whose components is an
element of this X-set. Sincem is fixed, this Xm-set of vectors, which wewill call the big set, is also of pseudo-polynomial size.
Our algorithm involves two steps. First we choose a possible c from the big set, next we construct a network N(c)
containing a very large, but pseudo-polynomial, number of nodes and solve a shortest path problem for this network. The
‘length’ of this path will be the ‘cost’ associated with the best partition having weighted means c1, c2, . . . , cm. If there is no
such partition, the length is infinite. We repeat these two steps for all vectors in the big set, stopping if we find a partition
with cost less than K .
We begin construction of N(c)with a source node s, a target node t and a set of intermediate nodes in n phases. Arcs will
be between the source and nodes in phase 1; between nodes in phase i and nodes in phase i + 1 for 1 ≤ i ≤ n − 1; and
between phase n and the sink. Hence each s–t path includes exactly one node from each phase. By construction, each s–t
path will correspond to a partition, where the set of partitions represented is a superset of all partitions having weighted
means c1, c2, . . . , cm. The particular node in phase i on a path will contain enough information to indicate the unique part
intowhich index i is placed. It follows directly from the definition of weightedmean, that for each part Bj theweightedmean
is a solution c to∑
i∈Bj
wi(xi − c) = 0. (16)
We construct another ‘big set’ whose cardinality we denote by Y , this time containing as a subset all possible numbers of
the form
∑
i∈I wi(xi−cj) for some I ⊆ {1, 2, . . . , n} and for some j ∈ {1, 2, . . . ,m}. Lettingwmax = max{w1, w2, . . . , wn}, it
is not difficult to show that any such number can be expressed as a fraction which is contained in the interval [nwmax(2x1−
xn), nwmax(2xn − x1)] and has a denominator that is a divisor of L∑ni=1wi. Hence using an argument similar to the one for
X , we can show that Y is pseudo-polynomial in the input. We construct each node in each phase to correspond to a vector
of length 2m. Specifically, the nodes in each phase k = 1, 2, . . . , n consist of all possible vectors y having length 2m where
yi is in the big set for i = 1, . . . ,m and for i = m + 1, . . . , 2m, yi ∈ {0, 1}. Thus in the entire network there is the source,
the sink, and nYm2m intermediate nodes.
Next we construct the arcs of N(c) in such a way, that in any s–t path, the node in phase k corresponds to a vector ywith
yj =
∑
i∈Bj
1≤i≤k
wi(xi − cj) for j = 1, . . . ,m
and form+ 1 ≤ i ≤ 2m, we have yi = 0 if part i−m is empty at phase k and yi = 1 if part i−m is nonempty. We denote an
arc from node a to node b by [a, b]. For 1 ≤ j ≤ m, let y(j) be the 2m-vector all of whose components are 0, except for the
jth component which is equal to w1(x1 − cj), and the (m + j)th which is equal to 1. From the source, we construct m arcs:
[s, y(j)] for j = 1, . . . ,m. We set the cost of [s, y(j)] tow1|x1−cj|q. Finding a shortest path that includes this arc corresponds
to placing index 1 in part j. Between the (i−1)st phase and the ith phase, for 2 ≤ i ≤ n place arcs in the network as follows:
for each node y in column i − 1, and for each 1 ≤ j ≤ m, add arc [y, yj] to the network where yj is identical to y in every
component except for the jth component which is incremented by wi(xi − cj) and possibly component m + j which must
be set to 1. Set the cost of this arc to wi|xi − cj|q. Choosing this arc in the shortest path corresponds to placing index i in
part j. Between the last phase and the sink t , construct all arcs [y, t]. Let the cost be 0 when y is the vector with yi = 0 for
1 ≤ i ≤ m and yi = 1 for m + 1 ≤ i ≤ 2m. Set the cost to∞ otherwise. This forces every s–t path with finite cost to
correspond to a partition for which c1, c2, . . . , cm are the actual weighted means and for which each part is nonempty. A
shortest path is one with lowest cost. We can check easily to see if this cost is less than or equal to K and, if so, the answer
to our feasibility question is ‘yes’. If not, return to Step 1 until all possible c’s are tried. Hence we have:
Theorem 10. For rational data, and fixedm, the `q–`2 feasibility question for q ≥ 1 can be answered in pseudo-polynomial time.
9. Open questions, conjectures and future work
In the NP-hardness proof for q ≤ p− 1, we reduced the subset-sum problem to a specially structured instance of `q–`p
optimization: each part of the optimal partition had exactly one index with very large weight; when the answer to the
subset-sum feasibility question was ‘yes’ each part was ‘balanced’ in the sense explained in Section 3. Interestingly, our
counterexamples establishing failure of the string property possessed these same properties.
The issue of complexity and the status of the string property remain open for p− 1 < q < p and for q > p.
• For p − 1 < q < p and q > p we conjecture that the string property can fail and the `q–`p optimization problem is
strongly NP-hard. Furthermore, as in the q ≤ p − 1 case, we expect a similarity in structure between the instance used
in reduction and the counterexamples used to establish possible establishing failure of the string property.
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• Monotonicity conjecture: Fixm; fix x1, x2, . . . , xn; fixw1, w2, . . . , wn; and fix p. We conjecture that as q increases there
is a point at which some specific contiguous solution becomes and remains optimal.
We showed that `q–`2 optimization is pseudo-polynomial for all q ≥ 1. Our algorithm relied heavily on x¯ being easily
computed.
• Conjecture: the `q–`p optimization is strongly NP-hard for all q > 0 when p 6= q 6= 2.
• Conjecture: when p 6= q 6= 2 finding an optimal contiguous solution for a given ordering (x1, x2, . . . , xn) is NP-hard
(probably strongly NP-hard). (One can show that for q = 2 the problem is polynomial).
In [5] heuristic solution methods for the SAP were given. No work has been done on exact algorithms.
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