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We present a systematic classification and analysis of possible pairing instabilities in graphene-
based moiré superlattices. Motivated by recent experiments on twisted double-bilayer graphene
showing signs of triplet superconductivity, we analyze both singlet and triplet pairing separately,
and describe how these two channels behave close to the limit where the system is invariant under
separate spin rotations in the two valleys, realizing an SU(2)+ × SU(2)− symmetry. Further, we
discuss the conditions under which singlet and triplet can mix via two nearly degenerate transitions,
and how the different pairing states behave when an external magnetic field is applied. We find
that an approximate SU(2)+ × SU(2)− symmetry can generically account for the linear increase of
the critical temperature with small magnetic fields, and we map out the possible forms of the phase
diagram as a function of temperature and magnetic field. We examine which of the pairing states
can arise in mean-field theory and the type of pairing favored in the presence of strong ferromagnetic
fluctuations, which are expected to be present in twisted double-bilayer graphene. Finally, we also
detail the differences in the classification when the additional microscopic or emergent symmetries
relevant for twisted bilayer graphene and ABC trilayer graphene on hexagonal boron nitride are
taken into account. Our study illustrates that graphene superlattices provide a rich platform for
exotic superconducting states, and could allow for the admixture of singlet and triplet pairing even
in the absence of spin-orbit coupling.
I. INTRODUCTION
Experiments on twisted bilayers of graphene have re-
cently revealed interaction-induced insulating phases and
superconductivity when the relative angle between the
layers is fine-tuned to yield almost flat moiré bands,
which enhances the impact of electronic correlations [1–
4]. Due to the strong-coupling nature of the problem,
which is corroborated by tunneling spectroscopy mea-
surements [5–7], the form and mechanism of the insulat-
ing and superconducting phases are still under debate,
despite considerable theoretical effort [8–42]. Another
graphene-based moiré system that displays both super-
conducting and correlated insulating behavior is ABC-
stacked trilayer graphene on hexagonal boron nitride
[43, 44]. In this case, the moiré pattern results from
the difference in lattice constants and bandwidths, and
it can be controlled by application of a vertical electric
field [45, 46].
The most recent member of the family of strongly cor-
related graphene superlattice systems is twisted double-
bilayer graphene [47–49], where two individually aligned
AB-stacked graphene bilayers are twisted with respect to
one another. As theoretical calculations show [50–55],
flat electronic bands can be realized by tuning the twist
angle and a vertical electric field. Similar to the above-
mentioned graphene moiré systems, both correlated in-
sulating [47–49] and superconducting [47, 48] phases are
observed in experiment. However, in stark contrast to
twisted bilayer and trilayer graphene, the superconduct-
ing transition temperature is found to increase linearly
with a weak in-plane magnetic field [48], which is a strong
indication of triplet pairing [39, 52]. Furthermore, the
gap of the correlated insulating phase is also seen to in-
crease with an applied magnetic field, indicating ferro-
magnetic order [47–49].
In this paper, we study the possible pairing states in
graphene moiré superlattices. Motivated by the recent
experimental signatures of triplet pairing, we pay spe-
cial attention to the triplet channel, and possible mixed
singlet and triplet phases. While the weak spin-orbit
coupling in graphene seems to disfavor the latter class
of phases, projections of the Coulomb interaction on the
relevant moiré bands evince that the interaction terms
that couple the spin degrees of freedom of the two val-
leys, v = ±, of the system are much weaker than other
interaction terms that do not [11, 46, 52]. Together with
the nearly valley-diagonal band structure, this hints that
the system is approximately invariant under independent
spin rotations in the two valleys. As has been pointed out
before [17, 41], the associated SU(2)+ × SU(2)− symme-
try renders the singlet and triplet pairing channels degen-
erate. This paper will address the questions: (i) under
which conditions can singlet and triplet mix when the
SU(2)+ × SU(2)− symmetry is only weakly broken, and
(ii) which triplet state transforms into which singlet upon
reversing the sign of the symmetry-breaking interactions?
In this way, we map out all possible phase diagrams close
to the SU(2)+ × SU(2)−-invariant limit.
We point out that loop corrections can significantly
modify the form of the interactions at the energies
relevant to superconductivity. Whether these correc-
tions strongly break the SU(2)+ × SU(2)− symmetry is
presently not known, which is why we also classify and
discuss pairing in the absence of this symmetry.
We will primarily concentrate on pairing in twisted
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2double-bilayer graphene, as it is the only system where
signs of triplet pairing have been reported so far. While
the lattice is invariant under three-fold rotation, C3, per-
pendicular to the graphene sheets, and under a two-fold
in-plane rotation, C2y, the latter is broken due to the ver-
tical electric field that is applied to tune the bandstruc-
ture and to induce superconductivity. It seems currently
unclear whether the superconducting state coexists with
the likely ferromagnetic correlated insulator and whether,
at least in part of the phase diagram, there is a ther-
mal transition directly from the (paramagnetic) normal
metal to superconductivity without any ferromagnetic or-
der. For this reason, we will analyze two scenarios sep-
arately: (I) there is no ferromagnetic order around the
critical temperature, Tc, of superconductivity, and (II)
there is ferromagnetic order already at T > Tc that co-
exists microscopically with superconductivity for T < Tc
(or at the minimum, the associated ferromagnetic mo-
ments couple significantly to the superconducting order
parameter). To probe both of these cases, we will begin
with the analysis of the superconducting states trans-
forming under the irreducible representations (IRs) of
the point group C3 assuming time-reversal symmetry in
the high-temperature phase. This is relevant for case (I)
above. In order to address scenario (II), we will later
add the coupling to the time-reversal-symmetry break-
ing magnetic moments and examine how it affects the
superconducting transition.
Studying the coupling of the superconducting states to
the magnetic field, B, also allows us to determine which
of the pairing states are compatible with the linear in-
crease of the critical temperature with small B, and to
describe the possible phase diagrams in the temperature-
B plane. If SU(2)+ × SU(2)− is broken significantly,
triplet pairing has to dominate for B = 0; while there
are only three possible triplet states as leading instabili-
ties for B 6= 0, there can be subsequent transitions where
secondary triplet components become nonzero at lower
temperatures. In the case where SU(2)+ × SU(2)− is an
approximate symmetry, even singlet pairing at B = 0 can
yield a linear increase. In particular, the possible phase
diagrams in the presence of a magnetic field for pairing
in the trivial IR A of C3 are shown in Fig. 2.
In addition, we explore the changes if an additional
two-fold rotation symmetry, C2, perpendicular to the
plane of the system and the aforementioned C2y sym-
metry are imposed. This is inspired by twisted bilayer
graphene and ABC trilayer graphene, where these sym-
metries are either realized as exact microscopic symme-
tries of the lattice or as approximate emergent symme-
tries [13, 15, 46].
We also analyze which of the possible states can be
realized in a single-band mean-field computation. How-
ever, in light of the problem’s strong-coupling character,
we expect significant corrections to this weak-coupling
approach. To illustrate this, we consider the impact of
strong ferromagnetic fluctuations and show that it sta-
bilizes phases that are disfavored in the weak-coupling
limit.
Finally, we comment on the relation to other works.
While our classification also contains the pure singlet
states, which have been subject to intense scrutiny in
twisted bilayer graphene, we are mainly interested in
pairing states with a finite triplet component, prompted
by the more recently discovered correlated physics of
twisted double-bilayer graphene. In this context, Ref. 56
mainly focuses on the correlated insulating phase in this
system, whereas Ref. 52 also discusses pairing. We ex-
tend the work of Ref. 52 by allowing for momentum-
dependent pairing states, contrasting weakly and signifi-
cantly broken SU(2)+ × SU(2)− symmetry, investigating
admixed singlet and triplet phases, analyzing fluctuation
corrections to mean-field theory, and mapping out the
phase diagram in the presence of a magnetic field.
The paper is organized as follows: as described above,
we start with twisted double-bilayer graphene. In Sec. II,
we introduce the model and the action of the relevant
symmetries. We first discuss pairing in the trivial IR of
the point group of the system in Sec. III and then gener-
alize to the complex IR E in Sec. IV. Sec. V demonstrates
how strong fluctuations can yield significant corrections
to mean-field theory. The consequences of the additional
symmetries potentially relevant to pairing in twisted bi-
layer graphene and ABC trilayer graphene are explored
in Sec. VI. A summary and discussion of our results can
be found in Sec. VII.
II. MODEL AND SYMMETRIES
We focus on the (nearly flat) conduction band of
twisted double-bilayer graphene which appears to host
the superconducting phase observed experimentally [47,
48]. Owing to the presence of a gap to other bands in
the relevant parameter regime [51–54], it is reasonable to
describe the superconducting instability in a single-band
picture. We stress, however, that most of our conclusions
are symmetry-based and thus, also apply when several
bands are taken into account.
Denoting the corresponding electronic creation and an-
nihilation operators by ckσv, where k is crystal momen-
tum, σ spin, and v = ± represents the valleys, the general
pairing term can be written as
HSC =
∑
k
c†kσv
(
∆kiσyτx
)
σv,σ′v′ c
†
−kσ′v′ + H.c.. (1)
Here and in the following, σj and τj are Pauli matri-
ces in spin and valley space, respectively, and the 4 × 4
matrix ∆k is the superconducting order parameter. In
3Eq. (1), we have already made the assumptions that only
Cooper pairs with zero net momentum form and that su-
perconductivity preserves translational symmetry. Due
to the proximity of superconductivity to ferromagnetic
order [47, 48], relaxing this assumption could be interest-
ing, but we leave this for future work. Consequently, we
need not consider IRs of the full space group but rather,
can concentrate on the point group G of the system and
time-reversal Θ.
In this regard, we study two different point groups: an
approximate point group,
G1 = C3 × SU(2)+ × SU(2)− × U(1)v, (2)
where C3 is the crystalline point group, SU(2)± is spin
rotation in valley v = ±, and U(1)v corresponds to valley
charge conservation. As argued in Ref. 52, the intervalley
“Hund’s” coupling J is much smaller than the intravalley-
density interaction V . In combination with the fact that
the noninteracting band structure only has very small
valley mixing, the system is invariant under Eq. (2) to a
good approximation. In the presence of a finite Hund’s
coupling, Eq. (2) is reduced to
G2 = C3 × SU(2)s × U(1)v, (3)
where SU(2)s is global spin rotation. To define these
symmetries more precisely, we specify their representa-
tion on the electronic field operators:
C3 : ck −→ cC3k (4a)
SU(2)s : ck −→ eiϕ·σck (4b)
SU(2)± : ck −→
(
P±eiϕ·σ + P∓
)
ck, (4c)
U(1)v : ck −→ eiϕτzck, (4d)
with P± = (τ0 ± τz)/2 being the valley projection oper-
ators. Furthermore, time-reversal is represented by the
antiunitary operator Θ with
ΘckΘ
† = iσyτxc−k. (5)
To classify superconductivity, we proceed as usual [57]
and express ∆k in Eq. (1) in terms of the IRs n (with
dimension dn) of the point group as
∆k =
∑
n
dn∑
µ=1
ηnµχ
n
µ(k), η
n
µ ∈ C, (6)
where χnµ(k), µ = 1, . . . , dn, are partner functions trans-
forming under the IR n. Within the minimal descrip-
tion of pairing in Eq. (1), which only involves one band
per valley, χnµ(k) ∈ C4×4 are matrices in spin and valley
space.
In our case, the point group has the form Gj = C3 ×
U(1)v × Gsj with Gs1 = SU(2)+ × SU(2)− ' SO(4) and
Gs2 = SU(2)s. As a consequence, the IRs of Gj have the
form n = nC3 × nv × ns where nC3 , nv, and ns are IRs
of C3, U(1)v, and Gsj , respectively. We can thus rewrite
Eq. (6) more explicitly as
∆k =
∑
nC3 ,nv,ns
dnC3∑
µ1=1
dnv∑
µ2=1
dns∑
µ3=1
ηnµ1µ2µ3χ
nC3
µ1 (k)χ
nv
µ2χ
ns
µ3 .
(7)
In order to classify superconducting states, we need to
consider the different IRs of C3, U(1)v, and Gsj .
Let us begin our discussion of IRs with U(1)v. While it
has, in general, countably infinite IRs (one-dimensional
and with character eimvϕ, mv ∈ Z), only three are rele-
vant here as all representations with |mv| > 1 cannot be
realized with only two valleys. First, there is the trivial
representation, mv = 0, with χmv=0 = aτ0 + bτz with a
priori unknown a, b. Recalling the extra factor of τx in
Eq. (1), this translates to purely intervalley pairing. Sec-
ondly, the pair of complex conjugate representations with
mv = ±1 has to be considered. Note that due to time-
reversal symmetry, the complex representations cannot
be discussed separately. Here, the basis functions read as
χmv=±1 = τx ± iτy; as such, this corresponds to purely
intravalley pairing.
We thus see that U(1)v prohibits the mixing of inter-
and intravalley pairing. As time-reversal (5) interchanges
the valleys along with sending k → −k and we assume
zero-momentum Cooper pairs, we will restrict our dis-
cussion to intervalley pairing, i.e., mv = 0 for the rest of
the paper.
As is well known [58], C3 has the following IRs, both
of which are one-dimensional: the trivial one, A, and
the complex representation E (and its complex conjugate
partner). We analyze each of these IRs in Secs. III and
IV, and in both cases, discuss the differences between Gs1
and Gs2 ; we will also see how the states “connect” once Gs1
is weakly broken to Gs2 due to a small but finite value of
the Hund’s coupling.
III. TRIVIAL REPRESENTATION OF THE
CRYSTALLINE POINT GROUP
For simplicity, we begin with the trivial representation
A of C3, which is real and one-dimensional. In fact, the
following discussion will not be modified as long as the
IR is real and one-dimensional and there is no crystalline
symmetry relating the two valleys. Interestingly, the last
assumption is violated in twisted bilayer graphene and
trilayer graphene on boron nitride, so we treat these sys-
tems exclusively in Sec. VI below.
As already mentioned, we consider only intervalley
pairing which corresponds to a real and one-dimensional
IR as well. This means that the order parameter in
4Eq. (7) has the form
(∆k)σv,σ′v′ = δv,v′χ
A(k, v)
dns∑
µ=1
ηnsµ
(
χnsµ (v)
)
σσ′ , (8)
where χA(k, v) is invariant under k → gk for all gener-
ators g of the crystalline point group (here we only have
g = C3).
A. Limit of exact SU(2)+×SU(2)− symmetry
To proceed further, we have to inspect the scenarios for
both Gs1 and Gs2 . We start with the former, i.e., we assume
that the Hund’s coupling is zero. Inserting Eq. (8) in the
general pairing Hamiltonian (1), we obtain a pairing term
of the form
HSC =
∑
k,v
c†kσv
(
Mkviσy
)
σ,σ′ c
†
−kσ′v¯ + H.c., (9)
Mkv = χ
A(k, v)∆v,
where v¯ = ∓ for v = ±, and Mkv as well as ∆v =∑
µ η
ns
µ χ
ns
µ (v) are matrices in spin space. Fermi-Dirac
statistics implies
Mkv = σyM
T
−kv¯ σy. (10)
Rewriting pairing in terms of singlet and triplet asMkv =
σ0∆
s
kv + σ · dkv, Eq. (10) is equivalent to ∆skv = ∆s−kv¯
and dkv = −d−kv¯, as expected.
We now study the stable superconducting phases in
this channel by writing down the most general Ginzburg-
Landau expansion constrained by the symmetries
Θ :Mkv −→ M†kv, (11a)
SU(2)+ × SU(2)− :Mkv −→ e−iϕ+·σMkveiϕ−·σ. (11b)
Due to the constraint (10) stemming from Fermi-Dirac
statistics, we express the free energy in terms of one valley
only (say v = +) as F = F [Mk+ = χA(k,+)∆+], and
the pairing in the other valley just follows from Eq. (10).
The most general free energy to quartic order in ∆+,
invariant under Eq. (11) and ∆v → eiϕ∆v, reads as
F ∼ a(T )
2
tr
[
∆†+∆+
]
+
b1
4
(
tr
[
∆†+∆+
])2
(12)
+
b2
2
tr
[
∆†+∆+∆
†
+∆+
]
+
b3
4
∣∣∣tr [σy∆+σy∆T+]∣∣∣2 .
Note that |tr[σy∆+σy∆T+]|2/2 = tr[∆+σy∆T+∆∗+σy∆†+],
so the latter is not an independent term to consider. It
further holds that |tr[σy∆+σy∆T+]|2/2 = (tr[∆†+∆+])2 −
tr[∆†+∆+∆
†
+∆+], which allows us to set b3 = 0 in the
following without loss of generality.
Using the singular-value decomposition of ∆+, it is
straightforward to find all symmetry-inequivalent min-
ima of Eq. (12). There are two different states depend-
ing on the sign of b2 which we label by Amv=0(∆s;d),
where ∆s and d refer to the singlet and the triplet vec-
tor, respectively, A indicates the trivial IR of C3, and
mv = 0 connotes intervalley pairing (IR of U(1)v with
mv = 0). If b2 > 0, we get ∆+ ∝ σ0, i.e., Mk,± = λ±kσ0
with λC3k = λk; according to the notation introduced
above, this state will be labelled as Amv=0(1; 0, 0, 0).
There are (infinitely) many different equivalent represen-
tations of this state as, for instance, the transformations
in Eq. (11b) mix the singlet and triplet components—as
described by the isomorphism SU(2)+×SU(2)− ' SO(4).
However, for the sake of notational clarity, we will hence-
forth only show one convenient representative of each
state. The Amv=0(1; 0, 0, 0) state preserves time-reversal
symmetry and breaks SU(2)+ × SU(2)− down to SU(2)s
[rotations of the total spin, i.e., ϕ+ = ϕ− in Eq. (11b)].
On the other hand, if b2 < 0, we find ∆+ ∝ σ0 + σz,
which corresponds to Amv=0(1; 1, 0, 0). For this phase,
the order parameter in Eq. (9) assumes the formMk,± =
λ±k (σ0 ± σz) with λC3k = λk. This state preserves time-
reversal symmetry too, but it breaks SU(2)+ × SU(2)−
down to O(2)s (with ϕ+ = ϕ− = ϕ eˆz), i.e., rotations of
the total spin along a single axis.
B. Turning on the Hund’s coupling
In reality, there is, of course, a finite Hund’s coupling
that reduces Gs1 = SU(2)+ × SU(2)− to only global spin
rotations, Gs2 = SU(2)s, already in the high-temperature
phase. In Ref. 52, the Hund’s coupling J has been esti-
mated to be about 60 times smaller than the intravalley
interaction V . However, as already pointed out in the
introduction, J might be enhanced due to loop correc-
tions. For this reason, we first classify the possible in-
stabilities in the absence of an approximate SU(2)+ ×
SU(2)− symmetry and then, analyze how the different
states “connect” for small values of J and whether ad-
mixtures of singlet and triplet are possible.
To introduce our notation, we will begin with the clas-
sification for the reduced symmetry group G2 in Eq. (3);
in that case, we will have either singlet or triplet pairing:
a. Singlet: This corresponds to the dns = 1 one-
dimensional IR of Gs2 with χns = σ0 in Eq. (8). The
pairing Hamiltonian simply has the form
HSC =
∑
k,v
λskvc
†
kσv
(
iσy
)
σ,σ′ c
†
−kσ′v¯ + H.c., (13)
with λskv = λ
s
−kv¯ and λ
s
C3kv
= λskv. All symmetries of
the high-temperature phase are preserved. We refer to
this state as A1smv=0 with the 1s referring to spin singlet,
5mv = 0 to intervalley pairing, and A to the trivial repre-
sentation of C3.
b. Triplet: This pairing channel is associated with
the three-dimensional IR of Gs2 . A possible choice of basis
functions is χnsµ (v) = σµ, µ = 1, 2, 3, in Eq. (8). As
it is a multidimensional representation, the free energy
has to be expanded beyond quadratic order. Writing
d = (ηns1 , η
ns
2 , η
ns
3 ), we have up to quartic order
F ∼ a(T )d†d+ bt1
(
d†d
)2
+ bt2|d∗ × d|2. (14)
Observe that |dTd|2 is not an independent quartic term
since |dTd|2 = (d†d)2 − |d∗ × d|2. The free energy in
Eq. (14) has two stable minima. For bt2 > 0, we have
d ∝ (1, 0, 0)T and the corresponding pairing term is
HSC =
∑
k,v
λtkvc
†
kσv
(
σxiσy
)
σ,σ′ c
†
−kσ′v¯ + H.c., (15)
with λtkv = −λt−kv¯ and λtC3kv = λtkv. As is easily seen,
this term preserves time-reversal symmetry and breaks
SU(2)s down to spin rotation along a single axis. This
state will be referred to as unitary triplet and denoted
by the symbol A3smv=0(1, 0, 0), where the three compo-
nents just indicate the direction of the triplet vector. If,
instead, bt2 < 0, we obtain d ∝ (1, i, 0)T , whence
HSC =
∑
k,v
λtkvc
†
kσv ((σx + iσy)iσy)σ,σ′ c
†
−kσ′v¯ + H.c.,
(16)
with λtkv as above. This is a nonunitary triplet state. It
breaks time-reversal symmetry and will be denoted by
A3smv=0(1, i, 0).
One might wonder what kind of interaction or band
structure would favor A3smv=0(1, i, 0) over A
3s
mv=0
(1, 0, 0)
and vice versa. In mean-field theory, as detailed in Ap-
pendix A, it is straightforward to show by evaluation of
a one-loop diagram that
bt2 = T
∑
ωn
∫
d2k
(2pi)2
|λtk|4
(ω2n + ξ
2
k+)
2
. (17)
Here, ωn are fermionic Matsubara frequencies and ξk+
is the electronic band energy in valley v = + of the
nearly-flat band hosting superconductivity. We observe
that bt2 > 0 holds irrespective of microscopic details and
hence, A3smv=0(1, 0, 0) is generically favored if we neglect
corrections beyond mean-field theory (such as residual
interactions or frequency dependence of pairing). In-
triguingly, there have been experimental reports [59] of
intrinsically nonunitary pairing in LaNiC2, i.e., nonuni-
tary triplet pairing born out of a paramagnetic normal
state. Thus, there is reason to believe that we cannot
generically exclude this state, but we do not expect it to
show up in any simple mean-field computation.
1. How do the states connect in the J = 0 limit?
Next, we establish how the three possible states,
A1smv=0, A
3s
mv=0
(1, 0, 0), and A3smv=0(1, i, 0), connect to the
two derived in the previous subsection with enhanced
SU(2)+ × SU(2)− symmetry, namely Amv=0(1; 0, 0, 0)
and Amv=0(1; 1, 0, 0). To this end, we decompose the
Ginzburg-Landau expansion, Eq. (12), of the previous
section into singlet and triplet by writing ∆+ = ∆s+σ·d.
Since tr
[
∆†+∆+
]
= |∆s|2 + d†d, singlet and triplet are
degenerate at quadratic order in F as a consequence of
the enhanced SU(2)+ × SU(2)− symmetry. For nonzero
J , this degeneracy is lifted and we have
F ∼ a(T )
(
|∆s|2 + d†d
)
+ δa(T )
(
|∆s|2 − d†d
)
, (18)
where δa can be made arbitrarily small as J → 0. Ne-
glecting, for now, the “back action” of the superconduct-
ing order parameter that condenses first on the second
one (as described by higher-order terms in the Ginzburg-
Landau expansion), we conclude that there are two su-
perconducting transitions at T±c,0 = Tc,0 ± ∆Tc with
∆Tc = |δa(T 0c )|/α, taking a(T ) ∼ α(T − T 0c ) near
T 0c . The extra index 0 in T
±
c,0 highlights the fact that
the aforementioned higher-order terms in the Ginzburg-
Landau expansion can significantly affect the lower tran-
sition temperature, T−c 6= T−c,0; of course, this has no
effect on the higher transition temperature, T+c = T
+
c,0.
Before analyzing these corrections, it is useful to es-
timate the temperature scale ∆Tc. Using the expected
result, T±c ' Λ exp(−1/[(V ± J)ν]) of mean-field theory
(from the linearized gap equations), where Λ is the cutoff
and ν the density of states at the Fermi level, this leads
to
∆Tc
T 0c
∼ |J |
V 2ν
. (19)
The large density of states, taken together with the esti-
mated value of V—which is larger than even the band-
width [52] of the flat bands—and the relation J  V , im-
plies that ∆Tc  T 0c [60]; the temperature/energy scale
∆Tc is most likely too small to be visible in experiments.
While the estimate above is only based on mean-field
theory, it indicates at least that it is important to study
the behavior of superconductivity in the limit of small
∆Tc/T
0
c (and hence, weakly broken SU(2)+ × SU(2)−
symmetry), accounting for the possibility of two tran-
sitions and mixing of singlet and triplet pairing (despite
the absence of spin-orbit coupling). Moreover, we will see
that nearly degenerate singlet and triplet pairing also has
crucial consequences for the behavior of superconductiv-
ity in the presence of a magnetic field.
While we postpone the analysis of magnetic fields to
Sec. III C, here, we investigate the possibility of an ad-
6mixture of singlet and triplet in the presence of time-
reversal symmetry [relevant to scenario (I) defined in the
introduction]. As anticipated above, this requires also
considering the quartic terms of Eq. (12). We find
F ∼ a(T )
(
|∆s|2 + d†d
)
+ δa
(
|∆s|2 − d†d
)
+ (b1 + b2)|∆s|4 + (b1 + b2)
(
d†d
)2
+ b2 |d∗ × d|2
+ 2(b1 + 2b2)|∆s|2d†d+ 2b2Re
[
(∆s)
2
d†d∗
]
, (20)
neglecting corrections to the quartic terms coming from
finite J .
Looking at the first transition with the higher tran-
sition temperature, we assess which of the two dis-
tinct triplet states, A3smv=0(1, 0, 0) and A
3s
mv=0
(1, i, 0),
and the singlet state can be stabilized by starting from
Amv=0(1; 0, 0, 0) or Amv=0(1; 1, 0, 0) and turning on a fi-
nite Hund’s coupling J . For this purpose, we can ne-
glect the coupling terms in the third line of Eq. (20).
Clearly, if δa < 0 (“anti-Hund’s coupling”), we get a sin-
glet state for both Amv=0(1; 0, 0, 0) and Amv=0(1; 1, 0, 0).
A straightforward way of establishing which of the triplet
states is realized when δa > 0 (“conventional” Hund’s
coupling) proceeds by evaluating their respective free en-
ergy in Eq. (20). One finds that the state A3smv=0(1, 0, 0)
is realized if b2 > 0; otherwise, A3smv=0(1, i, 0) is favored.
This brings us to the conclusion that
Amv=0(1; 0, 0, 0) −→ A1smv=0 or A3smv=0(1, 0, 0), (21a)
Amv=0(1; 1, 0, 0) −→ A1smv=0 or A3smv=0(1, i, 0), (21b)
at the first transition (see the schematic phase diagram
in Fig. 1). This result is just a consequence of the fact
that the form ∆+ ∝ σ0 for the Amv=0(1; 0, 0, 0) state
we had chosen in the previous section can alternatively
be written as ∆+ ∝ σx due to the SU(2)+ × SU(2)−
symmetry and thus, explicitly assumes the form of the
unitary triplet state. Similarly, ∆+ ∝ σ0 +σz used above
for Amv=0(1; 1, 0, 0) can also be written as ∆+ ∝ σx +
iσy. This is why it transitions into the nonunitary triplet
state, upon turning on a nonzero Hund’s coupling.
In order to determine whether there is a second tran-
sition, we have to include the coupling terms between
singlet and triplet in the third line of Eq. (20). To illus-
trate that these terms can be crucial, we consider the case
δa > 0 and b2 > 0, i.e., the triplet state A3smv=0(1, 0, 0)
condenses first. This leads to the coupling between sin-
glet and triplet 2c|∆s|2|d(T )|2, c = b1 + b2, in the free
energy, where we have made use of the fact that a relative
phase of pi/2 between singlet and triplet is energetically
most favorable. As a result of |d(T )|2 = (δa−a(T ))/(2c),
which is valid as long as there is no additional singlet
pairing, the growing triplet component induces the extra
term
2c|∆s|2|d(T )|2 = (δa− a(T ))|∆s|2, (22)
Hund'sAnti-Hund's
tripletsinglet
singlet
tripletsinglet
+ triplet
Hund'sAnti-Hund's
FIG. 1. Schematic phase diagram as a function of tempera-
ture, T , and δ = δa
αTc,0
' J
V 2ν
close to the SU(2)+ × SU(2)−
invariant point (δ = 0) obtained by minimizing the free en-
ergy in Eq. (20). Parts (a) and (b) correspond to b2 > 0 and
b2 < 0, respectively, and are, hence, associated with the pair-
ing states Amv=0(1; 0, 0, 0) and Amv=0(1; 1, 0, 0) at δ = 0 as
indicated in red. In our notation for the pairing Amv (∆
s;d),
mv is the valley quantum number, and ∆s and d are sin-
glet and triplet pairing amplitudes, respectively. As the pure
singlet and the unitary triplet state for b2 > 0 (the mixed
singlet-triplet phase and the nonunitary triplet for b2 < 0)
transform into each other under reversing the sign of δ ∝ J ,
we will refer to them as Hund’s partners.
which is always larger than the “bare” quadratic term of
singlet pairing [in the first line of Eq. (20)]. Accordingly,
there is no second transition (at least close to Tc,0 where
our Ginzburg-Landau approach is valid) into a state that
has a nonzero singlet component. We also checked that
Eq. (20) does not allow for a first-order transition.
Similarly, all other cases can be scrutinized and one
finds that if triplet dominates, there is no second tran-
sition. However, if singlet has a larger transition tem-
perature (δa < 0), there is a second transition into a
phase with singlet and triplet pairing when b2 < 0. This
transition happens at the temperature
T−c = Tc,0
(
1 +
c− |b2|
|b2| δ
)
, δ ≡ δa
αTc,0
' J
V 2ν
. (23)
The stability of the Ginzburg-Landau expansion only re-
quires c > 0 and c > −b2, so both T−c < T−c,0 and
T−c > T
−
c,0 are possible. More importantly, unless |b2|/c
is fine-tuned to be of order δ, generically, T−c → Tc,0 as
J → 0 and the two transitions, if present, are likely too
close to be experimentally discernible. Due to the term
2b2 Re[(∆s)
2
d†d∗] in the free energy, we obtain the uni-
tary triplet vector d = d0(1, 0, 0)T with ∆sd∗0 ∈ R (same
phase). This is to be expected as ∆+ ∝ σ0 + σz for the
“parent” state Amv=0(1; 1, 0, 0).
A summary of these results is provided by the
schematic phase diagrams in Fig. 1. We observe that
the proximity to the enlarged symmetry in spin space,
SU(2)+ × SU(2)−, favors the possibility of having a
nonzero triplet component: for b2 < 0, even a nega-
tive Hund’s coupling (anti-Hund’s) allows for d 6= 0 and
leads to the exotic possibility of significant (d0 ' ∆s for
7TABLE I. Summary of the different intervalley pairing states transforming under the trivial representation of the point group
C3 in the absence of a magnetic field. For notational convenience, we neglect the extra label mv = 0 to indicate intervalley
pairing. λk is a real-valued and Brillouin-zone-periodic function that is invariant under C3. To lowest order, we can take λk to
be independent of k. We also indicate the minimal number of nodes, which state it transforms to when setting J = 0 [“SO(4)
parent”] and reversing the sign of J (“Hund’s partner”), and whether the state can be found in a single-band mean-field (MF)
computation neglecting residual interactions. In the last line, η describes the temperature-dependent strength of admixing of
the unitary triplet state.
Pairing Mk+ Nodes SO(4) parent Hund’s partner Possible in MF
A1s λkσ0 none A(1; 0, 0, 0) A
3s(1, 0, 0) 3
A3s(1, 0, 0) λkσx none A(1; 0, 0, 0) A
1s 3
A3s(1, i, 0) λk(σx + iσy) ↓ gapless/none A(1; 1, 0, 0) A1s +A3s(1, 0, 0) 7
A1s +A3s(1, 0, 0) λk(σ0 + η σx) none A(1; 1, 0, 0) A
3s(1, i, 0) 7
T−c − T > ∆Tc) singlet-triplet mixing in spite of the ab-
sence of spin-orbit coupling.
It is noteworthy that all the states are fully gapped
(more precisely, they have no symmetry-enforced nodes)
except for the nonunitary triplet with A3smv=0(1, i, 0),
which is gapped for one spin species while the other is
completely gappless. The admixture of singlet and uni-
tary triplet has two unequal gaps for the two spin species
both of which are finite as long as the magnitudes of sin-
glet and triplet are not fine-tuned to be equal. All the
states, along with their order parameters and properties,
are summarized in Table I.
We finally comment on the nature of the thermal phase
transition for the different superconducting states once
fluctuations of the order parameter are taken into ac-
count. Neglecting stray fields, the transition into the sin-
glet phase A1s is expected to be a BKT transition with
quasi-long-range order of the complex-valued order pa-
rameter ∆s below the transition temperature. For the
triplet states, it is important to keep in mind that d
cannot even have quasi-long-range order as it transforms
as a three-component vector under spin-rotation. For
the unitary triplet state [with order parameter manifold
(S2×S1)/Z2] a BKT transition of the composite charge-
4e order parameter dTd is possible and is associated
with the (un)binding of half vortices. This is different
for the nonunitary state [with order parameter manifold
S3/Z2 ' SO(3)] where dTd = 0 and no BKT transi-
tion into a quasi-long-range ordered superconductor is
expected. For the case of the two consecutive transitions
in Fig. 1(b) with δ < 0, we first expect a BKT transition
into a singlet phase followed by a crossover at which the
triplet vector becomes nonzero.
However, we point out that, even in the simplest case
of the singlet A1s , there are significant corrections to the
BKT transition resulting from stray fields and mirror
vortices [61], which make the observation of a pristine
BKT transition in a (charged) superconductor difficult.
We believe that the current status of experiments does
not allow to exclude pairing phases that will not exhibit
quasi-long-range order and a BKT transition in the limit
of infinite system size.
2. Expectations within mean-field theory
Lastly, we evaluate what a naïve mean-field compu-
tation is expected to yield. In fact, from Eq. (17), we
already know that the prefactor of the term |d∗ × d|2 in
Eq. (20) must be positive within mean-field theory and
therefore, it holds that b2 > 0. For completeness, we
mention that in the mean-field approximation, b1 = 0, as
shown in Appendix A. Consequently, a single-band mean-
field computation will generally favor Fig. 1(a) over (b);
in other words, only half of the phases proposed in this
section can be found in mean-field, which we also indicate
in the last column of Table I.
However, there is no fundamental mechanism prohibit-
ing the mixing of singlet and triplet via two transitions
(see, e.g., Ref. 62) and there are multiple reasons why we
can effectively have b2 < 0 (and b1 > 0 to ensure stabil-
ity): for instance, strong residual interactions and fluctu-
ations have been shown to modify the values of the quar-
tic terms in the free energy significantly [40, 63], thereby
stabilizing phases that are otherwise not possible in the
mean-field approximation. Given the underlying strong-
coupling features of the problem, it is plausible that there
are sizable corrections to mean-field theory. In addition,
disorder can dress the Ginzburg-Landau expansion and
it is unclear whether adding frequency dependence to the
gap function could be of relevance.
In Sec. V, we will analyze the impact of spin fluctu-
ations, which are expected to be relevant for twisted-
double bilayer graphene, and find that these generically
decrease the value of b2; if sufficiently strong, these fluc-
tuations will favor the phase diagram in Fig. 1(b).
8C. In the presence of a magnetic field
As asserted above, we now generalize the Ginzburg-
Landau expansion to also include the coupling to a Zee-
man field MZ and an (in-plane) orbital coupling MO.
Both of these terms can either be due to an applied ex-
ternal magnetic field or due to the correlated insulating
state [47–49]. This enables us to discuss (i) the behavior
of the superconducting critical temperature T+c as a func-
tion of an external magnetic field in the absence of any
ferromagnetic moments associated with the correlated in-
sulating state [case (I) defined in the introduction]. At
the same time, we can study (ii) how the transition tem-
perature and the order parameter of superconductivity is
affected by the potentially coexisting ferromagnetic order
[case (II)].
1. Leading superconducting transition
We first turn our attention to the leading supercon-
ducting transition with the highest temperature T+c ; po-
tential subsequent superconducting transitions at lower
temperatures are addressed later in Sec. III C 2. For the
goal of studying the first transition, we can restrict our-
selves to quadratic order in the order parameter. Only
keeping terms up to quadratic order in the magnetic field
as well, we obtain
FM ∼ a(T )
(
|∆s|2 + d†d
)
+ δa
(
|∆s|2 − d†d
)
+ 2δc1MZ · Im (d∗∆s) + ic2MZ · d∗ × d
+ (c3M
2
Z + c4M
2
O)
(
|∆s|2 + d†d
)
+ (δc5M
2
Z + δc6M
2
O)
(
|∆s|2 − d†d
)
+ 2c7MOMZ · Re(d∗∆s). (24)
While the prefactors δa, δc1, δc5, and δc6 are necessarily
zero in the limit J → 0, where the SU(2)+× SU(2)−
symmetry becomes exact, all remaining terms can be
nonzero (and different in their values) at J = 0. Notice
that the third and last terms have not been considered
in Ref. 52; these terms arise only when both singlet and
triplet are allowed for and lead to the admixture of a
unitary triplet state with a singlet superconductor. The
vanishing of δa and δc6 at J = 0 is an obvious conse-
quence of the enhanced SU(2)+× SU(2)− symmetry. To
see that δc1 also has to vanish as J → 0, let us take
MZ along the z direction; this breaks SU(2)+× SU(2)−
down to O(2)+×O(2)−, i.e., the system is only invariant
under ckv → eiϕvσzckv. Performing this transformation
with ϕ+ = 0 and ϕ− = pi/2, we get (∆s, dz)→ (idz, i∆s)
and hence, δc1 → −δc1. With the same argument, it
can be proven that δc5 has to go to zero as J → 0. In
Appendix A, we show that δc1 = 0 in mean-field theory
FIG. 2. Phase diagram as a function of temperature T and
Zeeman field MZ = MZex when (a,b) singlet dominates at
low fields and (c,d) triplet dominates, which we obtain by
minimizing Eq. (28). Thin (thick) black lines correspond to
second (first) order transitions. The phases for MZ = 0 are
indicated in red and we recover the four different possible
temperature dependences of Fig. 1. Recall from Sec. III B 2
that b2 > 0 is expected in mean-field theory. However, as we
will see in Sec. V, strong ferromagnetic fluctuations will favor
b2 < 0. As symmetry requires δc1 to be proportional to the
Hund’s coupling J , we have set δc1 = 0 here. For nonzero δc1,
the singlet superconducting phases will contain an admixture
of unitary triplet as described by Eq. (26) and a first-order
transition into a singlet state (with unitary triplet admixture)
will be possible at lower temperatures and nonzero Zeeman
field in part (c).
within the single-band description, even when SU(2)+×
SU(2)− is broken; this results from an emergent valley-
exchange symmetry within the single-band mean-field
approximation. However, c7 is not constrained to vanish
as a consequence of the emergent symmetry and we derive
an explicit microscopic expression for it, see Eq. (A10).
In discussing the highest critical temperature and the
corresponding order parameter for MZ ,MO 6= 0, it is
instructive to first look at the linear-in-field terms in
Eq. (24). We find two different cases. If |c2MZ | + δa >√
(δc1MZ)2 + δa2, one obtains a pure triplet state of the
type A3smv=0(1, i, 0). Choosing MZ = MZex with MZ >
0, the triplet vector is given by d = (0, 1, sign(c2)i)
T and
the critical temperature is
Tc = Tc,0 + (δa+ |c2MZ |) /α. (25)
9Else, if |c2MZ | + δa <
√
(δc1MZ)2 + δa2, one finds an
admixture of singlet and triplet with order parameter
∆s = ∆0, d = iex∆0
δc1MZ√
(δc1MZ)2 + δa2 − δa
. (26)
The transition temperature in this case is
Tc = Tc,0 +
√
δa2 + (δc1MZ)2/α. (27)
We see from Eq. (26) that there is an approximately equal
mixing of singlet and triplet for |δc1|MZ  δa while in
the opposite limit, |δc1|MZ  δa, either singlet or triplet
dominates depending on whether δa < 0 or δa > 0. The
relative phase of pi/2 between singlet and triplet makes
the pairing state break time-reversal symmetry as is re-
quired in order to couple linearly to magnetic moments.
To understand how the approximate SU(2)+ × SU(2)−
symmetry can naturally explain the linear-in-magnetic
field behavior, we first consider case (II), i.e., there is al-
ready microscopically coexisting ferromagnetic order (or
there is at least a significant coupling between supercon-
ductivity and the ferromagnetic moments) at T+c . Then,
MZ and MO should be thought of as the combination of
the applied external magnetic field and the ferromagnetic
order parameter. In this scenario, it is apt to assume
δa  max(δc1MZ , c2MZ) and we generically obtain a
linear increase of the critical temperature with magnetic
field [see Eqs. (25) and (27)]. If c2 > δc1, we obtain
the nonunitary triplet state with d ∝ (1, i, 0)T , which we
expect close to the J = 0 line, while δc1 > c2 leads to
the admixture of singlet and triplet with d ∝ (1, 0, 0)T .
As δc1 vanishes for J = 0 and in single-band mean-field
theory (even when J 6= 0), we expect the former scenario
to be more likely, which will favor the nonunitary triplet
state as the leading instability.
In the case of scenario (I), we should view MZ
and MO in Eq. (24) as resulting entirely from the
Zeeman and orbital coupling of the external magnetic
field alone. For large magnetic fields where δa 
max(δc1MZ , c2MZ), the same conclusions as above will
apply and Tc will generically vary linearly with the field.
However, for sufficiently small magnetic fields, we have
δa  max(δc1MZ , c2MZ). In this limit, only δa > 0
favoring the nonunitary triplet pairing A3smv=0(1, i, 0) is
consistent with the transition temperature changing lin-
early with magnetic field. Alternatively, the system could
ultimately be in a singlet state at MZ = 0 (i.e., δa < 0)
but the magnitude of δa is sufficiently small such that
the “rounding off” of T+c (MZ) at low MZ cannot be seen
in experiment.
2. Quartic terms and sub-leading transitions
Having examined the first superconducting transition
that takes place upon cooling the system down start-
ing from the normal state, we now assess whether and
what type of subsequent superconducting transitions can
occur. In this context, we need to include terms quar-
tic in the superconducting order parameter and extend
Eq. (24) to
FM ∼ (a(T ) + δa)|∆s|2 + (a(T )− δa)
∑
s=±,0
|ds|2 (28)
+ 2δc1MZIm (d∗0∆
s) + c2MZ
(|d−|2 − |d+|2)
+ (b1 + b2)
(|∆s|4 + |d0|4)+ (b1 + 2b2) (|d+|4 + |d−|4)
+ 2(b1 + 2b2)|∆s|2
∑
s=±,0
|ds|2 − 4b2Re
[
d20d
∗
+d
∗
−
]
+ 2b2Re
[
(∆s)2((d∗0)
2 + 2d∗+d
∗
−)
]
+ 2b1|d+|2|d−|2 + 2(b1 + 2b2)|d0|2(|d+|2 + |d−|2),
where we kept only the terms linear in magnetic field,
took MZ along the z-axis, and re-expressed the triplet
in the form d = d+(1, i, 0)/
√
2 + d−(1,−i, 0)/
√
2 +
d0(0, 0, 1). This parametrization is more convenient
in the presence of a magnetic field than that used in
Eq. (20). Additionally, we have neglected the impact
of the magnetic field on the quartic terms.
Taking δc1 = 0 (as it has to vanish for J = 0),
the different possible phase diagrams are summarized in
Fig. 2. The possibility illustrated in part (c) of Fig. 2
corresponds to the picture put forward by Ambegaokar
and Mermin [64] for He3 in the presence of a magnetic
field, which might very well also apply to twisted double-
bilayer graphene [48, 52]. The difference with Ref. 64 is
that we do not get a third transition since we work with
a one-dimensional IR.
However, there are three other options, depicted in
Fig. 2(a), (b), and (d), that we cannot easily ex-
clude given the experimental data: owing to the strong-
coupling properties of the problem at hand or other rea-
sons propounded above, a nonunitary triplet state might
be dominant at MZ = 0, as seems to be the case in
LaNiC2 [59] and is favored by our fluctuation approach
of Sec. V; under this condition, only one transition is
expected even when MZ 6= 0 [see Fig. 2(d)]. It could
also be that singlet dominates without a magnetic field
instead. We can see in Fig. 2(a) and (b) that, in these
two cases, triplet shows up and Tc increases linearly when
MZ > 2|δa|/c2. The small value of ∆Tc/T 0c estimated in
Eq. (19) suggests that resolving this initial region, where
Tc is constant as a function of MZ , is experimentally
challenging.
3. Nonlinear couplings in a magnetic field
We finally come back to the nonlinear couplings in
Eq. (24), which have two main effects: they lead to a sup-
pression of superconductivity, associated with c3,4 and
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δc5,6, and can induce an admixture of singlet and triplet
resulting from the term ∝ c7. As for the former effect,
we notice that the suppression of singlet and triplet is
enforced to be nearly identical for small J due to the
SU(2)+ × SU(2)− symmetry. Resultantly, if the effec-
tive J relevant for superconductivity is indeed small, the
nonlinear terms ∝ M2Z ,M2O are not expected to affect
the competition between singlet and triplet significantly.
Contrarily, the term c7 can indeed be relevant as it can
modify the phase diagrams in Fig. 2: for instance, a
nonzero value of MOc7 will lead to an admixture of uni-
tary triplet pairing with the singlet phase in Fig. 2(a). If
MOc7 > c2, there will be an additional first-order tran-
sition into a singlet state with unitary triplet component
at lower temperatures in Fig. 2(c).
IV. COMPLEX REPRESENTATION OF C3
In this section, we extend our previous analysis to the
complex IR E of the spatial point group C3. Time-
reversal symmetry necessitates treating the representa-
tion and its complex-conjugate partner on an equal foot-
ing. Alternatively, one can think of a two-dimensional
(reducible) representation with partner functions trans-
forming as x and y under C3.
Akin to our discussion earlier, we first study the case
of nonzero Hund’s coupling, J 6= 0, with point group G2
in Eq. (3), which enables us to distinguish between sin-
glet and triplet pairing. After discussing all symmetry-
allowed singlet and triplet states separately, we will de-
rive the phase diagrams analogous to Fig. 1: we will
examine how these states “connect” when adiabatically
changing the Hund’s coupling from negative to positive
values, and whether singlet and triplet can mix when J is
small and the SU(2)+ × SU(2)− symmetry is only weakly
broken.
A. Nonzero Hund’s coupling
To proceed with singlet pairing, we parametrize Mkv
in Eq. (9) according to
Mk+ =
∑
µ=±
ηµ (Xk + iµ Yk)σ0, (29)
while Mk− is determined by the Fermi-Dirac constraint
(10); Xk and Yk are real-valued functions that are con-
tinuous on the Brillouin zone and transform as kx and ky
under C3. A one-parameter family of possible choices for
the lowest-order functions (i.e., with minimal number of
sign changes in the Brillouin zone) is given by
(Xk, Yk)
T = Rφ
(
X
(1)
k , Y
(1)
k
)T
(30a)
with arbitrary φ ∈ [0, 2pi), where Rφ is a 2 × 2 matrix
describing rotations by angle φ, Rφ = eiφσy , and
X
(1)
k =
2√
3
sin(
√
3kx/2) cos(ky/2), (30b)
Y
(1)
k =
2
3
(
sin ky + cos(
√
3kx/2) sin(ky/2)
)
. (30c)
Both Xk and Yk have to vanish at Γ, K and K ′ as these
momenta are invariant under C3. Further, both Xk and
Yk must have lines of zeros going through these high sym-
metry points; the orientation of these lines is, however,
not fixed due to the absence of additional reflection or in-
plane rotation symmetries—this is different from the situ-
ation for twisted bilayer and trilayer graphene in Sec. VI.
For Eq. (30), the orientation of these zeros changes with
φ.
With the parametrization defined in Eq. (29), the rel-
evant symmetries act as follows
C3 : (η+, η−) −→ (ωη+, ω∗η−), ω = ei 2pi3 , (31a)
Θ : (η+, η−) −→ (η∗−, η∗+). (31b)
It readily follows from Eq. (31) that the most general free
energy up to quartic order reads as
F ∼ a(|η+|2 + |η−|2) + bs1(|η+|2 + |η−|2)2 + bs2|η+|2|η−|2.
(32)
The sign of bs2 therefore distinguishes between two differ-
ent singlet phases: if bs2 > 0, we have (η+, η−) = (1, 0)
which corresponds to
Mk+ = (Xk + i Yk)σ0. (33)
Exactly as in Sec. III, we always show only one out of the
many symmetry-equivalent representations of the order
parameter—instead of using a general parametrization
of a phase—to make the notation and the discussion of
properties of the superconducting state more easily ac-
cessible. The state in Eq. (33) breaks time-reversal sym-
metry but preserves C3 (and spin-rotation symmetry).
We refer to this state as a chiral singlet superconductor
and denote it by E1s(1, i) in the following. It is fully
gapped (unless the Fermi surfaces go through the Γ, K,
or K ′ point) and has been investigated extensively in the
recent literature on pairing in twisted bilayer graphene
[10, 19, 24, 27, 30, 33, 34, 37, 39, 41].
Conversely, if bs2 < 0, we find that |η+| = |η−| at the
minimum of Eq. (32). As the relative phase ϕ between
η+ and η− = η+eiϕ is not fixed by Eq. (32), one might
naively conclude that higher order terms have to be con-
sidered. In fact, in sixth order, there is indeed the con-
tribution
c1Re
[
η3+(η
∗
−)
3
]
+ c2 Im
[
η3+(η
∗
−)
3
]
, c1,2 ∈ R, (34)
and the relative phase ϕ will depend on c1/c2. However,
upon reinserting η− = η+eiϕ into Eq. (29), we notice that
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ϕ 6= 0 simply corresponds to rotating the basis functions
Xk and Yk into each other, which does not change their
transformation behavior under C3 [ϕ is directly related to
φ in Eq. (30a)]. Consequently, we can set ϕ = 0 without
loss of generality, which implies
Mkv = ∆sXkσ0. (35)
This state, which we call E1s(1, 0), breaks C3 but pre-
serves time-reversal symmetry; this is the nematic singlet
phase.
Within a single-band mean-field description (see Ap-
pendix A), we find bs1 = bs2/2 > 0. As such, mean-field
theory generically favors the chiral singlet superconduc-
tor over the nematic state E1s(1, 0); this has been noted
before in the context of twisted bilayer graphene [41] and
Ref. 40 discusses how strong fluctuations can stabilize the
nematic phase.
Turning to triplet pairing, we now modify the
parametrization (29) to
Mk+ =
∑
µ=±
3∑
ν=1
ηµν (Xk + iµ Yk)σν , (36)
where Xk and Yk are defined exactly as before. For
simplicity, we introduce the complex-vector notation,
dµ = (ηµ,1, ηµ,2, ηµ,3)
T , µ = ±. The representations of
the symmetries now read as
C3 : (d+,d−) −→ (ωd+, ω∗d−), (37a)
Θ : (d+,d−) −→ (d∗−,d∗+), (37b)
SU(2)s : (d+,d−) −→ (Rd+,Rd−), (37c)
with R ∈ SO(3) and ω = ei 2pi3 . The most general free-
energy expansion is given by
F ∼ a
∑
µ=±
d†µdµ + b
t
1
(∑
µ=±
d†µdµ
)2
+ bt2(d
†
+d+)(d
†
−d−)
+ bt3|d†+d−|2 + bt4|dT+d−|2 + bt5
∑
µ=±
|dTµdµ|2 (38)
up to quartic order, where btj ∈ R; the different
symmetry-allowed phases follow from the stable minima
of the free energy. When minimizing Eq. (38), we recog-
nize that the relative phase between d+ and d− can al-
ways be absorbed into a redefinition of the basis functions
Xk and Yk, as for the singlet above. In total, we find eight
distinct triplet states which we label by E3s(a) through
E3s(h). Phase diagrams describing which of these phases
is realized for a given configuration of the quartic cou-
plings bj can be found in Appendix B; here, we merely
list all the phases and describe their properties:
(a) This state can be represented by d+ = d− =
(1, 0, 0)
T with associated order parameter Mk+ =
Xk σx. It will be labelled as E3s(a) and, more
physically, corresponds to a nematic unitary triplet
phase. It preserves time-reversal symmetry, but
breaks both SU(2)s spin-rotation symmetry [down
to O(2)] and C3 rotational symmetry. This state
has two symmetry-enforced nodal points at each
Fermi surface around the K, K ′, or Γ point. Ow-
ing to the lack of any reflection symmetry (cf. the
discussion of D3 in Sec. VI below), the positions of
these nodal points are not pinned to any specific
direction.
(b) One representative configuration of this phase is
given by d+ = (1,−i, 0)T /2 and d− = (1, i, 0)T /2,
corresponding to Mk+ = Xkσx +Ykσy. This state,
denoted by E3s(b) in the following, only has point
nodes at Γ, K, and K ′, i.e., it is expected to ex-
hibit a full gap for generic Fermi surfaces not go-
ing through these high-symmetry points. While
this state breaks spin-rotation symmetry as well as
C3, the product of C3 and a rotation in spin space
along σz with angle 2pi/3 is preserved; this can be
viewed as the spontaneous formation of spin-orbit
coupling.
(c) Here, we can write d+ = d− = (1, i, 0)T /2 and,
hence, Mk+ = Xk(σx + iσy). This is a nematic
nonunitary triplet state which breaks time-reversal
symmetry and C3. One spin-species will be gapless
while the other will have nodal lines (i.e., point
nodes on the Fermi surface).
(d) The triplet vectors in this phase can be written
as d+ = (1, 0, 0)T ,d− = 0 leading to Mk+ =
(Xk + i Yk)σx. This is the chiral unitary triplet
state that breaks SU(2)s spin-rotation symmetry
[down to O(2)] and time-reversal, but preserves
C3. Except for Γ, K, and K ′, this state has no
symmetry-imposed nodal points.
(e) For this state, we have d+ = (1, i, 0)T ,d− = 0,
i.e., Mk+ = (Xk + i Yk)
(
σx + iσy
)
, which is the
chiral nonunitary triplet state. It preserves C3,
but breaks SU(2)s spin-rotation symmetry [down
to O(2)] and time-reversal. Here, one of the spin
components will be gapless while the other is fully
gapped (as before, except for the high symmetry
points Γ, K, and K ′ which are generically not on
the Fermi surface).
(f) This phase is characterized by d+ = (1, 0, 0)T ,
d− = (0, 1, 0)T , which translates to Mk+ =
(Xk + i Yk)σx + (Xk − i Yk)σy. In this state,
both time-reversal, C3, and spin-rotation symme-
try are broken. The excitation spectrum is given
by E±(k) =
√
ξ2k+ + 2(Xk ± Yk)2, so it is charac-
terized by “two gaps”, given by |Xk ± Yk|, both of
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which are forced to vanish at two points for each
Fermi surface enclosing K, K ′, and Γ. While the
number of nodes of this state and of E3s(a) are
the same, the spin degrees of freedom on the Fermi
surface have nodes at the same two momenta for
E3s(a). For E3s(f), however, the two spin species
have nodal points at different momenta.
(g) Denoted by E3s(g), this phase has d+ =
cos(α) (1, i, 0)T /
√
2, d− = sin(α) (0, 0, 1)T , where
the parameter α varies continuously with bj in
the part of the phase diagram where this state
is realized. The corresponding order parameter
can be written as Mk+ = cos(α) (Xk + i Yk) (σx +
iσy)/
√
2 + sin(α) (Xk − i Yk)σz, 0 < α < pi, and
can be viewed as a superposition of a chiral nonuni-
tary triplet state and a unitary state with opposite
chirality. This state breaks time-reversal symme-
try, spin-rotation invariance, and C3 but preserves
the product of C3 and spin rotation by angle 2pi/3
along σz. So, similar to the state E3s(b) above, this
state spontaneously entangles rotations in spin and
real space. It is fully gapped (again, as long as the
Fermi surfaces do not go through Γ, K, and K ′),
with two different gaps [(1 ± gα)
(
X2k + Y
2
k
)
]1/2,
where gα = cosα
√
1 + sin2 α.
(h) Finally, the triplet phase E3s(h) has d+ =
(cosα, 0, i sinα)T , d− = (0, cosα,−i sinα)T , which
yields Mk+ = cos(α)[(Xk + i Yk)σx + (Xk −
i Yk)σy]− 2 sin(α)Ykσz. It can be seen as a super-
position of the states E3s(a) and E3s(f) to which
it reduces for α = pi/2 and α = 0; it will have
two nodal points for α close to these limiting cases,
but can be fully gapped for other values of α. For
α 6= pi/2, this state breaks time-reversal, C3, and
spin-rotation symmetry.
In Appendix A, we show that bt1 = bt3/2 = −bt4/2 =
−2bt5 > 0 and bt2 = 0 within a single-band mean-field
description. Minimizing Eq. (38) yields that the phases
E3s(b) and E3s(d) have the lowest energy and are ex-
actly degenerate for this configuration of quartic cou-
plings. This degeneracy within mean-field theory, which
was noted before in Ref. 17, will be lifted by corrections
resulting, e.g., from residual interactions. In Sec. V, we
will find that E3s(b) is favored in the presence of fer-
romagnetic fluctuations. We will also see that signifi-
cant fluctuations can stabilize phases other than the two,
E3s(b) and E3s(d), favored in mean-field theory.
B. Approximate SU(2)+ × SU(2)−
After having classified singlet and triplet separately,
we now focus on small Hund’s coupling for which SU(2)+
× SU(2)− is an approximate symmetry and singlet and
triplet are nearly degenerate at the quadratic level of the
free energy. This requires studying them on an equal
footing and generalizing the parametrization in Eqs. (29)
and (36) to include both singlet and triplet, i.e., extend-
ing the summation over ν in Eq. (36) to ν = 0, 1, 2, 3. In
analogy with Sec. III A, we use 2× 2 matrices and write
Mkv =
∑
µ=±
(Xk + iµ Yk) ∆µ, ∆µ =
3∑
ν=0
ηµνσν . (39)
It is easy to see that the symmetries act according to
C3 : (∆+,∆−) −→ (ω∆+, ω∗∆−), (40a)
Θ : (∆+,∆−) −→ (∆†−,∆†+), (40b)
Gs1 : ∆µ −→ e−iϕ+·σ∆µeiϕ−·σ, (40c)
where, recall, Gs1 ≡ SU(2)+×SU(2)−. Imposing SU(2)+×
SU(2)− as an exact symmetry, the most general free en-
ergy up to quartic order reads as
F ∼ a
∑
µ=±
tr[∆†µ∆µ] +
b1
4
(∑
µ=±
tr[∆†µ∆µ]
)2
+
b2
2
∑
µ=±
tr[∆†µ∆µ∆
†
µ∆µ]
+
b3
4
tr[∆†+∆+] tr[∆
†
−∆−] +
b4
4
∣∣∣tr[∆†+∆−]∣∣∣2
+
b5
2
(
tr[∆†+∆+∆
†
−∆−] + tr[∆−∆
†
−∆+∆
†
+]
)
. (41)
At first glance, one might think that there are additional
terms with extra factors of σy, similar to the last term in
Eq. (12). However, as before, all of them can be related
to combinations of the terms already present in Eq. (41)
as outlined in Appendix B.
Following the procedure applied in Sec. III to the
one-dimensional IR A, we now add a small quadratic
term, δa
∑
µ(|∆sµ|2 − d†µdµ), where ∆sµ and dµ are the
singlet and triplet component of ∆µ in Eq. (41), i.e.,
∆µ = σ0∆
s
µ+σ ·dµ. This term breaks SU(2)+×SU(2)−
and hence, makes singlet and triplet inequivalent. It al-
lows us to study which of the different singlet and triplet
states defined above can mix, and to identify “Hund’s
partners”, i.e., which states transform into each other
when changing the sign of the Hund’s coupling J and
accordingly, of δa. This generalizes the phase diagrams
in Fig. 1 and Table I to the complex representation.
We find that, out of the eight different triplet states
E3s(a) to E3s(h), only two—E3s(a) and E3s(d)—do not
allow for a singlet-triplet admixture when reversing the
sign of J (or δa) so that singlet has the higher transi-
tion temperature. The reason for the absence of an ad-
mixture is the same as sketched by way of example in
Sec. III B: besides pure singlet and pure triplet terms,
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TABLE II. Summary of possible pairing states transforming under the complex representation E of C3. The labeling of the
pairing states and their symmetry properties can be found in the main text. The states are ordered by pure singlet, triplet,
and admixtures of singlet and triplet. The latter are only expected generically when the SU(2)−× SU(2)+ symmetry is weakly
broken. We use Xk and Yk to denote real-valued continuous functions on the Brillouin zone that transform as kx and ky
under C3 [see, e.g., Eq. (30)]. The temperature-dependent coefficient η describes the admixture of a triplet/singlet pairing
at a second transition to a purely singlet/triplet one. Furthermore, a, b ∈ R vary continuously with system parameters. The
minimal number of nodes on any Fermi surface enclosing the Γ, K, or K′ point is indicated in the column “Nodes”. As before,
two states are referred to as Hund’s partners if they transform into each other under reversing the sign of the Hund’s coupling,
such as the pure singlet and unitary triplet in Fig. 1(a). As singlet and triplet mix for both δ > 0 and δ < 0, there are no
Hund’s partners for E3s(g) and E3s(h); the corresponding mixed phases, contained in the last two lines of the table, are their
own Hund’s partners.
Pairing Mk+ Nodes Hund’s partner MF
E1s(1, 0) Xkσ0 2 points E3s(a) 7
E1s(1, i) (Xk + i Yk)σ0 0 E3s(d) 3
E3s(a) Xkσx 2 points E1s(1, 0) 7
E3s(b) Xkσx + Ykσy 0 E1s(0, i) + E3s(a) 3
E3s(c) Xk(σx + iσy) ↓ gapless/2 points E1s(1, 0) + E3s(a) 7
E3s(d) (Xk + i Yk)σx 0 E1s(1, i) 3
E3s(e) (Xk + i Yk)(σx + iσy) ↓ gapless/0 E1s(1, i) + E3s(d) 7
E3s(f) (Xk + i Yk)σx + (Xk − i Yk)σy 2 points E1s(1,−i) + E3s(d) 7
E3s(g) a(Xk + i Yk)(σx + iσy) + b(Xk − i Yk)σz 0 — 7
E3s(h) a[(Xk + i Yk)σx + (Xk − i Yk)σy] + bYkσz 0 — 7
E1s(0, i) + E3s(a) i Ykσ0 + ηXkσx 0 E3s(b) 3
E1s(1, 0) + E3s(a) Xk(σ0 + ησx) 2 points E3s(c) 7
E1s(1, i) + E3s(d) (Xk + i Yk)(σ0 + ησx) 0 E3s(e) 7
E1s(1,−i) + E3s(d) (Xk + i Yk)σ0 + η(Xk − i Yk)σx 2 points E3s(f) 7
E3s(g) + E1s(1,−i) a(Xk + i Yk)(σx + iσy) + (Xk − i Yk)(bσz + ησ0) 0 E1s(1,−i) + E3s(g) 7
E3s(h) + E1s(1, 0) a[(Xk + i Yk)σx + (Xk − i Yk)σy] + bYkσz + ηXkσ0 0 E1s(1, 0) + E3s(h) 7
the quartic terms in Eq. (41) also contain couplings be-
tween singlet and triplet, as is readily seen by insert-
ing the parametrization ∆µ = σ0∆sµ + σ · dµ, µ = ±
(the full expansion can be found in Appendix B). At the
first transition, one of either singlet or triplet becomes
nonzero and hence, “renormalizes” the quadratic term of
the other channel. In some cases, this renormalization
can prohibit the presence of a second transition. In the
case of phases E3s(a) and E3s(d), we just obtain the
pure singlets E1s(1, 0) and E1s(1, i), respectively, with-
out a second transition. The easiest way to interpret why
we do not have an admixture in these cases is to look
at the associated SO(4) parent states: the two triplets
correspond to (η+;d+) = (η−;d−) = (0; 1, 0, 0) and
(η+;d+) = (0; 1, 0, 0), (η−;d−) = 0, respectively. Both of
these configurations can be “rotated” into the pure sin-
glets (η+;d+) = (η−;d−) = (1; 0, 0, 0) and (η+;d+) =
(1; 0, 0, 0), (η−;d−) = 0 via a SU(2)+×SU(2)− transfor-
mation.
For all other triplets, the Hund’s partner is an ad-
mixed phase. Specifically, as regards E3s(b) and E3s(c),
the Hund’s partner is an admixture of a nematic singlet
state and a nematic unitary triplet E3s(a), with different
relative phases and spatial orientations: for the former,
the order parameter can be written as i Ykσ0 + ηXkσx,
where η describes the temperature-dependent strength
of mixing, while it is Xk(σ0 + ησx) for the latter. On
any Fermi surface around one of the high-symmetry
points Γ, K, or K ′, these two states have zero and two
nodal points, respectively. Again, the form of the ad-
mixed state can be understood from the representation
of the triplet state in terms of (ηµ;dµ). For instance,
we have (η+;d+) = (0; 1,−i, 0), (η−;d−) = (0; 1, i, 0)
for E3s(b), which is equivalent to (η+;d+) = (1; 1, 0, 0),
(η−;d−) = (−1; 1, 0, 0) after applying an appropriate
SU(2)+ × SU(2)− transformation.
Likewise, the Hund’s partners of E3s(e) and E3s(f)
are admixtures of a chiral singlet and a unitary triplet
state with the same and opposite chirality, respectively.
The associated order parameters can be written as (Xk+
i Yk)(σ0 + η σx) and (Xk + i Yk)σ0 + η (Xk − i Yk)σx.
While the first of the two states has two fully established
gaps, given by (1 ± η)√X2k + Y 2k (with ± referring to
the spin species), the other has two gaps, |Xk| and |Yk|,
with distinct momentum dependencies; it, thus, exhibits
two point nodes per Fermi surface which occur at dif-
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ferent positions for the two spin species, similar to the
associated triplet phase E3s(f).
In general, admixing a singlet component at a second
transition to a triplet state is less likely to occur as a
singlet state has less options to “adapt” (order parame-
ter comprises two complex numbers for E) than a triplet
state (order parameter comprises six complex numbers).
While this is not possible for the one-dimensional rep-
resentation A (see Fig. 1), the IR E does allow for this
scenario but only for the triplet states E3s(g) and E3s(h):
for small δa < 0, we find a second transition where an ad-
ditional chiral (nematic) singlet component is admixed to
E3s(g) (E3s(h)). As both pure triplet states can be fully
gapped, the same holds for the admixed phases. The ad-
mixture of the extra singlet component does not change
the symmetries of E3s(g) and E3s(h) listed in Sec. IVA
above. Reversing the sign of δa to small positive values,
we obtain the same admixed phase. The only difference
is that the first transition is a singlet transition into a
chiral (nematic) phase and the secondary triplet E3s(g)
[E3s(h)] becomes nonzero at a lower transition tempera-
ture.
The key results of this section, the pure triplet/singlet
states and the possible admixed phases for small J along
with their order parameters and properties, are summa-
rized in Table II.
Let us finally discuss the impact of fluctuations of the
order parameter on the thermal phase transitions. As
readily follows from the respective order parameter man-
ifolds, the singlet phases in Table II exhibit a conven-
tional BKT transition, the triplets (a), (b), (d), (f), (g),
and (h) will be charge-4e superconductors where only
spin-rotation invariant combinations of the triplet vector
assume quasi-long-range order at finite temperature, and
the triplets (c) and (e) will only display a crossover. How-
ever, as pointed out above, none of these three classes of
transitions can currently be excluded based on the ex-
perimental data.
C. Behavior in a magnetic field
Finally, we survey the behavior of the pairing states of
the complex representation in the presence of a Zeeman
field, MZ , and in-plane orbital coupling MO, along the
same lines as Sec. III C. From Eqs. (31) and (37), it fol-
lows that there are three possible coupling terms linear
in the field and quadratic in the superconducting order
parameter given by
∆FEM ∼MZ ·
∑
µ
[
δcE1 Im
(
d∗µηµ
)
+ cE2 µRe
(
d∗µηµ
)]
+ icE3 MZ ·
∑
µ
d∗µ × dµ. (42)
Notice that, exactly as for the IR A, there is no linear
coupling to the in-plane orbital field, which is prohibited
by time-reversal and C3 rotation symmetry. While the
first term in Eq. (42) is again forced to vanish for J →
0 [for the same reason as δc1 in Eq. (24)], the second
singlet-triplet-mixing coupling, cE2 , is not constrained to
be zero for J = 0. However, the emergent symmetry
in the single-band mean-field description of Appendix A,
leads to cE2 = 0, so it is natural to expect cE2  cE3 such
that the last term in Eq. (42) describes the dominant
linear coupling to the magnetic field—even when J is
small. As expounded in Appendix A, the expression for
cE3 is identical in form to that for c2 in Eq. (24). As
such, the linear increase of the (first) superconducting
transition temperature with small magnetic fields seen in
experiment does not permit one to distinguish between
the IRs A and E.
There is one difference between the pairing states of
the two IRs worth mentioning here: while the form of
the leading triplet vector in a magnetic field is completely
fixed to be d ∝ (1, i, 0)T for the one-dimensional IR A,
the complex IR allows for either E3s(c) or E3s(e) pair-
ing for nonzero MZ . Which of the two is realized, de-
pends on the value of the quartic terms in Eq. (38): if
bt2 + b
t
3 > 0, the state E3s(e) will be preferred while the
opposite sign corresponds to E3s(c). Within single-band
mean-field theory, we find bt2 = 0 and bt3 > 0, which leads
to phase E3s(e). In the next section, we will see that
additional ferromagnetic fluctuations will further enlarge
the positive value of bt2 + bt3 and consequently, not af-
fect the mean-field prediction that E3s(e) is the leading
triplet state with the highest transition temperature in
the presence of a magnetic field.
V. FLUCTUATION-INDUCED
SUPERCONDUCTIVITY
Among the plethora of possible superconducting
phases outlined in this paper, only a few can be real-
ized in mean-field theory (see Tables I, II, and IV). This
originates from the fact that, within mean-field theory,
the ratio of the quartic terms is fixed and, degeneracies
aside, only one state can occur for each IR. However, the
presence of sizable correlations in the nearly flat bands of
graphene moiré systems is expected to give rise to signif-
icant corrections to mean-field theory. This has recently
been demonstrated for the case of charge-density-wave
fluctuations in twisted bilayer graphene [40], and in the
context of nematic fluctuations in the iron-based super-
conductors [63].
We illustrate here these corrections to mean-field the-
ory assuming strong ferromagnetic spin fluctuations.
This is prompted by experiments [47–49], which indicate
a spin-polarized correlated insulating state in twisted
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double-bilayer graphene, and by the fact that the su-
perconducting phase emerges when doping out of this
polarized state. As it is known to capture the essen-
tial physics, we adopt the phenomenological approach of
Refs. 40 and 63 where modes with nonzero momentum
and frequencies are not explicitly taken into account.
Representing the ferromagnetic spin moment in valley
v = ± bymv, we parametrize its contribution to the free
energy as
Fm = 1
2
∑
v,v′
(
χˆ−1
)
vv′mv ·mv′ , χˆ =
(
χ δχ
δχ χ
)
. (43)
In this expression, χˆ plays the role of the spin suscepti-
bility (with |δχ| < χ to ensure stability) and we expect
δχ > 0 close to a phase where the spin moments in the
two valleys are aligned. The ratio δχ/χ controls how
strongly the SU(2)+× SU(2)− symmetry is broken down
to SU(2)s.
Focusing first on the one-dimensional IR A of C3, the
magnetic moments couple to the superconducting order
parameter in Sec. III according to
FAm∆ = c2
∑
v=±
mv · [id∗ × d− 2vRe(d∗∆s)] , (44)
where we have retained only the couplings invariant un-
der SU(2)+× SU(2)− and assumed that δχ 6= 0 in
Eq. (43) is the main symmetry-breaking perturbation.
Upon making the association MZ =
∑
vmv, we notice
that c2 is the same prefactor as in Eq. (24). In the same
vein as Ref. 40, we integrate out the massive fluctuations
ofmv. As a consequence of the coupling (44), this yields
corrections to the terms quartic in the superconducting
order parameters in Eq. (20), which can be conveniently
split into two categories. First, there are corrections that
preserve the SU(2)+× SU(2)− symmetry; these can be
restated as renormalizations of the coefficients b1 and b2
in Eq. (20). Corrections of the second type break this
symmetry, violating the form of the free-energy expan-
sion (20). More explicitly, the renormalization of the free
energy F in Eq. (20) due to the presence of ferromagnetic
spin fluctuations can be compactly stated as
F → F|bj→bj+δj − δ3|d∗ × d|2, (45)
where δ1 = −δ2 = 2c22(χ − δχ) > 0 and δ3 = 2c22δχ.
As required by symmetry, the contribution δ3 of the sec-
ond category breaking the SU(2)+× SU(2)− symmetry
is proportional to δχ.
We start with the limit |δχ|  χ, where the struc-
ture of Eq. (20) is asymptotically preserved and the
form of the two possible phase diagrams in Fig. 1 is un-
changed. Since δ2 < 0, strong ferromagnetic fluctuations
will change the sign of b2 from its positive mean-field
value to negative and, as opposed to mean-field theory,
favor the phase diagram in part (b) of Fig. 1 over part
(a). We point out that naively taking Eq. (45) alone
would render the quartic free-energy expansion unstable
for large enough χ. However, denoting the mean-field
value of b2 by b02, there exists a regime, b02/2 < c2sχ < b02,
for which b2 < 0 due to fluctuation corrections and the
free energy in Eq. (20) is stable. For larger values of χ,
we can imagine adding the sextic term c(tr[∆†+∆+])3 to
the free energy to restore stability.
When δχ is of order χ, the ferromagnetic fluctua-
tions described by Eq. (43) induce considerable SU(2)+×
SU(2)−-symmetry-breaking interactions. The presumed
sign δχ > 0 brings about a further enhancement of the
term −|d∗ × d|2 [as is obvious from Eq. (45)], which fa-
vors nonunitary triplet pairing relative to the SU(2)+×
SU(2)−-invariant form of the free energy in Eq. (20).
Given that δχ < χ, strong ferromagnetic fluctuations are
still expected to change the sign of b2 relative to mean-
field theory. The additional effect of δχ lies in effecting
an additional first-order transition to a nonunitary triplet
state in a third transition at lower temperatures for anti-
Hund’s coupling in Fig. 1(b).
We have thus shown that significant ferromagnetic fluc-
tuations can reverse the predictions of mean-field theory,
and favor the nonunitary triplet state A3s(1, i, 0) and the
admixed singlet-triplet phase A1s+A3s(1, 0, 0) in Table I.
The same analysis can be performed for the complex
IR E of Sec. IV. In this case, the most general SU(2)+×
SU(2)−-invariant coupling between the superconducting
order parameter and the spin fluctuations allows for two
independent coupling constants, c± ∈ R, and has the
form
FEm∆ =
∑
µ=±
∑
v=±
cv·µmv ·
[
id∗µ × dµ − 2vRe(d∗µηµ)
]
.
(46)
Integrating out mv, we again obtain corrections to the
free energy which are quartic in the superconducting
order parameter. In the limit of SU(2)+× SU(2)− in-
variance, δχ = 0, these corrections can be represented
by renormalizations of the couplings, bj → bj + δbj , in
Eq. (41) with
δb1 = −δb2 = χ (c2+ + c2−)/2 > 0,
δb3 = −χ (c+ − c−)2 < 0,
δb4 = 0,
δb5 = −χ c+c−.
(47)
To study the ramifications of this result, we first con-
sider the limit of weak fluctuations, for which δbj in
Eq. (47) are much smaller in magnitude than the mean-
field value of b2. Albeit small, the corrections δbj are
crucial here due to the exact degeneracy of the states
E3s(b) and E3s(d) in mean-field theory observed earlier.
From Eq. (41) with the replacement bj → bj + δbj , we
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find the free-energy difference of these two states to be
FE3s (b) −FE3s (d) = −1
4
χ(c+ − c−)2 ≤ 0, (48)
thereby generically favoring E3s(b) along with its Hund’s
partner E1s(0, i)+E3s(a), defined in Table II. In the one-
band description of Appendix A, it always holds that
c+ = c−, which is, in turn, a consequence of an emergent
valley-exchange symmetry. However, multiband effects
are expected to lead to nonzero |c+ − c−|  |c+|, which
is enough to lift the degeneracy according to Eq. (48).
Next, we turn to the limit of strong ferromagnetic fluc-
tuations, where the mean-field values of bj have to be
treated as perturbations to the large δbj in Eq. (47). As
χ → ∞, we find that, out of the triplet states in Ta-
ble II, E3s(e) has the lowest energy unless c+ = c− or
c+ = −c−. We know that c+ ' c− and hence, can safely
neglect the latter. For the former, c+ = c−, E3s(e) is
found to be degenerate with E3s(c); however, for large
but finite χ, the additional contribution to bj from mean-
field theory lifts this degeneracy, always selecting E3s(e).
Out of the multitude of possible pairing states in Table II,
strong ferromagnetic fluctuations thus favor the chiral
nonunitary triplet state E3s(e) and the mixed singlet-
triplet phase E1s(1, i)+E3s(d). Which of these two states
is realized, depends on whether singlet or triplet has the
higher transition temperature (the sign of δa).
Finally, we come back to the impact of fluctuation cor-
rections to the leading triplet phase in the presence of a
magnetic field. As we have seen in Sec. IVC, the super-
conducting state with the highest transition temperature
in the presence of a sufficiently strong magnetic field will
be a triplet phase due to the linear coupling in the second
line of Eq. (42). At the mean-field level, bt2+bt3 > 0, which
prefers E3s(e) over E3s(c) as the order parameter of this
phase. Using the relations in Eq. (B6), it is straightfor-
ward to rephrase the fluctuation corrections (47) of bj in
terms of btj → btj + δbtj in Eq. (38). This yields
bt2 + b
t
3 → bt2 + bt3 + χ(c+ − c−)2; (49)
as expected, ferromagnetic fluctuations do not change
the mean-field prediction in this case and E3s(e) is the
dominant triplet order parameter in the presence of a
magnetic field, for both strong and weak ferromagnetic
fluctuations.
VI. ADDING FURTHER SYMMETRIES
So far, our cynosure has been twisted double-bilayer
graphene in the presence of a vertical electric field as it
has the fewest number of symmetries and since it is the
only graphene moiré system for which experiments have
shown indications of triplet pairing to date. In this sec-
tion, we will see how our previous classification of super-
conducting instabilities changes once the additional sym-
metries, two-fold rotation, C2, perpendicular to the plane
of the system, and in-plane rotation symmetry, C2y, are
added. These symmetries are relevant as either exact mi-
croscopic or approximate emergent symmetries of twisted
bilayer graphene and ABC trilayer graphene on hexago-
nal boron nitride, both of which exhibit superconductiv-
ity [2, 44].
A. Consequences of a C2 rotation symmetry
One crucial difference in twisted bilayer graphene is
that the system has an approximate C2 symmetry [13]
that mixes the two valleys, i.e., the system is (approxi-
mately) invariant under
C2 : ck −→ τxc−k. (50)
To relate to our notation used above for the twisted
double-bilayer system, we assume that it is sufficient to
focus on a single band for describing superconductivity
in twisted bilayer graphene as well. This is quite a nat-
ural assumption and, unless stated otherwise, we expect
our conclusions to hold when additional bands are taken
into consideration.
This (approximate) symmetry has attracted a lot of
attention in the recent theory literature [11, 12, 15, 20]
of the system since it, combined with time-reversal and
C3, leads to a C6Θ symmetry, which is responsible for
not only the presence of (nearly gapless) Dirac cones
at K and K ′ but also the (approximate) vanishing of
Berry curvature in twisted bilayer graphene. If the twist
axis goes through the center of a hexagon, the system
has C6 rotation even as a microscopic symmetry. We
note in passing that the (nearly) flat bands obtained
in Refs. 52 and 53 for double-bilayer graphene do not
feature any Dirac cones but have well-separated conduc-
tion and valence bands that are characterized by nonzero
Chern numbers (at least in some parameter regime); this
strongly indicates that C2 is not an approximate symme-
try in twisted double-bilayer graphene since C2Θ would
enforce zero Berry curvature.
In a similar fashion, based on the discussion in Ref. 46,
the two-fold symmetry (50) could also be an important
approximate symmetry for ABC trilayer graphene on
hexagonal boron nitride.
All things considered, it is currently not known
whether an approximate C2 symmetry is relevant for
superconductivity in twisted bilayer and ABC trilayer
graphene. Therefore, we will now discuss what changes
for the possible superconducting instabilities once we as-
sume that the Hamiltonian is also invariant under the
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transformation in Eq. (50).
The C2 transformation plays a special role in two di-
mensions as it is equivalent to k → −k and can, thus,
significantly affect superconducting instabilities [65]. In
graphene moiré superlattices, it also relates the two val-
leys and “interferes” with the Fermi-Dirac constraint (10):
decomposing the pairing into singlet and triplet,
Mkv = λ
s
kvσ0∆
s + λtkvσ · d, (51)
Eq. (10) implies that λskv = λ
s
−kv¯ and λ
t
kv = −λt−kv¯.
Consequently, it holds (as long as the pairing matrix el-
ements between different bands can be neglected) that
C2 : (∆
s,d) −→ (∆s,−d), (52)
i.e., all representations even (odd) in C2 must be pure
singlet (triplet) states and vice versa. This has a few im-
plications worth mentioning. First, even if C2 is not a
good symmetry (say, it is significantly broken by interac-
tions), SU(2)s spin-rotation invariance requires that the
first transition must be into a pure singlet or triplet state
and hence, the pairing must be either even or odd under
C2. In this sense, we can still distinguish between p-wave
and d-wave pairing despite the presence of C2-symmetry-
breaking interactions. We emphasize that mixing will
only be possible via multiple superconducting transitions
(fostering admixtures of singlet and triplet) or interband
pairing. The latter is expected to be quite weak given
that the typical splitting between the bands at half-filling
(at least a few meV [5]) is about or more than an order of
magnitude larger than the superconducting critical tem-
perature (about 0.15meV according to Ref. 2).
Secondly, if we do have an enhanced SU(2)+×SU(2)−
symmetry (or are close to it), singlet and triplet are
(nearly) degenerate. This forces the corresponding IRs
of the spatial point group D6 of the system, which be-
have identically under the subgroup D3 but are even and
odd under C2, to be (nearly) degenerate at the quadratic
level of the Ginzburg-Landau expansion. For instance,
A1 and B1 of D6 have to be degenerate, as summarized
in Table III. Without a Zeeman field, an extra C2 sym-
metry with action in Eq. (52) also has no consequences
for the higher-order terms in the free energy since spin-
rotation invariance necessitates that all of these terms
are even in the triplet vector. The only difference arises
in the presence of a Zeeman field or magnetic fluctua-
tions: with C2 symmetry, it must hold that δc1 = 0 in
Eq. (24) and δcE1 = 0 in Eq. (42) even when the SU(2)+×
SU(2)− symmetry is broken. Furthermore, a C2 symme-
try implies c+ = c− in Eq. (46). For this reason, weak
ferromagnetic fluctuations do not lift the degeneracy of
mean-field theory if we impose an exact C2 symmetry
and other types of fluctuations have to be considered.
In summary, when classifying superconducting states
in twisted bilayer graphene or ABC trilayer graphene on
TABLE III. Character table of the point group D3 together
with the corresponding basis functions and IRs of D6 for sin-
glet/triplet pairing.
E 2C3 3C2y Basis functions IRs of D6
A1 1 1 1 x
2 + y2/y(3x2 − y2) A1/B1
A2 1 1 −1 z/x(x2 − 3y2) A2/B2
E 2 −1 0 (2xy, x2 − y2)/(x, y) E2/E1
hexagonal boron nitride in the absence of a Zeeman field,
it is unimportant whether an approximate C2 symmetry
is relevant or not: singlet and triplet will always be even
and odd under it. We can thus work with D3 (instead of
D6) without loss of generality in the following. The only
difference with twisted double-bilayer graphene (with fi-
nite displacement field) is an extra two-fold rotation sym-
metry, C2y, along the y-axes with action
C2y : ck −→ τx cC2yk, (53)
where C2yk = (−kx, ky). While this is an exact micro-
scopic symmetry for twisted bilayer graphene, it is not
so for ABC trilayer graphene; nevertheless, C2y emerges
as an approximate symmetry in the continuum descrip-
tion of the system [46]. The upshot of this additional
symmetry for the possible superconducting instabilities
is clarified in the next subsection.
B. D3 versus C3
Due to the additional C2y symmetry, D3 is a non-
Abelian group and has three IRs—two one-dimensional
and one two-dimensional representation (refer to the
character table in Table III). It is convenient to begin
with the one-dimensional IRs A1 and A2 and take J 6= 0.
Since C2y interchanges the valleys, its action on the in-
tervalley pairing order parameter (51) can be written as
C2y :
(
λskv, λ
t
kv
) −→ (λs−C2ykv,−λt−C2ykv) . (54)
So, we see that a singlet (triplet) state transforming un-
der A1 (A2) has no nodes while a singlet (triplet) in the
A2 (A1) channel has symmetry-imposed nodes on the line
ky = 0 and along the directions rotated by ±pi/3. This
creates six nodal points on any surface enclosing the Γ
point.
We can also readily understand from Eq. (54) how the
one-dimensional representations “connect” at the SU(2)+
× SU(2)− point: at the high-symmetry point, λskv = λtkv,
ergo A1s1 and A
3s
2 or A
1s
2 and A
3s
1 must meet at the J =
0 line in Fig. 1. We summarize these observations in
Table IV.
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TABLE IV. Summary of the different intervalley pairing states classified by the IRs of the point group D3. The notation
closely parallels that of Table II. Here, we use λ1k and λ
2
k to denote continuous functions on the Brillouin zone that are even
and odd under (kx, ky)→ (kx,−ky), respectively, and are both invariant under C3, λjk = λjC3k. Furthermore, X
ϕ
k and Y
ϕ
k are
rotated basis functions defined in Eq. (55); a possible choice is given by (Xk, Yk)T = R(pi+ϕ)/2(X
(1)
k , Y
(1)
k )
T with X(1)k , Y
(1)
k in
Eq. (30a). To keep the notation short, each line with reference to ϕ1 or ϕ2 correspond to two distinct states with ϕ1 = 0, pi/3
and ϕ2 = 0, pi/2. The indicated number of nodal points refer to a Fermi surface enclosing the Γ point.
Pairing Mk+ Nodes around Γ Hund’s partner MF
A1s1 λ
1
kσ0 none A
3s
2 (1, 0, 0) 3
A1s2 λ
2
kσ0 6 points A
3s
1 (1, 0, 0) 3
A3s1 (1, 0, 0) λ
2
kσx 6 points A
1s
2 3
A3s2 (1, 0, 0) λ
1
kσx none A
1s
1 3
A3s1 (1, i, 0) λ
2
k(σx + iσy) ↓ gapless/6 points A1s2 +A3s1 (1, 0, 0) 7
A3s2 (1, i, 0) λ
1
k(σx + iσy) ↓ gapless/none A1s1 +A3s2 (1, 0, 0) 7
A1s1 +A
3s
2 (1, 0, 0) λ
1
k(σ0 + η(σx + iσy)) none A
3s
2 (1, i, 0) 7
A1s2 +A
3s
1 (1, 0, 0) λ
2
k(σ0 + η(σx + iσy)) 6 points A
3s
1 (1, i, 0) 7
E1s(1, 0)ϕ1 X
ϕ1
k σ0 2 points E
3s(a)ϕ1 7
E1s(1, i) (X0k + i Y
0
k )σ0 0 E
3s(d) 3
E3s(a)ϕ1 X
ϕ1
k σx 2 points E
1s(1, 0)ϕ1 7
E3s(b) X0kσx + Y
0
k σy 0 (E
1s(0, i) + E3s(a))ϕ1 3
E3s(c)ϕ1 X
ϕ1
k (σx + iσy) ↓ gapless/2 points (E1s(1, 0) + E3s(a))ϕ1 7
E3s(d) (X0k + i Y
0
k )σx 0 E
1s(1, i) 3
E3s(e) (X0k + i Y
0
k )(σx + iσy) ↓ gapless/0 E1s(1, i) + E3s(d) 7
E3s(f)ϕ2 (X
ϕ2
k + i Y
ϕ2
k )σx + (X
ϕ2
k − i Y ϕ2k )σy 2 points (E1s(1,−i) + E3s(d))ϕ2 7
E3s(g) a(X0k + i Y
0
k )(σx + iσy) + b(X
0
k − i Y 0k )σz 0 — 7
E3s(h)ϕ1 a[(X
ϕ1
k + i Y
ϕ1
k )σx + (X
ϕ1
k − i Y ϕ1k )σy] + bY ϕ1k σz 0 — 7
(E1s(0, i) + E3s(a))ϕ1 i Y
ϕ1
k σ0 + ηX
ϕ1
k σx 0 E
3s(b) 3
(E1s(1, 0) + E3s(a))ϕ1 X
ϕ1
k (σ0 + ησx) 2 points E
3s(c)ϕ1 7
E1s(1, i) + E3s(d) (X0k + i Y
0
k )(σ0 + ησx) 0 E
3s(e) 7
(E1s(1,−i) + E3s(d))ϕ2 (Xϕ2k + i Y ϕ2k )σ0 + η(Xϕ2k − i Y ϕ2k )σx 2 points E3s(f)ϕ2 7
E3s(g) + E1s(1,−i) a(X0k + i Y 0k )(σx + iσy) + (X0k − i Y 0k )(bσz + ησ0) 0 E1s(1,−i) + E3s(g) 7
(E1s(1, 0) + E3s(h))ϕ1 a[(X
ϕ1
k + i Y
ϕ1
k )σx + (X
ϕ1
k − i Y ϕ1k )σy] + bY ϕ1k σz + ηXϕ1k σ0 0 (E3s(h) + E1s(1, 0))ϕ1 7
In addition, in the case of the two-dimensional rep-
resentation E of D3, the C2y symmetry has nontrivial
consequences. Once again, we take J 6= 0 which permits
us to study singlet and triplet independently. As singlet
pairing has already been analyzed in detail for twisted
bilayer graphene (see, e.g., Ref. 27), we are chiefly con-
cerned with the triplet states here. We parametrize the
triplet pairing as in Sec. IVA with the sole distinction
being that the basis functions Xk and Yk are now con-
strained by the symmetries of D3; we choose them to
obey X−C2yk = −Xk and Y−C2yk = Yk, while trans-
forming as kx and ky under C3. A possible choice is
given by Eq. (30) with φ = pi/2. With these conventions,
the triplet vector transforms according to (d+,d−) →
(d−,d+) under C2y. This does not further constrain the
quartic terms in the free energy (38), wherefore we can
use the analysis of Sec. IVA for the point group C3, bear-
ing in mind the caveat that the relative phase, ϕ, between
d+ and d− cannot be absorbed in a redefinition of the
basis functions Xk and Yk any more due to the extra C2y
symmetry. While ϕ has no consequences for E3s(d) or
E3s(e) and can be absorbed by performing a spin rotation
for the phases E3s(b) and E3s(g), it describes different
phases for all other stable minima of Eq. (38), and we
have to go to higher order in the free-energy expansion
to determine its value.
Consider E3s(a) for instance. Writing d+ = (1, 0, 0)T
and d− = eiϕ(1, 0, 0)T , it is easy to verify that the most
general, ϕ-dependent sextic term to the free energy must
have the form c1 cos(3ϕ) with c1 ∈ R. This derives from
Eq. (34) where the C2y symmetry forces c2 to vanish. We
thus find ϕ = 2pin/3, n ∈ Z, for c1 < 0 and ϕ = pi/3 +
2pin/3 when c1 > 0. These two minima correspond to
two different states, which can be compactly represented
by defining the “rotated” basis functions
(Xϕk , Y
ϕ
k )
T = Rϕ/2(Xk, Yk)
T , Rφ = e
iφσy , (55)
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with Xk and Yk as introduced above. The order pa-
rameters are Mk+ = X0kσx and Mk+ = X
pi
3
k σx ≡
(
√
3Xk + Yk)σx/2 for c1 < 0 and c1 > 0, respectively.
We denote these two states by E3s(a)0 and E3s(a)pi3 , re-
spectively. The first state, E3s(a)0, preserves C2y, but
breaks C3 rotation symmetry, and has a nodal line which
is, as opposed to the states in Sec. IVA, pinned to ky = 0.
The other state, E3s(a)pi
3
, however, breaks C2y and the
nodal line is not pinned to the kx axis.
The remaining triplet states, E3s(c), E3s(f), and
E3s(h) of Sec. IVA can be analyzed in the same way. In
all cases, we find two states corresponding to two different
discrete values of the relative phase ϕ between d+ and
d−: for E3s(c) and E3s(h), we find ϕ = 0 or ϕ = pi/3 as
before, whereas E3s(f) requires even higher-order terms
in the free energy expansion, yielding ϕ = 0 or ϕ = pi/2.
In analogy to E3s(a)ϕ, we label the states by E3s(c)ϕ,
E3s(f)ϕ, E3s(h)ϕ; their order parameters are the same
as those of the corresponding states in Sec. IVA but with
the rotated basis functions in Eq. (55) with the respec-
tive value of ϕ. Taken together, we obtain twelve triplet
states for D3, which are summarized in Table IV, instead
of only eight for the point group C3.
Finally, we can also ask how the different states behave
for small J , i.e., whether singlet and triplet can mix and
which phases are Hund’s partners. Exactly as illustrated
above for the pure triplet phases, we have to consider
higher-order terms that determine the relative phase be-
tween the chiral, µ = +, and antichiral, µ = −, basis
functions. As this analysis closely parallels our previous
discussions, we just present the result in Table IV. In
total, there are ten symmetry-inequivalent mixed singlet
and triplet phases. Seven of them are only possible if
δa < 0 (singlet dominates); the remaining three can be
realized for either sign of δa.
VII. SUMMARY AND DISCUSSION
In this work, we have presented a systematic classi-
fication and analysis of superconducting instabilities in
graphene moiré systems. To this end, we have focused
on zero-momentum Cooper pairs formed out of electrons
in different valleys. Intervalley pairing is expected to be
the dominant pairing channel as time-reversal relates the
two valleys. We have first analyzed singlet and triplet
pairing separately since spin-orbit coupling is expected
to be very weak in graphene. However, theoretical esti-
mates [11, 46, 52] of the interaction terms indicate that
the system is approximately invariant under independent
spin rotations in the two valleys, leading to an (approx-
imate) SU(2)+ × SU(2)− symmetry and the (near) de-
generacy of singlet and triplet pairing. For this reason,
we have also classified the pairing instabilities close to
this high-symmetry point, analyzing which triplet state
transforms into which singlet phase upon changing the
sign of the interactions breaking the SU(2)+ × SU(2)−
symmetry. We have further derived the conditions under
which singlet and triplet can mix despite the absence of
spin-orbit coupling.
As experimental indications of triplet pairing have
so far only been reported for twisted double-bilayer
graphene [47, 48], we have dealt with pairing instabil-
ities in mainly this system. Here, a displacement field
is required to stabilize the superconducting state and re-
duces the point group to C3. The pairing states and their
properties associated with the real representation A and
the complex representation E of C3 are summarized in
Tables I and II, respectively.
Being one-dimensional and real, A only allows for one
singlet, a unitary and a nonunitary triplet phase, and
one mixed phase. The latter is expected to be relevant
only if SU(2)+ × SU(2)− is weakly broken and the two
consecutive transitions in the schematic phase diagram
in Fig. 1(b) are very close. Using the values of the cou-
pling constants in Ref. 52, we estimate the splitting to
be about two orders of magnitude smaller than the crit-
ical temperature and hence, hard to see experimentally
[60]. Whether renormalization-group corrections could
enhance the impact of these weak symmetry-breaking
perturbations at energies of order of the transition tem-
perature is an open question, which we leave for future
work. The gap structure of the four phases transforming
under A is quite different: while the nonunitary triplet is
gapless for one of the spin species, the singlet and unitary
triplet have a single, fully established gap, and the mixed
phase has two finite but distinct gaps for the two spin
species. We have further shown that single-band mean-
field theory will generically favor the phase diagram in
Fig. 1(a) over Fig. 1(b). However, the strong-coupling
nature inherent in the problem makes the applicability
of mean-field theory questionable and can lead to sig-
nificant corrections which might eventually select other
phases. We have illustrated these corrections for ferro-
magnetic fluctuations, expected to be relevant for twisted
double-bilayer graphene, and find that the resulting cor-
rections will, as opposed to mean field, generally favor
the phase diagram in part (b) of Fig. 1 over that in part
(a).
The complex representation allows for many more
states: two pure singlets, eight triplets, and, if SU(2)+ ×
SU(2)− is only weakly broken, six distinct mixed phases.
As compiled in Table II, all of these three classes of states
allow for nodal points and fully gapped phases. However,
only the triplets can have nodal lines (residual ungapped
Fermi surfaces of one spin species). Only one out of the
two different triplet states of the IR A allow for an admix-
ture of singlet and triplet for weak anti-Hund’s coupling
but, in contrast, six out of the eight triplets transforming
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under E do so.
Out of the possible pairing states in Table II, single-
band mean-field theory favors the two triplet states
E3s(b) and E3s(d) along with their respective Hund’s
partners—the mixed phase E1s(0, i)+E3s(a) and the chi-
ral singlet E1s(1, i). We have discussed how additional
weak ferromagnetic fluctuations can lift the exact degen-
eracy of E3s(b) and E3s(d), generically favoring the for-
mer. In the limit of strong ferromagnetic fluctuations—
expected to be most relevant to twisted double-bilayer
graphene—we obtain the chiral nonunitary triplet E3s(e)
or, for weak anti-Hund’s coupling, the mixed singlet-
triplet state E1s(1, i) + E3s(d) as the dominant insta-
bility.
Motivated by the experimentally observed [48] linear
increase of the transition temperature with an in-plane
magnetic field, we have also mapped out the possible
phase diagrams in the presence of a magnetic field. As
expected, if the SU(2)+ × SU(2)− symmetry is signifi-
cantly broken, the linear increase is only consistent with
triplet pairing. For pairing in the A channel, there are
two possible phase diagrams, shown in Fig. 2(c) and (d),
depending on which triplet state is realized in the absence
of a magnetic field. The magnetic field fully determines
the form of the leading triplet state to be A3s(1, i, 0) in
the A channel. For order parameters transforming under
E, there are two possibilities for the leading triplet state,
E3s(c) or E3s(e), in a magnetic field; which of the two
is realized depends on the value of the quartic couplings
in the free energy. Both mean-field theory and ferromag-
netic fluctuations favor the E3s(e) state. If, however,
SU(2)+ × SU(2)− is only very weakly broken, singlet
pairing as the dominant instability of the system is also
consistent with the linear increase of the critical temper-
ature; the two possible phase diagrams for the case of
pairing in the IR A are illustrated in Fig. 2(a) and (b).
We have also derived (within mean-field theory) the
key couplings, c2 in Eq. (24) and cE3 in Eq. (42), between
the superconducting order parameter and the magnetic
field B that determine the slope of the increase, ∆Tc, of
the critical temperature with magnetic field. We found
that they have the exact same mathematical form; as
such, the behavior ∆Tc ' 2µBB, with Bohr magneton
µB , seen in experiment [48], is equally surprising for both
pairing channels and does not favor one channel over the
other. In both cases, this might either be accidental or
due to quantum critical scaling [52].
For completeness, we have also studied, in Sec. VI, the
changes in the classification when there is an extra in-
plane rotation symmetry, C2y, and a two-fold rotation,
C2, perpendicular to the plane. These two symmetries
are relevant (either as exact or emergent symmetries) to
twisted bilayer graphene and ABC trilayer graphene. We
find that while the C2 symmetry has no consequences for
the classification, C2y not only pins the nodes of certain
pairing states along high-symmetry lines but also leads
to more pairing states as summarized in Table IV.
This work further illustrates that graphene moiré sys-
tems provide a very rich playground for novel strongly
correlated superconducting phases and hope that our sys-
tematic analysis of pairing in the absence and presence
of magnetic fields will help future theoretical and exper-
imental studies to pinpoint the microscopic form of the
superconducting state.
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Appendix A: Microscopic Ginzburg-Landau
expansion
In this appendix, we derive the prefactors of the various
free-energy expansions in the main text within mean-field
theory. Unless stated otherwise, we use a single-band
description.
1. Without a magnetic field
We imagine performing a mean-field decomposition in
the Cooper channel and keeping only the singlet and
triplet pairing of the dominant IR. The ensuing mean-
field Hamiltonian for the one-band model has the form
Hmf =
∑
k
ξkvc
†
kσvckσv (A1)
+
∑
k
c†kσ+
[
(∆sk + σ · dk)iσy
]
σ,σ′ c
†
−kσ′−,
where ξk+ = ξ−k− due to time-reversal symmetry. In
Eq. (A1), we have omitted a constant term, which is
quadratic in the superconducting order parameter and
does not affect the quartic terms we derive below. Upon
integrating out the fermions in Eq. (A1) and expanding
the resulting free energy in the superconducting order
parameter, the Ginzburg-Landau expansion coefficients
can be obtained order by order.
Starting with the one-dimensional real IR A of C3,
we write ∆sk = λ
s
k∆
s, dsk = λtkd, where λ
s
k and λ
t
k
are momentum-dependent basis functions that are invari-
ant under C3. Using the generalization of Eq. (20) to
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parametrize the free energy,
F ∼ a(T )
(
|∆s|2 + d†d
)
+ δa
(
|∆s|2 − d†d
)
+ γ1|∆s|4
+ γ2
(
d†d
)2
+ γ3 |d∗ × d|2 + γ4|∆s|2d†d
+ γ5Re
[
(∆s)
2
d†d∗
]
, (A2)
which allows us to account for a nonzero J making singlet
and triplet nonequivalent, we find
γ1 = F[|λsk|4], γ2 = γ3 = F[|λtk|4], (A3)
γ4 = 4F[|λtk|2|λsk|2], γ5 = 2F[(λtk)2(λs∗k )2]. (A4)
To keep the expressions compact, we have defined the
functional
F[fk] := T
∑
ωn
∫
d2k
(2pi)2
fk
(ω2n + ξ
2
k+)
2
. (A5)
When J = 0, we have λsk = λ
t
k and hence, obtain
γ1 = γ2 = γ3 = γ4/4 = γ5/2 > 0, (A6)
which is compatible with the prefactors in Eq. (20) as
required from the SU(2)+ × SU(2)− symmetry. On top,
γ1 = γ3 is an additional constraint arising from the mean-
field approximation (and not related to an exact symme-
try). In terms of the prefactors in Eq. (20), it sets b1 = 0,
as stated in the main text. The positive sign of the coeffi-
cients in Eq. (A6) betokens that mean-field theory always
favors part (a) in the phase diagram in Fig. 1.
Similarly, we can study the complex representation of
C3 introduced in Sec. IV of the main text. Using the
representation in Eq. (29) for the singlet pairing, ∆sk =∑
µ ηµ (Xk + iµ Yk), it is straightforward to show that
bs1 = b
s
2/2 = F[(X
2
k + Y
2
k )
2] > 0 (A7)
for the coefficients bs1,2 in Eq. (32). Being positive, these
coefficients favor the chiral superconductor E1s(1, i) as
was observed earlier as well [40, 41].
Finally, repeating this procedure for the triplet state
with parametrization (36), dk =
∑
µ dµ (Xk + iµ Yk),
the coefficients in Eq. (38) evaluate to
bt1 = b
t
3/2 = −bt4/2 = −2bt5 = 2F[(X2k + Y 2k )2] > 0,
bt2 = 0. (A8)
The triplet states E3s(b) and E3s(d) will have the lowest
energy for this configuration of quartic coefficients as ar-
gued in the main text. The degeneracy between these two
states will be lifted by corrections beyond the mean-field
approximation, such as the ferromagnetic fluctuations of
Sec. V. In the presence of a magnetic field, Eq. (A8)
uniquely determines the chiral nonunitary triplet E3s(e)
as the leading instability (see Sec. IVC).
2. Coupling to a magnetic field
In this subsection, we will analyze several important
coupling terms between the superconductor and the mag-
netic field from a weak-coupling perspective. The micro-
scopic form of the coupling to the Zeeman, MZ , and
in-plane orbital field, MO, reads as
HB =
∑
k
c†kσvσσσ′ckσ′v ·MZ +
∑
k
gv(k)c
†
kσvckσvMO,
(A9)
where we have absorbed the g-factor of the Zeeman cou-
pling into the definition of MZ . This is not possible for
the orbital coupling, as its g-factor gv(k) depends signif-
icantly on momentum. The form of gv(k) is determined
by microscopic details such as the Bloch states. All we
need here is that gv(k) = −gv¯(−k), as follows from time-
reversal symmetry (5), and we refer to Ref. 52 for a mi-
croscopic derivation of its momentum dependence.
To proceed further with Eq. (A9), we first set the or-
bital coupling to zero,MO = 0. Even when the actual in-
teracting multiband system is not invariant under C2, the
single-band mean-field Hamiltonian, HMF + HB , is left
invariant under the action of C2 in Eq. (50) if we further
set dk → −dk in Eq. (A1). This emergent symmetry is a
consequence of the special role of C2 in two-dimensions as
it acts on k in the same manner as time-reversal and, as
such, can have crucial consequences for superconducting
pairing [65].
In the present case, this symmetry implies that the
coupling terms δc1 in Eq. (24) and δcE1 , cE2 in Eq. (42)
will vanish within single-band mean-field theory as is also
readily confirmed by explicit calculation; we emphasize,
however, that this is not an exact statement and we have
checked that a multiband mean-field description allows
for nonzero values. Nonetheless, we view the vanishing
of these coupling in the weak-coupling single-band limit
as an indication that they are likely small in the system.
Noting that the orbital coupling MO breaks this emer-
gent symmetry, we expect c7 in Eq. (24) to be nonzero
in single-band mean-field theory. Indeed, we obtain
c7 = 2T
∑
ωn
∫
d2k
(2pi)2
g+(k)λ
s
kλ
t
k
3ω2n − ξ2k+
(ω2n + ξ
2
k+)
3
(A10)
=
1
3T 2
∫
d2k
(2pi)2
g+(k)λ
s
kλ
t
k
tanh(ξk+/(2T ))
ξk+(1 + cosh(ξk+/T ))
.
Finally, the couplings of the Zeeman term to the triplet
vector in Eqs. (24) and (42) are also not constrained by
the emergent C2 symmetry. We find these to be nonzero
and given by
c2 = −4F
[
ξk+|λtk|2
]
, (A11a)
cE3 = −4F
[
ξk+(X
2
k + Y
2
k )
]
, (A11b)
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respectively. Our main observation here is that the forms
of c2 and cE3 are identical: the nonuniversal part is a mo-
mentum integral which, in both cases, is weighted by a
function that is invariant under C3 and has no symmetry-
imposed nodes on the Fermi surface. Accordingly, it is
not possible to distinguish between the IRs A and E
based on the slope of the increase of T+c in small magnetic
fields.
3. Ferromagnetic fluctuations
In the last part of this appendix, we justify the expec-
tation of c+ ' c− in Eq. (46). Microscopically, the zero-
momentum spin fluctuations,mv, couple to the electrons
as
Hm =
∑
k,v
gmv (k)c
†
kσvσσσ′ckσv ·mv, (A12)
where gmv (k) = gmv¯ (−k) as a consequence of time-reversal
symmetry and we have, as before, assumed that we can
focus on a single isolated electronic band. It is easy to see
thatHMF+Hm is again invariant under the C2 symmetry
in Eq. (50) if we further replace
dk → −dk, mv → mv¯. (A13)
While Eq. (44) is automatically invariant under
Eq. (A13), the coupling for the two-dimensional rep-
resentation in Eq. (46) is invariant only if c+ = c−.
Consequently, multiband effects are required for nonzero
c+−c−, wherefore we expect its value to be much smaller
than c++c−, as posited in the main text. We also checked
by explicit calculation that c+ 6= c− is possible in a multi-
band description.
Appendix B: Details for the complex representation
In this appendix, we present additional details of the
different phases transforming under the complex repre-
sentation E of C3.
As a starting point, it is helpful to chart out a phase
diagram describing which of the triplet phases E3s(a)
to E3s(h) is realized as a function of the quartic terms
bt1,2,3,4,5 in Eq. (38). Upon recognizing that bt1 does not
affect the form of the order parameter (but is assumed
to be chosen so as to guarantee the stability of the ex-
pansion), we can conveniently display the phases as a
function of btj/|bt2|, j = 3, 4, 5, discussing the two possi-
ble signs of bt2 separately. Such a phase diagram is drawn
in Fig. 3.
As the main text contends, there are no indepen-
dent terms involving σy to add to the SU(2)+× SU(2)−-
invariant form of the free energy in Eq. (41). To see
this, we note that it suffices to consider terms involving
both ∆+ and ∆− since terms with only ∆+ (or ∆−) have
already been addressed in Sec. III A. Among the terms
that mix ∆+ and ∆−, the following are consistent with
time-reversal and C3 symmetry:
∆F1 =
∣∣tr [σy∆+σy∆T−]∣∣2 , (B1)
∆F2 = tr
[
∆+σy∆
T
−∆
∗
−σy∆
†
+
]
+ tr
[
∆†−σy∆
∗
+∆
T
+σy∆−
]
,
∆F3 = tr
[
∆+σy∆
T
−∆
∗
+σy∆
†
−
]
+ tr
[
∆†−σy∆
∗
+∆
T
−σy∆+
]
.
However, all of these terms can be reformulated as
∆F1 = tr
[
∆†+∆+
]
tr
[
∆†−∆−
]
+ tr
[
∆†+∆−
]
tr
[
∆†−∆+
]
−
(
tr
[
∆†+∆+∆
†
−∆−
]
+ tr[∆−∆
†
−∆+∆
†
+]
)
, (B2)
∆F2 = 2 tr
[
∆†+∆+
]
tr
[
∆†−∆−
]
−
(
tr
[
∆†+∆+∆
†
−∆−
]
+ tr[∆−∆
†
−∆+∆
†
+]
)
, (B3)
∆F3 = 2
∣∣∣tr [∆†+∆−]∣∣∣2 − (tr [∆†+∆+∆†−∆−]+ tr[∆−∆†−∆+∆†+]) , (B4)
so they do not constitute independent terms to add to Eq. (41).
In concluding this appendix, we present the explicit form of the free-energy (41) in terms of singlet and triplet
components. Inserting ∆µ = σ0∆sµ + σ · dµ, µ = ± in Eq. (41) and adding SU(2)+ × SU(2)− symmetry breaking
only at the level of the quadratic terms, one arrives at
F ∼ a(T )
∑
µ
(
|∆sµ|2 + d†µdµ
)
+ δa
∑
µ
(
|∆sµ|2 − d†µdµ
)
+ β1
(∑
µ
|∆sµ|2
)2
+ β2|∆s+|2|∆s−|2
+ β3
(∑
µ
d†µdµ
)2
+ β4(d
†
+d+)(d
†
−d−) + β5|d†+d−|2 + β6|dT+d−|2 + β7
∑
µ
|dTµdµ|2
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FIG. 3. Phase diagram for the free energy in Eq. (38). The different triplet states labelled (a) to (h) are defined in the main
text in Sec. IVA.
+ β8
∑
µ
|∆sµ|2d†µdµ + β9
∑
µ
|∆sµ|2d†µ¯dµ¯ + β10Re
[
∆s∗+ ∆
s
−d
†
−d+
]
+ β11Re
[∑
µ
(∆s∗µ )
2dµdµ
]
+ β12Re
[
(∆s+∆
s
−)
∗d+d−
]
, (B5)
where µ¯ = − for µ = + and vice versa. Due to the fewer number of independent parameters in Eq. (41), there are
many relations between the different coefficients β1, . . . , β12, namely:
β1 = b1 + b2, β2 = b3 + b4 + 2(b5 − b2), β3 = b1 + 2b2, β4 = b3 + 2b5 − 4b2,
β5 = b4 + 2b5, β6 = −2b5, β7 = −b2, β8 = 2(b1 + 2b2),
β9 = 2(b1 + b5) + b3, β10 = 2b4 + 4b5, β11 = 2b2, β12 = 4b5. (B6)
It is not difficult to observe that the five different purely triplet quartic terms, βj=3,4,5,6,7, are all independent.
Consequently, we can parametrize all twelve βj in terms of the five purely triplet terms and realize all of the triplet
states of Sec. IVA.
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