Abstract. In this paper we prove the equivalence of decoupling inequalities for stochastic integrals and one-sided randomized versions of the UMD property of a Banach space as introduced by Garling.
Introduction
In recent years, decoupling inequalities have been used to construct theories of stochastic integration in UMD Banach spaces [4, 13, 15] . The basic idea underlying this approach is to use abstract decoupling inequalities to estimate stochastic integrals
where φ is a process with values in a UMD space E and W is a standard Brownian motion, with its decoupled analogue T 0 φ(t) dW (t), whereW is a standard Brownian motion independent of φ and W . This decoupled integral is easier to handle, as it is defined in a pathwise sense. Indeed, using a general two-sided decoupling inequality for E-valued tangent sequences, McConnell [13] was able to show that a strongly measurable E-valued process is stochastically integrable with respect to W if and only if its trajectories, viewed as E-valued functions, are stochastically integrable with respect toW . His techniques depend heavily on the equivalence of the UMD property and geometric notions related to ζ-convexity. Decoupling inequalities for tangent sequences may be found in [7, 9, 13, 14, 17] .
Earlier, Garling [4] had derived a two-sided decoupling inequality for stochastic integrals of elementary E-valued processes directly from the definition of the UMD property. More precisely, he proved that a Banach space E is a UMD space if and only if for some (respectively, for all) 1 < p < ∞ there exist constants 0 < c ≤ C < ∞ such that for all elementary E-valued processes φ we have
These inequalities, combined with the operator-theoretic approach to stochastic integration of Banach space-valued functions developed in [16] , was used in [15] to construct a systematic theory of stochastic integration for E-valued processes. In particular, necessary and sufficient conditions for L p -stochastic integrability were obtained, analogues of the Itô isometry and the Burkholder-Davis-Gundy inequalities were proved, and McConnell's result was recovered as a corollary via standard stopping time arguments.
Various applications of the decoupling inequalities in (1.1) require only one of the two a priori estimates. An analysis of the proof of (1.1) in [4] shows moreover that one-sided decoupling inequalities can be derived from one-sided versions of the UMD property which were introduced subsequently by Garling in [5] . These properties are called UMD − and UMD + below. These properties can be used as in [15] to obtain generalized theories of stochastic integration in which the necessary and sufficient conditions and two-sided estimates for stochastic integrals are replaced by necessary conditions or sufficient conditions, respectively, with one-sided estimates.
The stochastic integration theory in [15] has many consequences and applications. For instance, many results in the theory of stochastic evolution equations in Hilbert spaces (cf. [3] and the references therein), have analogues in UMD − Banach spaces. Therefore, we believe it is important to know the largest class of spaces for which one can construct a stochastic integration theory as in [15] . The aim of the present paper is to show that this is the class of UMD − Banach spaces. It is shown that the validity of the second one-sided a priori estimate in (1.1) for all elementary processes implies the UMD − PW property. With the same ideas one can prove that E has property UMD + PW if for some 1 < p < ∞ the left estimate in (1.1) holds for all elementary E-valued processes, so we include this too. The proofs are based on Skorohod embedding techniques from [4] , the Maurey-Pisier characterization of finite cotype and estimates for randomized sums in spaces of finite cotype.
Let (Ω, F, (F n ) n≥1 , P ) be a filtered probability space, and let (Ω,F ,P ) be a probability space. Both probability spaces are assumed to be rich enough for constructions as below. We shall consider random variables and processes on (Ω ×Ω, F ×F, P ×P ). On this probability space we use the filtration (F n ⊗F ) n≥1 . In most cases our random variables and processes are extensions to Ω ×Ω of variables and processes on Ω orΩ. Integration over Ω andΩ will be denoted by E and E .
Let (r n ) n≥1 be a Rademacher sequence on (Ω, F, P ) and let G 0 = {∅, Ω} and
is a Paley-Walsh martingale difference sequence if it is a martingale difference sequence with respect to the filtration (G n ) N n=0 . Recall that a Banach space E is a UMD(p) space for p ∈ (1, ∞) if there exists a constant C p > 0 such that for every N ≥ 1, every martingale difference sequence
Similarly, we say E is a UMD PW (p)-space if one only considers Paley-Walsh martingales in the definition of UMD(p). In [11] , Maurey has shown that UMD PW (p) already implies UMD(p). It was shown by Burkholder in [1] that if E is UMD(p) space for some p ∈ (1, ∞), then E is a UMD(p) space for all p ∈ (1, ∞). Spaces with this property will be referred to as UMD spaces. For the theory of UMD spaces we refer the reader to [1, 2] and references given therein. Let (r n ) n≥1 be a Rademacher sequence onΩ. Definition 1.1. Let E be a Banach space and let p ∈ (1, ∞).
The corresponding notion of UMD − and UMD + spaces, where arbitrary martingale difference sequences are allowed, has been studied by Garling in [5] . It was shown there that if E is a UMD ± (p) space for some p ∈ (1, ∞), then E is a UMD ± (p) space for all p ∈ (1, ∞). Thus, both definitions are independent of p ∈ (1, ∞) and spaces with this property will be referred to as UMD − and UMD + spaces. In [5] 
Main result
Let W be a Brownian motion on (Ω, F, P ) and let (F t ) t≥0 be the augmented filtration induced by W . Similarly, letW be a Brownian motion on (Ω,F,P ) and let (F t ) t≥0 be the augmented filtration induced byW .
Let E be a real Banach space. A process φ : [0, ∞) × Ω → E will be called an elementary process if it is of the form
is defined in the usual way and is an element of
Theorem 2.1 (Garling) . For a UMD space E and p ∈ (1, ∞) the following statements hold:
(1) There exists a constant c p > 0 such that for all elementary processes φ,
(2) There exists a constant c p > 0 such that for all elementary processes φ, For the proof we need some lemmas. The first lemma is well known and follows from the strong Markov property. 
Conversely
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The next lemma gives some important properties of the independent Brownian motionW at random times. Such stopped Brownian motionsW are not Gaussian random variables in general, but in this case they inherit some important properties. 
Lemma 2.4. For
The same holds for −1. This proves the independence. For 0 < p < ∞, we have
1 , where g p p is the p-th moment of a standard Gaussian random variable and the statement follows from the elementary fact that τ 1 has finite moments of all orders.
Below we will consider adapted and measurable processes φ : [0, ∞)×Ω → E that take values in a finite-dimensional subspace of E. Since n-dimensional subspaces of E are isomorphic to R n , one may construct the stochastic integral for such processes φ that satisfy t → φ(t, ω) ∈ L 2 (0, ∞, E) for almost all ω ∈ Ω. By the Burkholder-Davis-Gundy inequalities we have for all p ∈ (1, ∞) and for φ as above,
2) holds for all elementary processes one may extend this to all processes as above. In fact, Garling proved (2.1) and (2.2) for this class of processes.
The next lemma is a variation of an example in [5] . We include a proof for convenience. Proof. Assume there exists a constant c p > 0 such that for all elementary processes φ, (2.1) holds. Then we may extend (2.1) to all measurable and adapted processes φ ∈ L p (Ω; L 2 (0, ∞; E)) that take values in a finite-dimensional subspace of E. For each N ≥ 1, we will construct a process φ as above and such that
Here K p > 0 is some universal constant. This gives a contradiction.
We modify an example in [5] in such a way that the martingale differences arise as stochastic integrals. We use the notation of Lemmas 2.3 and 2.4. Fix an integer
N , and for each e = (e n )
where A e,1 = Ω and for 2 ≤ n ≤ N ,
Then each φ e is stochastically integrable with
∆W n e n 1 A e,n .
Then φ is stochastically integrable and for almost all ω ∈ Ω and e ∈ D we have
On the other hand, we have
For ω ∈ Ω and e ∈ D let k(ω, e) be 0 if ∆W 1 (ω) = e 1 and let k(ω, e) be the maximum of all integers n ≤ N such that ∆W i (ω) = e i for all i ≤ n if ∆W 1 (ω) = e 1 . For almost all ω ∈ Ω and for all e ∈ D,
Of course we have for all k ≤ N ,
We obtain that for almost all ω ∈ Ω,
Since for almost all ω ∈ Ω, (∆W n (ω, ·)) N n=1 is a sequence of independent centered Gaussian random variables onΩ, we have by the Lévy-Octaviani inequalities for independent symmetric random variables (see [9, Section 1.1]) for almost all ω ∈ Ω,
Here g p p is the p-th moment of a standard Gaussian random variable. We may conclude that
Recall that the sequence (
For 1 ≤ p < 2 we have by Hölder's inequality,
By Lemma 2.4 this proves that, for all p ∈ [1, ∞) and some universal constant K p ,
Since l ∞ (D) can be identified isometrically with a finite-dimensional subspace of c 0 , this completes the proof. Proof. It follows from the above example that c 0 is not finitely representable in E. Hence the Maurey-Pisier Theorem (see [12] ) implies that E has finite cotype.
Proof of Theorem 2.2. We may assume that the martingale starts at zero (see [1, Remark 1.1 ] ). Let (r n ) N n=1 be a Rademacher sequence on the probability space (Ω, F, P ) and let (d n ) N n=1 be an E-valued martingale difference sequence with respect to the filtration (σ (r 1 , r 2 , . . . , r n ) ) N n=0 . We may write d n = r n f n (r 1 , . . . , r n−1 ) for n = 1, . . . , N, for some f n : {−1,
be a Rademacher sequence on the probability space (Ω,F ,P ).
(1): We will show that there exists a constant C − p > 0 only depending on E such that
We use the notation of Lemmas 2.3 and 2.4. Define a process φ :
The process φ is stochastically integrable and we have
By Lemma 2.4, Corollary 2.6 and [10, Proposition 9.14], we have
where (x n ) N n=1 is a sequence in E and K p > 0 is some constant depending only on E and p. By conditioning (cf. [8, Lemma 3.11] ) this result extends to In (i), we used that (r 1 , . . . , r N ,r 1 , . . . ,r N ) and (r 1 , . . . , r N , r 1r1 , . . . , r NrN ) are identically distributed. By assumption we have 
By assumption we have
We may conclude that (2.5) holds with constant c p EẼ |W 1 | .
