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THE LICHNEROWICZ EQUATION ON COMPACT MANIFOLDS
WITH BOUNDARY
MICHAEL HOLST AND GANTUMUR TSOGTGEREL
Abstract. In this article we initiate a systematic study of the well-posedness
theory of the Einstein constraint equations on compact manifolds with bound-
ary. This is an important problem in general relativity, and it is particularly
important in numerical relativity, as it arises in models of Cauchy surfaces con-
taining asymptotically flat ends and/or trapped surfaces. Moreover, a number
of technical obstacles that appear when developing the solution theory for open,
asymptotically Euclidean manifolds have analogues on compact manifolds with
boundary. As a first step, here we restrict ourselves to the Lichnerowicz equa-
tion, also called the Hamiltonian constraint equation, which is the main source
of nonlinearity in the constraint system. The focus is on low regularity data
and on the interaction between different types of boundary conditions, which has
not been carefully analyzed before. In order to develop a well-posedness theory
that mirrors the existing theory for the case of closed manifolds, we first gen-
eralize the Yamabe classification to nonsmooth metrics on compact manifolds
with boundary. We then extend a result on conformal invariance to manifolds
with boundary, and prove a uniqueness theorem. Finally, by using the method
of sub- and super-solutions (order-preserving map iteration), we establish several
existence results for a large class of problems covering a broad parameter regime,
which includes most of the cases relevant in practice.
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1. Introduction
Our goal here is to develop a well-posedness theory for the Lichnerowicz equation
on compact manifolds with boundary. We are interested in establishing results for
rough data and a broad set of boundary conditions, and will therefore develop a
fairly general analysis framework for treating different types of boundary condi-
tions. Similar rough solution results for the case of closed manifolds, and for the
case of asymptotically Euclidean manifolds with apparent horizon boundary condi-
tions representing excision of interior black holes, appear in [2, 8, 13, 14, 15]. Our
work here appears to be the first systematic study to treat boundary conditions of
such generality. In a certain sense, it solves an open problem from D.Maxwell’s
dissertation [12], which is the coupling between the black-hole boundary conditions
and outer boundary conditions that substitute asymptotically Euclidean ends. Fur-
thermore, we allow for the lowest regularity of data that is possible by the currently
established techniques in the closed manifold case. Finally, this paper lays necessary
foundations to the study of the Einstein constraint system on compact manifolds
with boundary. We acknowledge from the outset that although the situation in this
paper is technically more complicated in a certain sense (and simpler in another
sense), and a number of original ideas went into this paper, many of the techniques
we use, and our a priori expectations of what type of results we would be able to
produce, are largely inspired by D.Maxwell’s work [13, 14, 15].
In the following, we give a quick overview of the Einstein constraint equations
in general relativity and the conformal decomposition introduced by Lichnerowicz,
leading to the Lichnerowicz equation. After giving an overview of the various
boundary conditions previously considered in the literature, we discuss the main
results of this paper.
1.1. The Einstein constraint equations. Let (M, g) be an (n+ 1)-dimensional
spacetime, by which we mean that M is a smooth (n + 1)-manifold and g is a
smooth Lorentzian metric on M with signature (−,+, . . . ,+). Then the Einstein
field equation in vacuum reads as
Ricg = 0,
where Ricg is the Ricci curvature of g.
We assume that there is a spacelike hypersurface M ⊂ M, possessing a normal
vector field N ∈ Γ(TM⊥) with |N |2g ≡ −1. The introduction of the field N defines a
time orientation in a neighbourhood of M . Then the Einstein constraint equations
on M are given by
Ricg(N, ·) = 0.
Hence in this setting, the constraint equations are a necessary condition for the full
Einstein equation to hold. Let gˆ and Kˆ be the first and second fundamental forms
of M , respectively defined by, with ∇ being the Levi-Civita connection of g,
gˆ(X, Y ) = g(X, Y ), and Kˆ(X, Y ) = −g(∇XN, Y ),
for any vector fieldsX, Y ∈ X(M) tangent toM . In terms of gˆ and Kˆ, making use of
the relations between them and the Riemann curvature ofM that go under a myriad
of designations usually involving the names of Gauss, Codazzi, and Mainardi, the
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constraint equations become
scalgˆ + (trgˆKˆ)
2 − |Kˆ|2gˆ = 0, (1)
divgˆKˆ − d(trgˆKˆ) = 0, (2)
where scalgˆ is the scalar curvature of gˆ. It is well-known through the work of
Choquet-Bruhat and Geroch that in a certain technical sense, any triple (M, gˆ, Kˆ)
satisfying (1)–(2) gives rise to a unique maximal (up to diffeomorphism) spacetime
(M, g) satisfying the Einstein equation, that has (M, gˆ) as an isometrically embed-
ded submanifold with second fundamental form equal to Kˆ. Detailed treatments
can be found, e.g., in [7, 19]. Thus in this sense, the constraint equations are also
a sufficient condition for the Einstein equation to have a solution that is the time
evolution of the given initial data (M, gˆ, Kˆ).
1.2. Conformal traceless decomposition. We start with the observation that
the symmetric bilinear forms gˆ and Kˆ together constitute n(n + 1) degrees of
freedom at each point of M , while the number of equations in (1)–(2) is n + 1.
Therefore crudely speaking, one has freedom to choose n2−1 components of (gˆ, Kˆ),
and the remaining n + 1 components are determined by the constraint equations.
The most successful approach so far to cleanly separate the degrees of freedom in the
constraint equations seems to be the conformal approach initiated by Lichnerowicz.
That said, there exist other approaches to construct solutions of the constraint
equations, see the recent survey [1].
Let φ denote a positive scalar field on M , and decompose the extrinsic curvature
tensor as Kˆ = Sˆ + τ gˆ, where τ = 1
n
trgˆKˆ is the (averaged) trace and so Sˆ is the
traceless part of Kˆ. With q¯ = n
n−2
, then introduce the metric g, and the symmetric
traceless bilinear form S through the following conformal scaling
gˆ = φ2q¯−2g, Sˆ = φ−2S. (3)
The different powers of the conformal scaling above are carefully chosen so that the
constraints (1)–(2) transform into the following equations
−4(n−1)
n−2
∆φ+Rφ+ n(n− 1)τ 2φ2q¯−1 − |S|2gφ
−2q¯−1 = 0, (4)
divgS − (n− 1)φ
2q¯dτ = 0, (5)
where ∆ ≡ ∆g is the Laplace-Beltrami operator with respect to the metric g, and
R ≡ scalg is the scalar curvature of g. The equation (4) is called the Lichnerowicz
equation or the Hamiltonian constraint equation, and (5) is called the momentum
constraint equation.
We interpret the equations (4)–(5) as partial differential equations for the scalar
field φ and (a part of) the traceless symmetric bilinear form S, while the metric g
is considered as given. To rephrase the above decomposition in this spirit, given φ
and S fulfilling the equations (4)–(5), the symmetric bilinear forms gˆ and Kˆ given
by
gˆ = φ2q¯−2g, Kˆ = φ−2S + φ2q¯−2τg,
satisfy the constraint system (1)–(2). We call gˆ the physical metric since this is the
metric that enters in the constraint system (1)–(2), and call g the conformal metric
since this is used only to specify the conformal class of gˆ, the idea being that all
other information is lost in the scaling (3).
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One can further decompose S into “unknown” and given parts, in order to ex-
plicitly analyze the full system (4)–(5); however, in this paper we will consider
only the Lichnerowicz equation (4). In particular, we will assume that the traceless
symmetric bilinear form S is given. This situation can arise, for example, when
the mean extrinsic curvature τ is constant, decoupling the system (4)–(5). In this
case one can find S satisfying the momentum constraint (5) and then solve (4)
for φ. In general, the need to solve the Lichnerowicz equation occurs as part of
an iteration that (or whose subsequence) converges to a solution of the coupled
system (4)–(5). Such iteration methods have been used in the existence proofs of
non-constant mean curvature solutions, e.g., in [10, 8, 16].
1.3. Boundary conditions. In this article, we will consider the Lichnerowicz
equation (4) on a compact manifold with boundary. Boundaries emerge in nu-
merical relativity when one eliminates asymptotic ends or singularities from the
manifold, and so we need to impose appropriate boundary conditions for φ. We
discuss here a fairly exhaustive list of boundary conditions previously considered in
the literature, and as a common denominator to all of those we propose a general
set of boundary conditions to be studied in this paper.
On asymptotically flat manifolds, one has
φ = 1 + Ar2−n + ε, with ε = O(r1−n), and ∂rε = O(r
−n), (6)
where A is (a constant multiple of) the total energy, and r is the usual flat-space
radial coordinate [24]. So one could cut out the asymptotically Euclidean end along
the sphere with a large radius r and impose the Dirichlet condition φ ≡ 1 at the
spherical boundary. However, this can be improved as follows. By differentiating
(6) with respect to r and eliminating A from the resulting two equations, we get
∂rφ+
n− 2
r
(φ− 1) = O(r−n). (7)
Now equating the right hand side to zero, we get an inhomogeneous Robin condition,
which is, e.g., known to give accurate values for the total energy [24].
A main approach to producing black hole initial data is to excise a region of
space around each singularity and solve the constraint equation in the remaining
region. Boundaries that enclose those excised regions are called inner boundaries,
and again we need to supply appropriate boundary conditions for them. In [24],
the authors introduce the boundary condition
∂rφ+
n− 2
2a
φ = 0, for r = a. (8)
This means that r = a is a minimal surface, and under appropriate conditions
on the data (such as S), the minimal surface is a trapped surface (see the next
paragraph for precise conditions). The existence of a trapped surface is important
since by the singularity theorems it implies the existence of an event horizon outside
of the trapped surface, provided that a suitable form of cosmic censorship holds.
Strictly speaking, these types of singularity theorems do not apply to the current
case of compact manifolds, and rather they typically apply to the asymptotically
Euclidean case. However, our initial data on compact manifolds (with boundary)
are meant to approximate asymptotically Euclidean data, hence it is reasonable to
require that any initial-boundary value problem framework of Einstein’s evolution
equation that uses such initial data should respect the behaviour dictated by the
singularity theorems and the cosmic censorships.
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Various types of trapped surface conditions more general than the minimal sur-
face condition (8) have also been considered in the literature. In order to discuss
and appropriately generalize those conditions, let us make clear what we mean by
a trapped surface. Suppose that all necessary regions (including singularities and
asymptotic ends) are excised from the initial slice, so that M is now a compact
manifold with boundary. Assume that the boundary Σ := ∂M has finitely many
components Σ1,Σ2, . . ., and let νˆ ∈ Γ(TΣ
⊥) be the outward pointing unit normal
(with respect to the physical metric gˆ) at the boundary. Then the expansion scalars
corresponding to respectively the outgoing and ingoing (with respect to the excised
region) future directed null geodesics orthogonal to Σ are given by1
θˆ± = ∓(n− 1)Hˆ + trgˆKˆ − Kˆ(νˆ, νˆ), (9)
where (n − 1)Hˆ = divgˆνˆ is the mean extrinsic curvature of Σ. The surface Σi is
called a trapped surface if θˆ± < 0 on Σi, and a marginally trapped surface if θˆ± 6 0
on Σi. We will freely refer to either of these simply as a trapped surface, since either
the meaning will be clear from the context or there will be no need to distinguish
between the two. In terms of the conformal quantities we infer
θˆ± = ∓(n− 1)φ
−q¯( 2
n−2
∂νφ+Hφ) + (n− 1)τ − φ
−2q¯S(ν, ν), (10)
where ν = φq¯−1νˆ is the unit normal with respect to g, and ∂νφ is the derivative of
φ along ν. The mean curvature H with respect to g is related to Hˆ by
Hˆ = φ−q¯( 2
n−2
∂νφ+Hφ). (11)
In [14, 3], the authors studied boundary conditions leading to trapped surfaces in
the asymptotically flat and constant mean curvature (τ = const) setting. Note that
in this setting, because of the decay condition on Kˆ one automatically has τ ≡ 0.
In [14], the boundary conditions are obtained by setting θˆ+ ≡ 0. More generally, if
one specifies the scaled expansion scalar θ+ := φ
q¯−eθˆ+ for some e ∈ R, and poses no
restriction on τ , then the (inner) boundary condition for the Lichnerowicz equation
(4) can be given by
2(n−1)
n−2
∂νφ+ (n− 1)Hφ− (n− 1)τφ
q¯ + S(ν, ν)φ−q¯ + θ+φ
e = 0. (12)
In [3], the boundary conditions are obtained by specifying θˆ−. Similarly to the
above, if we generalize this approach so that θ− := φ
q¯−eθˆ− is specified, then we get
the (inner) boundary condition
2(n−1)
n−2
∂νφ+ (n− 1)Hφ+ (n− 1)τφ
q¯ − S(ν, ν)φ−q¯ − θ−φ
e = 0. (13)
Note that in the above-mentioned approaches, one of θ± remains unspecified, so in
order to guarantee that both θ± 6 0, one has to impose some conditions on the
data, e.g., on τ or on S. Another possibility would be to rigidly specify both θ±;
we then can eliminate S from (10) and we get the boundary condition
4(n−1)
n−2
∂νφ+ 2(n− 1)Hφ+ (θ+ − θ−)φ
e = 0. (14)
At the same time, eliminating the term involving ∂νφ from (10) we get a boundary
condition on S that reads as
2S(ν, ν) = 2(n− 1)τφ2q¯ − (θ+ + θ−)φ
e+q¯. (15)
1We follow the convention of [22] and [3] on the sign of Kˆ, which is the opposite of [17] and
[14]. Note however that our Hˆ is the same as hˆ in [14], which is equal to H˜ in [3] divided by n−1.
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We see in this case that the Lichnerowicz equation couples to the momentum con-
straint (5) through the boundary conditions. So even in the constant mean curva-
ture setting (where τ ≡ const), the constraint equations (4)–(5) generally do not
decouple. The only reasonable way to decouple the constraints is to consider τ ≡ 0
and e = −q¯. We discuss this possibility in the next subsection, and the general
coupling through the boundary condition (15) remains as an open problem.
1.4. Discussion of the main results. At this point we expect that the reader is
reasonably familiar with the setting and the notation of the paper. Before delving
into the technical arguments, we now take a step back and discuss somewhat in-
formally what we think are the most interesting aspects of our results. The precise
and general statements are found in the main body of the article to follow.
Our well-posedness theory allows metrics that are barely continuous in the sense
that g ∈ W s,p with p ∈ (1,∞) and s ∈ (n
p
,∞) ∩ [1,∞), where W s,p is the usual
Sobolev space. This is the smoothness class considered in [8] and [15] for the case
of closed manifolds. As an auxiliary result we also prove the Yamabe classification
of such rough metrics on compact manifolds with boundary, in §2. It is worthwhile
to discuss at some length the consequences of our approach to the construction of
initial data with interesting properties, such as data approximating asymptotically
Euclidean ends, and data containing various trapped surfaces. In the rest of this
subsection we go into these issues. In particular, towards the end of this subsection
we answer a question posed by D.Maxwell in his dissertation [12].
We start with the observation that apart from the Dirichlet condition (6), all the
boundary conditions considered in the previous subsection are of the form
∂νφ+ bHφ+ bθφ
e + bτφ
q¯ + bwφ
−q¯ = 0. (16)
For instance, in (12) and (13), one has bH =
n−2
2
H , bθ = ±
n−2
2(n−1)
θ±, bτ = ∓
n−2
2
τ ,
and bw = ±
n−2
2(n−1)
S(ν, ν). The minimal surface condition (8) corresponds to the
choice bθ = bτ = bw = 0, and bH =
n−2
2
H . The outer Robin condition (7) is
bH = (n− 2)H , bθ = −(n− 2)H with e = 0, and bτ = bw = 0.
We suppose that on each boundary component Σi, either the Dirichlet condition
φ ≡ 1 or the Robin condition (16) is enforced. In particular, we allow the situation
where no Dirichlet condition is imposed anywhere. Also, in order to facilitate the
linear Robin condition (7) and a nonlinear condition such as (12) at the same time,
we must in general allow the exponent e in (16) to be only locally constant.
The main tool used in this paper is the method of sub- and super-solutions, com-
bined with maximum principles and a couple of results from conformal geometry.
Consequently, the techniques are most sensitive to the signs of the coefficients in
(16), and the preferred signs are (e − 1)bθ > 0, bτ > 0, and bw 6 0. We call
this regime the defocusing case, and in this case we have a very satisfactory well-
posedness theory, given by Theorem 4.3, Theorem 6.1, and Theorem 6.2. Let us
look at how this theory applies to each of the boundary conditions presented in the
previous subsection. First of all, not surprisingly, the Dirichlet boundary condition
φ ≡ 1, (17)
is completely harmless. In fact, imposing this condition on a boundary component
alone can ensure uniqueness, and except the negative Yamabe case, existence as
well. The outer Robin condition suggested by (7) can be written as
∂νφ+ bHφ+ bθ = 0, (18)
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with bH = (n − 2)H , and bθ = −(n − 2)H . This is justified by the fact that
H = r−1 + o(r−1) on asymptotically Euclidean manifolds. Since e = 0, we have
(e − 1)bθ > 0 for sufficiently large r. Hence we are in the defocusing regime. For
existence in the nonnegative Yamabe cases, which are the most relevant cases in
practice, we need the technical condition bH >
n−2
2
H in Theorem 6.1, but this is
easily satisfied since H > 0 for large r. For the negative Yamabe case, we cannot
say anything about existence since Theorem 6.2, which is our only existence result
in this case, requires bH 6
n−2
2
H .
Let us now discuss the black-hole boundary conditions for asymptotically Eu-
clidean data on maximal slices as in [3, 14]. Recall that one has τ ≡ 0 in this
setting. In [3], Dain studies the boundary condition (13) with e = q¯, which we
restate here for convenience:
2(n−1)
n−2
∂νφ+ (n− 1)Hφ− θˆ−φ
q¯ − S(ν, ν)φ−q¯ = 0. (19)
Since θˆ− 6 0, we are in the defocusing case upon requiring that S(ν, ν) > 0. On
account of (9), (11), and (19) we have
θˆ− − θˆ+ = 2(n− 1)Hˆ = 2S(ν, ν)φ
−2q¯ + 2θˆ−. (20)
By imposing the condition |θˆ−| 6 S(ν, ν)φ
−2q¯
+ , where φ+ is an a priori upper bound
on φ, Dain guarantees Hˆ > 0, and hence θˆ+ 6 θˆ− 6 0.
Our generalization (13) of Dain’s condition favours the choices τ > 0 and e > 1,
in addition to S(ν, ν) > 0. From (15) we have
θˆ+ = −2S(ν, ν)φ
−2q¯ + 2(n− 1)τ − θ−φ
e−q¯. (21)
In order to ensure that θˆ+ 6 0, a simple approach would be to set e = q¯ as in
Dain’s condition, and to require
2(n− 1)τ + |θ−| 6 2S(ν, ν)φ
−2q¯
+ , (22)
where φ+ is an a priori upper bound on φ.
The boundary condition proposed in [14] by Maxwell is the condition (12) with
θ+ ≡ 0 (and e = q¯), which reads
2(n−1)
n−2
∂νφ+ (n− 1)Hφ+ S(ν, ν)φ
−q¯ = 0. (23)
The sign S(ν, ν) 6 0 would have been preferred, but we are forced to abandon it
because from (15) we get
2S(ν, ν) = −(θˆ+ + θˆ−)φ
2q¯ = −θˆ−φ
2q¯ > 0, (24)
since we want to have θˆ− 6 0. On the other hand, (20) implies that
2(n− 1)Hˆ = θˆ− 6 0. (25)
Although the boundary value problem is no longer the defocusing case, Maxwell
proves the existence of solution under the condition (n− 1)H + S(ν, ν) 6 0.
In our generalization (12) of Maxwell’s condition, the preferred signs are τ 6 0,
S(ν, ν) 6 0, and e 6 1. As in the preceding paragraph, there is a strong tendency
against the condition S(ν, ν) 6 0, but we can get away with it if we strengthen the
condition τ 6 0, as follows. From (15) we have
θˆ− = 2(n− 1)τ − 2S(ν, ν)φ
−2q¯ − θ+φ
e−q¯. (26)
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So the only force going for θˆ− 6 0 is τ 6 0. In particular, upon setting e = −q¯, if
φ− is an a priori lower bound on φ, then θˆ− 6 0 is guaranteed under
2|S(ν, ν)|+ |θ+| 6 2(n− 1)|τ |φ
2q¯
− . (27)
Similarly, for S(ν, ν) > 0 one can impose
|θ+| 6 2S(ν, ν) + 2(n− 1)|τ |φ
2q¯
− , (28)
in order to have θˆ− 6 0. Note that the case S(ν, ν) > 0 is not in the defocusing
regime, but we have an existence result in §7 assuming S(ν, ν) is sufficiently small.
None of the results in [3, 14] give initial data satisfying θˆ− 6 θˆ+ < 0. Whether
or not such data exist is one of the open problems that Maxwell posed in his
dissertation [12]. We show now that such data exist. Recall that we have τ ≡ 0.
The first approach is to put θ+ = θ− =: θ and e = −q¯ in (14) and (15), to get
2
n−2
∂νφ+Hφ = 0,
S(ν, ν) = −θ.
(29)
The first equation is simply the minimal surface condition. Actually, on minimal
surfaces in maximal slices, the outgoing and ingoing expansion scalars are equal to
each other, and given by θˆ± = −Kˆ(νˆ, νˆ) = −φ
−2q¯S(ν, ν) there, cf. (9) and (10).
In particular, one can specify the sign of expansion scalars θˆ+ ≡ θˆ− arbitrarily,
by solving the momentum constraint equation (5) with the boundary condition
S(ν, ν) = −θ. The latter is possible, as shown in [14] for the asymptotically Eu-
clidean case. For the compact case, Maxwell’s techniques work mutatis mutandis.
A more general approach is to put e = −q¯ in (14) and (15), to get
4(n−1)
n−2
∂νφ+ 2(n− 1)Hφ+ (θ+ − θ−)φ
−q¯ = 0,
2S(ν, ν) = −(θ+ + θ−).
(30)
The second equation poses no problem, and in the first equation, since θ+ > θ−,
the coefficient in front of φ−q¯ has the “wrong” sign. In fact, it is of the form (23)
considered by Maxwell. Hence Maxwell’s result in [14] gives existence under the
condition 2(n− 1)H + θ+ − θ− 6 0 for the asymptotically Euclidean case. For the
compact case, we prove existence results in §7 under similar smallness conditions
on |θ+ − θ−|.
1.5. Outline of the paper. In order to develop a well-posedness theory for the
Lichnerowicz equation that mirrors the theory developed for the case of closed man-
ifolds, in Section 2, we extend the technique of Yamabe classification to nonsmooth
metrics on compact manifolds with boundary. In particular, we show that two
conformally equivalent rough metrics cannot have scalar curvatures with distinct
signs. Then in Section 3, we give a precise formulation of the problem that we
want to study, and in Section 4, we establish results on conformal invariance and
uniqueness. Section 5 is devoted to the method of sub- and super-solutions tailored
to the situation at hand. Our existence results are presented in Section 6 and in
Section 7, which respectively focus on the defocusing and non-defocusing cases.
We end the paper with some results on the continuous dependence of the solution
on the coefficients (Section 8), and an appendix containing necessary supporting
technical results that may be difficult to find in the literature.
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2. Yamabe classification of nonsmooth metrics
Let M be a smooth, connected, compact manifold with boundary and dimension
n > 3. Assume that M is equipped with a smooth Riemannian metric g. With a
positive function ϕ ∈ C∞(M), let g˜ be related to g by the conformal transformation
g˜ = ϕ2q¯−2g, where q¯ = n
n−2
. We say that g˜ and g are conformally equivalent, and
write g˜ ∼ g, which defines an equivalence relation on the space of metrics. The
conformal equivalence class containing g will be denoted by [g]; that is, g˜ ∈ [g]
if and only if g˜ ∼ g. It is well-known from, e.g., the work of Escobar [4, 5] that
given any smooth Riemannian metric g on a compact connected manifold M with
boundary, there is always a metric g˜ ∼ g that has scalar curvature of constant
sign and vanishing boundary mean curvature, and moreover the sign of this scalar
curvature is determined by [g]. In particular, two conformally equivalent metrics
with vanishing boundary mean curvature cannot have scalar curvatures of distinct
signs, and this defines three disjoint sets in the space of (conformal classes of)
metrics: they are referred to as the Yamabe classes. We remark here that there is a
related classification depending on the sign of the boundary mean curvature when
one requires g˜ to have vanishing scalar curvature and boundary mean curvature of
constant sign.
We will extend the Yamabe classification to metrics in the Sobolev spaces W s,p
under rather mild conditions on s and p. Let g ∈ W s,p be a Riemannian metric,
and let R ∈ W s−2,p(M) denote its scalar curvature and H ∈ W s−1−
1
p
,p(Σ) denote
the mean extrinsic curvature of the boundary Σ := ∂M , with respect to the outer
normal. We consider the functional E : W 1,2(M)→ R defined by
E(ϕ) = (∇ϕ,∇ϕ) + n−2
4(n−1)
〈R,ϕ2〉+ n−2
2
〈H, (γϕ)2〉Σ,
where γ : W 1,2(M) → W
1
2
,2(Σ) is the trace map. By Corollary A.5, the pointwise
multiplication is bounded on W 1,2 ⊗W 1,2 → W σ,q for σ 6 1 and σ − n
q
< 2 − n.
Putting σ = 2 − s and choosing q such that 1
q
+ 1
p
= 1, these conditions read as
2 − s − n
q
= 2 − n − s + n
p
< 2 − n or s − n
p
> 0, and s > 1. So if sp > n and
s > 1, ϕ2 ∈ W 2−s,q for ϕ ∈ W 1,2, meaning that the second term is bounded in
W 1,2. Similarly, the third term is bounded in W 1,2.
For 2 6 q 6 2q¯, and 2 6 r 6 q¯ + 1 with q > r, and b ∈ R, we define
Yg(q, r, b) = inf
ϕ∈B(q,r,b)
E(ϕ),
where
B(q, r, b) = {ϕ ∈ W 1,2 : ‖ϕ‖qq + b‖γϕ‖
r
r,Σ = 1}.
Under the conditions sp > n and s > 1, one can show that Yg(q, r, b) is finite (cf. [5,
Proposition 2.3]), and moreover that Yg := Yg(2q¯, r, 0) is a conformal invariant, i.e.,
Yg = Yg˜ for any two metrics g˜ ∼ g, now allowing W
s,p functions for the conformal
factor. We refer to Yg as the Yamabe invariant of the metric g, and we will see that
the Yamabe classes correspond to the signs of the Yamabe invariant.
Theorem 2.1. Let M be a smooth connected Riemannian manifold with dimension
n > 3 and with a metric g ∈ W s,p, where we assume sp > n and s > 1. Let
q ∈ [2, 2q¯), and r ∈ [2, q¯+1) with q > r, and let b ∈ R. Then, there exists a strictly
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positive function φ ∈ B(q, r, b) ∩W s,p(M), such that
−∆φ + n−2
4(n−1)
Rφ = λqφq−1,
γ∂νφ+
n−2
2
Hγφ = λrb(γφ)r−1,
(31)
where the sign of λ is the same as that of Yg(q, r, b) defined above.
Proof. The above equation is the Euler-Lagrange equation for the functional E
over positive functions with the Lagrange multiplier λ, so it suffices to show that
E attains its infimum Yg(q, r, b) over B(q, r, b) at a positive function φ ∈ W
s,p(M).
Let {φi} ⊂ B(q, r, b) be a sequence satisfying E(φi) → Yg(q, r, b). If ϕ ∈ B(q, r, b)
satisfies the bound E(ϕ) 6 Λ then one has that ‖ϕ‖1,2 6 C(Λ), cf. [5, Proposition
2.4], and since Yg(q, r, b) is finite, we conclude that {φi} is bounded in W
1,2(M).
By the reflexivity of W 1,2(M), the compactness of W 1,2(M) →֒ Lq(M), and the
compactness of the trace map γ : W 1,2(M) →֒ Lr(Σ), there exist an element φ ∈
W 1,2(M) and a subsequence {φ′i} ⊂ {φi} such that φ
′
i ⇀ φ in W
1,2(M), φ′i → φ
in Lq(M), and γφ′i → γφ in L
r(Σ). The latter two imply φ ∈ B(q, r, b). It is not
hard to show that E is weakly lower semi-continuous, and it follows that E(φ) =
Yg(q, r, b), so φ satisfies (31). Since E(|φ|) = E(φ), after replacing φ by |φ|, we can
assume that φ > 0. Corollary B.4 implies that φ ∈ W s,p(M), and since φ 6= 0 as
φ ∈ B(q, r, b), by Lemma B.7 we have φ > 0. Finally, multiplying (31) by φ and
integrating by parts, we conclude that the sign of the Lagrange multiplier λ is the
same as that of Yg(q, r, b). 
Under the conformal scaling g˜ = ϕ2q¯−2g, the scalar curvature and the mean
extrinsic curvature transform as
R˜ = ϕ1−2q¯(−4(n−1)
n−2
∆ϕ+Rϕ),
H˜ = (γϕ)−q¯( 2
n−2
γ∂νϕ+Hγϕ),
so assuming the conditions of the above theorem we infer that any given metric
g ∈ W s,p can be transformed to the metric g˜ = φ2q¯−2g with the continuous scalar
curvature R˜ = 4λq(n−1)
n−2
φq−2q¯, and the continuous boundary mean curvature H˜ =
2λbr
n−2
(γφ)r−q¯−1, where the conformal factor φ is as in the theorem. In other words,
given any metric g ∈ W s,p, there exist continuous functions φ ∈ W s,p(M) with
φ > 0, R˜ ∈ W s,p(M) and H˜ ∈ W s−
1
p
,p(Σ), having constant sign, such that
−4(n−1)
n−2
∆φ+Rφ = R˜φ2q¯−1,
2
n−2
γ∂νφ+Hγφ = H˜(γφ)
q¯.
(32)
We will prove below that the conformal invariant Yg of the metric g completely
determines the sign of R˜, giving rise to the Yamabe classification of metrics in
W s,p. Note that the sign of the boundary mean curvature can be controlled by the
sign of the parameter b ∈ R, unless of course R˜ ≡ 0, in which case we are forced to
have H˜ ≡ 0 in the above argument (this does not rule out the possibility that the
sign of H˜ be controlled by some other technique).
In the class of smooth metrics there is a stronger result known as the Yamabe
theorem which is proven by Escobar in [4, 5] for compact manifolds with boundary:
(almost) any conformal class of smooth metrics contains a metric with constant
scalar curvature. The Yamabe theorem is simply the extension of the above theorem
to the critical case q = 2q¯ and r = q¯ + 1, and we see that for smooth metrics the
sign of the Yamabe invariant determines which Yamabe class the metric is in. A
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proof of the Yamabe theorem requires more delicate techniques since we lose the
compactness of the embeddings W 1,2(M) →֒ Lq(M) and γ : W 1,2(M) →֒ Lr(Σ);
see [4, 5] for a treatment of smooth metrics. It seems to be not known whether or
not the Yamabe theorem can be extended to nonsmooth metrics such as the ones
considered in this paper. We will not pursue this issue here; however, the following
simpler result justifies the Yamabe classification of nonsmooth metrics.
Theorem 2.2. Let (M, g) be a smooth, compact, connected Riemannian manifold
with boundary, where we assume that the components of the metric g are (locally)
in W s,p, with sp > n and s > 1. Let the dimension of M be n > 3. Then, the
following are equivalent:
a) Yg > 0 (Yg = 0 or Yg < 0).
b) Yg(q, r, b) > 0 (resp. Yg(q, r, b) = 0 or Yg(q, r, b) < 0) for any q ∈ [2, 2q¯),
r ∈ [2, q¯ + 1) with q > r, and any b ∈ R.
c) There is a metric in [g] whose scalar curvature is continuous and positive
(resp. zero or negative), and boundary mean curvature is continuous and
has any given sign (resp. is identically zero, has any given sign).
In particular, two conformally equivalent metrics cannot have scalar curvatures with
distinct signs.
Proof. The implication b) ⇒ c) is proven in Theorem 2.1.
We begin by proving the implication c) ⇒ a); i.e., that if there is a metric in [g]
with continuous scalar curvature of constant sign, then Yg has the corresponding
sign. Since Yg is a conformal invariant, we can assume that the scalar curvature R
of g is continuous and has constant sign, and moreover that H = 0. If R < 0, then
E(ϕ) < 0 for constant test functions ϕ = const and there is a constant function in
B(2q¯, ·, 0), so we have Yg < 0. If R > 0, then E(ϕ) > 0 for any ϕ ∈ W
1,2, so Yg > 0.
Taking constant test functions, we infer that R = 0 implies Yg = 0. Now, if R > 0
then E(ϕ) defines an equivalent norm on W 1,2, and we have 1 = ‖ϕ‖2q¯ 6 C‖ϕ‖1,2
for ϕ ∈ B(2q¯, ·, 0), so Yg > 0.
We shall now prove the implication a) ⇒ b); i.e., that for q ∈ [2, 2q¯) and r ∈
[2, q¯ + 1) with q > r, the sign of Yg determines the sign of Yg(q, r, b). If Yg < 0,
then E(ϕ) < 0 for some ϕ ∈ B(2q¯, ·, 0), and since E(kϕ) = k2E(ϕ) for k ∈ R,
there is some kϕ ∈ B(q, r, b) such that E(kϕ) < 0, so Yg(q, r, b) < 0. If Yg > 0,
then E(ϕ) > 0 for all ϕ ∈ B(2q¯, ·, 0), and for any ψ ∈ B(q, r, b) there is k such that
kψ ∈ B(2q¯, ·, 0), so Yg(q, r, b) > 0. All such k are uniformly bounded for b 6 0
since k = 1/‖ψ‖2q¯ 6 C/‖ψ‖q 6 C by the continuity estimate ‖ · ‖q 6 C‖ · ‖2q¯. For
b 6 0, from this we have for all ψ ∈ B(q, r, b), E(ψ) = E(kψ)/k2 > Yg/k
2 > Yg/C
2,
meaning that Yg > 0 implies Yg(q, r, b) > 0.
What remains to be proven is the implication a) ⇒ b) for Yg > 0 and b > 0.
To this end, we first prove that for b > 0, Yg = 0 implies Yg(2q¯, q¯ + 1, b) = 0 and
Yg > 0 implies Yg(2q¯, q¯ + 1, b) > 0. Since Yg(2q¯, q¯ + 1, b) is a conformal invariant,
without loss of generality we assume that the scalar curvature has constant sign
and the boundary has vanishing mean curvature (which is possible by the above
paragraph). If Yg = 0, then R = 0 and so E(ϕ) = (∇ϕ,∇ϕ) > 0 for ϕ ∈
W 1,2(M). Thus Yg(2q¯, q¯ + 1, b) > 0. On the other hand, E(ϕ) = 0 for constant
test functions ϕ = const and there is a constant function in B(2q¯, q¯ + 1, b), so we
have Yg(2q¯, q¯ + 1, b) = 0. Now suppose that Yg > 0 and Yg(2q¯, q¯ + 1, b) = 0, which
implies that R > 0 and there exists a sequence {ψi} ⊂ B(2q¯, q¯ + 1, b) such that
E(ψi) → 0. Since R > 0 we have ψi → 0 in W
1,2(M), which by the Sobolev
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embedding gives ψi → 0 in L
2q¯(M) and γψi → 0 in L
q¯+1(Σ). This contradicts with
ψi ∈ B(2q¯, q¯ + 1, b), hence Yg > 0 ⇒ Yg(2q¯, q¯ + 1, b) > 0.
Finally, we need to prove that for b > 0, Yg(2q¯, q¯ + 1, b) > 0 implies Yg(q, r, b) >
0 and Yg(2q¯, q¯ + 1, b) = 0 implies Yg(q, r, b) = 0. If Yg(2q¯, q¯ + 1, b) > 0, then
E(ϕ) > 0 for all ϕ ∈ B(2q¯, q¯ + 1, b), and for any ψ ∈ B(q, r, b) there is k such that
kψ ∈ B(2q¯, q¯ + 1, b), so Yg(q, r, b) > 0. All such k are uniformly bounded for b > 0
since
k 6 min{
1
‖ψ‖2q¯
,
1
b1/(q¯+1)‖γϕ‖q¯+1,Σ
} 6 Cmin{
1
‖ψ‖q
,
1
b1/r‖γϕ‖r,Σ
}
6 C
2
‖ψ‖q + b1/r‖γϕ‖r,Σ
6 2C.
From this we have for all ψ ∈ B(q, r, b),
E(ψ) = E(kψ)/k2 > Yg/k
2 > Yg(2q¯, q¯ + 1, b)/(4C
2),
meaning that Yg(2q¯, q¯ + 1, b) > 0 implies Yg(q, r, b) > 0. On the other hand, if
Yg(q, r, b) > 0 then by the implications b) ⇒ c) ⇒ a), which have been proven at
this point, we have Yg > 0, and this implies Yg(2q¯, q¯ + 1, b) > 0 by the previous
paragraph. Thus Yg(2q¯, q¯ + 1, b) = 0 ⇒ Yg(q, r, b) = 0, completing the proof. 
3. Formulation of the problem
In this subsection we will formulate a boundary value problem for the Lichnerow-
icz equation, with low regularity requirements on the equation coefficients. To make
it explicit that the boundary conditions are enforced, in what follows this boundary
value problem will be called the Lichnerowicz problem.
With n > 3, let M be a smooth, compact n-dimensional manifold with or with-
out boundary, and with p ∈ (1,∞) and s ∈ (n
p
,∞) ∩ [1,∞), let g ∈ W s,p be a
Riemannian metric on M . Then it is known that the Laplace-Beltrami operator
can be uniquely extended to a bounded linear map ∆ : W s,p(M)→W s−2,p(M); cf.
Lemma B.1.
Given any two functions u, v ∈ L∞, and t > 0 and q ∈ [1,∞], define the interval
[u, v]t,q = {φ ∈ W
t,q(M) : u 6 φ 6 v} ⊂W t,q(M).
We equip [u, v]t,q with the subspace topology of W
t,q(M). We will write [u, v]q for
[u, v]0,q, and [u, v] for [u, v]∞. Let aτ , aw ∈ W
s−2,p(M) be nonnegative functions,
and let aR :=
n−2
4(n−1)
R ∈ W s−2,p(M), where we recall that R is the scalar curvature
of the metric g. Assuming that φ−, φ+ ∈ W
s,p(M) and φ+ > φ− > 0, we introduce
the nonlinear operator
f : [φ−, φ+]s,p →W
s−2,p(M), f(φ) = aRφ+ aτφ
2q¯−1 − awφ
−2q¯−1
where the pointwise multiplication by an element of W s,p(M) defines a bounded
linear map inW s−2,p(M); cf. Corollary A.5(a). Note that using the above operators,
we can write the Lichnerowicz equation (4) as −∆φ+ f(φ) = 0, provided that the
coefficients in f are given by
aτ =
n(n−2)
4
τ 2, aw =
n−2
4(n−1)
|S|2g. (33)
In particular, our assumption that these coefficients are nonnegative is well justified.
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Now we need a setup for the boundary conditions. We assume that the boundary
Σ ≡ ∂M of M is divided as follows
Σ = ΣD ∪ ΣN , ΣD ∩ ΣN = ∅. (34)
Note that this requires each boundary component to be either entirely in ΣD or in
ΣN . We emphasize that in what follows the cases ΣD = ∅ or ΣN = ∅ are included.
As the notation suggests, we will consider boundary conditions for the Lichnerowicz
equation of Dirichlet type on ΣD and of nonlinear Robin type on ΣN .
Let γDφ := φ|ΣD , γNφ := φ|ΣN , and γN∂νφ := (∂νφ)|ΣN for smooth φ. These
maps can be uniquely extended to continuous surjective maps
γD,N : W
s,p(M)→W s−
1
p
,p(ΣD,N ), and γN∂ν :W
s,p(M)→ W s−1−
1
p
,p(ΣN ),
when s− 1
p
is not an integer.With bH , bθ, bτ , bw ∈ W
s−1− 1
p
,p(ΣN ), we introduce the
nonlinear operator
h = h˜ ◦ γN : [φ−, φ+]s,p → W
s−1− 1
p
,p(ΣN ),
where h˜ : γN ([φ−, φ+]s,p)→W
s−1− 1
p
,p(ΣN) is defined by
h˜(ϕ) = bHϕ+ bθϕ
e + bτϕ
q¯ + bwϕ
−q¯.
As an aside, let us note that we may omit explicitly writing the trace maps γD etc,
when it clutters formulas more than it clarifies. Returning back to the main flow of
the discussion, we fix a function φD ∈ W
s− 1
p
,p(ΣD) with φD > 0. Now we formulate
the Lichnerowicz problem in terms of the above defined operators: Find an element
φ ∈ [φ−, φ+]s,p solving
−∆φ + f(φ) = 0,
γN∂νφ+ h(φ) = 0,
γDφ = φD.
(35)
We note that by appropriately choosing the boundary components ΣN and ΣD,
the Robin data bH , bθ, bτ , bw, and the Dirichlet datum φD, one can recover various
combinations of any of the (inner or outer) boundary conditions considered in §1.3.
For instance, in (12) and (13), one has bH =
n−2
2
H , bθ = ±
n−2
2(n−1)
θ±, bτ = ±
n−2
2
τ ,
and bw = ±
n−2
2(n−1)
S(ν, ν). The minimal surface condition (8) corresponds to the
choice bθ = bτ = bw = 0, and bH =
n−2
2
H . The outer Robin condition (7) is
bH = (n− 2)H , bθ = −(n− 2)H with e = 0, and bτ = bw = 0. In order to facilitate
the linear Robin condition (7) and a nonlinear condition such as (12) at the same
time, we allow the exponent e in (16) to be only locally constant.
4. Conformal invariance and uniqueness
Let M be a smooth, compact, connected n-dimensional manifold with boundary,
equipped with a Riemannian metric g ∈ W s,p, where we assume throughout this
section that n > 3, p ∈ (1,∞), and that s ∈ (n
p
,∞) ∩ [1,∞). We consider the
following model for the Lichnerowicz problem
F (φ) :=

 −∆φ + n−24(n−1)Rφ+ aφtγN∂νφ+ n−22 HγNφ+ b(γNφ)e
γDφ− c

 = 0,
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where t, e ∈ R are constants, R ∈ W s−2,p(M) andH ∈ W s−1−
1
p
,p(Σ) are respectively
the scalar and mean curvatures of the metric g, and the other coefficients satisfy
a ∈ W s−2,p(M), b ∈ W s−1−
1
p
,p(ΣN), and c ∈ W
s− 1
p
,p(ΣD). Setting q¯ =
n
n−2
, we will
be interested in the transformation properties of F under the conformal change
g˜ = θ2q¯−2g of the metric with the conformal factor θ ∈ W s,p(M) satisfying θ > 0.
To this end, we consider
F˜ (ψ) :=

 −∆˜ψ + n−24(n−1)R˜ψ + a˜ψtγN∂ν˜ψ + n−22 H˜γNψ + b˜(γNψ)e
γDψ − c˜

 = 0,
where ∆˜ is the Laplace-Beltrami operator associated to the metric g˜, ν˜ is the outer
normal to Σ with respect to g˜, R˜ ∈ W s−2,p(M) and H˜ ∈ W s−1−
1
p
,p(Σ) are respec-
tively the scalar and mean curvatures of g˜, and a˜ ∈ W s−2,p(M), b˜ ∈ W s−1−
1
p
,p(ΣN ),
and c˜ ∈ W s−
1
p
,p(ΣD).
Lemma 4.1. Let a˜ = θt+1−2q¯a, b˜ = θe−q¯b, and c˜ = θ−1c. Then we have
F˜ (ψ) = 0 ⇔ F (θψ) = 0,
F˜ (ψ) > 0 ⇔ F (θψ) > 0,
F˜ (ψ) 6 0 ⇔ F (θψ) 6 0.
Proof. One can derive the following relations
R˜ = θ2−2q¯R− 4(n−1)
n−2
θ1−2q¯∆θ,
∆˜ψ = θ2−2q¯∆ψ + 2θ1−2q¯〈dθ, dψ〉g.
Combining these relations with
∆(θψ) = θ∆ψ + ψ∆θ + 2〈dθ, dψ〉g,
we obtain
−∆˜ψ + n−2
4(n−1)
R˜ψ = θ1−2q¯
(
−∆(θψ) + n−2
4(n−1)
Rθψ
)
.
On the other hand, we have
H˜ = θ1−q¯H + 2
n−2
θ−q¯∂νθ,
∂ν˜ψ = θ
1−q¯∂νψ,
where traces are understood in the necessary places. The above imply that
∂ν˜ψ +
n−2
2
H˜ψ = θ−q¯
(
∂ν(θψ) +
n−2
2
Hθψ
)
,
and the proof follows. 
This result implies the following uniqueness result for the model Lichnerowicz
problem.
Lemma 4.2. Let the coefficients of the model Lichnerowicz problem satisfy (t −
1)a > 0, (e − 1)b > 0, and c > 0. If the positive functions θ, φ ∈ W s,p(M)
are distinct solutions of the constraint, i.e., F (θ) = F (φ) = 0, and θ 6= φ, then
(t− 1)a = 0, (e − 1)b = 0, ΣD = ∅, and the ratio θ/φ is constant. If in addition,
t 6= 1, then Yg = 0.
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Proof. Let the scaled constraint F˜ be associated to the scaled metric g˜ = θ2q¯−2g
as above, and assume that a˜ = θt+1−2q¯a, b˜ = θe−q¯b, and c˜ = θ−1c ≡ 1. Then by
Lemma 4.1, ψ := φ/θ satisfies F˜ (ψ) = 0. From F (θ) = 0, we have
R˜ = θ1−2q¯
(
Rθ − n−1
4(n−1)
∆θ
)
= −4(n−1)
n−1
θ1−2q¯ · aθt = −4(n−1)
n−1
a˜,
H˜ = θ−q¯
(
Hθ + 2
n−2
∂νθ
)
= − 2
n−2
θ−q¯ · bθe = − 2
n−2
b˜,
which imply
F˜ (ψ) =

 −∆˜ψ + n−24(n−1)R˜ψ + a˜ψtγN∂ν˜ψ + n−22 H˜ψ + b˜ψe
γDψ − c˜

 =

 −∆˜ψ + a˜(ψt − ψ)γN∂ν˜ψ + b˜(ψe − ψ)
γDψ − 1

 = 0,
where the trace γN is assumed in the necessary places. By Lemma B.2, we have
〈∇(ψ − 1),∇(ψ − 1)〉 = −〈∆˜(ψ − 1), ψ − 1〉+ 〈γN∂ν˜(ψ − 1), ψ − 1〉N
+ 〈γD∂ν˜(ψ − 1), ψ − 1〉D
= −〈a˜(ψt − ψ), ψ − 1〉 − 〈b˜(ψe − ψ), ψ − 1〉N
= −〈a˜, ψ(ψt−1 − 1)(ψ − 1)〉 − 〈b˜, ψ(ψe−1 − 1)(ψ − 1)〉N .
Since the right hand side is nonpositive by (t− 1)a > 0 and (e− 1)b > 0, and the
left hand side is manifestly nonnegative, we infer that both sides vanish; therefore
ψ = const. If ΣD 6= ∅, then ψ ≡ 1 is immediate. Now, if ΣD = ∅, and ψ 6= 1, then
from the above equation we obtain 〈a˜, t− 1〉+ 〈b˜, e− 1〉N = 0, concluding the first
part of the lemma. Finally, if in addition to the above, t 6= 1, then we have R˜ = 0
hence Yg = 0. 
The following uniqueness theorem essentially says that in order to have multiple
positive solutions the Lichnerowicz problem must be a linear pure Robin boundary
value problem on a conformally flat manifold.
Theorem 4.3. Let the coefficients of the Lichnerowicz problem satisfy aτ > 0,
aw > 0, (e−1)bθ > 0, bτ > 0, bw 6 0, and φD > 0. Let the positive functions θ, φ ∈
W s,p(M) be solutions of the Lichnerowicz problem, with θ 6= φ. Then aτ = aw = 0,
(e− 1)bθ = bτ = bw = 0, ΣD = ∅, the ratio θ/φ is constant, and Yg = 0.
Proof. This is a simple extension of Lemma 4.2. 
5. Method of sub and supersolutions
Before going into existence results, we shall introduce the notion of sub- and
super-solutions to the Lichnerowicz problem. Let us write the equation (35) in the
form
F (φ) :=

 −∆φ + f(φ)γN∂νφ+ h(φ)
γDφ− φD

 = 0.
Then we say that a function ψ is a super-solution if F (ψ) > 0, and sub-solution
if F (ψ) 6 0, with the inequalities understood in a component-wise fashion. The
following theorem extends the standard argument used for closed manifolds (cf.
[9, 13]) to manifolds with boundary; note that the required sub- and super-solutions
need only satisfy inequalities in both the interior and on the boundary.
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Theorem 5.1. Suppose that the signs of the coefficients aτ , aw, bθ, bτ , bw, and bH−
n−2
2
H are locally constant, and let φD > 0. Let φ−, φ+ ∈ W
s,p(M) be respectively
sub- and super-solutions satisfying 0 < φ− 6 φ+. Then there exists a positive
solution φ ∈ [φ−, φ+]s,p to the Lichnerowicz problem.
Proof. We prove the theorem for s ∈ (1, 3], from which the general case follows
easily.
Using the conformal invariance, without loss of generality we assume that the
scalar curvature and the mean curvature of the boundary do not change sign. Then
one can write the Lichnerowicz problem in the form
F (φ) =

 −∆φ +
∑
i ai(fi ◦ φ)
γN∂νφ+
∑
i bi(hi ◦ φ)
γDφ− φD

 = 0,
where the sums are finite, ai, bi > 0, and fi, hi ∈ C
1(I) with I = [minφ−,maxφ+].
With a ∈ W s−2,p(M) and b ∈ W s−1−
1
p
,p(ΣN ), define the operator
L : W s,p(M)→ Y :=W s−2,p(M)⊗W s−1−
1
p
,p(ΣN )⊗W
s− 1
p
,p(ΣD),
by L : u 7→ (−∆u+ au, γN∂νu+ bγNu, γDu), and define
K : [φ−, φ+]s,p → Y,
by K : u 7→ (au −
∑
i ai(fi ◦ u), bu −
∑
i bi(hi ◦ u), φD). Now the Lichnerowicz
problem can be written as
Lφ = K(φ), φ ∈ [φ−, φ+]s,p.
If a and b are both positive (which is a sufficient condition), L is bounded and
invertible; cf. Lemma B.8. Moreover, by choosing a and b sufficiently large, one can
make K nondecreasing in [φ−, φ+]s,p. Namely, the choice
a = 1 +
∑
i
aimax
I
|f ′i |, b = 1 +
∑
i
bimax
I
|h′i|,
suffices. Since L−1 and K are both nondecreasing (by choice of a and b, and by
maximum principle property of L), the composite operator
T = L−1K : [φ−, φ+]s,p →W
s,p(M),
is nondecreasing. Using that φ+ is a super-solution, we have
φ+ = L
−1Lφ+ > L
−1K(φ+) = T (φ+),
and similarly, φ− 6 T (φ−), hence T : [φ−, φ+]s,p → [φ−, φ+]s,p.
By applying Lemma A.6 from the Appendix, for any s˜ ∈ (n
p
, s], s − 2 ∈ [−1, 1]
and 1
p
∈ ( s−1
2
δ, 1− 3−s
2
δ) with δ = 1
p
− s˜−1
n
, we have
‖aφ−
∑
i
ai(fi ◦ φ)‖s−2,p
. ‖φ‖s˜,p +
∑
i
‖ai‖s−2,p
(
‖φ+‖∞max
I
|f ′i |+max
I
|fi|+ ‖φ‖s˜,pmax
I
|f ′i |
)
.
Let us verify that 1
p
is indeed in the prescribed range. First, we have δ = 1
n
+ 1
p
− s˜
n
<
1
n
since s˜
n
− 1
p
> 0, and taking into account 3+s 6 2n, we infer 1− 3−s
2
δ > 1− 3−s
2n
=
2n−3−s
2n
+ s
n
> 1
p
, confirming the upper bound for 1
p
. For the other bound, we need
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1
p
> s−1
2
δ = s−1
2p
− (s−1)(s˜−1)
2n
, or in other words, (s−1)(s˜−1)
n
> s−3
p
. Since s ∈ (1, 3],
any s˜ ∈ (n
p
, s) ∩ (1, s) will satisfy this inequality. In the following we fix such an s˜.
Repeating the above estimation for the second component of K(φ) in the appro-
priate norm, and combining it with the above estimate for the first component, we
get ‖K(φ)‖Y . 1 + ‖φ‖s˜,p, and by the boundedness of L
−1, there exists a constant
A > 0 such that
‖T (φ)‖s,p 6 A(1 + ‖φ‖s˜,p), ∀φ ∈ [φ−, φ+]s,p.
For any ε > 0, the norm ‖φ‖s˜,p can be bounded by the interpolation estimate
‖φ‖s˜,p 6 ε‖φ‖s,p + Cε
−s˜/(s−s˜)‖φ‖p,
where C is a constant independent of ε. Since φ is bounded from above by φ+,
‖φ‖p is bounded uniformly, and now demanding that ‖φ‖s,p 6M , we get
‖T (φ)‖s,p 6 A
(
1 +Mε + Cε−s˜/(s−s˜)
)
, (36)
with possibly different constant C. Choosing ε such that 2εA = 1 and setting
M = 2A(1+Cε−s˜/(s−s˜)), we can ensure that the right hand side of (36) is bounded
by M , meaning that with BM = {u ∈ W
s,p(M) : ‖u‖s,p 6 M}, we have
T : [φ−, φ+]s,p ∩BM → [φ−, φ+]s,p ∩ BM .
The set U = [φ−, φ+]s,p ∩ BM is bounded in W
s,p, and hence compact in W s˜,p for
s˜ < s. We know that there is s˜ < s such that T is continuous in the topology of
W s˜,p, so by the Schauder theorem there is a fixed point φ ∈ U of T , i.e.,
T (φ) = φ.
The proof is established. 
6. Existence results for the defocusing case
In this section, we prove existence results for the Lichnerowicz problem with
the coefficients satisfying aτ > 0, aw > 0, (e − 1)bθ > 0 with e 6= 1, bτ > 0,
and bw 6 0. Note that while we have aτ > 0 and aw > 0 for a wide range of
matter phenomena, including the vacuum case as in this paper, there seem to be
no a priori reason to restrict attention to the above mentioned signs for the b-
coefficients. Nevertheless, this case is where we can develop the most complete
theory, which case we call the defocusing case, inspired by terminology from the
theory of dispersive equations. We obtain in the next subsection partial results on
the existence for the non-defocusing case, which requires more delicate techniques.
We start with metrics with nonnegative Yamabe invariant. In the following
theorem, the symbol ∨ denotes the logical disjunction (or logical OR).
Theorem 6.1. Let Yg > 0. Let the coefficients of the Lichnerowicz problem satisfy
aτ > 0, aw > 0, bH >
n−2
2
H, (e− 1)bθ > 0 with e 6= 1, bτ > 0, bw 6 0, and φD > 0.
Then there exists a positive solution φ ∈ W s,p(M) of the Lichnerowicz problem if
and only if one of the following conditions holds:
a) ΣD 6= ∅;
b) ΣD = ∅, bθ = 0,
(
Yg > 0 ∨ aτ 6= 0 ∨ bH 6=
n−2
2
H ∨ bτ 6= 0
)
, and (aw 6= 0 ∨ bw 6= 0);
c) ΣD = ∅, bθ 6= 0, bθ > 0, and (aw 6= 0 ∨ bw 6= 0);
d) ΣD = ∅, bθ 6= 0, bθ 6 0, and
(
Yg > 0 ∨ aτ 6= 0 ∨ bH 6=
n−2
2
H ∨ bτ 6= 0
)
;
e) ΣD = ∅, bθ = bτ = bw = 0, bH =
n−2
2
H, aτ = aw = 0, and Yg = 0.
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Proof. For the “only if” part, it suffices to prove that when the Lichnerowicz prob-
lem has a solution with ΣD = ∅, then one of the conditions b)-e) must be satisfied.
Let us first consider the case bθ > 0. By Theorem 2.2, one can conformally trans-
form the metric to a metric with nonnegative scalar curvature and zero boundary
mean curvature. So by conformal invariance of the Lichnerowicz problem, without
loss of generality we can assume that aR =
n−2
4(n−1)
R > 0 and bH >
n−2
2
H = 0,
where H is the boundary mean curvature (Note that the condition bH >
n−2
2
H is
conformally invariant). We have, for φ ∈ W s,p(M) and ϕ ∈ W 2−s,p
′
(M)
〈∆φ, ϕ〉 = −〈∇φ,∇ϕ〉+ 〈∂νφ, ϕ〉Σ.
Applying this with φ a solution of the Lichnerowicz problem and ϕ ≡ 1, we get∫
M
aRφ+ aτφ
2q¯−1 − awφ
−2q¯−1 = −
∫
Σ
(bHφ+ bτφ
q¯ + bθφ
e + bwφ
q¯),
or, rearranging the terms,∫
M
aRφ+ aτφ
2q¯−1 +
∫
Σ
bHφ+ bτφ
q¯ + bθφ
e =
∫
M
awφ
−2q¯−1 +
∫
Σ
|bw|φ
q¯.
Both sides of the equality are nonnegative, and so any one term being nonzero
will force at least one term in the other side of the inequality to be nonzero. This
reasoning leads to the conditions b), c) and e), and the remaining condition is from
the analogous consideration of the case bθ 6 0.
Now we shall prove the “if” part of the theorem. If Yg > 0, we assume that
aR =
n−2
4(n−1)
R > 0 and bH >
n−2
2
H > 0 on ΣN . On the other hand if Yg = 0, we
assume that aR =
n−2
4(n−1)
R = 0 and bH >
n−2
2
H = 0 on ΣN . We use Theorem 5.1,
which concludes the proof upon constructing sub- and super-solutions.
We first consider the case bθ 6 0 and so e < 1. Let v ∈ W
s,p(M) be the solution
to
−∆v + (aR + aτ )v = aw,
γN∂νv + (bH + bτ )v = −bw − bθ,
γDv = φD.
(37)
We have aR + aτ > 0 and bH + bτ > 0. The solution exists and is unique when at
least one of aR + aτ 6= 0, bH + bτ 6= 0, and ΣD 6= ∅ holds as in condition a), b)
or d), or all the coefficients vanish as in e). Since the right hand sides of (37) are
nonnegative, from the weak maximum principle Lemma B.7(a) we have v > 0, and
since one of aw 6= 0, bw + bθ 6= 0, or ΣD 6= ∅ holds by hypothesis, from the strong
maximum principle Lemma B.7(b) we have v > 0. We also have v ∈ W s,p →֒ C0.
Let us define φ = βv for a constant β > 0 to be chosen later. Then we have
−∆φ + f(φ) = −∆φ+ aRφ+ aτφ
2q¯−1 − awφ
−2q¯−1
= aτ (β
2q¯−1v2q¯−1 − βv) + aw(β − β
−2q¯−1v−2q¯−1),
and
γN∂νφ+ g(φ) = γN∂νφ+ bHφ+ bτφ
q¯ + bθφ
e + bwφ
−q¯
= bτ (β
q¯vq¯ − βv)− bw(β − β
−q¯v−q¯)− bθ(β − β
eve).
Now, choosing β > 0 sufficiently large or sufficiently small, we can ensure that φ is
respectively a super- or sub-solution.
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In case bθ > 0, replacing the second equation in (37) by
γN∂νv + (bH + bτ + bθ)v = −bw,
the proof proceeds in the same fashion. 
The next theorem treats metrics with negative Yamabe invariant, and reduces
the Lichnerowicz problem into a prescribed scalar curvature problem.
Theorem 6.2. Let Yg < 0. Let the coefficients of the Lichnerowicz problem satisfy
aτ > 0, aw > 0, bH 6
n−2
2
H, (e− 1)bθ > 0 with e 6= 1, bτ > 0, bw 6 0, and φD > 0.
Then there exists a positive solution φ ∈ W s,p(M) of the Lichnerowicz problem if
and only if there exists a positive solution u ∈ W s,p(M) to the following problem
−∆u+ aRu+ aτu
2q¯−1 = 0,
γN∂νu+ bHu+ bτu
q¯ + b+θ u
e = 0,
γDu = 1,
(38)
where b+θ = max{0, bθ}.
Proof. For the “only if” part, we will show that if φ ∈ W s,p(M) solves the Lich-
nerowicz problem, then the equation (38) has a solution. We will assume that
bθ > 0, and point out that all the subsequent arguments can be easily modified to
handle the case bθ 6 0. Noting that (38) is just a modified Lichnerowicz problem
with aw = 0, bw = 0, and φD ≡ 1, we will establish the existence of u with the help
of Theorem 5.1 by constructing sub- and super-solutions. Let φ > 0 be a solution
to the (unmodified) Lichnerowicz problem. Then, since aw > 0 and bw 6 0, we
have
−∆φ + aRφ+ aτφ
2q¯−1 > 0,
γN∂νφ+ bHφ+ bτφ
q¯ + bθφ
e > 0,
γDφ > minφD,
which means that with β > 0 sufficiently large, βφ is a super-solution to (38).
For the sub-solution, let us make a conformal change such that both the scalar
curvature and the boundary mean curvature are strictly negative. In other words,
we have aR < 0 and bH < 0. With ε ∈ R, let vε ∈ W
s,p(M) be the solution to
−∆vε − aRvε = −aR − aτε,
γN∂νvε − bHvε = −bH − (bτ + bθ)ε,
γDφ = 1.
We have vε ≡ 1 for ε = 0, and we have vε ∈ W
s,p →֒ L∞, so as ε goes to 0, vε
tends to 1 uniformly. Let us fix ε > 0 such that vε >
1
2
. By taking ψ = βvε with a
constant β > 0, it holds that
−∆ψ + aRψ + aτψ
2q¯−1 = βaR(2vε − 1) + aτ (β
2q¯−1v2q¯−1ε − βε), and
γN∂νψ + bHψ + bτψ
q¯ + bθψ
e = βbH(2vε − 1) + βbτ (β
q¯vq¯ε − βε) + βbθ(β
eveε − βε).
Hence ψ is a sub-solution to (38) for β > 0 sufficiently small.
Now we will prove the “if” part of the theorem. Let u ∈ W s,p(M) be a positive
solution of (38). Then one can easily see that with β > 0 sufficiently small, βu is a
sub-solution to the Lichnerowicz problem. If aw = 0 and bw = 0, then taking β > 0
sufficiently large one can ensure that βu is a super-solution. To construct a super-
solution for the case aw 6= 0 or bw 6= 0, let us make the conformal transformation
20 M. HOLST AND G. TSOGTGEREL
g 7→ u2q¯−2g. Note that the scaled metric has the scalar curvature (−aτ ), and since
Yg < 0, we have aτ 6= 0. With respect to this scaled metric, and all the coefficients
being properly scaled, the Lichnerowicz problem reads
−∆φ − aτφ+ aτφ
2q¯−1 − awφ
−2q¯−1 = 0,
γN∂νφ− (bτ + bθ)φ+ bτφ
q¯ + bθφ
e + bwφ
−q¯ = 0,
γDφ = φD.
Let v ∈ W s,p(M) be the solution to
−∆v + aτv = aw,
γN∂νv + (bτ + bθ)v = −bw,
γDv = φD.
The conditions aτ 6= 0, and all the coefficients being nonnegative, assure that the
equation has a unique nonnegative solution, and since at least one of aw 6= 0 and
bw 6= 0 holds, we have v > 0. Now one can show that φ = βv is a super-solution
for sufficiently large β > 0. 
As we are not aware of any results on the prescribed scalar curvature problem
in the above theorem whose solvability is equivalent to that of the Lichnerowicz
problem in the negative Yamabe case, we verify its solvability for a simple case
where the functions aτ and bτ + bθ are bounded below by a positive constant.
Lemma 6.3. Let Yg < 0. Let the coefficients of the Lichnerowicz problem satisfy
aτ > 0, bH 6
n−2
2
H, bθ > 0 with e > 1, bτ > 0, and φD > 0. Moreover, assume
that there is a constant c > 0 such that aτ > c, and bτ + bθ > c pointwise almost
everywhere. Then there exists a positive solution u ∈ W s,p(M) to the following
problem
−∆u+ aRu+ aτu
2q¯−1 = 0,
γN∂νu+ bHu+ bτu
q¯ + bθu
e = 0,
γDu = 1.
(39)
Proof. Let us make a conformal change such that both the scalar curvature and the
boundary mean curvature are continuous and strictly negative. In other words, we
have aR ∈ C(M), bH ∈ C(ΣN), aR < 0, and bH < 0. Then, since |aR| and |bH | are
bounded above, and both aτ and bτ + bθ are bounded below by a positive constant,
it is easy to see that any sufficiently large u = const > 0 is a super-solution to (39).
In order to construct a sub-solution we employ the technique introduced in [13].
Let v ∈ W s,p(M) be the positive solution of the following problem
−∆v + (aτ − aR)v = −aR,
γN∂νv + (bτ + bθ − bH)v = −bH ,
γDv = 1.
(40)
Defining u = β(1 + v) for a constant β > 0 to be chosen later, we have
−∆u+ aRu+ aτu
2q¯−1 = 2βaRv − βaτ
[
v − β2q¯−2(1 + v)2q¯−1
]
,
and
γN∂νu+ bHu+ bτu
q¯ + bθu
e
= 2βbHv − βbτ
[
v − β q¯−1(1 + v)q¯
]
− βbθ
[
v − βe−1(1 + v)e
]
.
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Now, choosing β > 0 sufficiently small, we can ensure that u is a sub-solution. 
7. Partial results on the non-defocusing case
In this section, we consider the case where the condition bw 6 0 is violated,
still keeping the conditions (e − 1)bθ > 0 and bτ > 0 intact. This case covers
all applications we have in mind, and moreover serves as a good model case since
violating more conditions would only make the presentation messy without adding
any conceptual difficulties. In fact, we will further simplify the presentation as
follows. We assume that ΣD = ∅, bτ = 0, and e = 0; that is, the Lichnerowicz
problem (35) becomes
−∆φ + aRφ+ aτφ
2q¯−1 − awφ
−2q¯−1 = 0, in M,
∂νφ+ bHφ+ bwφ
−q¯ − b = 0, on Σ,
(41)
where we introduce the notation b = −bθ, since we are going to assume b > 0. We
also assume that the boundary Σ is decomposed into two disjoint components Σ1
and Σ2, which represent the “inner” and the “outer” parts of the boundary. One
of these components may well be empty. On the inner boundary Σ1, we let bH < 0,
bw > 0, and b ≡ 0, and on the outer boundary Σ2, we let bH > 0, bw ≡ 0, and b > 0.
In analogy to the functional considered in Section 2, we define the functional
E :W 1,2(M)→ R by
E(ϕ) = (∇ϕ,∇ϕ) + 〈aR + aτ , ϕ
2〉+ 〈bH , (γϕ)
2〉Σ,
where γ : W 1,2(M) → W
1
2
,2(Σ) is the trace map. By the same reasoning, E(ϕ) is
finite for ϕ ∈ W 1,2(M). Then we let
Y = inf
ϕ∈W 1,2
E(ϕ)
‖ϕ‖2q¯2q¯
. (42)
We have the following existence result.
Theorem 7.1. Assume the above setting, and assume Y > 0. Let the coefficients
satisfy aR > 0, aτ > 0, and aw > 0. On the inner boundary Σ1, we let bH < 0,
bw > 0, and b ≡ 0, and on the outer boundary Σ2, we let bH > 0, bw ≡ 0, and
b > 0. In addition, we assume that ‖ bw
bH
‖L∞(Σ1) is sufficiently small. Then there
exists a positive solution φ ∈ W s,p(M) of the Lichnerowicz problem (41).
Proof. First, we construct a sub-solution. Let v ∈ W s,p(M) be the solution to
−∆v + (aR + aτ )v = 0, in M,
∂νv + |bH |v = b, on Σ.
(43)
Since |bH | 6≡ 0, the solution is unique and positive. Let φ = βv with β > 0 to be
chosen later. Then we have
−∆φ+ aRφ+ aτφ
2q¯−1 − awφ
−2q¯−1
= aτ (β
2q¯−1v2q¯−1 − βv)− awβ
−2q¯−1v−2q¯−1, (44)
which is clearly nonpositive if β > 0 is sufficiently small. Furthermore, we have
∂νφ+ bHφ+ bwφ
−q¯ − b =
{
2bHvβ + bwv
−q¯β−q¯ on Σ1,
0 on Σ2.
(45)
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This is where the smallness of the ratio bw
bH
is used: The ratio should be so small
that 2bHvβ + bwv
−q¯β−q¯ ≤ 0 on Σ1.
Now we will construct a super-solution. Let v ∈ W s,p(M) be the solution to
−∆v + (aR + aτ )v = aw, in M,
∂νv + bHv = b, on Σ,
(46)
and define φ = βv with β > 0 to be chosen later. Supposing for the moment that
such solution exists and is positive, we have
−∆φ+ aRφ+ aτφ
2q¯−1 − awφ
−2q¯−1
= aτ (β
2q¯−1v2q¯−1 − βv) + aw(β − β
−2q¯−1v−2q¯−1), (47)
and
∂νφ+ bHφ+ bwφ
−q¯ − b = bwv
−q¯β−q¯ + b(β − 1). (48)
By choosing β > 0 sufficiently large, we can ensure that φ is a super-solution.
We need to address the existence and positivity of v ∈ W s,p(M) satisfying (46).
Consider the operator Aκ : W
s,p(M)→W s−2,p(M)⊗W s−1−
1
p
,p(Σ1)⊗W
s−1− 1
p
,p(Σ2)
defined by
Aκv =

−∆v + (aR + aτ )vγ1∂νv + κbHγ1v
γ2∂νv + bHγ2v

 , (49)
for 0 ≤ κ ≤ 1, where γi : W
s,p(M) → W s−
1
p
,p(Σi) are the trace maps. We will
show that the kernel of Aκ is trivial, which would then imply invertibility. This is
straightforward when κ = 0 because aR + aτ ≥ 0 and bH > 0 on Σ2. So we assume
0 < κ ≤ 1. Suppose that the kernel is nontrivial; i.e., that there is nontrivial
v ∈ W s,p(M) satisfying Aκv = 0. Then by applying Lemma B.2 we have
〈∇v,∇v〉 = −〈∆v, v〉+ 〈∂νv, v〉Σ
= −〈(aR + aτ )v, v〉 − κ〈bHv, v〉Σ1 − 〈bHv, v〉Σ2,
which implies that κE(v) ≤ 0, and so contradicts the assumption Y > 0. As for
positivity of v, we will show that the solutions vκ to Aκvκ = (aw, 0, b) are strictly
positive for all 0 ≤ κ ≤ 1. Let I ⊂ [0, 1] be the set of κ for which vκ > 0 in M . We
know that 0 ∈ I, and that I is open, since the map κ 7→ vκ is a continuous map
into W s,p(M). To show that I is closed, let κ be in the closure of I. Then vκ ≥ 0,
which means by Lemma B.7(b) that either vκ ≡ 0 or vκ > 0. However, vκ cannot
vanish identically since b 6≡ 0. 
8. Stability with respect to the coefficients
In this subsection, we investigate the behaviour of the solution under perturbation
of coefficients in the Lichnerowicz problem. We anticipate that results in this
direction will be used in studies of the coupled system; cf. [16, 8] in the case of
closed manifolds. Let us write the Lichnerowicz problem (35) in the form
F (φ, α) :=

 −∆φ + f(φ)γN∂νφ+ h(φ)
γDφ− φD

 = 0,
where we denote by α = (aτ , aw, bH , bτ , bθ, bw, φD) the collection of the coeffi-
cients. Note that we hold the background metric g fixed, and so will not con-
sider perturbations with respect to aR. Then we define the Lichnerowicz map
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L : α 7→ φ by F (L(α), α) = 0, whenever there exists a unique positive solu-
tion φ ∈ W s,p(M) to F (φ, α) = 0. Recall that the space in which α lives is
[W s−2,p(M)]2 × [W s−1−
1
p
,p(ΣN )]
3 ×W s−
1
p
,p(ΣD).
Theorem 8.1. Let α = (aτ , aw, bH , bτ , bθ, bw, φD) be such that aτ > 0, aw > 0, and
φD > 0. Assume moreover that the Lichnerowicz map is well-defined at α and that
the solution φ = L(α) satisfies
(q¯ − 1)bτ + (e− 1)bθφ
e−q¯ > (q¯ + 1)bwφ
−2q¯.
In particular, this is satisfied unconditionally (of φ) when bτ > 0, (e − 1)bθ > 0,
and bw 6 0. Then the Lichnerowicz map is defined in a neighbourhood of α and is
differentiable there provided that at least one of the following conditions holds
a) ΣD 6= ∅;
b) aτ + aw 6= 0;
c) (q¯ − 1)bτ + (e− 1)bθφ
e−q¯ 6= (q¯ + 1)bwφ
−2q¯.
Proof. The idea of the proof comes from [16], and uses the conformal invariance
in combination with the implicit function theorem. By conformal invariance, the
Lichnerowicz map Lˆ defined with respect to the scaled metric gˆ = φ2q¯−2g satisfies
Lˆ(αˆ) = φ−1L(α) ≡ 1,
with αˆ = (aˆτ , aˆw, bˆH , bˆτ , bˆθ, bˆw, φˆD) defined by
aˆτ = aτ , bˆτ = bτ , bˆθ = φ
e−q¯bθ, φˆD = φ
−1φD,
aˆw = φ
−4q¯aw, bˆw = φ
−2q¯bw, bˆH = φ
1−q¯bH +
2
n−2
φ−q¯∂νφ.
Now we drop the hats from the notations and consider the case φ ≡ 1. One can
compute that the Gaˆteau derivative of F at (φ, α) along (ϕ, 0) is
DFφ,α(ϕ, 0) =

 −∆ϕ + aRϕ+ (2q¯ − 1)aτφ2q¯−2ϕ+ (2q¯ + 1)awφ−2q¯−2ϕγN∂νϕ+ bHϕ+ q¯bτφq¯−1ϕ+ ebθφe−1ϕ− q¯bwφ−q¯−1ϕ
γDϕ

 ,
From F (1, α) = 0 we infer
aR + aτ − aw = 0
bH + bτ + bθ + bw = 0,
and taking this into account, the Gaˆteau derivative of F at (1, α) along (ϕ, 0) is
DF1,α(ϕ, 0) =

 −∆ϕ + (2q¯ − 2)aτϕ+ (2q¯ + 2)awϕγN∂νϕ+ (q¯ − 1)bτϕ+ (e− 1)bθϕ− (q¯ + 1)bwϕ
γDϕ

 .
The linear operator ϕ 7→ DF1,α(ϕ, 0) is invertible if (q¯−1)bτ+(e−1)bθ−(q¯+1)bw >
0, and at least one of aτ + aw 6= 0 and (q¯ − 1)bτ + (e− 1)bθ − (q¯ + 1)bw 6= 0 holds.
To finish the proof, we put the hats back on the coefficients and express them in
terms of the original (unhatted) coefficients. 
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9. Concluding remarks
In this article we developed a well-posedness theory of low regularity for the
Lichnerowicz equation arising from the Einstein equations in general relativity.
We began by reviewing the constraints in the Einstein equations and the confor-
mal traceless decomposition introduced by Lichnerowicz. Motivated by models of
asymptotically flat manifolds as well as by trapped surface conditions for excising
black holes, we examined several different types of boundary conditions, and then
posed a general boundary value problem for the Lichnerowicz equation that is the
focus for the remainder of the paper. In order to develop a well-posedness theory
that mirrors the theory developed for the case of closed manifolds, we first gen-
eralized the technique of Yamabe classification to nonsmooth metrics on compact
manifolds with boundary. In particular, we showed that two conformally equivalent
rough metrics cannot have scalar curvatures with distinct signs. We started our
study of the well-posedness question by first extending a result on conformal invari-
ance to manifolds with boundary, and then using the result to prove a uniqueness
theorem. Next, we presented the method of sub- and super-solutions tailored to the
situation at hand. Finally, we gave several explicit constructions of the necessary
sub- and super-solutions in the cases of interest, and included a stability result with
respect to the coefficients.
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Appendix A. Sobolev spaces
In this appendix we recall some properties of Sobolev spaces over compact man-
ifolds with boundary. The following definition makes precise what we mean by
fractional-order Sobolev spaces. We expect that without much difficulty all results
in this paper can be modified to reflect other smoothness classes such as Bessel
potential spaces or general Besov spaces. In the following definition Ω is a subset
of Rn, and C∞0 (Ω) is the space of all C
∞ functions with compact support in Ω.
Definition A.1. For s > 0 and 1 6 p 6∞, we denote by W s,p(Ω) the space of all
distributions u defined in Ω, such that
(a) when s = m is an integer,
‖u‖m,p =
∑
|ν|6m
‖∂νu‖p <∞,
where ‖ · ‖p is the standard L
p-norm in Ω;
(b) and when s = m+ σ with m (nonnegative) integer and σ ∈ (0, 1),
‖u‖s,p = ‖u‖m,p +
∑
|ν|=m
‖∂νu‖σ,p <∞;
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where
‖u‖σ,p =
(∫∫
Ω×Ω
|u(x)− u(y)|p
|x− y|n+σp
dxdy
) 1
p
, for 1 6 p <∞,
and
‖u‖σ,∞ = ess supx,y∈Ω
|u(x)− u(y)|
|x− y|σ
.
For s < 0 and 1 < p < ∞, W s,p(Ω) denotes the topological dual of W˚−s,p
′
(Ω),
where 1
p
+ 1
p′
= 1 and W˚−s,p
′
(Ω) is the closure of C∞0 (Ω) in W
−s,p′(Ω).
These well-known spaces are Banach spaces with corresponding norms, and be-
come Hilbert spaces when p = 2. We refer to [6, 20] and references therein for
further properties.
Now we will define analogous spaces on compact manifolds with boundary. Let
M be an n-dimensional smooth compact manifold with boundary, and let {(Ui, ϕi) :
i ∈ I} be a finite collection of charts such that {Ui} forms a cover of M . Recall
that for a manifold with boundary, for each i ∈ I, we can assume either ϕi : Ui →
B
n or ϕi : Ui → B
n
+ is a homeomorphism, where B
n is the unit ball in Rn and
B
n
+ = {(x1, . . . , xn) ∈ B
n : xn ≥ 0}. We say a function on B
n
+ is smooth if it can be
extended to a smooth function on Bn, and a function f : M → R is smooth if the
pull-back ϕ∗i (f) = f ◦ϕ
−1
i is smooth for each i ∈ I. Let {χi} be a smooth (up to the
boundary) partition of unity subordinate to {Ui}. Then the seminorms ‖ϕ
∗
i (χif)‖Ck
with i ∈ I and k ∈ N define a Fre´chet topology on the space of functions f ∈ C∞(M)
with suppf ⊆ K, for any set K that is compact in the interior ofM , and taking the
inductive limit as K exhaust M , we get the topology on the space C∞0 (M), which
is defined as the space of all smooth functions with compact support in the interior
of M . Consequently, distributions can be defined as they are continuous linear
functionals on C∞0 (M). For any distribution u ∈ C
∞
0 (M)
∗ and i ∈ I, the pull-back
ϕ∗i (u) ∈ C
∞
0 (ϕi(Ui))
∗ is defined by ϕ∗i (u)(v) = u(v ◦ ϕi) for all v ∈ C
∞
0 (ϕi(Ui)),
where in case ϕi(Ui) = B
n
+, keeping the same philosophy as in the definition of
C∞0 (M), the space C
∞
0 (B
n
+) is understood to be C
∞
0 (B
n
+ \ ∂B
n
+).
Definition A.2. For s ∈ R and p ∈ (1,∞), we denote by W s,p(M) the space of all
distributions u defined in M , such that
‖u‖s,p =
∑
i
‖ϕ∗i (χiu)‖s,p <∞, (50)
where the norm under the sum is the W s,p(Rn+)-norm. In case s > 0, these Sobolev
spaces can also be defined for p = 1 and p =∞.
In the following, we collect some basic properties of these spaces that are used
in the body of the paper. An important property is that W s,p(M) →֒ Ck(M) if
s− n
p
> k. This fact is sometimes called Bernstein’s theorem, and hints at the fact
that one can multiply two functions in W s,p(M) if s > n
p
. The Sobolev embedding
theorem tells us that W s,p(M) →֒ W σ,q(M) for 0 ≤ σ < s and q > p ≥ 1 satisfying
s − n
p
= σ − n
q
. Another fundamental property is the Rellich-Kondashov theorem,
which says that the embedding W s+ε,p(M) →֒ W s,p(M) is compact for any ε > 0.
Note that here the compactness of M is crucial.
26 M. HOLST AND G. TSOGTGEREL
The trace map γ defined for smooth functions φ by γφ := φ|∂M can be uniquely
extended to continuous surjective maps
γ : W s,p(M)→W s−
1
p
,p(∂M),
when s − 1
p
is not an integer (with no such restriction if p = 2). The properties
mentioned so far can be combined in various ways to produce results that are more
suitable to a given situation. We collect together some such well-known results,
specifically tailored to §2, as the following standard theorem.
Theorem A.3. Suppose n ≥ 3 and q ≥ 1. Then the followings are true.
• W 1,2(M) →֒ Lq(M) if q ≤ 2q¯, where q¯ = n
n−2
.
• The embedding W 1,2(M) →֒ Lq(M) is compact if q < 2q¯.
• The trace map γ :W 1,2(M)→ Lr(∂M) is continuous if r ≤ q¯ + 1.
• γ : W 1,2(M)→ Lr(∂M) is compact if r < q¯ + 1.
Now we look at pointwise multiplication of functions from Sobolev spaces; the
following general result may be found in [8].
Theorem A.4. Let si > s with s1 + s2 > 0, and 1 6 p, pi 6 ∞ (i = 1, 2) be real
numbers satisfying
si − s > n
(
1
pi
−
1
p
)
, s1 + s2 − s > n
(
1
p1
+
1
p2
−
1
p
)
,
where the strictness of the inequalities can be interchanged if s ∈ N0. In case
min(s1, s2) < 0, in addition let 1 < p, pi <∞, and let
s1 + s2 > n
(
1
p1
+
1
p2
− 1
)
.
Then, the pointwise multiplication of functions extends uniquely to a continuous
bilinear map
W s1,p1(M)⊗W s2,p2(M)→W s,p(M).
Let us record here the important special cases that are used thoughout the paper;
this result may also be found in [8].
Corollary A.5. (a) If p ∈ (1,∞) and s ∈ (n
p
,∞), then W s,p is a Banach algebra.
Moreover, if in addition q ∈ (1,∞) and σ ∈ [−s, s] satisfy σ− n
q
∈ [−n−s+ n
p
, s− n
p
],
then the pointwise multiplication is bounded as a map W s,p ⊗W σ,q →W σ,q.
(b) Let 1 < p, q <∞ and σ 6 s > 0 satisfy σ− n
q
< 2(s− n
p
) and σ− n
q
6 s− n
p
.
Then the pointwise multiplication is bounded as a map W s,p ⊗W s,p →W σ,q.
The following lemma is proved in [13] for the case p = q = 2. With the help of
Theorem A.4, the proof can easily be adapted to the following general case (see [8]
for the proof in this more general case).
Lemma A.6. Let p ∈ (1,∞) and s ∈ (n
p
,∞), and let u ∈ W s,p. Let σ ∈ [−1, 1]
and 1
q
∈ (1+σ
2
δ, 1 − 1−σ
2
δ), and let v ∈ W σ,q, where δ = 1
p
− s−1
n
. Moreover, let
f : [inf u, sup u]→ R be a smooth function. Then, we have
‖v(f ◦ u)‖σ,q 6 C ‖v‖σ,q (‖f ◦ u‖∞ + ‖f
′ ◦ u‖∞‖u‖s,p) ,
where the constant C does not depend on u, v or f .
In the next lemma (also established in [8]), we consider nonsmooth Riemannian
metrics on M .
LICHNEROWICZ EQUATION ON COMPACT MANIFOLDS WITH BOUNDARY 27
Lemma A.7. Let γ ∈ (1,∞) and α ∈ (n
γ
,∞). Fix on M a Riemannian metric of
class W α,γ.
(a) Let p ∈ (1,∞) and s 6 min{α, α + n(1
p
− 1
γ
)}. Then identifying the space
C∞(M) as a subspace of distributions via the L2-inner product, C∞(M) is densely
embedded in W s,p(M).
(b) Let s ∈ [−α, α], p ∈ (1,∞), and s − n
p
∈ [−n − α + n
γ
, α − n
γ
]. Then
the L2-inner product on C∞0 (M) extends uniquely to a continuous bilinear pairing
W˚ s,p(M) ⊗ W˚−s,p
′
(M) → R, where 1
p
+ 1
p′
= 1. Moreover, the pairing induces a
topological isomorphism [W˚ s,p(M)]∗ ∼= W˚−s,p
′
(M).
Appendix B. The Laplace-Beltrami operator
In this appendix we will state a priori estimates for the Laplace-Beltrami operator
in some Sobolev spaces. LetM be an n-dimensional smooth compact manifold with
boundary. Then for m ∈ N, α ∈ R, and γ ∈ [1,∞], we define Dα,γm (M) to be the
class of differential operators A that can formally be written in local coordinates as
A =
∑
|ν|6m
aν∂ν with a
ν ∈ W α−m+|ν|,γ(Rn+), |ν| 6 m.
Now, let the manifold M be equipped with a Riemannian metric in W α,γ, where
the exponents satisfy the condition αγ > n. Then with ∇a being the Levi-Civita
connection corresponding to the metric, the Laplace-Beltrami operator ∆ is defined
by ∆φ = ∇a∇
aφ for smooth functions φ. One can easily verify that the Laplace-
Beltrami operator is in the class Dα,γ2 (M).
Lemma B.1. Let A be a differential operator of class Dα,γm (M). Then, A can be
extended to a bounded linear map
A : W s,q(M)→ W σ,q(M),
for q ∈ (1,∞), s > m− α, and σ satisfying
σ 6 min{s, α} −m, σ < s−m+ α−
n
γ
,
σ −
n
q
6 α−
n
γ
−m, and s−
n
q
> m− n− α +
n
γ
.
Proof. This is a straightforward application of Theorem A.4. 
Let us record the following integration-by-parts result.
Lemma B.2. Let s ∈ [1−α, 1+α], and s− n
p
∈ (1− n−α+ n
γ
, 1+α− n
γ
]. Then,
for u ∈ W s,p(M) and v ∈ W 2−s,p
′
(M), we have
〈∆u, v〉 = −〈∇u,∇v〉+ 〈γ∂νu, γv〉N + 〈γ∂νu, γv〉D. (51)
We now consider local a priori estimates for the Laplace-Beltrami operator. In
the following Σ := ∂M denotes the boundary of M . For V ⊂ M or V ⊆ Σ, the
W s,p(V )-norm is denoted by ‖ · ‖s,p,V . Recall that if V = M we simply write ‖ · ‖s,p.
Lemma B.3. Let α − n
γ
> max{0, 1 − n
2
}. Let q ∈ (1,∞), s ∈ (2 − α, α], and
s− n
q
∈ (2− n− α + n
γ
, α− n
γ
]. Then
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(a) for any y ∈ M \ Σ, there exist a constant c > 0 and open neighborhoods
U ⊂ V ⊂M \ Σ of y such that
c‖χu‖s,q 6 ‖χ∆u‖s−2,q + ‖u‖s−1,q,V , (52)
for any u ∈ W s,q(M) and χ ∈ C∞0 (U) with χ > 0.
(b) for any y ∈ Σ, there exist a constant c > 0 and open neighborhoods U ⊂
V ⊂M of y such that
c‖χu‖s,q 6 ‖χ∆u‖s−2,q + ‖χγu‖s− 1
q
,q,Σ + ‖u‖s−1,q,V , (53)
for any u ∈ W s,q(M) and χ ∈ C∞(U) with suppχ ⊂ U and χ > 0.
(c) for any y ∈ Σ, there exist a constant c > 0 and open neighborhoods U ⊂
V ⊂M of y such that
c‖χu‖s,q 6 ‖χ∆u‖s−2,q + ‖χγ∂νu‖s−1− 1
q
,q,Σ + ‖u‖s−1,q,V , (54)
for any u ∈ W s,q(M) and χ ∈ C∞(U) with suppχ ⊂ U and χ > 0.
Proof. We will only prove (c). In a local chart containing y, the Laplace-Beltrami
operator takes the form
∆ =
∑
ik g
ik∂i∂k +
∑
i g
i∂i,
where gik ∈ W α,γ(Rn+) is the metric and g
i ∈ W α−1,γ(Rn+). We make the decompo-
sition ∆ = ∆+R + λ, where
∆ =
∑
ik g
ik(y)∂i∂k, R =
∑
ik[g
ik − gik(y)]∂i∂k.
Obviously λ = ∆−∆−R is the lower order term. Likewise, the boundary operator
reads in local coordinates
B := γN∂ν =
∑
i γng
in∂i,
where γn is the extension of γnφ = φ|xn=0. We introduce the decomposition
B = B + ̺, where B =
∑
i γng
in(y)∂i.
Let U = {x ∈ Rn+ : |x− y| < r} be the half ball of radius r centered at y. From the
theory of constant coefficient elliptic operators, we infer the existence of a constant
c > 0 such that for any u ∈ W s,q(Rn+) with supp u ⊂ U ,
c‖u‖s,q 6 ‖∆u‖s−2,q + ‖u‖s−2,q + ‖Bu‖s−1− 1
q
,q,∂U
6 ‖∆u‖s−2,q + ‖Ru‖s−2,q + ‖λu‖s−2,q + ‖u‖s−2,q
+ ‖Bu‖s−1− 1
q
,q,∂K + ‖̺u‖s−1− 1
q
,q,∂U .
Since α > n
γ
, without loss of generality we can assume that gik ∈ C0,h for some
h > 0, so
‖Ru‖s−2,q 6 Cr
h‖u‖s,q, and ‖̺u‖s−1− 1
q
,q,∂U 6 Cr
h‖u‖s,q,
where C is a constant depending only on the metric. By choosing r so small that
Crh 6 c
4
, we have
c
2
‖u‖s,q 6 ‖∆u‖s−2,q + ‖λu‖s−2,q + ‖Bu‖s−1− 1
q
,q,∂U + ‖u‖s−2,q.
Now we will work with the lower order term. Choose δ ∈ (0, α − n
γ
) such that
δ 6 min{1, s+α−2, s− n
q
+α− n
γ
+n−2}. We have λ ∈ Dα−1,γ1 (M), so by Lemma
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B.1, λ : W s−δ,γ → W s−2,γ is bounded. Then using a well-known interpolation
inequality, we get
‖λu‖s−2,q 6 C‖u‖s−δ,q 6 Cε‖u‖s,q + C
′ε−(2−δ)/δ‖u‖s−2,q,
for any ε > 0. Choosing ε > 0 sufficiently small, we conclude that
c‖u‖s,q 6 ‖∆u‖s−2,q + ‖Bu‖s−1− 1
q
,q,∂U∩Rn
+
+ ‖u‖s−2,q,
for u ∈ W s,q(Rn+) with supp u ⊂ U . We apply this inequality to χu, and then
observing that [∆, χ] is in Dα,γ1 (M) and [B, γχ] is in D
α− 1
γ
,γ
0 (Σ), we obtain (54). 
Now let the boundary Σ be decomposed as Σ = ΣD ∪ ΣN with ΣD ∩ ΣN = ∅.
We can easily globalize the above result as follows.
Corollary B.4. Let the conditions of Lemma B.3 hold. Then there exists a constant
c > 0 such that for all u ∈ W s,q(M)
c‖u‖s,q 6 ‖∆u‖s−2,q + ‖γN∂νu‖s−1− 1
q
,q,N + ‖γDu‖s− 1
q
,q,D + ‖u‖s−2,q. (55)
Proof. We first cover M by open neighborhoods U by applying Lemma B.3 to
every point y ∈M , and then choose a finite subcover of the resulting cover. Then a
partition of unity argument gives (55) with the term ‖u‖s−2,q replaced by ‖u‖s−1,q,
and finally one can use an interpolation inequality to get the conclusion. 
Let us recall the following well-known results from functional analysis. For a
proof, we refer to page 181 of [23].
Lemma B.5. Let X and Y be Banach spaces with compact embedding X →֒ Y ,
and let A : X → Y be a continuous linear map. Then the followings are equivalent.
(a) There exists c > 0 such that c‖u‖X 6 ‖Au‖Y + ‖u‖Y for all u ∈ X.
(b) The range of A is closed in Y and the kernel of A is finite dimensional.
As an immediate consequence, we obtain the following result.
Lemma B.6. Let p ∈ (1,∞) and s ∈ (n
p
,∞) ∩ [1,∞), and let M be an n-
dimensional, smooth, compact manifold with boundary, equipped with a Riemannian
metric in W s,p. In addition, let α ∈ W s−2,p(M) and β ∈ W s−1−
1
p
,p(ΣN ). Then, the
operator
L : W s,p(M)→W s−2,p(M)⊗W s−1−
1
p
,p(ΣN)⊗W
s− 1
p
,p(ΣD),
defined by L : u 7→ (−∆u+ αu, γN∂νu+ βγNu, γDu) is Fredholm with index zero.
Moreover, if there is a constant c > 0 such that
〈∇u,∇u〉+ 〈αu, u〉+ 〈βu, u〉N > c〈u, u〉,
then L is invertible.
Proof. With X = W s,p(M) and Y = W s−2,p(M) ⊗W s−1−
1
p
,p(ΣN ) ⊗W
s− 1
p
,p(ΣD),
one has the compact embedding ı : X →֒ Y : u 7→ (u, 0, 0). Then Lemma B.5 in
combination with Corollary B.4 and the fact that L is formally self-adjoint, implies
that L is Fredholm. It is well-known that when the metric is smooth, index of L is
zero independent of s and p. We can approximate the metric h by smooth metrics
so that L is arbitrarily close to a Fredholm operator with index zero. Since the
level sets of index as a function on Fredholm operators are open, we conclude that
the index of L is zero.
The invertibility part follows easily from (51). 
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Now we present maximum principles for the Laplace-Beltrami operator, followed
by a simple application. These types of results are well-known, but nevertheless we
state them here for completeness.
It is convenient at times when working with barriers and maximum principle
arguments to split real valued functions into positive and negative parts; we will
use the following notation for these concepts:
φ+ := max{φ, 0}, φ− := min{φ, 0},
whenever they make sense. In the proof of the following lemma we will use the fact
that for φ ∈ W 1,p it holds φ+ ∈ W 1,p and so φ− ∈ W 1,p, cf. [18] or [11].
Lemma B.7. Let p ∈ (1,∞) and s ∈ (n
p
,∞) ∩ [1,∞), and let M be an n-
dimensional, smooth, compact manifold with boundary, equipped with a Riemann-
ian metric in W s,p. Moreover, let α ∈ W s−2,p(M) and β ∈ W s−1−
1
p
,p(ΣN). Let
φ ∈ W s,p(M) be such that
−∆φ+ αφ > 0, γN∂νφ+ βφ > 0, and γDφ > 0. (56)
(a) If α > 0 and β > 0 and if α 6= 0 or β 6= 0 or ΣD 6= ∅, then φ > 0.
(b) If M is connected, ΣD = ∅, and φ > 0, then either φ ≡ 0 or φ > 0
everywhere.
(c) Let M be connected, and φ > 0. Also let ΣD 6= ∅ and γDφ > 0. Then φ > 0
everywhere.
Proof. Let us prove (a). Since φ ∈ W 1,n, we have −φ− ∈ W 1,n+ and φφ
− ∈ W 1,n+ .
Note that W 1,n →֒ (W s−2,p)∗ by n > 2. Now, by using the property (56) and the
positivity of α and β, we get
〈∇φ−,∇φ−〉 = 〈∇φ,∇φ−〉 = −〈∆φ, φ−〉+ 〈γN∂νφ, γNφ
−〉N + 〈γD∂νφ, γDφ
−〉D
6 −〈α, φφ−〉 − 〈β, φφ−〉N 6 0,
implying that φ− = const. So if φ 6> 0, it would have to be a negative constant.
Let us assume that φ = const < 0. Then necessarily ΣD = ∅, since otherwise we
have the boundary condition φ > 0 on ΣD. Moreover, from (56) we have α|φ| 6 0,
which, in combination with the assumption α > 0, implies α = 0. Similarly, we get
β = 0, and we conclude that in order for φ to have negative values, it must hold
that α = 0, β = 0, and ΣD = ∅. This proves (a).
Now we will prove (b) and (c). Since φ is continuous, the level set φ−1(0) ⊂ M
is closed. Following [14, 15], we apply the weak Harnack inequality [21, Theorem
5.2] to show that φ−1(0) is also relatively open in M . Then by connectedness of M
we will have the proof.
Let L be the second order differential operator
Lφ = −∂i(a
ij∂jφ+ a
iφ) + bj∂jφ+ aφ, (57)
where aij are continuous and positive definite, and ai, bj ∈ Lt, and a ∈ Lt/2 for
some t > n. Then the weak Harnack inequality [21, Theorem 5.2] implies that if
Lφ > 0 and φ > 0 then for sufficiently small R > 0, and for some large but finite q,
‖φ‖Lq(B(x,2R)) 6 CR
n
q inf
B(x,R)
φ, (58)
where B(x,R) denotes the open ball of radius R (in the background flat metric)
centred at x, and C is a constant that depends only on n, t, q, and the coefficients
of the differential operator.
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Let x ∈M \ Σ be an interior point, and let us work in local coordinates around
x. Then the Laplace-Beltrami operator can be written as
∆φ = ∂i(g
ij∂jφ) + (∂ig
ij + gikΓjik)∂jφ.
We need that gij is continuous, and that ∂ig
ij + gikΓjik is in L
t for some t > n.
Clearly the first condition is satisfied since gij ∈ W s,ploc with ε := s −
n
p
> 0. As
for the other condition, we have ∂ig
ij + gikΓjik ∈ W
s−1,p
loc . But W
s−1,p
loc ⊂ L
t for any
t < n
1−ε
, and since n < n
1−ε
there is some t > n such that ∂ig
ij + gikΓjik ∈ L
t.
Hence we see that the Laplace-Beltrami operator poses no problem. Now the term
α ∈ W s−2,ploc is problematic if, for instance, s < 2. This can be treated with the
technique introduced in [15] as follows. Let u ∈ W s,p be any function satisfying
∂i∂iu = α,
where ∂i∂i is the Laplace operator with respect to the flat background metric. Then
an application of the Leibniz formula gives
αφ = (∂i∂iu)φ = ∂i((∂iu)φ)− (∂iu)∂iφ,
and we have ∂iu ∈ W
s−1,p
loc ⊂ L
t for some t > n, so that the weak Harnack inequality
can be applied. If φ(x) = 0 and φ is nonnegative, the inequality (58) implies that
φ ≡ 0 in a neighbourhood of x. Hence the set φ−1(0) is relatively open in the
interior of M .
Now let x ∈ ΣN , and consider a local coordinate ball B of small radius centred
at x so that the half-ball B+ = B ∩{x ∈ R
n : xn > 0} coincides with the interior of
M ∩ B. Then there is a vector field X ∈ W s−1,p such that g(X, ν) = β on the flat
boundary D = ∂B+ ∩ Σ. So for any nonnegative ϕ ∈ C
∞(B+ ∪D) with ϕ|∂B = 0,
we have
〈∇φ+ φX,∇ϕ〉+ 〈αφ+ φ∇X +X∇φ, ϕ〉 = 〈−∆φ+ αφ, ϕ〉+ 〈∂νφ+ βφ, ϕ〉D > 0.
In local coordinates this reads∫
B+
√
|g|(gij∂jφ+X
iφ)∂iϕ+
√
|g|(αφ+ ∂iX
iφ+Xj∂jφ)ϕ > 0. (59)
where |g| is the determinant of the matrix [gij ]. Let u ∈ W
s,p
loc be such that
∂i∂
iu =
√
|g|(α + ∂iX
i),
and define
aij =
√
|g|gij, ai1 =
√
|g|X i, ai2 = ∂
iu, and bj =
√
|g|Xj − ∂ju.
We know that aij is continuous, and ai1, a
i
2, b
j ∈ W s−1,ploc ⊂ L
t for some t > n. In
terms of these functions, (59) becomes∫
B+
(aij∂jφ+ a
i
1φ)∂iϕ+ [∂i(a
i
2φ) + b
j∂jφ]ϕ > 0.
For any given x ∈ Rn, let x∗ ∈ Rn be its reflection with respect to the plane
{xn = 0}. Then for x ∈ B
∗
+, we define ψ
∗(x) = ψ(x∗) with ψ being any function,
c∗i(x) = ci(x∗) if i < n and c∗n(x) = −cn(x∗) with ci being one of ai1, a
i
2, and b
i,
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and a∗ij(x) = aij(x∗) if i, j < n or i = j = n, and a∗ij(x) = −aij(x∗) otherwise.
Now it is obvious that∫
B+
(aij∂jφ+ a
i
1φ)∂iϕ+ [∂i(a
i
2φ) + b
j∂jφ]ϕ
=
∫
B∗+
(a∗ij∂jφ
∗ + a∗i1 φ
∗)∂iϕ
∗ + [∂i(a
∗i
2 φ
∗) + b∗j∂jφ
∗]ϕ∗,
so that defining the extension of the quantities by w˜(x) = w(x) if x ∈ B+ and
w˜(x) = w∗(x) if x ∈ B \ B+, for any nonnegative ϕ ∈ C
∞(B) with compact
support, we have
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∫
B
(a˜ij∂jφ˜+ a˜
i
1φ˜)∂iϕ+ [∂i(a˜
i
2φ˜) + b˜
j∂jφ˜]ϕ
=
∫
B
[−∂i(a˜
ij∂jφ˜+ a˜
i
1φ˜− a˜
i
2φ˜) + b˜
j∂jφ˜]ϕ.
This means that
L˜φ˜ = −∂i(a˜
ij∂jφ˜+ (a˜
i
1 − a˜
i
2)φ˜) + b˜
j∂jφ˜ > 0,
in B, so that the weak Harnack inequality can now be applied to L˜ and φ˜. Thus
if φ(x) = 0 at x ∈ ΣN , then the inequality (58) gives φ ≡ 0 in a neighbourhood of
x. We conclude that φ−1(0) is relatively open in M \ΣD, and this proves (b) since
ΣD = ∅ in this case.
Finally, for (c), since φ > 0 on ΣD it follows that ΣD ∩ φ
−1(0) = ∅, and so from
the proof of (b), the set φ−1(0) is relatively open inM . Since its complement is not
empty by hypothesis we have φ > 0 everywhere. 
Lemma B.8. Let the hypotheses of Lemma B.7(a) hold, and define the operator
L : W s,p(M)→W s−2,p(M)⊗W s−1−
1
p
,p(ΣN)⊗W
s− 1
p
,p(ΣD),
by L : u 7→ (−∆u + αu, γN∂νu+ βγNu, γDu). Then, L is bounded and invertible.
Proof. By Lemma B.6, the operator L is Fredholm with index zero. The injectivity
of L follows from Lemma B.7(a), for if φ1 and φ2 are two solutions of Lφ = F , then
the above lemma implies that φ1 − φ2 > 0 and φ2 − φ1 > 0. 
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