Evolutionary algorithms have been very successful at solving global optimization problems. Two competing goals govern the performance of evolutionary algorithms: exploration and exploitation. This paper proposes a new heuristic to keep population diversity: the shake and the regicide. The shake heuristic improves the exploration by perturbing the whole population. The regicide heuristic (kill the leader) reduces the risk of being, early, trapped by a local minimum. Experiments demonstrate that the Shake-Regicide heuristic improves significantly the precision of the results (in about 3 orders of magnitude) of standard differential evolution, genetic algorithm and evolution strategy.
Introduction
The problem of computing the global optimum arises in almost every field of business, engineering, and sciences. For example, engineers need to optimize the configuration parameters of a production process. An enormous effort has been applied to solve global continuous problems [1] . We consider the following unconstrained global continuous optimization problem:
where ƒ: ℜ n → ℜ is a real-valued function defined on x ∈ ℜ n , and it can be non differentiable function. A significant problem faced during optimization occurs when ƒ is non-convex, perhaps with many local minima. The problem becomes a major challenge when local minima are present. Evolutionary algorithms (EA) [2, 3] have been used to solve global optimization problems, and proved very robust. For example: Genetic Algorithms (GA) [4] , Evolution Strategy (ES) [5] and Differential Evolution (DE) [6] . EA analogized the species evolution process manifested in the biological adaptation to changing environments; such process is emulated by EAs for finding the optimum through the evolution of a synthetic population of candidate solutions.
Two competing goals govern the design of EA [7] : the exploration and the exploitation. Exploration is needed to ensure that the entire search space is thoroughly examined resulting in a reliable global optimum estimation. On the other hand, exploitation is important since the refinement of the current solution will often produce a better solution. Different mechanisms to improve exploration have recently been discussed in the literature. Mutation operators based on physic phenomenon, such like electromagnetic theory [8] and statistical properties of the population [9, 10] have proved some success. Hybrid algorithms that combine DE and GA with an Estimation Distribution Algorithm (EDA) [11, 12] to promote exploration are used successfully in low dimensional space (dimension 5 and 10). This paper, however, proposes a new heuristic that promotes exploration by spawning new individuals in promissory neighborhoods of the search space, named here Shake-Regicide Heuristic (SRH). The goal of this paper is to introduce the new heuristic, and to asses the performance of three EAs modified with SRH. The dimensionality of the problems tested is 30, 50 and 100. The SRH promotes the diversity (Shake) and, at the same time, eliminates hegemonic individuals (Regicide). SRH is inspired by the behavior of social individuals [13] and economy laws [14, 15] .
Other mechanism for diversity control is the suicide [16, 17] , but its implementation produce similar results to original algorithms. This strategies eliminates the best individual (same the regicide), but only substitute it by other individual of population.
Standard genetic or evolution inspired algorithms promote the reproduction and replication of individuals with better fitness value with respect to the average fitness of the population (hegemonic individuals). Even at initial generations, when the search space is not well explored yet, the selection operator favors the fittest individuals. In the absent of additional diversity to balance the selection pressure, the search suffers of premature convergence, generally ending at a local minima. The regicide strategy removes hegemonic individuals from the population; they can only reproduce or inherit their genetic material during a few generations. This reasoning is based on the guess that at initial stages the population has low probability of being near the global optimum when high exploration is recommendable.
Shake strategy consists of a hybrid technique inspired by the Differential Evolution algorithm and a procedure for estimating the population distribution. The Shake heuristic generates new random individuals in a neighborhood of the population. The new individuals can explore neighborhoods of the space which the reproduction or mutation operators have difficulties to identify. A neighborhood is identified by statistical means (explained later). We evaluate the proposed combined SRH in a benchmark functions set included in the Appendix. Our results show that the heuristic is competitive and robust to avoid local minima (with high probability). This paper is organized in the following way. Section 2 introduces the Shake -Regicide Heuristic. Section 3 lists the pseudo-code of the Genetic Algorithm, Evolution Strategy, and Differential Evolution algorithms modified with the Shake -Regicide Heuristic. The experimental results are reported in Section 4. Conclusions and final remarks are provided in Section 5.
Shake-Regicide Heuristic
The Dynasty Period (DP), Shake Heuristic (SH) and Regicide Heuristic (RH) are presented in this section. The context of these heuristics is the framework of Evolutionary Algorithms. However, the SRH could be straightforward generalized to other evolutionary or distributionestimation based algorithms, as our experiments illustrate.
Firstly, we introduce our notation. Let 
Dynasty or Hegemonic Period
Although hegemonic individuals are, implicitly, promoted in the naturist evolution, the societies, no necessarily humans, have implemented mechanisms for its control. For instance, legal frameworks forbid economical monopolies and dictators are commonly eliminated in conspiracies developed at corridors of power. The Sherman Act [9] is an example of a legal mechanism for preventing the consolidation hegemonic individuals in economy. The Sherman Act provides: "Every contract, combination in the form of trust or otherwise, or conspiracy, in restraint of trade or commerce among the several States, or with foreign nations, is declared to be illegal" and "Every person who shall monopolize, or attempt to monopolize, or combine or conspire with any other person or persons, to monopolize any part of the trade or commerce among the several States, or with foreign nations, shall be deemed guilty of a felony". The Sherman Act promotes the elimination of monopolies (Hegemony individuals in economy) because monopolies constrain the free competence between independent companies and decrease the capability decision of consumers.
Moreover, a dynasty is a continuous succession of rules that belong to the same family (or group, for our purposes). The dynasty period describes the era during which that family reigned. A long dynasty period produces a government with high hegemony [13] , thus the local economy and social situation decrease for the population. Examples of long dynastic periods are the Chinese dynasty between I to X century, the Ming and Quing dynasties, the Romanov dynasty in Russia, and the Ottoman dynasty in Turkey.
In EA, we call "leader" or "king" the best individual of the population. A dynasty period is the number of generation during which a king or a king's son is the best individual in the population. In the SRH, a dynasty period is regulated by the λ parameter. The Regicide heuristic is applied to the population in order to emulate the dead or decline of dynastic periods. Thus, the fittest individual is systematically eliminated every λ generation. The Shake heuristic emulates convulsionary periods, those like revolutions. Regicide is applied immediately after a Shake.
Shake Heuristic
The Shake heuristic generates a new candidate population with larger variance in a neighborhood of the space around the mean of population. There is only one candidate for each individual in the population. A candidate replaces the current individual if it gets better fitness value. The first step of the Shake is the computation of the mean, µ, and standard deviation, σ, for each dimension of the population. If σ is less than a given threshold ρ, the candidate population X is generated with uniform distribution in the interval [µ-σ,µ+σ]. Next, X and X are compared, individual to individual, preserving the best one of every pair. The Shake heuristic is formally defined in the next algorithm:
Shake Heuristic 
Dynasty or Hegemonic Period
Regicide Heuristic eliminates the fittest individual B
x . Next, a substitute R x is generated close to the centroid of the population (a more democratic individual). Finally, R x substitutes (or murders, in social terms) the best of the population ( B x ).
The regicide strategy is defined in the next algorithm:
Regicide Heuristic 
Evolutionary Algorithms
The pseudo-code of a GA, ES, and DE algorithms with the Shake-Regicide Heuristic is provided here. These are versions used for the Experiments. 
GA-SRH Algorithm

Experiments
In this section, SRH was applied to global minimization problems in order to verify its performance and compared with standard versions of GA, ES and DE. We use a benchmark function set and each function was solved with the three algorithms, with and without using the SRH (the standard GA does not include step 2.5 of GA-SRH; the standard ES does not include step 2.5 of ES-SRH; and the standard DE does not include the step 2.2 of DE-SRH). The test problems are: the Sphere model (ƒ 0 ), the Rosenbrock (ƒ 1 ), the generalized Rastrigin (ƒ 2 ), the generalized Griewank (ƒ 3 ) and the Ackley function (ƒ 4 ). The optimum value of these functions is 0.0. A population of 200 individuals was randomly initialized on the allowed range of each decision variable and the fitness function evaluations were limited to 300,000. The shake heuristic is always applied after the regicide, i.e. every 10 generations.
In order to evaluate our SHR heuristic performance, we compare 50 Monte Carlo independent runs for both the original and the SHR algorithm versions. The results of each algorithm are illustrated with bell-shape distributions in Figure 1 . According with our results (see Tables I to III) , our method (SHR-version) had, all the cases, a lower mean error than the original algorithm. A deeper evaluation was conducted by using a Bootstrap t-interval test [18] . As the Figure 1 illustrates and Tables I-III Genetic Algorithm discussion: the GA version with SRH clearly improves the standard GA by several orders of magnitude. Note that both GA versions use elitism of three individuals. The regicide heuristic replaces the best elite with one individual generated about the centroide, and the other two are copied to the new population. However, removing the elite did not decrement the chance to converge to the optimum value, in fact, GA-SRH is always better.
Evolution Strategy discussion: ES with panmitic reproduction is shown in Table 2 . Again, the use of the SR heuristic improves the results. Now, the functions f 0 and f 1 show a better stability with SRH.
Differential Evolution discussion: in these experiments, the use of panmictic reproduction did not improve that much the SRH results. However, SRH version is still better. Note that the search mechanism of DE and ES is self-adaptable but GA is not. 
Conclusions and Remarks
Exploration is an important issue in Evolutionary Algorithm because poor exploration leads EAs to local minima. A novel heuristic, named SRH, is proposed in this paper. SRH is inspired in social investigations and economic laws to promote wider exploration of the EA. The shake heuristic promotes exploration by spawning new individuals in a neighborhood around the population mean. After a shake, the regicide heuristic is applied to eliminate hegemonic individuals. 
