We find a dramatic enhancement of electron propagation along a narrow range of real-space angles from an isotropic source in a two-dimensional quantum well made from a zincblende semiconductor. This "electron beam" formation is caused by the interplay between spin-orbit interaction originating from a perpendicular electric field to the quantum well and the intrinsic spin-orbit field of the zincblende crystal lattice in a quantum well, in situations where the two fields are different in strength but of the same order of magnitude. Beam formation is associated with caustics and can be described semi-classically using a stationary phase analysis.
INTRODUCTION
Spin transport in semiconductors [1] [2] [3] [4] can be dramatically modified by spin-orbit interactions, producing such effects as coherent precession without a magnetic field. [5] [6] [7] [8] [9] [10] These effects vanish, however, for transport of unpolarized electrons, as the features generated for an initial electron spin polarized up are complementary to those generated from an initial electron with spin down. Spin-orbit effects have also been found to generate spontaneous spin polarization 11 and spin currents [12] [13] [14] [15] [16] in the presence of the flow of unpolarized electrons. An open question is whether phenomena associated with spin-averaged transport can be influenced by the spinorbit interaction. The outward flux of electrons injected at a point in a quantum well is isotropic (albeit with interesting spin structure), in the presence of the spin-orbit field from a perpendicular electric field 17, 18 (Rashba effect 19, 20 ) or from the zincblende lattice of the constituent semiconductors 21 (Dresselhaus field 2, 22 ), or when the two spin-orbit fields are of the same strength. 9, 10 Calculations of transport in the mixed Rashba and Dresselhaus system based the Boltzmann equation 23, 24 find isotropic conductivity for nonmagnetic systems, however these neglect interference between states of different momenta.
Here we elaborate on a dramatic enhancement of electronic propagation along a narrow range of real-space angles 25 which occurs in the presence of Rashba and Dresselhaus spin-orbit fields of specific, different strengths. The angular width of this "electron beam" depends sensitively on the ratio of the strengths of the Rashba and Dresselhaus fields, and the direction of the beam changes by 90 o when the relative sign of the fields changes. This surprising spatial anisotropy, originating from the anisotropic dispersion relations of electrons in the two fields, is due to general features of the energy contour surface of the electrons. Furthermore, the electron beam formation can be traced, using a stationary phase analysis of the real-space Green's function, to coalescing saddle points. Such beams should appear in two-contact transconductance 26 as well as other transport 27, 28 and scattering 29 phenomena.
HAMILTONIAN AND GREEN'S FUNCTIONS
We begin by deriving Green's functions for electron propagation from the Hamiltonian of a conduction band electron confined to a quantum well with a [001] growth direction. 30, 31 These Green's functions will be essential to calculations of a wide variety of electronic behavior, including transport and quasiparticle interference patterns near impurities in the two-dimensional electron gas confined to the quantum well. The Hamiltonian, to linear order in electron crystal momentum, is
where the first term is the kinetic energy, the second the Rashba interaction, and the third is the Dresselhaus interaction with strength β. We reparameterize using
yielding
where
U 2 is proportional to the identity matrix:
where θ p is the angle that the momentum p makes with the positive x-axis. Although U 2 is diagonal in momentum and independent of spin, it is not isotropic.
To calculate the electronic propagation we want the retarded Green's function in coordinate space associated with the empty conduction band of the quantum well,
where → 0 + . We obtain this from the Fourier transform of the momentum space Green's function g σ,σ (p, E),
Because U 2 is proportional to the 2 × 2 identity matrix, the inverse of E + i − H can be found directly:
The zeros of the denominator
give dispersion relations for the eigenstates of the Hamiltonian H 0 . D can be factored into
where the zeros of D are given by
with
provided E > 0.
Proc. of SPIE Vol. 8100 810014-2 The zeros (q ± ) of the denominator of the right-hand side of Eq. (7) represent the intersection of the two energy surfaces E ± (q) with a constant energy plane, E = (h 2 k 2 E /2m). These intersections are shown in Fig. 1 . As the ratio of Rashba to Dresselhaus strengths changes (through τ ) or the electron energy changes (through k E ), the constant energy surfaces change from convex to non-convex, dramatically changing the angular dependence of the electron propagation.
Making use of a partial fraction decomposition of 1/D and the definitions of Q and q ± the Green's function for our problem can be written as a sum of terms with quadratic denominators :
Again note that g depends on the direction of q through f τ = (1 + sin(2τ ) sin(2θ q )) which appears explicitly and implicitly in Q and q ± . Furthermore, U depends on the direction of q. A small trick is useful to obtain this result:
Since we are interested in the retarded Green function, the energy E =h 2 k 2 E /(2m) will always be understood to have added to it a small positive imaginary part, +i . It follows that the poles (zeros of D) q ± will have small positive imaginary parts.
The function h A is diagonal in spin indices while h B is off-diagonal. These functions are are also distinguished by their behavior under the transformation θ q → θ q + π:
On the other hand both functions are periodic in θ q with period 2π. Keeping these considerations in mind, when the transform Eq. (6) is written in polar coordinates (q, θ q ) the angular integrals can be restricted to arbitrary intervals of length π. Using Euler formula for e iq·r = exp[iqr cos(θ q − θ r )] allows the transforms to be written as
and
where θ 0 is arbitrary and ρ = |r − r |. It is convenient to choose θ 0 = θ r − π/2 because then qρ cos(θ q − θ r ) ≥ 0 in the range of integration. The spin index i or j is taken to be 1 for spin up and 2 for spin down.
It is clear that G 1,1 (r, r ) = G 2,2 (r, r ). Rotations by π about the directionn = (−1, 1)/ √ 2 coupled with
this invariance leads to
where if r = (x, y) thenr = (−y, −x), i.e. r rotated by π aboutn. This symmetry leads to symmetry of the density of states under this transformation. Another useful result follows from the invariance of H 0 to rotations by π about theẑ axis. This along with translation invariance leads to
This is a result of the different signs acquired by the different spins under the rotation.
The radial integrals in Eq. (17) and Eq. (18) can be obtained in closed form using the following results: Assuming k is real and = 0 + we find (integrals which do not seem to be tabulated elsewhere):
In these equations Ci(z) is the Cosine Integral, and Si(z) is the Sine Integral. When these results are used in Eqs. 17 and 18, calculation of the Green function is reduced to sums of one-dimensional integrals over θ q :
where ρ = r cos(θ q − θ r ) and where U 2,1 is explicitly given by
We now briefly indicate how the results for these radial integrals, I 1 and I 2 , can be obtained. In g A write
.
The Sine and Cosine integrals are
Then, for example, one piece of g 1,1 becomes
Expanding the cosine within the integral and using properties of the Sine and Cosine integrals gives
Combining this with similar results for the other terms yields the results in Eqs. (22) and (23).
Note the asymptotic forms of g A and g B for large positive arguments:
On the other hand small arguments will be needed for evaluation of V pp . As kr → 0 we have
When β = 0 the results of Csordás et al 18 are retrieved.
RESULTS
To highlight the angular anisotropy we plot the radial distance times the probability density for unpolarized spins, r Fig 2. Only the first two quadrants are shown since the function is π-periodic. When τ = π/4, corresponding to |α| = |β|, there is no anisotropy. As τ is increased towards τ crit (k E ), which is defined below (τ crit (1.2k 0 ) = 1.31169), Fig. 2 shows the electron probability pattern narrowing, rising and developing considerable structure, finally resolving into a narrow electron beam at τ = τ crit . When τ = .871, for example, there are interference patterns both in range and angle. The white lines mark a boundary between the variable, higher probability region and a more homogeneous region. The direction of these lines is computed below using stationary phase considerations. When τ ≈ τ crit , the high probability region becomes very narrow and intense. Furthermore, along the direction θ r = 3π/4, r 1,2 i,j |G i,j (r)| 2 increases nearly monotonically. Finally when τ = −τ crit , which corresponds to changing the sign of the Rashba parameter α while leaving the Dresselhaus parameter β unchanged, the beam is reoriented along the direction θ r = π/4. The angularly-integrated flux for all panels has been confirmed to be independent of r. Fig. 2 shows the position-dependent polarization,
of an injected spin polarized perpendicular to the quantum well plane, for τ = π/4, .871, τ crit , and −τ crit when k E = 1.2k 0 . The polarization changes dramatically as τ changes. The polarization for τ = π/4 suggests the spin helix described in Ref. 9 The shift property E − (q + Q) = E + (q), used in Ref., 9 yields an analytic result for the Green's functions in agreement with our results. 
STATIONARY PHASE EXPLANATION OF FOCUSING
A stationary phase analysis of the angular integrals in Eqs. (24) and (25) provides (1) an explanation for why there is a region of high electron probability around the direction θ r = 3π/4, (2) the angular width of these regions, and (3) the radial dependence of the electron probability along the direction 3π/4 for τ = τ crit . It also provides a simple means of computing the electron probability at large r when τ and θ r are not too close to the white lines shown in Fig. 2 .
The key result of stationary phase analysis is that the results seen in Fig. 2 result from interfering contributions of stationary points, which can coalesce at critical values of the spin-orbit field or energy (through τ and k E ). A typical integral in the computation is
where ρ = r cos(θ q − θ r ). When r is large, the argument of I 1,1 will vary rapidly with the integration variable, θ q , and dominant contributions to the integral will originate at points of stationary phase, where the derivative of the argument of I 1,1 with respect to θ q vanishes. Apart from the endpoints, the argument of I 1,1 is positive throughout the chosen range of integration. Following Ref.
32 I 1,1 can be replaced by its large-argument asymptotic form ∝ exp(iz). With this replacement, M 1,1 becomes
Figure 3 shows polar plots of Φ + = q + cos(θ − θ r ). Depending on τ and θ r the phase Φ + can exhibit either one or three points of stationary phase. The arrows in Fig. 3 are drawn along radials which are perpendicular to the curves, which correspond to points of stationary phase. Comparing the polar plots of Fig. 1 and Fig. 3 it is apparent that multiple stationary points arise from the non-convexity of the q + curve. In contrast the q − curve is always convex and therefore the phase Φ(q − ) always shows only a single stationary point. The right panels in Fig. 3 correspond to observation angles (θ r ) such that two stationary points are about to merge and disappear leaving only one stationary point. These observation angles correspond to the white lines in Fig. 2 and give a rough estimate of the size of the intense areas there. All three stationary phase points merge at a value of τ = τ crit . The lower left panel in Fig. 3 shows Φ + for τ near τ crit , corresponding to the narrowest beams in Fig. 2 .
The boundary between one and three stationary points in τ -θ r space can be mapped out as the locus of points at which both the first and second derivatives of the phase Φ + vanishes. This boundary is symmetric in , which is consistent with the electron probability times r increasing as r 1/2 . A radial plot (Fig. 5 ) of the radial component of the flux times r as a function of θ r shows that the peak flux times r rises proportionally to r 1/2 while at the same time the peak narrows, as it must for the total integral to be fixed. Thus the stationary phase analysis accounts for the angular widths of the intense regions of Fig. 2 ; they are determined by the transition from three points to one point of stationary phase. In turn this is where both the first and second derivatives of the phase vanish, which is the criterion for the white lines in Fig. 2 . We have verified that the angular integral of the radial component of the flux times r is in fact independent of r. A more complete treatment of this situation requires Airy functions to account for the cubic variation of the phase in this region. The case of τ = π/4, corresponding to α = β is a singular case for which the stationary phase arguments here do not apply. There is an analytic result in this case which accounts for the isotropic electron probability and the anisotropic polarization.
Although the Green's function is not normalizable (see for example the free particle Green's function which is proportional to a Hankel function), the total flux through any closed curve surrounding the origin must be curve-independent. Fig. 5 shows that as the peak in the radial component of the coherent flux increases with r, the width of the peak narrows and the flux in other directions adjusts so that the flux integrated over a circle remains fixed with range. It is also true that integrated flux is independent of τ and k 0 . That the peaks in Fig. 5 rise linearly as r increases quadratically illustrates that the flux itself only falls off as 1/r 1/4 in the direction 3π/4. In these computations, the Green's function is always multiplied by the normalization (2πh)
2 /m so that the average value of r · F is always (2π) 3 . This has been verified numerically.
In the smooth regions of Fig 2, it can be shown that there is only a single point of stationary phase associated with Φ + . This must be combined with the single point of stationary phase associated with Φ − , and the interference of these terms accounts for spin precession and the periodicity visible in the polarization plots of Fig. 2 just beyond the regions of enhanced probability.
SUMMARY
We conclude with a discussion of length scales for the phenomenon of "electron beams" and the implications for other measurements in quantum wells. In all our results, r, has been shown in units of 1/k 0 . Experimental values of α range from ∼ 0.1 − 0.3 eVÅ in InGaAs quantum wells 33, 34 and ∼ 0.5 eVÅ in InAs quantum wells, 35 with β of the same order. Using the appropriate effective masses (∼ 0.05m o for InGaAs, ∼ 0.025m o for InAs, where m o is the free mass) this produces a length scale of 1/k 0 ≈ 40nm. Thus the scale of the plots, Fig. 2 , is about 2μm. It may be possible to image these patterns, as in Ref. 36 However, the dramatic enhancements, shown over a longer length scale for clarity, also occur on smaller scales ∼ 100 nm. For GaAs/AlGaAs α is an order of magnitude smaller, meaning the scale of Figs. 2 and 2 would be 20μm, however in this system the mean free paths frequently exceed 100μm.
37
Fig . 2 's results could be measured directly by two-contact transconductance, 26 however the highly anisotropic electron propagation dramatically affects many other properties. The local density of states near impurities has spatial structure described by the square of the position-dependent Green's function, 29 and thus the wave functions of impurities seen in scanning tunneling microscopy should be highly anisotropic. Scattering of electrons from impurities will also be highly anisotropic, yielding correspondingly anisotropic diffusive transport [in a realspace Kubo formalism for diffusive transport, 27, 28 the real-space Green's functions appear in similar combination to We have shown that highly anisotropic electron propagation (electron beams) occurs in a semiconductor quantum well at appropriate relative values of the Dresselhaus and Rashba spin-orbit fields. In addition to the fundamental consequences for properties of the quantum well, driven by the peculiar electronic structure, this system offers the intriguing possibility of altering and even redirecting the narrow electron beams of Fig. 2 by  90 o by reversing the sign of the Rashba field (α), by varying an electric field perpendicular to the quantum well.
