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論　文　の　内　容　の　要　旨
　本論文は，大量の多次元データを基本的に 2つのクラスに分類する手法を提案してその特徴を明らかにし，
さらに，有効性を実データによって明らかにしようとするものである。
　データ分類手法として，基本的な仕組みとして既往研究で提案された AdaBoostと呼ばれる特別な機械的
学習メカニズムを用いる。AdaBoostは階層的構造を持ち，複数の比較的単純な分類機構と，それら分類機
構を並列的に並べて総和をとる形で取りまとめて 2つの階層を持っ全体とし，目的とする精緻な分類を行う。
したがって，機械学習の計算が実施される場合には，各々の分類機構の学習と全体調整の学習機構が必要
となる。そのために，損失関数と呼ばれる分類の誤差を評価する関数が用いられて，逐次的な機械学習計
算の過程で損失関数値を減少させる方向に計算を実施して行くことになる。
　本研究では，従来の AdaBoostが持つ損失関数を改善するために，大きく 2種類の改善方策を取りあげた。
改善の目的は，AdaBoostが持つ例外的データへの過敏な分類結果の緩和である。調査対象の特性から本来
はグループ同士の境界があまり入り組まずに比較的滑らかであることが分かっている場合でも，AdaBoost
は対処策がない。たとえば，社会的調査データやウエブによるユーザ入力等でデータ全体としては多少の記
載ミスがあり得る場合でも，AdaBoostはミスデータを忠実にグループ分けに反映しがちである。データの
グループ分け境界が滑らかなことを反映した結果を得られるような AdaBoostが必要とされていた。第 1の
改善方策である提案手法 1は損失関数をシグモイド関数を用いて，その場合のアルゴリズムを開発したこと
である。性能評価として，ベンチマークのデータとして公開されているクレジットカード関連のデータを用
いて，もともとの AdaBoostや他の緩和手法による AdaBoostと比較した。いくつかのデータに対して分類
性能を比較した結果，全般的に提案手法 1は，他の改善型 AdaBoostと同等かそれ以上の結果を示す。
　第 2の改善手法は，損失関数の理想型であるステップ型関数の微分近似手法であるストカスティック・ノ
イズ・リアクション（SNR）技法を応用したものである。ステップ型関数は微分不可能な点を持つが，SNR
法を用いることで微分係数を必要な精度で使えるような改善型 AdaBoostを提案手法 2として提案した。そ
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れに対しても，ベンチマーク用のクレジットカード関連のデータによって，他の手法と比較し，有効性を示
した。
　さらに，2つの提案手法を使って，購入見込み客のスコアリングに用いた。つまり，使用データとして衣
料雑貨の通販会社の購入履歴データを用いて分類し，分類結果の利用方法として，マーケテイングキャン
ペーンによってアプローチするコストと効果を見積もる方法を示した。分類結果の上位何割の顧客に対し
て，どの程度のコストで広告やキャンペーンを仕掛けて行くか，といったことに利用できる。同じデータ
への他のスコアリング手法を用いた結果と比較し，提案手法それぞれの有効性を示している。
審　査　の　結　果　の　要　旨
　データ分類手法の既存の AdaBoostが持つ過度の鋭敏性に注目し，それを改善するために損失関数の関数
形に注目した手法 1をまず提案し，さらに踏み込んで，関数値ではなく関数の微分係数値の計算に注目した
改善手法 2を提案したことは，テーマへの取り組みの方向性が一貫していて好ましい。解析的な分析の余地
は残されているが，それぞれの提案手法が他の改善手法と比較して同等以上の成果を与えているのは，本分
野での貴重な貢献となっている。また，さらに提案手法を用いて，現実の購入履歴データをマーケテイング
キャンペーンに結びつけ，また，他のスコアリング手法と比較して有効性を示していることも，本分野での
貢献となっている。
　よって，著者は博士（工学）の学位を受けるに十分な資格を有するものと認める。
