Abstract. Let g be a Borcherds algebra with the associated graph G. We prove that the chromatic symmetric function of G can be recovered from the Weyl denominator identity of g and this gives a Lie theoretic proof of Stanley's expression for chromatic symmetric function in terms of power sum symmetric function. Also, this gives an expression for chromatic symmetric function of G in terms of root multiplicities of g. The absolute value of the linear coefficient of the chromatic polynomial of G is known as the chromatic discriminant of G. As an application of our main theorem, we prove that graphs with different chromatic discriminants are distinguished by their chromatic symmetric functions. Also, we find a connection between the Weyl denominators and the G-elementary symmetric functions. Using this connection, we give a Lie theoretic proof of non-negativity of coefficients of G-power sum symmetric functions.
Introduction
Let G be a simple connected graph with vertex set I and edge set E. In [8] , Stanley introduced the chromatic symmetric function X G of G as a symmetric function generalization of the chromatic polynomial of G. In this paper, we study the relation between chromatic symmetric functions and Borcherds algebras. Borcherds algebras were introduced by R. Borcherds in [3] which are a natural generalization of Kac-Moody Lie algebras. Our definition of Borcherds algebras follows the approach of [5] , in particular, the simple roots α i , i ∈ I are linearly independent. Further, let G be the graph of g; fix a tuple of non-negative integers k = (k i : i ∈ I) such that k i ≤ 1 for i ∈ I re and 1 < |supp(k)| < ∞. In [2] , the connection between the k-chromatic polynomial of G and the root multiplicities of g has been studied. In particular, the following theorem from [2] expresses the generalized k-chromatic polynomial in terms of certain root multiplicities of g. Since, the chromatic symmetric functions are generalization of chromatic polynomials it is natural ask for the connection between chromatic symmetric functions and Borcherds algebras. In this paper, we are interested in exploring this connection. The main tool used in the proof of Theorem 1 is following Weyl denominator identity of g from [3] and [5, Theorem 3.16] . where Ω is the set of all γ ∈ Q + such that γ is a finite sum of mutually orthogonal distinct imaginary simple roots. Note that 0 ∈ Ω and α ∈ Ω, if α is an imaginary simple root. We generalize the above identity as follows.
For an indeterminate X, we have We call this identity, the modified Weyl denominator identity and U (X) the modified Weyl denominator. We show that the chromatic symmetric function can be recovered from the modified Weyl denominator. In fact, we prove a more general result involving the monomial symmetric functions and G-symmetric functions of Stanley. Stanley [9, Proposition 2.1] proved the following connection between the chromatic symmetric functions and the G-elementary symmetric functions.
We prove that the function T (x, v) can be recovered from the modified Weyl numerator. This implies that the chromatic symmetric function can be recovered from the modified Weyl denominators. Let X 1 , X 2 , . . . be a commuting family of indeterminate and consider the modified Weyl denominators U (X i ) associated with these indeterminates. We prove that the function T (x, v) can be recovered from ∞ i=1 U (X i ) using Lie theoretic ideas which gives an alternate proof to the above proposition. Also, using the modified Weyl denominator identity, we will prove the following expression for the chromatic symmetric function in terms of root multiplicities of the Borcherds algebra g which is an extension of Theorem 1 to the case of chromatic symmetric functions.
Theorem 2. Let G be the graph of a Borcherds algebra g. For a fixed tuple of non-negative integers k = (k i : i ∈ I) such that k i ≤ 1 for i ∈ I re and 1 < |supp(k)| < ∞ we have
whereJ is the underlying set of the multiset J.
Corollary.
where L G is the bond lattice of G.
We have assumed that the graph G is connected and so the vertex set I itself is an element of L G and has partition type (n), where n is the number of vertices of G. The absolute value of the linear coefficient of the chromatic polynomial of G is known as the chromatic discriminant of the G [7, 1] . Equation (1.1) implies that the chromatic discriminant of G is equal to the dimension of the root space g β , where β is the sum of all simple roots. The preceding corollary gives the following interesting connection between the chromatic discriminant and the chromatic symmetric function of G.
This proposition has the following important corollary.
Corollary. Let G 1 and G 2 be two graphs of order n with unequal chromatic discriminants then X G 1 = X G 2 . i.e., Graphs with different chromatic discriminants are distinguished by chromatic symmetric functions.
In general, the chromatic symmetric function need not distinguish non-isomorphic graphs. For example, in [8, Fig. 1 ] Stanley has constructed two non-isomorphic trees with equal chromatic symmetric functions. We note that both of these graphs have the same chromatic discriminant. The above corollary gives a sufficient condition for the graphs to be distinguished by their chromatic symmetric functions. Using [10, Proposition 1.4], we get a Lie theoretic proof of the following theorem of Stanley [8] .
As an application, we give a Lie theoretic proof to the following theorem which talks about the non-negativity of the coefficients in the G-power sum symmetric functions. The following theorem is proved in [9, Theorem 2.3].
Theorem 4. The G-power sum symmetric function p G λ is a polynomial with non-negative integral coefficients.
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2.
Borcherds algebras and the modified denominator identity 2.1. Borcherds algebras. We recall the definition of Borcherds algebras; also called generalized Kac-Moody algebras. For more details, we refer the reader to [3, 5, 6 ] and the references therein. A real matrix A = (a ij ) i,j∈I indexed by a finite or countably infinite set, which we identify with I = {1, . . . , n} or Z + , is said to be a BorcherdsCartan matrix if the following conditions are satisfied for all i, j ∈ I:
Recall that a matrix A is called symmetrizable if there exists a diagonal matrix D = diag(ǫ i , i ∈ I) with positive entries such that DA is symmetric. Set I re = {i ∈ I : a ii = 2} and I im = I\I re . The Borcherds algebra g = g(A) associated to a Borcherds-Cartan matrix A is the Lie algebra generated by e i , f i , h i , i ∈ I with the following defining relations:
Remark. If i ∈ I is such that a ii = 0, the subalgebra spanned by the elements h i , e i , f i is a Heisenberg algebra and otherwise this subalgebra is isomorphic to sl 2 (possibly after rescaling e i and h i ).
We collect some elementary properties of Borcherds algebras; see [5, Proposition 1.5] for more details and proofs. We have that g is Z I -graded by giving h i degree (0, 0, . . . ), e i degree (0, . . . , 0, 1, 0, . . . ) and f i degree (0, . . . , 0, −1, 0, . . . ) where ±1 appears at the i-th position. For a sequence (n 1 , n 2 , . . . ), we denote by g(n 1 , n 2 , . . . ) the corresponding graded piece; note that g(n 1 , n 2 , . . . ) = 0 unless finitely many of the n i are non-zero. Let h be the abelian subalgebra spanned by the h i , i ∈ I and let E the space of commuting derivations of g spanned by the D i , i ∈ I, where D i denotes the derivation that acts on g(n 1 , n 2 , . . . ) as multiplication by the scalar n i . Note that the abelian subalgebra E ⋉ h of E ⋉ g acts by scalars on g(n 1 , n 2 , . . . ) and we have a root space decomposition:
Denote by ∆ := {α ∈ (E ⋉ h) * \{0} | g α = 0} the set of roots, and by ∆ + the set of roots which are non-negative integral linear combinations of the α ′ i s, called the positive roots. The elements in Π are called the simple roots; we call Π re := {α i : i ∈ I re } the set of real simple roots and Π im = Π\Π re the set of imaginary simple roots. One of the important properties of Borcherds algebras is that ∆ = ∆ + ⊔ −∆ + and
Moreover, we have a triangular decomposition
where n + (resp. n − ) is the free Lie algebra generated by e i , i ∈ I (resp. f i , i ∈ I) with defining relations
Given (2.1) we have
Finally, given γ = i∈I n i α i ∈ Q + (only finitely many n i are non-zero), we set ht(γ) = i∈I n i .
We denote by R = Q ⊗ Z R the real vector space spanned by ∆. There exists a symmetric bilinear form on R given by (α i , α j ) = ǫ i a ij for i, j ∈ I. For i ∈ I re , define the linear isomorphism s i of R by
The Weyl group W of g is the subgroup of GL(R) generated by the simple reflections s i , i ∈ I re . Note that W is a Coxeter group with canonical generators s i , i ∈ I re and the above bilinear form is W -invariant. We denote by ℓ(w) = min{k ∈ N : w = s i 1 · · · s i k } the length of w ∈ W and w = s i 1 · · · s i k with k = ℓ(w) is called a reduced expression. We denote by ∆ re = W (Π re ) the set of real roots and ∆ im = ∆\∆ re the set of imaginary roots. Equivalently, a root α is imaginary if and only if (α, α) ≤ 0 and else real. We can extend (., .) to a symmetric form on (E ⋉ h) * satisfying (λ, α i ) = λ(ǫ i h i ) and also s i to a linear isomorphism of (E ⋉ h) * by
Let ρ be any element of (E ⋉ h) * satisfying 2(ρ,
We define a special grading on g as follows. Consider the abelian semi-group Q[X] of polynomials with coefficients from the root lattice Q under the polynomial multiplication, then Q
Definition. Let L G (k) be the weighted bond lattice of G, which is the set of J = {J 1 , . . . , J k } satisfying the following properties:
(i) J is a multiset, i.e. we allow J i = J j for i = j (ii) each J i is a multiset and the subgraph spanned by the underlying set of J i is a connected subgraph of G for each 1 ≤ i ≤ k and (iii) the disjoint union
For J ∈ L G (k) we denote by D(J i , J) the multiplicity of J i in J and set mult(β(J i )) = dim g β(J i ) , where β(J i ) = α∈J i α.
We record the following lemma from [2, Lemma 3.4] which will be needed later. Lemma 1. Let P(k) be the collection of sets γ = {β 1 , . . . , β r } (we allow β i = β j for i = j) such that each β i ∈ ∆ + and
multicoloring and k-chromatic symmetric functions
In this section, we associate a graph G to a given Borcherds algebra g and establish a connection between the root multiplicities and k-chromatic symmetric function of G. The main results of this section are Theorem 2 and its applications.
3.1.
For a given Borcherds algebra g we associate a graph G as follows: G has vertex set I, with an edge between two vertices i and j iff a ij = 0 for i, j ∈ I, i = j. Note that G is a simple (finite or infinite) graph which we call the graph of g. The edge set of G is denoted by E(G) and (i, j) denotes the edge between the nodes i and j. A finite subset S ⊆ I is said to be connected if the corresponding subgraph generated by S is connected.
3.2.
In this subsection, we discuss the notion of a k− multicoloring of a given graph, which is a generalization of the well-known graph coloring. For more details about the graph multicoloring of a graph, we refer to [2, 4] .
For any finite set S, let P(S) be the power set of S. For a tuple of non-negative integers k = (k i : i ∈ I), we define supp(k) = {i ∈ I : k i = 0}.
Definition. Let k = (k i : i ∈ I) a tuple of non-negative integers such that |supp(k)| < ∞. We call a map τ : I → P N a proper vertex multicoloring of G associated to k if the following conditions are satisfied:
It means that no two adjacent vertices share the same color. Note that k i = 1 for i ∈ I corresponds to the ordinary graph coloring of the graph G. The number of k-multicoloring of G using q colors is counted by the number of k-multicolorings τ such that τ (i) ⊂ {1, 2, . . . , q} ∀ i ∈ I. It is well known that this number is a polynomial in q, called the generalized chromatic polynomial π G k (q). The generalized chromatic polynomial has the following well-known description.
We denote by P k (k, G) the set of all ordered k-tuples (P 1 , . . . , P k ) such that: (i) each P i is a non-empty independent subset of I, i.e. no two vertices have an edge between them; and (ii) the disjoint union of P 1 , . . . , P k is equal to the multiset {α i , . . . , α i
Then we have
Remark. There is a close relationship between the ordinary chromatic polynomials and the generalized chromatic polynomials. We have
where π
(q) is the chromatic polynomial of the graph G(k) and k! = i∈I k i !. The graph G(k) is the join of G with respect to k which is constructed as follows: For each j ∈ supp(k), take a clique (complete graph) of size k j with vertex set {j 1 , . . . , j k j } and join all vertices of the r-th and s-th cliques if (r, s) ∈ E(G).
3.3.
In this subsection, we discuss the notion of a k-chromatic symmetric function of a given graph, which is a generalization of the well-known chromatic symmetric function. For more details about the chromatic symmetric function of a graph we refer to [8] .
Definition. Let τ be a k-multicoloring of G, we define X(τ ) = i ∈ I m ∈ τ (i) X m . The k-chromatic symmetric function, denoted by X k G , is defined as follows:
We have the following expression for k-chromatic symmetric function whose proof is immediate from the definition. We note that, this is the extension of (3.1) to the case of chromatic symmetric functions.
4. G-symmetric functions and the denominator identity of Borcherds algebras 4.1. In this subsection, we define the stable part of the modified denominator identity. We prove that the stable part of the modified denominator identity is same as the G-analogues of the elementary symmetry function. A subset S of the vertex set I is said to be stable or independent if there exists no edge between any two elements of S. A maximum independent set is an independent set of largest possible size for G. This size is called the independence number of G, and denoted by α(G).
For a Weyl group element w ∈ W , we fix a reduced word w = s i 1 · · · s i k and let I(w) = {α i 1 , . . . , α i k }. Note that I(w) is independent of the choice of the reduced expression of w. For γ ∈ Ω, we set I(γ) = {α ∈ Π im : α is a summand of γ}. A pair (w, γ) ∈ W × Ω is said to be stable if I(w) ∪ I(γ) is a stable set and we define l((w, γ)) = l(w) + ht γ. Let S(G) be the set of all stable subsets of G, then it is clear that there exists a bijection f between the set S(G) and {(w, γ) ∈ W × Ω : (w, γ) is stable} satisfying l(f (S)) = |S|. Given this definition, the Weyl denominator can be rewritten as
where ǫ(w, γ) = (−1) ℓ(w) (−1) ht(γ) .
We define U 1 to the stable part of the Weyl denominator U . The stable part U 1 (X) of the modified Weyl denominator U (X) can be defined similarly. Stanley [9] defined the G-analogue of the ith elementary symmetry function as follows.
where S ranges over all i-element stable subsets of the vertex set I of G.
We want to find a relation between e G i the stable part of the Weyl denominator U . First, we will investigate the term e w(ρ−γ)−ρ that are appearing in U . The following lemma can be seen in [2, Lemma 3.6].
Lemma 2. Let w ∈ W and γ ∈ Ω. We write ρ − w(ρ) + w(γ) = α∈Π b α (w, γ)α. Then we have
is not independent, then there exists α ∈ Π re such that b α (w, γ) > 1. Now, given this lemma, it is easy to see that
where α(G) is the independence number of G. In particular, we have
This shows that e G k can be obtained from the Weyl denominator.
.
. Again, by Lemma 2, it is easy to see that
Definition. Let S = {S 1 , S 2 , . . . , S k } be partition of the vertex set I such that
We say that S is stable if its parts S i are stable subsets of G for 1 ≤ i ≤ k. The set of all stable partitions of G is denoted by SP (G). A number partition λ = (λ 1 , . . . , λ k ) is said to be a stable number partition of
The set of all stable number partition of the graph G is denoted by SN P (G). It is clear that the map φ that maps S = {S 1 , S 2 , . . . , S k } to λ S = (|S 1 |, |S 2 |, . . . , |S k |) is a bijection between the sets SP (G) and SN P (G).
Proposition 4.
With the notations as above, we have
From Lemma 2, we get
This implies that,
where e(S) = e − α∈S α .
Using the above defined bijection f between the set S(G) and {(w, γ) ∈ W × Ω : (w, γ) is stable} we get, Right hand side of the above equation =
where e(S 1 , S 2 , . . . ,
Next, we will prove that the chromatic symmetric function can be obtained from the modified Weyl denominator. It is already follows from Proposition 4 using Proposition 1. We give a Lie theoretic proof using Lemma 2.
Proposition 5. Fix a tuple of non-negative integers
Proof. The required coefficient is equal to
where the sum ranges over all k-tuples ((w 1 , γ 1 ), (w 2 , γ 2 ), . . . , (w k , γ k )) ∈ (W × Ω) k such that
• (w i , γ i ) is stable for all 1 ≤ i ≤ k,
• I(w 1 )∪ · · ·∪ I(w k ) = {α i : i ∈ I re , k i = 1},
• I(γ 1 )∪ · · ·∪ I(γ k ) = {α i , α i , . . . , α i k i −times : i ∈ I im },
• I(w i ) ∪ I(γ i ) = ∅ for each 1 ≤ i ≤ k,
It follows that I(w 1 ) ∪ I(γ 1 ), . . . , I(w k ) ∪ I(γ k ) ∈ P k k, G and each element is obtained in this way. So the sum ranges over all elements in P k (k, G). Since w 1 · · · w k is a subword of a Coxeter element we get (−1) ℓ(w 1 ···w k ) = (−1) |{i∈I re :k i =1}| , and hence
Now, Proposition 3 finishes the proof.
4.2.
In this subsection, using the modified Weyl denominator identity, we will derive an expression for chromatic symmetric function in terms of root multiplicities of Borcherds algebras. Proposition 5 and 1.3 together imply that the k-chromatic symmetric function X G k is given by the coefficient of e −η(k) in (−1)
This product is equal to, Let P = {α 1 , α 2 , . . . , α k } be an element of the lattice P(k). We assume that each α i occurs D(α i , P ) times in P . The coefficient of e −D(α,P )α i in 
