Abstract. Let 1 < p < ∞, p = 2. We prove that if d ≥ dp is sufficiently large, and A ⊆ R d is a measurable set of positive upper density then there exists λ0 = λ0(A) such for all λ ≥ λ0 there are x, y ∈ R d such that {x, x + y, x + 2y} ⊆ A and |y|p = λ, where ||y||p
Introduction.
A main objective of Ramsey theory is the study of geometric configurations in large but otherwise arbitrary sets. A typical problem in this area reads as follows: given a set S, a family F of subsets of S and a positive integer r, is it true that any r-colouring of S yields some monochromatic configuration from F? More precisely, for any partition of S = S 1 ∪ · · · ∪ S r into r subsets, does there exist i ∈ {1, 2, · · · , r} and F ∈ F such that F ⊆ S i ? In discrete (respectively Euclidean) Ramsey theory S is generally Z d (respectively R d ), and sets in F are geometric in nature. For example, if X is a fixed finite subset of R d , such as a collection of equally spaced collinear points or vertices of an isosceles right triangle, then F = F(X) could be the collection of all isometric copies or all homothetic copies of X in S. A colouring theorem refers to a choice of S and F for which the answer to the above-mentioned question is yes. Such theorems are often consequences of sharper, more quantitative statements known as density theorems. A fundamental result with S = N = {1, 2, · · · } is Szemerédi's theorem [13] , which states that if E ⊆ N has positive upper density, i.e., lim sup N →∞ |E ∩ {1, · · · , N }| N > 0, then E contains a k-term arithmetic progression for every k. This in particular implies van der Waerden's theorem [14, 9] , which asserts that given r ≥ 1, any r-colouring of N must produce a k-term monochromatic progression, i.e., a homothetic copy of {1, 2, · · · , k}.
In this note, we will be concerned with strong density theorems in S = R d , with similar implications to colouring problems. A basic and representative result in the field states that for any d ≥ 2, a set A ⊆ R d of positive upper Banach density contains all large distances. i.e., for every sufficiently large λ ≥ λ 0 (A) there are points x, x + y ∈ A such that ||y|| 2 = λ. Recall that the positive upper Banach density of A is defined as Replacing lim sup in the above definition with lim inf leads to the definition of the lower Banach density δ(A). The result quoted above was obtained independently, along with various generalizatons, by a number of authors, for example Furstenberg, Katznelson and Weiss [6] , Falconer and Marstrand [5] , and Bourgain [1] . In the notation of the previous paragraph, this result addresses the situation where X is a two-point set and F(X) is enlarged to allow for expansions as well. The conclusion ensures existence of configurations in a very strong sense, namely for all sufficiently large dilates of X instead of merely some.
A natural question to ask is whether similar statements exist that involve a configuration with a greater number of points. If one looks for some large dilate of a given configuration, such results are well-known in the discrete regime of the integer lattice, under suitable assumptions of largeness on the underlying set. These results can often be translated to existence of configurations in the Euclidean setting as well. For instance, Roth's theorem [12] in the integers states that a subset of Z of positive upper density contains a three-term arithmetic progression {x, x + y, x + 2y} and it easily implies that a measurable set A ⊆ R of positive upper density contains a three-term progression whose gap size can be arbitrarily large. Results ensuring all sufficiently large dilates of a configuration in a set of positive Banach density are typically more difficult. Bourgain [1] shows that if X is any non-degenerate k-point simplex in
, then any subset of R d of positive upper Banach density contains a congruent copy of λX for all sufficiently large λ.
On the other hand, a simple example given in [1] shows that there is a set A ⊆ R d in any dimension d ≥ 1, such that the gap lengths of all 3-progressions in A do not contain all sufficiently large numbers. In other words, the result of [1] is false for the degenerate configuration X = {0, e 1 , 2e 1 }, where e 1 is the canonical unit vector in the x 1 -direction. More precisely, the counterexample provided in [1] is the set A of points x ∈ R d such that |||x|| 2 2 − m| ≤ (for some ℓ ∈ N) for any progression {x, x + y, x + 2y} ⊆ A. Thus the squares of the gap lengths are restricted to lie close to the half-integers, and therefore cannot realize all sufficiently large numbers.
The counterexample above has an interesting connection with a result in Euclidean Ramsey theory due to Erdös et al [4] . Let us recall [8] that a finite point set X is said to be Ramsey if for every r ≥ 1, there exists d = d(X, r) such that any r-colouring of R d contains a congruent copy of X. A result in [4] states that every Ramsey configuration X is spherical, i.e., the points in X lie on an Euclidean sphere. (The converse statement is currently an open conjecture due to Graham [8] ). Since a set of three collinear points is non-spherical, it is natural to ask whether Bourgaintype counterexamples exist for any non-spherical X. This question was posed by Furstenberg and answered in the affirmative by Graham [8] . We state his result below for convenience. Theorem 1.1 (Graham [8] ). Let X be a finite non-spherical set. Then for any d ≥ 2, there exists a set A ⊆ R d withδ(A) > 0 and a set Λ ⊂ R with δ(Λ) > 0 so that A contains no congruent copy of λX for any λ ∈ Λ.
It is interesting to observe that while Bourgain's counterexample prevents an existence theorem for three term arithmetic progressions of all sufficiently large Euclidean gaps, it does not exclude the validity of such a result when the gaps are measured using some other metric on R d that does not obey the parallelogram law. The aim of this note is to prove that such results do indeed exist for the l p metrics ||y|| p := (
In this sense, a counterexample as described above is more the exception rather than the rule.
Variations of our arguments also work for other metrics given by specific classes of positive homogeneous polynomials of degree at least 4 and those generated by symmetric convex bodies with special structure. Results of the first type were obtained in the finite field setting by the first two authors [2] . Also, the arguments here can be applied to obtain similar results for certain other degenerate point configurations. We hope to pursue these extensions elsewhere.
Main results
Theorem 2.1. Let 1 < p < ∞, p = 2. Then there exists a constant d p ≥ 2 such that for d ≥ d p the following holds. Any measurable set A ⊆ R d of positive upper Banach density contains a three-term arithmetic progression {x, x + y, x + 2y} ⊆ A with gap ||y|| p = λ for all sufficiently large λ ≥ λ(A).
Remarks:
(a) The result is sharp in the range of p. Easy variants of the example in [1] show that Theorem 2.1 and in fact even the two-point results of [6, 1, 5 ] cannot be true for p = 1 and p = ∞. (d) Since three collinear points do not lie on an l p -sphere for any p ∈ (1, ∞), Theorem 2.1 shows that a result of the type Theorem 1.1 is in general false for an l p -sphere if p = 1, 2, ∞. Thus any connection between Ramsey-like properties and the notion of sphericality appears to be a purely l 2 phenomenon.
2.1. Overview of proof. We describe below the main elements of the proof. Details will be provided in subsequent sections.
Our main observation is a stronger finitary version of Theorem 2.1 for bounded measurable sets.
For any lacunary sequence 1 < λ 1 < . . . < λ J ≪ N with λ j+1 ≥ 2λ j and J ≥ J(δ), there exists a three term arithmetic progression {x,
Proof of Theorem 2.1. Theorem 2.2 implies Theorem 2.1. Indeed, assume that Theorem 2.1 does not hold. Then there exists an infinite sequence {λ j } ∞ j=1 ⊆ N such that λ j = ||y|| p for any j and any y which is the gap of a 3-progression contained in A. Without loss of generality the sequence may be assumed to be lacunary, i.e. λ j+1 ≥ 2λ j for all j. After setting δ = δ(A)/2, fix any sufficiently large J = J(δ) and any sufficiently large box B N of size N = N (δ, λ J ) on which the density of
2.1.1. A counting function and its variants. For the rest of the paper we fix a finite exponent p > 1, p = 2, and for simplicity of notation write |y| = ||y|| p . We start by counting three term arithmetic progressions P = {x, x + y, x + 2y} contained in A via a positive measure σ λ supported on the l p -sphere S λ = {y ∈ R d ; |y| = λ}. Let f := 1 A be the indicator function of a measurable set
As is standard in enumerating configurations, we introduce the counting function
Clearly if N λ (f ) > 0 then A must contain a 3-progression x, x + y, x + 2y with |y| = λ. We will define the measure σ λ via the oscillatory integral
It is well-known (see [10] , Ch.2) that the above oscillatory integral defines an absolutely continuous measure with respect to the surface area measure on S λ whose density function is |∇Q(y)| −1 with Q(y) = |y| p . The normalizing factor λ −d+p is inserted to ensure that σ λ (S λ ) = σ 1 (S 1 ) > 0, which is independent of λ.
Let ψ be a Schwarz function such that 0 ≤ ψ ≤ 1, ψ(0) = 1 and ψ ≥ 0 is compactly supported. Define the quantity
Note that by scaling
hence ω λ is compactly supported on B(0; Cλ) with
When the subscript is omitted it should be assumed that λ = 1. Also define
The first step is to show that this quantity is large.
Then there exists a constant c(δ) > 0 depending only on δ such that for 0 < λ ≪ N ,
As we will see in Section 3, the proof of this proposition is in essence Roth's theorem adapted to the Euclidean setting (see [1] ).
Next, we define a variant of M λ indexed by a small ε > 0 which is a good approximation to N λ (f ). Let
It is easy to see that
We establish the error estimate
, 1] and let 0 < ε < 1. Then there exist constants γ = γ p > 0 and C p,d > 0 both independent of λ such that for 0 < λ ≪ N ,
The proof of Proposition 2.2 is based on two facts that may be of independent interest. The first is an inequality showing that the so-called U 3 -uniformity norm of Gowers [7] controls expressions like N λ (f ). Let us recall the definition of the U 3 norm for a compactly supported bounded measurable function g: 
While it is not apriori clear how to define the U 3 -norm of the measure σ defined in (2.2), we note that ω ε → σ weakly as ε → 0. To prove (2.12), we first establish that {ω η } is a Cauchy sequence with respect to the U 3 -norm and then define σ − ω ǫ
We also show that
where the constant C p,d has the same behaviour as described in Proposition 2.2.
Let us note in passing that (2.12) and (2.13) yield (2.11) with γ = 1/(8r p ). The proof of Lemma 2.4 uses in an essential way that on R d the norm is defined by the expression |y| p = i |y i | p for some p > 1, p = 2. In particular, a pivotal role is played by the fact that, for p = 1, 2 and x, x + y, x + 2y ∈ R d + ,
does not vanish identically. It is worth remarking that this part of the argument fails both for the standard Euclidean norm and the l 1 -norm. Indeed, estimate (2.13) does not hold for either the l 2 or the l 1 -metric.
Multilinear Calderón-Zygmund singular integral operators.
The final ingredient in the proof of Theorem 2.2 is an estimate given in [11] for certain multilinear operators similar to the bilinear Hilbert transform. In order to describe the form in which we need this estimate, let us fix 0 < ǫ ≪ 1 and define the constant c 1 (ǫ) as follows,
We see below in Lemma 4.1 that c 1 (ε) ≈ 1, i.e. is bounded by two positive constants depending only on the dimension d. Write k ε (y) := ω ε λ (y) − c 1 (ε) ω λ j (y), and
so that by (2.14) one has the cancellation property
The key estimate concerning the operator E λ is the following:
Proposition 2.5. Suppose that {λ j : 1 ≤ j ≤ J} is a lacunary sequence (finite or infinite) with λ j+1 ≥ 2λ j for all j. Then for any f :
where the constant C ǫ depends only on the quantity ǫ used to define E λ and, in particular, is independent of f and the number J of elements in the lacunary sequence.
We provide details of this result in Section 5.
Proof of Theorem 2.2. Assuming Propositions 2.1, 2.2 and 2.5 for now, the proof proceeds by contradiction. Assume that there exist arbitrarily large N , a measurable set A ⊆ [0, N ] d with |A| ≥ δN d , and a sequence of non-admissible progression gaps λ 1 < λ 2 < · · · < λ J ≪ N for some J ≥ J(δ), such that N λ j (f ) = 0 for f = 1 A . The sequence may be chosen to be lacunary, and J may be assumed to be arbitrarily large as well, by choosing N large enough. Thus, for 1 ≤ j ≤ J,
In view of this, Propositions 2.1, 2.2, and recalling that c 1 (ǫ) ≈ 1, we find that for some sufficiently small ǫ depending on p, d and δ, the inequality
holds for every 1 ≤ j ≤ J. Squaring both sides and summing over all j ≤ J yields, after an application of Proposition 2.5 with f = 1 A ,
This implies that J ≤ C p,d,δ , contradicting the hypothesis that J can be chosen arbitrarily large.
The main term
We now set about proving the main propositions leading up to the theorem. In this section we prove Proposition 2.1 via an application of Roth's theorem on compact abelian groups (see [1] , Split f into pieces restricted to each box. More precisely, define
The non-negativity of f implies the bound 
. After a change of variable (x, y) → 10ℓ(x, y), each summand on the right hand side of (3.2) may be written as
Note that the support assumptions on the g i dictate that the integrand is supported on [− 
for some index i then Roth's theorem on compact abelian groups would imply that for such an index
where c 0 (d, η) > 0 is a constant uniform in i but depending only on d and η. We prove below in Lemma 3.1 that (3.3) holds with η = δ(10) −d /2 for at least δL/2 indices i. Summing over all these indices in (3.2) then leads to the bound
as claimed. for at least δL/2 indices i.
Proof. This is a simple pigeonholing argument. Let I denote the number of indices i for which the integral inequality in (3.3) holds. After a scaling change of variable, this is the same set of indices i for which [ 
On the other hand, 0
Combining the lower bound in (3.4) with the upper bound in (3.5) and recalling that L = N d /ℓ d leads to the claimed statement.
Error estimates
As indicated in the introduction, our main objective here is to prove Proposition 2.2, which is a direct consequence of Lemma 2.3 and 2.4. Before turning our attention to the proof of these lemmas, let us first make the simple but important observation that ω ε (y) dy ≈ 1 uniformly for sufficiently small ε > 0. Let ν p := {y; |y| p ≤ 1} , then by homogeneity {y; |y| p ≤ η} = ν p η d . This fact was used in the proof of Theorem 2.2 in order to bound from below the main term c 1 (ǫ)M λ j (f ).
Lemma 4.1. There exist constants 0 < c 1 < c 2 depending only on the function ψ and the parameter d and p such that 
uniformly for 0 < ε ≤ 1/10d as p > 1. Similarly, as 0 ≤ ψ ≤ 1 and ψ is supported on (−2, 2),
Since ω ε (y) is invariant under reflections to the coordinate hyperplanes we have that
and the above lemma holds for χ + (y)ω ε (y) as well.
To prove Lemma 2.3 we need the following result.
where the implicit constant depends only on d.
Proof. The proof involves several changes of variables and successive applications of the CauchySchwarz inequality. Set
Applying the Cauchy-Schwarz inequality in the x integration to get
Use the substitution y ′ = y + h followed by the substitution x → x − y, and define
for a generic complex valued function F . Then one may write
The integrals in y, h may be restricted to a region with |y|, |h| λ due to the support of g. Then another application of Cauchy-Schwarz in the x and h integration gives
Again use the substitutions y ′ = y + k and x → x − y in turn to get
One final application of the Cauchy-Schwarz inequality in x and h and k integration gives
The x integration may be carried out, and the applying the substitution y ′ → y + l gives the final form
where ∆ h,k,l is well defined as the composition of the operators ∆ h , ∆ k , and ∆ l . The integral is easily verified to be g 8 U 3 , which completes the proof.
Proof of Lemma 2.3. As indicated in the introduction, the right hand side of (2.12) is to be interpreted as
Since the integral representation of
is of the form (4.2), we may apply Lemma 4.2 with g(y) = ω
Since ω ǫ λ is a rescaled version of ω ǫ := ω ǫ 1 , scaling properties of the U 3 norm imply that
which leads to the claimed upper bound.
Next we turn to the proof of Lemma 2. 4 . In what follows we assume that λ and N ≫ λ are fixed, and f is the characteristic function of a set A ⊂ [−N, N ] d with measure δN d . First we need an estimate for one-dimensional scalar oscillatory integrals of the following type.
For a smooth cut-off function φ on R, let φ + be its restriction to the positive real numbers and define the integral
where ∆ h,k,l is defined via iterated compositions of ∆ h as described in (4.3) and the proof of Lemma 4.2. Then there exists a constant r = r(p) > 0 such that
One may take r(p) = p + 1 for 1 < p < 2, and r(p) = 2p − 1 for p > 2. The constant C p is finite in the indicated range of p, and tends to infinity as p → 1 or 2.
Proof. Replacing y + h by a new variable y ′ , the integral I(t) may be rewritten as
The reason we can write ψ k,l (y) in this form is that y, y + k, y + l, y + k + l are all positive on the support of △ k,l φ + .
It is clear that I k,l (η) is uniformly bounded, hence I(t) receives small contribution from regions where at least one of the integration variables k, l is small. For a small parameter 0 < η < 1 to be chosen later, we may therefore write
We now estimate the integral I k,l (t) for fixed k, l assuming |k|, |l| ≥ η. Introducing a smooth partition of unity, we have I k,l (t) = I ′ k,l (t) + J k,l (t), where the domain of integration of I ′ k,l (t) ranges over those y for which at least one of the quantities y, y + k, y + l, y
For J k,l (t) one may write, using Taylor's remainder formula
Therefore its derivative is given by
By our assumptions, we have that η y + uk + sl 1, uniformly for 0 ≤ u, s ≤ 1, and also that |k|, |l| η. Thus for p > 1, p = 2,
with an implicit constant independent of k and l. Then, writing ψ = ψ k,l and χ for the amplitude, integration by parts yields with r(p) = r ′ (p) + 1 = max(p + 1, 2p − 1) and the lemma follows.
Proof of Lemma 2.2. By the triangle inequality
where χ i is the indicator function of the ith orthant of R d . Since both σ and ω ǫ are invariant under reflections about the coordinate hyperplanes, it suffices to estimate ||χ + (σ − ω ǫ )|| , with r = r(p) given in (4.6). Inserting this bound into (4.9), we complete the estimation as follows, t |ψ(ηt)) − ψ(εt)| |t| which is bounded uniformly in η provided that η ≪ ǫ and d > 8r.
A result from time-frequency analysis
Here we will prove Proposition 2.5 by using the main result of [11] . The necessary verifications of the hypotheses of [11] will be done subsequently.
