Abstract. We consider a model for random walks on random environments (RWRE) with random subset of Z d as the vertices, and uniform transition probabilities on 2d points (two "coordinate nearest points" in each of the d coordinate directions). We prove that the velocity of such random walks is almost surely 0, and give partial characterization of transience and recurrence in the different dimensions. Finally we prove Central Limit Theorem (CLT) for such random walks, under a condition on the distance between coordinate nearest points.
1. Introduction
Background.
Random walk on random environments is the object of intensive mathematical research for more then 3 decades. It deals with models from condensed matter physics, physical chemistry, and many other fields of research. The common subject of all models is the investigation of movement of particles in an inhomogeneous media. It turnes out that the randomness of the media (i.e. the environment) is responsible for some unexpected results, especially in large scale behavior. In the general case, the random walk takes place in a countable graph (V, E), but the most investigated models deals with the graph of the d-dimensional integer lattice, (i.e. V = Z d ). For some of the results on those models see [Zei04] , [BS02] , [Hug96] and [Rév05] . The definition of RWRE involves two steps: First the environment is randomly chosen by some given probability, then the random walk, which takes place on this given fixed environment, is a Markov chain with transition probabilities that depend on the environment. We note that the environment is kept fixed and does not evolve during the random walk, and that the random walk, given an environment, is not necessarily reversible. The questions on RWRE come in two major types: quenched, in which the walk is distributed according to a given typical environment, and annealed, in which the distribution of the walk is taken according to an average on the environments. The two main differences between the quenched and the annealed are: First the quenched is Markovian, while the annealed distribution is usually not. Second, in most of the models we assume some kind of translation invariance on the environments and therefore annealed is usually translation invariance while quenched is not. In contrast to most of the models for RWRE on Z d , this work deals with non nearest neighbor random walks. The subject of non nearest neighbor random walks has not been systematically studied. For results on long range percolation see [Ber02] . For literature on the subject in the one dimensional case see [BG08] , [Bré02] , [CS09] . For some results on bounded non nearest neighbors see [Key84] . For some results that are valid in that general case see [Var04] and [CFP09] . For recurrence and transience criteria for random walks on random point processes, with transition probabilities between every two points proportional to their distance, see [CFG08] . Our model also has the property that the random walk is reversible. For some results in this topic see [BBHK08] , [BP07] , [MP07] and [SS09] .
The Model.
Let Z d be the d-dimensional lattice of integers. We define Ω = {0, 1} Z d and B the Borel σ-algebra (with respect to the product topology) on Ω. Let Q be a probability measure on Ω. We assume the following about Q: Assumption 1.1.
(1) Q is stationary and ergodic with respect to each of {θ
, where e i is the i th principal axes and for x ∈ Z d we define θ x : Ω → Ω as the shift in direction x, i.e for every y ∈ Z d and every ω ∈ Ω we have θ x (ω)(y) = ω(x + y).
(2) Q(P(ω) = ∅) < 1, where P(ω) = {x ∈ Z d : ω(x) = 1}.
We denote by E = {±e i } d i=1 the set of 2d points in Z d with length 1. Let Ω 0 = {ω ∈ Ω : ω(0) = 1}, it follows from assumption 1.1 that Q(Ω 0 ) > 0. We can therefore define the probability P on Ω 0 as the conditional probability on Ω 0 of Q, i.e.:
(1.1)
We denote by E Q and E P the expectation with respect to Q and P respectively. Claim 1.2. Given ω ∈ Ω and v ∈ P(ω), for every vector e ∈ E there exist Q almost surely infinitely many k ∈ N such that v + ke ∈ P(ω).
Proof. Given ω,v and a vector e as above, since θ e is measure preserving and ergodic with respect to Q, if we define Ω v = {ω ∈ Ω : v ∈ P(ω)} then ½ Ωv ∈ L 1 (Ω, B, Q), and therefore by Birkhoff's Ergodic Theorem Consequently, there Q almost surely exist infinitely many integers such that θ k e ½ Av = 1, and therefore infinitely many k ∈ N such that v + ke ∈ P(ω).
We define for every v ∈ Z d the set N v (ω) of the 2d "coordinate nearest neighbors" in ω, one for each direction. By Claim 1.2 N v (ω) is Q almost surely a set of 2d points in Z d .
Figure 1.1. An example for nearest coordinate points
We can now define a random walk for P -almost every ω ∈ Ω 0 (on the space ((Z d ) N , G, P ω ), where G is the σ-algebra generated by cylinder functions) as the Markov chain taking values in P(ω) with initial condition P ω (X 0 = 0) = 1, (1.2) and transition probability
3) which will be called the quenched law of the random walk. We denote the corresponding expectation by E ω . Finally, since for each G ∈ G, the map
is B measurable, we may define the probability measure P = P ⊗ P ω on (
The marginal of P on (Z d ) N , denoted by P, is called the annealed law of the random walk {X n } ∞ n=0 . We denote by E the expectation with respect to P. We will need one more definition:
In order to prove high dimensional Central Limit Theorem we will assume in addition to assumption 1.1 the following: Assumption 1.4.
(3) There exists ǫ 0 > 0 such that for every coordinate direction e ∈ E, E P (f 2+ǫ 0 e ) < ∞.
Main Results.
Our main goal is to characterize these kind of random walks on random environments. The characterization is given by the following theorems:
(1) Law of Large Numbers -For P almost every ω ∈ Ω 0 , the limiting velocity of the random walk exists and equals zero. More precisely: Theorem 1.5. Define the event
(2) Recurrence Transience Classification -We give a partial classification of recurrence transience for the random walk on a discrete point process. The precise statements are: Proposition 1.6. The one dimensional random walk on a discrete point process is P-almost surely recurrent. Theorem 1.7. Let (Ω, B, P ) be a two dimensional discrete point process and assume there exists a constant C > 0 such that
which in particular holds, whenever f e i has a second moment for i ∈ {1, 2}. Then the random walk is P almost surely recurrent.
Theorem 1.8. Let (Ω, B, P ) be a d-dimensional discrete point process with d ≥ 3 then the random walk is P almost surely transient.
(3) Central Limit Theorems -We prove that one-dimensional random walks on discrete point processes satisfy a Central Limit Theorem. We also prove that in dimension d ≥ 2, under the additional assumption, assumption 1.4, the random walks on a discrete point process satisfy a Central Limit Theorem. The precise statements are: Theorem 1.9. Let d = 1 and denote e = 1 then for P almost every ω ∈ Ω 0
(1.6) Theorem 1.10. Fix d ≥ 2. Assume the additional assumption, assumption 1.4, then for
where N(0, D) is a d-dimensional normal distribution with covariance matrix D that depends only on d and the distribution of P .
Structure of the paper. Sect. 2 collects some facts about the Markov chain on environments and some ergodic results related to it. This section is based on previously known material. In Sect. 3 -4 the one dimensional case, i.e, Law of Large Numbers and Central Limit Theorem, are introduced. The Recurrence Transience classification is discussed in Sec. 5. The novel parts of the high dimensional Central Limit proofasymptotic behavior of the random walk, construction of the corrector and sublinear bounds on the corrector -appear in Sect. 6-9. The actual proof of the high dimensional Central Limit Theorem is carried out in Sect. 10. Finally Sect. 11 contains further discussion, some open questions and conjectures.
The Induced shift And The Environment Seen From The Random Walk
The content of this section is a standard textbook material. The form in which it appears here is taken from [BB07] . Even though it was all known before, [BB07] is the best existing source for our purpose.
Let us define the induced shift on Ω 0 as follows. Let f e (ω) be as in definition 1.3. By Claim 1.2 we know that f e (ω) < ∞ Q almost surely Therefore we can define the maps σ e : Ω 0 → Ω 0 by σ e (ω) = θ fe(ω) e ω.
We call σ e the induced shift.
Theorem 2.1. For every e ∈ E, the induced shift σ e : Ω 0 → Ω 0 is P -preserving and ergodic with respect to P .
Under the present circumstances, Theorem 2.1 has one important corollary: Lemma 2.2. Let B ∈ B be a subset of Ω 0 such that for almost every ω ∈ B P ω (θ X 1 ω ∈ B) = 1.
(2.1)
Then B is a zero-one event under P .
Proofs for Theorem 2.1 and Lemma 2.1 can be found in [BB07] . Our next goal will be to prove that the Markov chain on environments is ergodic. Let Ξ = Ω Z 0 and define H to be the product σ-algebra on Ξ. The space Ξ is a space of two-sided sequences -(. . . , ω −1 , ω 0 , ω 1 , . . .) -the trajectories of the Markov chain on environments. Let µ be the measure on (Ξ, H ) such that for any B ∈ B 2n+1 ,
where Λ : Ω 0 × B → [0, 1] is the Markov kernel defined by
Note that the sum is finite since for almost every ω ∈ Ω there are exactly 2d elements in N 0 (ω). µ exists and is unique by Kolmogorov's Theorem, because P is preserved by Λ, and therefore the finite dimensional measures are consistent. {θ X k (ω)} k≥0 has the same law in
Then T is measure preserving.
Proposition 2.3. T is ergodic with respect to µ.
As before, a proof can be found in [BB07] .
for P -almost all ω and P ω -almost all trajectories of (X k ) k≥0 .
Proof. Recall that {θ X k (ω)} k≥0 has the same law in E P (P ω (·)) as (ω 0 , ω 1 , . . .) has in µ.
The latter limit exists by Birkhoff's Ergodic Theorem (we have already seen that T is ergodic) and equals E µ (g) = E P (f ) almost surely. The second part is proved analogously.
Law of Large Numbers
We turn now to prove Theorem 1.5 -i.e. Law of Large Numbers for random walks on a discrete point process. For completeness we state the theorem again:
Theorem. 1.5 Define the event
Then P(A) = 1.
Proof. Using linearity, it is enough to prove that for every e ∈ E we have P(A e ) = 1, where
For every e ∈ E let f e be as in Definition 1.3. By (1.2) f e is P -a.s finite. We first prove that E P (f e ) < ∞. Assume for contradiction that E P (f e ) = ∞, since f e is positive then Taking now M to infinity we get
On the other hand, let g : Ω → {0, 1} be defined by
and therefore by Birkhoff's Ergodic Theorem
contradicting assumption 1.1. It follow that E P (f e ) < ∞, and therefore by Birkhoff Ergodic Theorem
Notice that
3) where the last equality is true since P is stationary. It therefore follows that
For e ∈ E let g e : Ω × Ω → Z be as follows:
Now, g e is measurable and using (3.4) we get
It therefore follows that for every e ∈ E, for almost every ω ∈ Ω 0 and P ω almost every random walk {X k } k≥0 , we have for
and from (2.4) this equals to
One Dimensional Central Limit Theorem
Here we prove Theorem 1.9 -i.e. Central Limit Theorem for one dimensional random walks on discrete point processes. We start by stating the theorem Theorem. 1.9 Let d = 1 and denote e = 1 then for P almost every ω ∈ Ω 0
(4.1)
Proof. We first notice that for d = 1, a random walk on a discrete point process is almost surely a simple one dimensional random walk with changed distances between points. Secondly the expectation of the distance between points, given by E P (f e ), is finite. Given an environment ω ∈ Ω 0 and a random walk {X k } k≥0 , we define the simple onedimensional random walk {Y k } k≥0 associated with {X k } k≥0 as follows: First we define
. Finally we define Y 0 = 0 and
is a simple one dimensional random walk on Z, it follows from the Central Limit Theorem that for P almost every ω ∈ Ω 0
We now turn to define for every ω ∈ Ω the points of the environment. For every n ∈ Z let t n be the n th place on the grid with a point, i.e. t 0 = 0,
n > 0, and
For every a > 0 we have
where the last equality holds since this sequence contain the same elements as the sequence in (3.2) and every element in the original sequence appears only a finite number of times, therefore those sequences have the same partial limits, and the original sequence (the one in (3.2)) converges. By the same argument for every a ∈ R we have that
Using (4.3) and the fact that lim n→∞ Yn √ n exists and finite P almost surely, we get that
and therefore
where Φ is the standard normal cumulative distribution function. Finally, we notice that
and therefore we conclude that
as required.
Transience and Recurrence
Before we continue the discussion on Central Limit Theorem in higher dimensions, we turn to deal with transience and recurrence of random walks on discrete point processes.
5.1. One-dimensional case.
Proposition. 1.6 The one dimensional random walk on a discrete point process is P-almost surely recurrent.
Proof of Proposition 1.6. Using the notation from the previous section, since Y n is a onedimensional simple random walk, it is recurrent P almost surely. Therefore we have #{n : Y n = 0} = ∞ P almost surely, but since X n = t Yn and t 0 = 0 we have #{n : X n = 0} = ∞ P almost surely, and therefore the random walk is recurrent.
5.2. Two-dimensional case. The theorem we wish to prove is the following:
Theorem. 1.7 Let (Ω, B, P ) be a two dimensional discrete point process and assume there exists a constant C > 0 such that
The proof is based on the connection between random walks, electrical networks and the Nash-William criteria for recurrence of random walks. For a proof of the Nash-William criteria and some background on the subject see [DS84] and [LP04] .
We start with the following definition:
Definition 5.1. Let ( Ω, B, P ) be a probability space. We say that a random variable X : Ω → [0, ∞) has a Cauchy tail if there exist a positive constant C such that for every n ∈ N we have
Note that if E(X) < ∞, then X has a Cauchy tail.
In order to prove theorem 1.7 we will need the following lemmas taken from [Ber02] .
be identically distributed positive random variables, on a probability space ( Ω, B, P ), that have a Cauchy tail. Then, for every ǫ > 0, there exist K > 0 and N ∈ N such that for every n > N P 1 n n k=0 f i > K log n < ǫ.
Lemma 5.3 ([Ber02] Lemma 4.2).
Let A n be a sequence of events such thatP (A n ) > 1 − ǫ for all sufficiently large n, and let {a n } ∞ n=1 be a sequence such that
Then, with probability of at least 1 − ǫ
In the proof of Theorem 1.7 we will use the following notation: Given a graph G = (V, E) with V ⊂ Z d , for every e ∈ E define e + ∈ V and e − ∈ V to be the end points of e, such that if (e + − e − ) · e i = 0 then (e + − e − ) · e i > 0. In addition for every e ∈ E we write l(e) = |e
Proof of theorem 1.7. For every ω ∈ Ω, we define the corresponding network with conduc-
y ∈ {x ± f e 1 (ω)e 1 , x ± f e 2 (ω)e 2 }}, i.e. the set of edges from each point to its four "nearest neighbors". we also define the conductance c ′′ (ω)(e) = 1 for every e ∈ E ′′ (ω). We now define G ′ (ω) to be the network generated from G ′′ (ω) by "cutting" every edge of length k into k edges of length 1, each cut with conductance k. Formally we define
and we define
We also define the conductance c ′ (ω)(e) of an edge e ∈ E ′ (ω) to be k, given that the length of the original edge it was part of was k. Finally we define G(ω) to be the graph generated from G ′ (ω) by identifying every v ∈ V ′′ (ω) on both levels i.e, we take the graph G ′ (ω) modulo the equivalence relations (v, 1) = (v, 2) ∀ v ∈ V ′′ (ω). We now turn to prove the recurrence using the Nash-Williams Criteria. Let Π n be the set of edges exiting the box ([−n, n] × [−n, n], [1, 2]) in the graph G(ω). Then Π n defines a sequence of pairwise disjoint cutsets in the network G(ω). Let e ∈ Π n be such that (e + − e − ) · e i = 0 then P(c(e) = k) = P the original edge that contained e is of length k
Indeed, the probability that the edge e was part of an edge of length k in the original graph, needs to be multiplied by k, since it can be in any part of the edge. From assumption (5.1) it follows that c(e) has a Cauchy tail. In Π n there are 2n + 4 edges in the first level and 2n + 4 in the second level, all of them with the same distribution (and by (5.1) a Cauchy tail), though they may be dependent. By Lemma 5.2, for every ǫ > 0 there exist K > 0 and N ∈ N such that for every n > N, we have
Define A n to be the event in equation (5.2), and set a n = (K(4n + 8) log(4n + 8))
By the definition of {a n },
On the other hand, P(A n ) > 1 − ǫ for all n. So by Lemma 5.3,
Since ǫ is arbitrary, we get that P a.s.
Therefore by the Nash-Williams criteria, the random walk is P almost surely recurrent on G(ω).
Higher dimensions (d ≥ 3).
We start by stating the theorem:
Theorem. 1.8 Let (Ω, B, P ) be a d-dimensional discrete point process d ≥ 3 then the random walk is P almost surely transient.
The main idea beyond the proof is as follows: first we show that the boundary of every set of volume n in Z d is at least a positive constant times n d−1 d , then we will use the known fact that for every graph G = (V, E) with bounded degree, such that for every set of vertices of volume n, the boundary is at least a constant times n α , with α > 1 2
, a simple random walk on G is transient.
We start by proving an isoperimetric inequality.
where | · | denotes the cardinality of the set.
Proof. Using translation, we can assume without loss of generality that x i j > 0 for every 1 ≤ i ≤ n and 1 ≤ j ≤ d. For every point x in the quadrat, where all coordinates are positive, we define the energy of a point E(x) by
(5.4)
In addition we define the energy of a finite set A in this quadrat as
with positive entries we define the set A (x 2 ,x 3 ,...,x d ) = {x 1 : (x 1 , x 2 , . . . , x d ) ∈ A}, which we will call the (x 2 , x 3 , . . . , x d ) fiber of A. We now define a new set A 1 , with the following property: For each point (x 2 , x 3 , . . . ,
the (x 2 , x 3 , . . . , x d ) fiber of A as the same size as the (x 2 , x 3 , . . . , x d ) fiber of A 1 , and in addition the (x 2 , x 3 , . . . , x d ) fiber of A 1 is the one with least energy (when thought as a set in Z). We claim that the following set fulfills this property:
. . .
|} which has the same size as the (x 2 , x 3 , . . . , x d ) fiber of A. In addition, for any fixed m ∈ N, the unique set B ⊂ N of size m and minimal energy is B = {1, 2, . . . , m}.
Therefore the set A 1 has the following properties:
, and equality holds if and only if A 1 = A.
Indeed, (1) This follows from the fact that the size of the fibers don't change in the process, and that the fibers are disjoint.
(2) For j = 1 this is true since
From the definition of A 1 there exists m ∈ N such that
It follows that
which contradicts the fact that the size of fibers in A and A 1 is the same.
(3) By definition
where the inequality is true since the energy of the (x 2 , x 3 , . . . , x d ) fiber of A 1 is the one with least energy from all (x 2 , x 3 , . . . , x d ) fibers of A. In addition equality holds if and only if for every (x 2 , x 3 , . . . , x d ) fiber of A we have E (A (x 2 ,x 3 ,...,x d ) ) = E(A contains only finite number of sets. Indeed since the energy of a set is an natural number, and the energy can only decrease as n increases, there exist N such that for every n ≥ N the energy is constant. Using now property (3) it follows that A n = A n+1 for every n ≥ N and therefore there is only finite number of sets in the sequence. Let A be the limiting set of the sequence. Note that the boundary of A is exactly 2
for the original set A too, as required.
We now turn to define the isoperimetric profile of a graph. Let {p(x, y)} x,y∈V be transition probabilities for an irreducible Markov chain on a countable state space V (we will think about this Markov chain as the random walk on a weighted graph G = (V, E, C) , with {x, y} ∈ E if and only if p(x, y) > 0 and for every {x, y} ∈ E we define the conductance C(x, y) = p(x, y). For S ⊂ V , the "boundary size" of S is measured by |∂S| = s∈S a∈S c p(s, a). We define Φ S , the conductance of S, by Φ S := |∂S| |S| . Finally, define the isoperimetric profile of the graph G, with vertices V and conductances induced from the transition probabilities by:
(5.8)
We can now state Theorem 1 of [MP05] . and p(x, x) ≥ γ for all x ∈ V . If
Next we will prove the following claim:
Claim 5.6. Let p n ω (x, y) be the probability that the random walk moves from x to y in n steps in the environment ω. Then there exist positive constants K 1 , K 2 depending only on d, and a natural number N such that for every n > N and every x, y ∈ P(ω)
Proof. We start by dealing with even steps of the Markov chain, and at the end extend the argument to the odd ones. Since
, we can use Theorem 5.5 with γ = 1 2d
. Let ω ∈ Ω 0 and S ⊂ P(ω) such that |S| = n. By Lemma 5.4 there exists a positive constant C, such that at least one of the projections
d . We will assume without loss of generality that this holds for i = 1. We now look at the set
| S|. This is true since every element in S contributes at least one edge to the boundary. Using these two properties it follows that there exists a positive constant C 0 such that is negative for all but a finite number of dimensions, and therefore we can find a natural number K 1 (d) such that the last term in (5.14) is less than or equal to
where
2 , since the condition in Theorem 5.5 is fulfilled, for P almost every environment ω, for every n > N and every x, y ∈ P(ω)
(5.16)
Moving to deal with transition probabilities for odd times, if n > N + 1 we have for P almost every environment ω
Taking K 1 = K 1 + 2 we get the desired inequality both for even times and odd ones.
We are now ready to prove Theorem 1.8.
Proof of Theorem 1.8. Since our graph is connected, it is enough to show that
Using claim 5.6, we get that for P almost every environment ω ∈ Ω 0
Asymptotic behavior of the random walk
In this section we prove asymptotic behavior of E( X n ). This will be used in section 10 to prove the high dimensional Central Limit Theorem. Therefore we assume here the additional assumption, assumption 1.4. The estimation follows closely [Bar04] with the following changes:
• The minor change is that we work in discrete time setting and not in continuous time.
• The major change is that the average variance of the distance at the n th step of the random walk is not bounded by 1 as in the percolation case. Nevertheless we can show that if we assume in addition assumption 1.4, it is still bounded. Other than that problem, in which we deal in part (3) of Theorem 6.1, the rest of the proof doesn't contain new ideas and follows [Bar04] Theorem 6.1. Assuming assumption 1.4, there exists a random variable c : Ω 0 → [0, ∞] which is finite almost surely such that for P almost every ω ∈ Ω 0
We begin with a few definitions Definition 6.2. Fix ω ∈ Ω 0 . For n ∈ N we denote p n (x, y) = P ω (X n = y|X 0 = x) and introduce the following functions, with the understanding that 0 · log(0) = 0:
(1) g n : P(ω) → R, given by
(2) We define M : N → R + by M(0) = 0 and for n > 0 by:
y g n (y). (6.3) (3) We define Q : N → R + by Q(0) = 0 and for n > 0 by:
g n (y) log(g n (y)), (6.4)
i.e. Q is the entropy of g n .
In order to prove Theorem 6.1, we will prove some inequalities introduced in the following proposition:
Proposition 6.3. There exists N = N(ω) ∈ N and constants c 1 , c 2 , c 3 , K 1 < ∞ such that for every n > N we have
(1)
We note that we don't have any estimation on the tail of N(ω).
Proof.
(1) From the definition of Q(n) we have that
(log(g n (y))).
Using now Claim 5.6, for sufficiently large n we have ∀y ∈ P(ω) that g n (y) ≤
Taking c 1 = − log(2K 2 ) we get the desired inequality.
(2) Let D n = B 2 n (0)\B 2 n−1 (0) for n > 0 and D(0) = {0}, where B n (0) = {x ∈ Z d : |x| ≤ n}. Then for 0 ≤ a ≤ 2 we have:
where c 2.2 = c 2.2 (d) depends on d. Indeed, the first inequality is true since a ≤ 2, the second inequality follows from the fact that the set of points in P(ω) with distance greater than 2 n−1 and less than 2 n is bounded by the number of points in Z d with those properties, which is less than a constant times 2 nd . The proof of the last inequality follows by separating the series into two parts, up to some n 0 and starting from n 0 , and then bounding the second one by a geometric series. A full version with proof can be found at [Ros09] .
Since for every u > 0 and every λ ∈ R we have u(log(u) + λ) ≥ −e −1−λ , by taking λ = a y + b with a ≤ 2 and u = g n (y) we get
(6.11)
Note that we actually used the last inequality only for those y ∈ P(ω) such that g n (y) > 0, and for y ∈ P(ω) such that g n (y) = 0 we used the fact that 0 ≥ −e −1−a y −b . Combining (6.11) and (6.10) we get that
But for sufficiently large n we have
Taking now a = 1 M (n) and b = d · log (M(n)), by (6.12) (and since by (6.13) we have a ≤ 2) it follows that
Note that c 2.3 = c 2.3 (d) also depend on d. Rearranging the last inequality we get that there exists a constant c 2 = c 2 (d) such that
We start by rearranging the sum as
In order to show that this sum is finite, we will use a theorem taken from [NS94] . Before we can state the theorem we need the following definitions:
Given a countable group Γ we define l 1 (Γ) = {µ = γ∈Γ µ(γ)γ : γ∈Γ |µ(γ)| < ∞}. Let (X, B, m) be a standard Lebesgue probability space, and assume Γ acts on X by measurable automorphisms preserving the probability measure m. This action induces a representation of Γ by isometries on the L p (X) spaces, 1 ≤ p ≤ ∞, and this representation can be extended to l 1 (Γ) by (µf )(x) = γ∈Γ µ(γ)f (γ −1 x). Let B 1 = {A ∈ B : m(γA △ A) = 0 ∀γ ∈ Γ} denote the sub σ-algebra of invariant sets, and denote by E 1 the conditional expectation with respect to B 1 . We call a sequence ν n ∈ l 1 (Γ) a pointwise ergodic sequence in L p if, for any action of Γ on a Lebesgue space X which preserves a probability measure and for every f ∈ L p (X), ν n f (x) → E 1 f (x) for almost all x ∈ X, and in the norm of L p (X). If Γ is finitely generated, let S be a finite generating symmetric set. S induces a length function on Γ, given by |γ| = |γ| S = min{n : γ = s 1 s 2 . . . s n , s i ∈ S}, and |e| = 0. We can therefore define the following sequences:
w∈Bn w, where B n = {w : |w| ≤ n}. We can now state the theorem:
Theorem 6.5 (Nevo, Stein 94). Consider the free group F r , r ≥ 2. Then:
1. The sequence µ n is a pointwise ergodic sequence in L p , for all 1 ≤ p < ∞. 2. The sequence τ ′ n is a pointwise ergodic sequence in L p , for 1 < p < ∞. 3. τ 2n converges to an operator of conditional expectation with respect to an F rinvariant sub σ-algebra. β 2n converges to the operator E 1 + ((r − 1)/r)E, where E is a projection disjoint from E 1 . Given f ∈ L p (X), 1 < p < ∞, the convergence is pointwise almost everywhere, and in the L p norm.
We actually only need the second part of Theorem 6.5. Taking S = {σ
Using the additional assumption, we get that there exists 1 < p < ∞ such that for every coordinate direction e, f 2 e ∈ L p (Ω 0 ). Therefore by Theorem 6.5
exists. In addition, since P is ergodic with respect to σ e for every coordinate direction e, there exists a constant C such that 4
e ) = C P -almost surely. Consequently, the original sequence converges to C P -almost surely, and therefore in particular it is P -almost surely bounded. (4)
Using the discrete Gauss Green formula, this term equals to
(6.13)
Indeed,rearranging the sums we get that y∈P(ω) (g n+1 (y) − g n (y)) y equals to
Since all sums are finite and for every point in x ∈ P(ω) we have |N x (ω)| = 2d < ∞ we get that the last term is equal to
But again all sums are finite and therefore we can change the order of summation getting the following presentation
Using (6.13) and the triangle inequality we get that M(n + 1) − M(n) is less or equal than 1 4d
x,y∈P(ω)
Therefore by the Cauchy Schwartz inequality
The first sum here is exactly the same sum from (6.7) and therefore is finite, so there exists a positive constant c 3.1 = c 3.1 (d) such that M(n + 1) − M(n) is less or equal to
Using the fact that for every u, v > 0
We get that M(n + 1) − M(n) is less or equal than
Using the discrete Gauss Green formula in the other direction, the last term equals to
.
Since 1 − x + log(x) ≤ 0 for all x > 0 we get that the last term is less or euqal to
But this is exactly
By taking c 3 = ( √ 4dc 3.1 ) 2 gives the desired inequality.
Proof of Theorem 6.1. Let R(n) : N → R be defined by
14)
for n > ⌈K 1 ⌉ + 1 and R(n) = 0 for n ≤ ⌈K 1 ⌉ + 1. By (6.6) for sufficiently large n we have
On the other hand, let N ∈ N be such that for all n > N inequalities (6.5-6.8) hold, then for every n > N we have (set c 4.3 = √ c 3 )
Using the inequality (a + b)
, we find that this is less than or equal to
which can be written (using discrete integration by parts) as
Since (6.5) holds R(k) is non negative and therefore the last sum is positive. Consequently we get
Using the fact that
The first sum in (6.16) is less than
Therefore we find that
We can thus find a constant c 4.6 such that for all sufficiently large n
So by (6.15) and (6.17) we have that for sufficiently large n c 4.1 e
It follows that R(n) must be a bounded function, and therefore we can find constants c 4.7 , c 4.8 such that for sufficiently large n
Consequently, since
it follows that there exists a constant c > 0 such that for P almost every ω ∈ Ω 0
Corrector -Construction and harmonicity
In this section, we adapt the construction presented in [BB07] (which in turn adapts the construction of Kipnis and Varadhan [KV86] ) into our analysis. Since the proofs are very similar to the ones in [BB07] we only state the theorems. For a full version with proofs see [Ros09] .
We start with the following observation concerning the Markov chain "on environments".
Lemma 7.1. For every bounded measurable function f : Ω 0 → R and every x ∈ N 0 (ω) we have
(7.1) As a consequence, P is reversible and, in particular, stationary for the Markov kernel Λ defined in (2.2).
Proof. We will first prove (7.1). Up to the factor P(Ω 0 ), we need to show that
(7.2) This will follow from the fact that
(7.3) and (7.2) follows from (7.3) by the shift invariance of Q. From (7.1) we deduce that for any bounded measurable functions f, g : Ω → R,
(7.4) where Λf : Ω 0 → R is the function (Λf )(ω) = 1 2d
(7.5)
Applying (7.1) we get
where we replaced the sign in the sum in order to cancel the negative sign inside the sum. But (7.4) is the definition of reversibility. Setting f = 1 and noting that Λf = 1, we get that for every bounded measurable function g :
and therefore P is stationary with respect to the Markov kernel Λ.
7.1. The Kipnis-Varadhan Construction.
Next we will adapt the construction of Kipnis and Varadhan [KV86] cited from [BB07] to the present analysis. Let L 2 = L 2 (Ω 0 , B, P ) be the space of all Borel-measurable square integrable functions on Ω 0 . We will use the notation L 2 both for R-valued functions as well as for R d -valued functions. We equip L 2 with the inner product (f, g) = E P [f g], when for vector valued functions on Ω we interpret "f g" as the scalar product of f and g. Let Λ be the operator defined by (7.5), and we expand the definition to vector valued functions by letting Λ act like a scalar, i.e., independently for each component. From (7.4) we get that (f, Λg) = (Λf, g), (7.6) and so Λ is symmetric. In addition, for every f ∈ L 2 we have
Using the Cauchy-Schwartz inequality this is less than or equal to 1 2d
1/2 , which equals 1 2d
Using (7.1) we find that this this equals 1 2d
and so Λ L 2 ≤ 1. In particular, Λ is self adjoint and sp(Λ) ⊆ [−1, 1]. Let V : Ω 0 → R d be the local drift at the origin i.e,
If the second moment of f e exists for every e ∈ E, then V ∈ L 2 . Indeed
and (V · e, V · e) = 1 2d
which is finite if the second moments exist. For each ǫ > 0, let ψ ǫ : Ω 0 → R d be the solution of
(1 + ǫ − Λ)ψ ǫ = V. (7.8) This is well defined since sp(Λ) ⊂ [−1, 1], so for every ǫ > 0 we get sp(1 + ǫ + Λ) ⊂ [ǫ, 2 + ǫ]. In addition we get that ψ ǫ ∈ L 2 for all ǫ > 0. The following theorem is the main result concerning the corrector:
Moreover, the following properties hold:
(1) (Shift invariance) For P -almost every ω ∈ Ω 0 χ(x, ω) − χ(y, ω) = χ(x − y, θ y (ω)), (7.10)
for all x, y ∈ P(ω). (2) (Harmonicity) For P -almost every ω ∈ Ω 0 , the function
is harmonic with respect to the transition probability given in (1.3) (3) (Square integrability) There exists a constant C < ∞ such that
The proof of Theorem 7.2 follows the same lines as the one in [BB07] without any major changes, and as such, we omit it. The proof can be found in the more detailed version of this paper, see [Ros09] . However, we will need the following facts from the proof in the next sections:
Lemma 7.3. Let ψ ǫ be defined as in (7.8), i.e., the solution of
(7.13)
In addition, for every
(7.14)
Then for all x, y ∈ Z d , lim
The corrector is defined by
The fact that the limits exists and that this is well defined is part of the proof of the corrector existence.
Sublinearity along coordinate directions
We are now ready to start treating the main difficulty of the high dimensional Central limit theorem proof: the sublinearity of the corrector. In this section, we treat the sublinearity along the coordinate directions in Z d . Fix e ∈ E. We define a sequence n e k (ω) inductively by n e 1 (ω) = f e (ω) and n e k+1 = n e k (σ e (ω)) where σ e is the induced translation defined by σ e = θ fe(ω) e . The numbers n e k are well-defined and finite almost surely. Let χ be the corrector defined in Theorem 7.2. The main goal of this section is to prove the following theorem:
The proof of this theorem is based on the following properties of χ(n e k (ω)e, ω): Proposition 8.2.
(1) E P |χ(n e 1 (ω)e, ·)| < ∞.
(2) E P χ(n e 1 (ω)e, ·) = 0.
Proof. Using the definition of the corrector (7.16), it follows that χ(n e 1 (ω)e, ω) = G 0,n e 1 (ω)e (ω). (8.2) By (7.15), and since G 0,n e 1 (ω)e (ω) is the ǫ ց 0 limit of G
Since P is a probability measure, it is in particular a finite measure, and therefore for every 1 ≤ r < 2 it is also true that G 0,n e 1 (ω)e (ω) ∈ L r . Taking r = 1 we find:
In order to prove part (2), we again use the fact that G 0,n e 1 (ω)e (ω) is the ǫ ց 0 limit in
1 (ω)e , and therefore it's enough to show that for every ǫ > 0
and indeed
1 (ω)e∈N 0 (ω)} ψ ǫ , which equals zero by Theorem 2.1 and the fact that ψ ǫ is absolutely integrable since it is in L 2 .
Proof of Theorem 8.1. Let g : Ω → R d be defined by g(ω) = χ(n e 1 (ω)e, ω), and let σ e be the induced shift in direction e. Then
(8.5)
Using Proposition 8.2 we have that g ∈ L 1 and E P [g] = 0. Since Theorem 2.1 ensures σ e is P -preserving and ergodic, the claim follows from Birkhoff's Ergodic Theorem.
9. Sublinearity everywhere Definition 9.1. Given K > 0 and ǫ > 0, we say that a site x ∈ Z d is K, ǫ-good in configuration ω ∈ Ω if x ∈ P(ω) and |χ(y, ω) − χ(x, ω)| < K + ǫ|x − y|, (9.1) holds for every y ∈ P(ω) of the form y = le, where l ∈ Z and e is a unit coordinate vector. We will use G K,ǫ = G K,ǫ (ω) to denote the set of K, ǫ-good sites in configuration ω. 
High dimensional Central Limit Theorem
The theorem we wish to prove in this section is the following:
Theorem 10.1. Fix d ≥ 2. Assume the additional assumption, assumption 1.4, then for
where N(0, D) is a d-dimensional multivariate normal distribution with covariance matrix D that depends only on d and the distribution of P .
We start with the following lemma:
Lemma 10.2. Fix ω ∈ Ω 0 and let x → χ(x, ω) be the corrector as defined in Theorem 7.2. given a path of a random walk {X n } ∞ n=0 on P(ω) with transition probabilities
Proof. Since X n is bounded, χ(X n , ω) is bounded and so M (ω) n is square integrable with respect to P ω . Since x → x+χ(x, ω) is harmonic with respect to the transition probabilities of the random walk (X n ) with law P ω we have
n ) is a martingale. The stated relation between the laws of (M 
Proof. Let We are now ready to prove the high dimensional Central Limit Theorem
Proof of Theorem 1.10. Due to Theorem 10.3 it is enough to prove that for P -almost every ω ∈ Ω 0 lim n→∞ χ(X n , ω) √ n = 0 P ω a.s.
(10.9)
This will follow if we will show that there exists a constant K > 0 such that for every ǫ > 0 and for P -almost every ω ∈ Ω 0 lim n→∞ P ω {|χ(X n , ω)| > ǫ √ n} < Kǫ.
(10.10) By Theorem 6.1 and the Markov inequality, there exists a random c = c(ω > 0, P almost surely finite, such that that for P -almost every ω ∈ Ω 0
(10.11)
We therefore get P ω |χ(X n , ω)| > ǫ √ n ≤ P ω X n > √ n ǫ + P ω χ(X n , ω) > ǫ √ n, X n ≤ √ n ǫ .
By (10.11) we find that this is less or equal than cǫ + Using now Theorem 5.6 for sufficiently n if follows that
Therefore by Theorem 9.2 we get that there exist constants c 0 , K such that
As required.
Some Conjectures And Questions
While we have full classification of transience recurrence of random walks on discrete point processes in dimensions d = 1 and d ≥ 3, we only have a partial classification in dimension 2. We therefore give the following two conjectures:
Conjecture 11.1. There are transient two dimensional random walks on discrete point processes.
Conjecture 11.2. The condition given in Theorem 1.7, for recurrence of 2-dimensional random walk on discrete point process, i.e, the existence of a constant C > 0 such that
is not necessary.
In Theorem 1.10 we gave conditions for the random walk on discrete point processes to satisfy a Central Limit Theorem. However, we didn't give any example for a random walk without a Central Limit Theorem. We therefore give the following conjecture:
Conjecture 11.3. There are random walks on discrete point processes in high dimensions that don't satisfy a Central Limit Theorem.
In the proof of Theorem 1.10, we used the additional assumption that there exists ǫ 0 > 0 such that for every coordinate direction e E P [f 2+ǫ 0 e ] < ∞. The assumption that the second moments are finite, is fundamental in our proof in order to build the corrector, and seems to be necessary for the CLT to hold. On the other hand, existence of such ǫ 0 > 0 though needed in our proof, was used only in order to bound (6.7). We therefore give the following condition:
Conjecture 11.4. Theorem 1.10 is true even with the weak assumption that only the second moments are finite.
Even if the theorem is true with the weak assumption that only the second moment of the distances between points is finite, we can still ask the following conjecture:
Conjecture 11.5. Is the condition given in Theorem 1.10 also necessary, or can one find examples for random walks on discrete point processes that satisfy a Central Limit Theorem but don't have all of their second moments finite? We conjecture that such examples exist, but didn't verified it.
We also have the following conjecture about the Central Limit Theorem:
Conjecture 11.6. Under assumptions 1.1 and 1.4, The Central Limit Theorem, 1.10, can be strengthened as follows: Random walk on discrete point process under appropriate scaling converges to Brownian motion.
Our model describes non nearest neighbors random walk on random subset of Z d with uniform transition probabilities. We suggest the following generalization of the model:
Question 11.7. Fix α ∈ R. We look on the same model for the environments with transition probabilities as follows: for ω ∈ Ω 0
where Z(v) is normalization constant (The case α = 0 is the uniform distribution case). What can be proved about the extended model?
