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Abstract 
In this paper we solve a problem of van den Essen and Shpilrain about endomorphisms, 
which preserve coordinate polynomials. More precisely, we show that every endomorphism of 
C[Xl,..., x,] taking any coordinate polynomial to a coordinate one is an automorphism. @ 1999 
Elsevier Science B.V. All rights reserved. 
AIMS Classification: 14ElO; 14E22; 14E40 
1. Introduction 
Let p E C[xl,. . . ,x,J be a polynomial. We say that p is a coordinate polynomial, 
if it can be included in a generating set of cardinality n of the algebra C[xt,. . . ,x,1. 
Of course, if p is a coordinate polynomial, then it is irreducible and its zero-set is 
isomorphic to @n-1. 
Let @:UZ[x, ,..., x,]-+@[x, ,..., x,] be a polynomial automorphism. It is easy to see 
that if f is a coordinate polynomial, then so is 4( f ). Conversely, Arno van den Essen 
and Vladimir Shpilrain in the paper [1] have stated the following: 
Problem 1. It is true that every endomorphism oJ‘ @[XI,. _. ,x,1 taking any coordinate 
polynomial to a coordinate one is actually an automorphism? 
In the paper [ 1] Problem 1 was solved for n = 2. The aim of this note is to give a 
full solution of this problem: 
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Theorem 2. Let 4 be an endomorphism of @[xl,. . . ,x,,]. Assume that 4 takes any 
coordinate polynomial to a coordinate one. Then 4 is an automorphism. 
2. Terminology 
If p is a coordinate polynomial in C[xi, . . . ,x,J, then its zero-set {x E C”: p(x) = 0) 
will be called a coordinate variety. 
A hypersurface V c @” is called a hyperplane variety if it is isomorphic to C-l. 
The polynomial p is called a hyperplane polynomial if it is irreducible and its zero 
set is a hyperplane variety. 
By the gradient of the polynomial p in a point x we mean the vector grad,p := 
[(aPI% xx>, . . * 9 (~Plh >(x)l. 
Let X be a projective variety. The variety X is said to be uniruled if it is of 
dimension n 2 1 and there exist a projective variety W of dimension n - 1 and a 
rational dominant mapping @ : W x P’(C) +X. Equivalently, a projective variety X is 
an uniruled variety if and only if it is of positive dimension and for a generic point in 
X there exists a rational curve in X through this point. 
For affine variety X c C” we say that X has s non-uniruled components at infinity, 
if the variety cZ(X)\X (where cl denotes the projective closure in pn(C)) has s non- 
uniruled irreducible components. 
Finally, a curve r is called an affine parametric line if it is affine and there is a 
dominant polynomial mapping 4 : C + r. 
If f :X + Y is a polynomial morphism of algebraic varieties and S c Y is a subva- 
riety, then by f-‘(S) we mean a variety for which the underlying set is f-'(S) and 
the structure is induced from X 
3. Preliminaries 
To prove Theorem 2 we need some facts about the set of points at which the 
polynomial mapping f : @" + @" is not proper (cf. [3, 41). 
Definition 3. Let f : C” + @” be a polynomial dominant mapping. We say that f 
is proper at a point y E C” if there exists an open neighborhood U of y such that 
resf-iCUjf: f-‘(U) -+ U is a proper map. 
Remark 4. A polynomial mapping f is finite if and only if it is proper at every point 
YE@“. 
In the papers [3, 41 we have studied the set SJ of points at which a mapping 
f : C=” -+ Cl=” is not proper. To formulate the main result of this study we need the notion 
of a C-uniruled variety. The following proposition was proved in [3, Proposition 5.11: 
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Proposition 5. Let X be an irreducible a&e variety of dimension 21. The following 
conditions are equivalent: 
(1) for every point x E X there is an affine parametric line r, in X going through x; 
(2) there exists a Zariski-open, not-empty subset U of X, such that for every point 
x E U there is an afine parametric line T, in X going through x; 
(3) there exists a subset U of X of the second Baire’s category, such that for 
every point x E U there is an afine parametric line T, in X going through x; 
(4) there exists an afine variety W with dim W = dimX - 1 and a dominant poly- 
nomial mapping C$ : W x @ ----f X. 
Now, we can introduce our basic definition (cf. [3]): 
Definition 6. An affine irreducible variety X is called C-uniruled if it is of dimension 
> 1, and satisfies one of equivalent conditions (l)-(4) listed in Proposition 5. More 
generally, if X is an affine variety then X is called @-uniruled if it has pure dimension 
>_l and every component of it is C-uniruled. Additionally, we assume that the empty 
set is C-uniruled. 
The proposition below show that affine @-uniruled varieties have a nice property, 
which will be very useful in the sequel (see [3, Proposition 5.31): 
Proposition 7. A C-uniruled afine irreducible variety X c @” has at most one non- 
uniruled component at infinity. 
Finally, we have the following description of the set S,f (cf. [3, Theorem 5.81): 
Proposition 8. Let f : C” + C” be a polynomial dominant mapping. Then the set St 
of points at which the mapping f is not proper is either empty or it is a hypersurface. 
Moreover, the variety Sf is @-uniruled. 
Remark 9. In particular, for n = 1 the variety Sf is always empty. 
4. The solution 
Now, we give a proof of Theorem 2. In fact, we prove something more general, 
namely: 
Theorem 10. Let 4 be an endomorphism of C[x,, . . ,x,1 and D be a natural number. 
Assume, that 4 takes any coordinate polynomial p with deg p 2 D, to a coordinate 
one. Then 4 is an automorphism. 
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Let 4 be an endomorphism of C[xt , . . . ,x,,], which takes any coordinate polynomial 
p with degp > D, to a coordinate one. The endomorphism 4 induces a polynomial 
mapping f : @” t U?, such that 4 = f* : C[x,, . . . ,x,J 3 p + p o f E C[x,, . . . ,xJ. In or- 
der to prove Theorem 10 it is enough to show that the mapping f is a polynomial 
automorphism of C”. We do it in two steps. First, we show (following Derksen) that 
f has the invertible Jacobian. Finally, we show that f is a finite mapping. This two 
properties imply that f is an isomorphism. 
The following fact was first observed by H. Derksen: 
Lemma 11. Let ~1,. .., p,, be polynomials in @[XI,. .,x,1. Assume that for every 
non-zero vector (al,. . . , a,,) E C” the polynomial alpI + . . . + anpn is a coordinate 
polynomial. Then det[dpi/axj] E C*. 
Proof. Let J(x) =det[(apj/axj)(x)]. Assume that J(x) =0 for some x E C”. By 
Cramer’s rule there is a non-zero vector [al,. . . , a,] E @” such that al grad,pl + . . . + 
a,, grad,p, = 0. This means that grad,(al p1 + . . . + anpn) = 0, which contradicts the 
fact that the polynomial alpI + . . + anpn is a coordinate polynomial. 0 
Corollary 12. Let f = (fi, . . . , fn) be as in Theorem 10. Then J(f )=det[aJ;:/dxj] 
E @*. 
Proof. Let hl,... , h, be polynomials of degree 2 D, which give a polynomial system 
ofcoordinates, e.g., hl=xl+xf,hZ=x2+h: ,..., h,=x,+hl. Denoteh:=(hr ,..., h,). 
For every non-zero vector (al,. . . , a,) E @” the polynomial al hl + . . . + anhn is a 
coordinate polynomial of degree 2 D. By the assumption the polynomial alhl o f + 
. . . + anhn o f is also a coordinate polynomial. Consequently, by Lemma 11, we get 
that J(h o f) = J(h) J( f) nowhere vanishes. Thus, J(f) = det[dj&Yxj] E C”. Cl 
Now, we will prove that f is a finite mapping. To do this we need: 
Lemma 13. Let n > 2 and V c @” be an irreducible hypersurface. Then exist un- 
countably many coordinate varieties nj c C”, such that 
(1) V n 7tj is not a C-uniruled variety, 
(2) deg xi > D. 
Proof. Take n = 2. First, change a system of coordinates by the mapping (x + yD, y). 
A generic line (in the new system of coordinates) cuts V in a non-empty zero- 
dimensional set. Moreover, this line in the old system of coordinates has degree D. 
Now, assume that n >2. By a linear change of coordinates we can assume that V 
has an equation of a following type: 
x,” + al (xl ,..., x,_l)x,S-‘+...+a,(xl,..., x,)=0, 
where deg a&l,. . . ,x,,- 1 )x,“-~ 5 s for k > 0. 
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Now, take n > 3. We can pass to the new coordinates xi = Xj for j = 1,. . . , n - 1 and 
x~=x,+(x~+~~~+x,‘_z+x,‘_,)(x~+~~~+x,’_~-xx,’_,), where r>max(D,n- 1). 
In this new coordinates the projective closure of V has at infinity exactly two com- 
ponents: Ai := {X E p’-‘(C): (x; +...+x,‘_, +xL_,)=O}, A2 := {x E pnp’(@): (XL + 
. ..+x._z -xx_, ) = O}. These components are two cones, each of them with an only 
one singular point (0: 0 : . . . : 1) E lPn-‘(C). Now, let n C @” be a generic hyperplane. 
Of course, in the old system of coordinates it has degree 2 D. By Bertini-type theo- 
rems, the intersection V’ := 7t n V is an irreducible variety, with exactly two smooth 
n-3-dimensional components at infinity: .4l, := cl(n) n Ai, nk := cl(n) n /12 c W-2(c). 
Each of these components has degree r > n - 1. Since every smooth hypersurface 
S c pk(@) of degree r>k is not uniruled (cf. [5]) we get that components Ai, Ai 
are not uniruled. By virtue of Proposition 7 we deduce that the variety V’ is not 
C-uniruled. 
The case n = 3 we do very similar. First, change coordinates in this way that V has 
two lines at infinity (e.g., xi =x1, xi =x2, xi =x3 + (xi +x:)~). 
Now, take a generic plane 7~. It has a degree > D, in the old system of coordi- 
nates. Moreover, the variety V n rc is irreducible, and it has two points at infinity. 
Consequently, the variety V n 71 can not be an affine parametric line. 0 
Proof of Theorem 10. Let d, be an endomorphism of @[XI,. . . ,x,J, which takes any 
coordinate polynomial of degree > D to a coordinate one. Let f : Cn + Cl” be a mapping 
induced by 4. We know (Corollary 12) that the mapping f has the invertible Jacobian. 
We have to show that f is an automorphism. 
The case n = 1 is trivial. Take at 2 2. Let us assume that conversely, the mapping 
f is not an automorphism, in particular, it cannot be finite. Let V be a non-empty 
irreducible component of the set s.f ( = the set of points at which ,f is not proper). 
Hence, V is a hypersurface. By Lemma 13 there is a coordinate variety n of degree 
2 D, such that n n V is not a C-uniruled variety. We can assume that rc do not coincide 
with any component of Sf. Let us consider the mapping f' : f-'(n) 3x ---j f (x) E71. 
Let us note that the varieties rc, f -l(n) as coordinate varieties are isomorphic to Cn-‘. 
In fact, the mapping f' can be treated as an (unramified) mapping f' : C- 4 @"-'. 
Counting the number of points in fibers of f', it is easy to deduce that the variety 
rr n V is contained in the set S/j of points at which the mapping ,f’ is not proper. 
Since the latter variety is not Cluniruled, this contradicts Proposition 8. 0 
5. A geometric point of view 
Now, we prove a more geometric version of Theorem 10. In the sequel we consider 
fibers of a given mapping f : @” + Cn as subsets of C” (without scheme structure of 
a fiber). We have the following result: 
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Theorem 14. Let f : 52’ ---) @” be a polynomial mapping and D be a natural number. 
Assume that the inverse image f-‘(V) of any hyperplane variety V with deg V 2 D, 
is again a hyperplane variety. Then f is an automorphism. 
Proof. Proof of this theorem is based on some lemmas: 
Lemma 15. Let V be a coordinate variety of degree > D, with an irreducible quation 
g = 0. Then the polynomial g o f is also irreducible. 
Proof. Indeed, since g o f describe the irreducible variety f-‘(V) C Cn-’ we have 
that the polynomial go f is a power of some irreducible polynomial p, i.e., go f = p’, 
Assume r>l. We have p’- l= ni=t(p-aj), where aj, j=l,...,r are all roots of 
degree r from 1. But the polynomial p” - 1 describes a variety f -‘( V’), where V’ is 
given by an equation g - 1 = 0. Since V’ is also a coordinate variety of degree > D 
and the variety f -‘( V’) is disconnected, we get a contradiction. 0 
Now, we need the following variant of Lemma 11: 
Lemma 16. Let ~1,. . . , p,, be polynomials in U&C,,. .,x,,]. Assume that for every 
non-zero vector (al,. . . , a,,) E C” and every vector (bl, . . . , b,) E C”, the polynomial 
al(pl - bl) + . . + a,,(p,, - b,) is a hyperplane polynomial. Then det[api/8xj] E C*. 
Proof. Let J(x)=det[(8pi/~Yxj)(x)]. Assume that J(xa) =0 for some x0 EC”. By 
Cramer’s rule there is a non-zero vector [al,. . . , a,] E C” such that al grad,, p1 + 
. . . + a, gradX,, pn = 0. Consider the polynomial p := al(pl - pl(xo)) + . . + an(pn - 
pn(xo)). This is a hyperplane polynomial, which vanishes at x0. Moreover, we have 
gra&, P=grad,,(ai(pi - Pi) + ... + an(pn - P,&o))) = al grad, PI + . . . + 
a, grad,, p,, = 0. 
This contradicts the fact that the zero-set of the polynomial p is smooth. 0 
Corollary 17. Let f = (fi , . . . , fn ) b e as in Theorem 14. Then J(f )=det[ah/axj] 
E @*. 
Proof. Indeed, consider a coordinate variety Vg given by the irreducible equation: 
g:=al(hl -bl)+.,. +a,(h, -b,)=O, where hl,..., h, have the same meaning as in 
Corollary 12. The variety V, is of degree 2 D, hence by Lemma 15 the polynomial 
g o f is irreducible. Moreover, by the assumption its zero set is isomorphic to en-‘. 
In particular, this means that the polynomial g o f is a hyperplane polynomial and 
we can apply Lemma 16 to obtain that J(h o f) = J(h)J(f) nowhere vanishes. Thus, 
J(f) = det[af;/axj] E @*. 0 
The rest of the proof of Theorem 14 is exactly the same as that of the proof of 
Theorem 10. 0 
Z. Jelonekl Journal of Pure and Applied Algebra 137 (1999) 49-55 55 
Corollary 18. Let f : C” -+ @” be a polynomial mapping. Assume that the inverse 
image f-‘(V) of any hyperplane variety V, is again a hyperplane variety. Then ,f 
is an automorphism. 
Remark 19. Since as yet, the notion of coordinate variety seems to be stronger than 
that of a hyperplane one, we have proved in fact a slightly stronger theorem: 
Let f : @” + @” be a polynomial mapping and D be a natural number. Assume 
that the inverse image f-‘(V) of any coordinate variety V with deg V 2 D, is a 
hyperplane variety. Then f is an automorphism. 
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