Abstract-In this paper, we propose a hybrid neurogenetic system for stock trading. A recurrent neural network (NN) having one hidden layer is used for the prediction model. The input features are generated from a number of technical indicators being used by financial experts. The genetic algorithm (GA) optimizes the NN's weights under a 2-D encoding and crossover. We devised a context-based ensemble method of NNs which dynamically changes on the basis of the test day's context. To reduce the time in processing mass data, we parallelized the GA on a Linux cluster system using message passing interface. We tested the proposed method with 36 companies in NYSE and NASDAQ for 13 years from 1992 to 2004. The neurogenetic hybrid showed notable improvement on the average over the buy-and-hold strategy and the context-based ensemble further improved the results. We also observed that some companies were more predictable than others, which implies that the proposed neurogenetic hybrid can be used for financial portfolio construction.
I. INTRODUCTION

I
T is a topic of practical interest to predict the trends of financial objects such as stocks, currencies, and options. It is not an easy job even for financial experts because they are mostly nonlinear, uncertain, and nonstationary. There is no consensus among experts as to how well, if possible, financial time series are predictable and how to predict them. In this paper, we focus on the development of automatic stock trading systems based on artificial neural networks (ANNs) and genetic algorithms (GAs) . Prior studies demonstrated that they might be efficient in stock prediction. For example, ANNs showed better performance than statistical regression models [1] and discriminant analysis [2] . In [3] , three ANNs, time delay, recurrent, and probabilistic networks, were proven attractive. Support vector machine (SVM), another type of neural network (NN), also showed good generalization [4] . On the other hand, GAs with tree-structured solutions were often used to produce understandable rules of an expert or an analyst. In [5] , the authors examined the predictability of genetic programming (GP) and developed a single day-trading strategy. GP of polynomials showed another promising result [6] .
Although ANNs are dominant so far in stock prediction as surveyed in [7] , it is important how to find the most valuable input features and how to use them in applying them to stock prediction. In [8] , the authors used not only quantitative variables but also qualitative information to more accurately forecast stock prices. Textual information in articles published on the web was also used in [9] . The most widely used inputs include daily transaction volume, interest rate, stock prices, moving average, rate of change, and so on [3] , [4] . In addition, the optimization of weights is another important issue in ANNs [10] . The backpropagation algorithm is the most popular one for the supervised training of ANNs, but yet it is just a local gradient technique and there is room for further optimization. GAs have been considered to have potential to reinforce the performance of ANNs. Various schemes for combining GAs and NNs were proposed or compared, which were mostly designed to optimize the networks weights or to find a good topology (see survey papers [11] and [12] ). In the field of stock prediction, GAs using 1-D encoding were mostly used to train the network's weights and topologies [13] - [15] .
In this paper, we try to predict the stock price using a hybrid genetic approach combined with recurrent NNs. We describe a number of input variables that help the network to forecast the next day price. For the input variables, technical indicators or signals are used that were developed in deterministic trading techniques. The backpropagation algorithm is prone to get stuck in local minima and highly depends on the initial weights; a GA is used for optimizing NN's weights. The operators of GA provide diverse initial weights for the network under 2-D encoding since it can reflect more geographical linkages of genes than 1-D encoding.
This paper seeks to find answers to several questions. One is whether the trading strategy based on a technical analysis is valid or not. Although many previous works showed successful results, most of them were tested on a small number of stocks or during a short period. In this paper, we test the proposed approach with 36 stocks for 13 years to validate the performance. A wide range of tests are important in that a goal of the stock prediction system is to choose some predictable stocks among a number of companies. Another question is how to implement the neurogenetic hybrid system to make a trading decision within a practical response time. A demerit of such hybrid GAs is high computational cost. To reduce the time in processing mass data, we parallelized the GA properly on a Linux cluster system using message passing interface.
The last question is about the performance measure. Previous works mostly evaluate the performance based on statistical measures such as mean squared/absolute error, prediction accuracy, false positive/negative errors, and so on. However, the most cu-rious objective is how much money it makes. In addition, it is known to be hard to make profit with automatic stock trading systems when the transaction costs are considered. The difficulty was confirmed by a large body of literature on the effectiveness of various technical trading rules. The majority of them have found that such rules do not make money. For example, Alexander tests a number of filter rules, which advise a trader to buy if the price has risen by a fixed percentage and sell if the price has declined by the same percentage [16] . Although such rules appear to yield returns above the buy-andhold strategy for the Dow Jones and Standard & Poor's stock indices, he concluded that they were not profitable when transaction costs were taken into account [17] . These conclusions were supported by the results of Fama and Blume, who found no evidence of profitable filter rules for the 30 Dow Jones stocks [18] , [19] , and many other results [20] - [22] . On the other hand, a few studies have reported positive profitability of technical trading strategies. In [23] , for 11 of the 14 Dow Jones stocks that had earned profits in [18] , a 0.5% filter rule produced annual mean returns after adjustment for 0.1% one-way transaction cost during 1970-1982. Bessembinder and Chan showed that moving average-based trading rules can generate positive profits in Asian emerging markets such as Malaysia, Thailand, and Taiwan [24] . However, it was also observed that the profits were quite sensitive to transaction costs.
To overcome the problem, we use an evolutionary ensemble model. An ensemble learning is to aggregate multiple subsystems to solve a complex problem and expect stable performance, and since GAs produce many solutions it is natural to make an ensemble model with them. The basic evolutionary ensemble is one that chooses some best solutions and makes a decision by the opinion of the majority or the average output of the ensemble. In this paper, we propose a different ensemble model, a context-based one. The model does not use the same class of members of ensemble for all test data. For each test data, it dynamically chooses a subset of members that perform well for the subset of training data being the most similar to the test data. In this model, the ensemble consists of the members performing best for the days with the most similar contexts to today's.
The rest of this paper is organized as follows. In Section II, we explain the problem and present the objective. In Section III, we describe our hybrid GA and ensemble model for predicting the stock price. In Section IV, we provide our experimental results. Finally, conclusions and future works are given in Section V.
II. PRELIMINARIES
A. Problem and Data Set
For automatic stock trading, there are a number of models such as intraday, daily, weekly, and monthly trading, depending on behavioral scopes. In this paper, we consider the daily trading model.
In the problem, each record of data set includes daily information which consists of the closing price, the highest price, the lowest price, and the trading volume. We name them at day as , , , and , respectively. The trading strategy is based on the series of ; if we expect is notably higher than we buy the stocks; if lower, we sell them; otherwise, we do not take any action. The problem is a kind of time-series data prediction that can be usually first tried with delay coordinates as follows:
But, it is a simple and weak model. We transform the original time series to another that is more suitable for NNs. First, is used instead of as the target variable. For the input variables, we use technical indicators or signals that were developed in deterministic trading techniques. To achieve it, we construct the model as follows:
where is a technical indicator or signal.
B. Objective
There can be a number of measures to evaluate the performance of the trading system. In our problem, we simulate the daily trading as close as possible to the actual situation and evaluate the profit. We have a cash balance and stock at day . We start with , i.e., and . Fig. 1 shows the investing strategy and change of property at day according to the signal at day of the trading system. In the strategy, the constant is the upper bound of stock trade per day and is the one-way transaction cost. We have the final property ratio as follows:
III. SUGGESTED SYSTEM
A. Processing Data
As mentioned, we have four daily data, , , , and , but we do not use them for the input variables as they are. We utilize a number of technical indicators being used by financial experts [25] . We describe some of them in the following.
• Moving average (MA): -numerical average value of the stock prices over a period of time; , , : an average of upward and downward price changes, respectively.
• Stochastics: -indicator that compares where a stock price closed relative to its price range over a given time period; -, , the highest and the lowest price in a given time period; -MA of We generate 75 input variables using the technical indicators. 1 Fig. 2 shows some representative variables. The others not shown in this figure include variables in the same forms as the above that use trading volumes in place of the prices. After generating the new variables, we normalize them by dividing by the maximum value of each variable. It helps the NN to learn efficiently.
B. ANNs
We use a recurrent NN architecture which is a variant of Elman's network [26] . It consists of input, hidden, and output layers as shown in Fig. 3 . Each hidden unit is connected to itself and also connected to all the other hidden units. The network is trained by a backpropagation-based algorithm.
It has 75 nodes in the input layer corresponding to the variables described in Section III-A. Only one node exists in the output layer for , the change rate 1 At first, we generated 116 input variables and eliminated 41 variables which are lowly correlated with the target variable or mutually highly correlated with another input variable. of the next day's closing price over today's. In the testing phase, the trading decision generates one of the three signals, BUY, SELL, and KEEP, 2 based on the predicted output value . If is greater than a positive threshold, the network produces the signal BUY. On the other hand, if is less than a negative threshold, it produces the signal SELL. Otherwise, it produces the signal KEEP. In this paper, the thresholds were set to 0.005 and 0.005, respectively.
C. Distribution of Loads by Parallelization
There have been many attempts to optimize the architectures or weights of ANNs. In this paper, we use a GA to optimize the weights. Especially, we parallelize the GA since it takes more time to handle data from a long period of time. The structure of the parallel GA is shown in Fig. 4 .
Parallel GAs can be categorized into the following three classes [27] : 1) global single-population master-slave GAs, 2) single-population fine-grained GAs, and 3) multiple-population coarse-grained GAs. We take the first model for this work. In this neurogenetic hybrid approach, the fitness evaluation is In a measurement with gprof, the evaluation part took about 95% of the total running time. We distribute the load of evaluation over the clients (slaves) of a Linux cluster system. The main genetic parts locate in the server (master). When a new ANN is created by crossover and mutation, the GA passes it to one of the clients. When the evaluation is completed in the client, it sends the result back to the server. The server communicates with the clients in an asynchronous mode. This eliminates the need to synchronize every generation and can maintain a high level of processor utilization, even if the slave processors operate at different speeds. This is possible because we use a steady-state GA which does not wait until a set of offspring is generated. All these are achieved with the help of message passing interface (MPI), a popular interface specification for programming distributed memory systems. In this work, we used a Linux cluster system with 46 central processing units (CPUs).
As shown in Fig. 4 , the process in the server is a traditional steady-state GA. In the following, we describe each part of the GA.
• Representation: Most GAs used linear encodings in optimizing ANN's weights [28] , [29] . Recently, a 2-D encoding has proven to perform favorably [30] . We represent a chromosome by a 2-D weight matrix as shown in Fig. 5 . In the matrix, each row corresponds to a hidden unit and each column corresponds to an input, hidden, or output unit. A chromosome is represented by where , , and are the numbers of input, hidden, output units, respectively. In this paper, the matrix size is .
• Selection, crossover, and mutation: Two parent chromosomes are selected with probabilities that are proportional to their fitness values. The fitness values are normalized in such a way that the best chromosome is chosen with a probability four times higher than that of the worst chromosome. This is a general practice in the GA community [31] . The normalized fitness value of a chromosome in the population is computed as follows: The offspring is produced through geographic 2-D crossover [32] . It is known to create diverse new schemata and reflect well the geographical relationships among genes. It chooses a number of lines, divides the chromosomal domain into two equivalent classes, and alternately copies the genes from the two parents as shown in Fig. 6 . The GA then perturbs the solution with the following mutation operator. It generates a random number in the range [0, 1] for each gene (entry) of the offspring; if the random number for the gene is smaller than a preset probability, it is replaced with an arbitrary number in the preset range. All these three operators are performed in the server. • Local optimization: After an offspring is modified by a mutation operator, it is locally optimized by backpropagation which helps the GA fine-tune around local optima. Local optimization is mingled with quality evaluation. As mentioned, it is performed in the client and the result is sent to the server.
• Replacement and stopping criterion: The offspring first attempts to replace the more similar parent to it. If it fails, it attempts to replace the other parent and the most inferior member of the population in order. Replacement is done only when the offspring is better than the replacee. The GA stops if it does not find an improved solution for a fixed number generations. 
D. Instance-Based Ensemble of NNs
An ensemble learning is to aggregate multiple subsystems to solve a complex problem. A number of approaches have been developed for ensemble learning [33] - [37] . The method is based on the fact that a solution with the smallest training error does not necessarily guarantee the most generalized one.
It is usual to select the best individual as the final solution in GAs. However, there is room for improving the performance with help of other individuals in the population. Evolutionary ensemble approaches select a subset of the population as ensemble. It consists of some best individuals or representative ones from the whole population. In the latter, a clustering algorithm such as -means algorithm [38] is used and a representative solution for each cluster is selected. In this paper, we devised an instance-based ensemble which is different from traditional ensembles. Traditional ensemble models do not consider the relationship or difference between data; the members of the ensemble are chosen with respect to a fixed set of instances. The basic idea of our instance-based ensemble is that it does not fix the members of ensemble but dynamically chooses the members that perform well for the days with similar contexts to today's. The instance-based ensembles are determined as follows.
1) We obtain a set of NNs by the GA.
2) For each test day, we select a set of instances among the training days that are the most similar to the test day in terms of Euclidean distance. The distance is computed from the normalized 75-variable vector for each day which is described in Section III-A. 3) We construct a subset of NNs, as an ensemble, that predict relatively well on the days in . The trading decision depends on the majority decision in the ensemble. The final decision generates one of the following three signals: BUY, SELL, and KEEP. In the course, we extract three opinions from the ensemble, and . is about the direction of the price on the next day.
is about the direction of the price on the day after the next day. The ensemble produces the signal BUY when both and are "up," and produces the signal SELL when both and are "down." Otherwise, it produces the signal KEEP. By this strategy, the trading becomes more conservative and too prompt an action can be avoided.
IV. EXPERIMENTAL RESULTS
We tested our approaches with 36 companies' stocks in NYSE and NASDAQ. We got the whole data from 1989 to 2004 from Yahoo (http://quote.yahoo.com). We divided the whole data set into 13 overlapping training-validation-testing sets as shown in Fig. 7 ; it is the walk-forward testing routine which is commonly used in evaluating the prediction performance of time-series data [4] , [39] . To test a stock price of year , the GA was trained with the two consecutive years of data from year to year , and validated with the data of year ; in other words, only the three most recent years of data were used to predict one year. In this paper, the testing year was shifted year by year from 1992 to 2004.
A. Property Evaluation
First, we tested our approaches without consideration of transaction cost ( in Fig. 1 ). Table I shows the summary of the experimental results. The values mean the number of cases (years). In the Market State part of the table, up, down, and NC represent the states of the stock market in each year. The up and down mean that the closing price of the year has risen or fallen against the year's starting price by 5% or more, respectively. NC means no notable difference. For example, eight years have risen and three years have fallen among the 13 years in case of AA (Alcoa Inc., Pittsburgh, PA). RNN and GA are the average results by the recurrent NN (20 trials) and the hybrid GA (20 trials), respectively. better and worse represent the relative performance of RNN and GA over the buy-and-hold. better and worse mean that the final property ratio of the learned strategy is at least 5% higher or lower than that of the buy-and-hold, respectively. Since there are 36 companies tested for 13 years, we have 462 cases except six cases with deficient data (four cases in JPM and two cases in RYFL). The GA performed better than the buy-and-hold in 202 cases, worse in 90 cases, and comparable in 170 cases. RNN and GA showed a significant performance improvement over the buy-and-hold on the average. The GA considerably improved the performance of RNN in the up cases.
B. NNs Ensemble
We tested our ensemble approach under the consideration of transaction cost ( in Fig. 1) . Tables II and III show the experimental results by companies and years, respectively. (The detailed result is listed in the Appendix.) I-ensemble is the instance-based ensemble described in Section III-D and winner is the version that uses the best solution. A-ensemble is the version that selects a set of best NNs in the population and makes the decision from the average output of them, and M-ensemble is the version that selects a set of best NNs in the same way as A-ensemble and makes the decision by the majority opinion of them. They are average results over 20 trials. The I-ensemble performed better than the buy-and-hold in 164 cases, worse in 74 cases, and comparable in 224 cases. More specifically, I-ensemble performed best in 26 companies among 36 and during ten years among 13. winner uses the best NN and it is an approach with no ensemble. It did not show good performance when considering the transaction cost, primarily due to too often trades. I-ensemble showed a significant performance improvement over not only winner but also the other ensemble models on the average. In addition, we can observe that some companies are more predictable than others. Practically, one can choose the stocks of companies that turned out to be more stably predictable by the GA.
C. Accuracy Evaluation
We analyze the frequency of correct prediction in I-Ensemble model. Fig. 8 shows the results. There are three charts for each company, "BUY," "SELL," and "TOTAL"; "BUY" and "SELL" charts are about the accuracies of BUY and SELL signals, respectively, and "TOTAL" is about the accuracies of both the two signals. In "BUY" and "SELL" charts, "base" lines mean the percentage of the number of days when the price has risen and fallen over the number of the whole days, respectively. We exclude the days at which the price change is too small (0.1%). Table IV shows the average accuracy improvements over the base accuracy for each company. It is an interesting phenomenon that it has a larger improvement in SELL than that in BUY.
D. Time Reduction of Parallel GA
As mentioned, the GA is parallelized on a Linux cluster system with 46 CPUs. Its objective is to reduce the processing time without loss of performance. The parallel GA and the single-CPU GA showed little difference in terms of the final property ratio. On the other hand, the 46-CPU parallel GA was about 39 times faster than the single-CPU GA on the average.
E. Comparison With Other Approaches
We compare our approach with two other approaches: GP and SVM. We explain them briefly in the following.
• GP: represents a solution using a tree and has been often used to predict stock price. In this paper, the GP in [5] was compared. In the GP, , , , , , , , , and were used for function node set, and 28 variables consisting of , , , and were used for terminal node set. Other GP parameters were also determined as in [5] .
• SVM: developed by Vapnik, has been receiving increasing attention in pattern recognition. We refer to the model used in [4] . Independent variables consist of , , , , and and dependent variable is where is the -day exponential moving average at day . In this experiment, the Gaussian function is used as the kernel function, and the validation set is used to select the optimal parameter of the kernel function. Figs. 9 and 10 show the comparison results between our approach and other ones by companies and years, respectively. In the figures, "better" and "worse" mean the number of cases where the final property of our GA is higher or lower than that of the corresponding approach by 5% or more, respectively. Our GA showed consistently better performance; it predicted better in 34 companies among 36 than both GP and SVM. Although it also performed better for all tested years, the gaps against the other approaches were greater when the market was strong (in the state up). 3 
F. Application to Portfolio Construction
More accurate stock prediction is relevant to investors in that it is a starting step in constructing an optimal portfolio. We do not handle the portfolio optimization problem here but examine whether the proposed system can be utilized for it or not. In portfolio construction based on a stock prediction system, it chooses a set of stocks which are expected to rise. However, no system can predict well for all companies or for all periods. The most tractable scenario to construct the next year's portfolio is that it chooses the companies which have been predicted relatively better than other companies for the recent years. Therefore, it is desirable that prediction performance is consistent in as many companies as possible.
We investigated performance consistency in Fig. 11 . In the figure, -axis is the number of consecutive recent years that our GA performs better than the buy-and-hold strategy and left -axis denotes the number of two cases, "consistency" and "not" which mean it predicts consistently better than the buy-and-hold or not, respectively, in the next year. Right -axis is the ratio of " consistency" cases over the total number of cases. Our approach shows a considerable promising result; the number of "consistency" cases is two times or more larger than that of "not" cases. The probability that our GA consistently beats the buy-and-hold in the next year is over 0.8 when the former has performed better than the latter in each of the four most recent consecutive years.
V. CONCLUSION AND FUTURE WORK
In this paper, we proposed a GA combined with a recurrent NN having one hidden layer for the daily stock trading. The proposed method was tested with 36 companies in NYSE and NASDAQ for 13 years from 1992 to 2004 and showed significantly better performance than the "buy-and-hold" strategy. For the input nodes of the NN, we transform the stock prices and the volumes into a large number of technical indicators or signals. The GA optimizes the NN's weights under a 2-D encoding and crossover. This turned out to contribute to the performance improvement. We parallelized the GA since it takes much time to process mass data from a long period of time. It was implemented on a Linux cluster system with 46 CPUs using message passing interface. It reduced the response time about 39 times without loss of performance. We devised a new evolutionary ensemble model, a context-based ensemble method of NNs which dynamically changes on the basis of the test day's context; the model proved to be profitable even when considering the transaction costs. That was possible as it made the decision of buying or selling more conservatively and effectively.
Future study will include portfolio optimization based on the proposed prediction model. In the experiments, the proposed GA predicted better for some companies than for other companies and the performance was considerably consistent. It implies that this work can be useful in portfolio optimization. However, further researches such as how many stocks to choose and how many shares of each stock to purchase are necessary. Feature selection/extraction will be also included in future work. Appropriately selected input variables avoid the curse of dimensionality, improve the generalization, and reduce the computational cost, but it is not easy to find an optimal subset of input variables. In particular, it is an urgent task in that investigating more companies for longer periods is necessary to construct a more stable portfolio.
APPENDIX
Please see Table V . 
