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ABSTRACT
Overlapped objects are found on multiple kinds of images,
they are a source of problem due its partial information.
Multiple types of algorithm are used to address this problem
from simple and naive methods to more complex ones. In
this work we propose a new method for the segmentation
of overlapped object. Finally we compare the results of this
algorithm with the state-of-art in two experiments: one with a
new dataset, developed specially for this work, and red blood
smears from sickle-cell disease patients.
Index Terms—Computer vision, overlapped objects, segmenta-
tion, sickle-cell disease.
I. INTRODUCTION
Separate overlapped objects on images is a problem that
needs to be solved in multiple fields, from grain analysis [24]
to blood cells study [8]. The existence of these overlapped
objects reduces the information in some areas of the image,
the occlusion zones. This occlusion makes the segmentation
of these objects a challenging issue. Multiple approaches have
been used to address this problem. In scenarios where the
overlapped objects can be detected through differences in
colour, Watershed algorithm [13, 16, 20] and level sets [3] are
used. These methods are unable to divide overlapped objects
with homogeneous colour.
Another type of segmentation methods are the ones based
on the detection of concave points. These points are the
positions where the contours of the different objects overlap.
These methods find the concavities by studying the shape of
the objects. Once the concave points are detected, multiple
techniques can be used to divide these objects. These methods
compared to Watershed and level set has independence to the
color variation as a consequence of only using the silhouette
information. On the other hand, the methods based on the
detection of concave points can do a good segmentation
between overlapped object without a big dataset, unlike deep
learning methods.
We can find multiple approaches based on concave point
detection in the literature. Zafari et. al. [27] proposed a
taxonomy to classify these methods in four groups: skeleton,
chord, polygon approximation and curvature.
A. Skeleton
The methods based on skeleton use the information of the
boundary and its medial axis to detect concave points. Song
and Wang et al. [18] identifies the local minimums of the
distance between the boundary of the object and its medial
axis as the concave points. Samma et al. [17] find the concave
points intersecting the skeleton of the background with the
boundary of the object.
These methods are based in different algorithms to find the
skeleton. As a result they need a big change in the curvature
to be able to detect the concave points. The skeleton methods
tends to fail in smooth curvatures.
B. Chord
Chord methods use the boundary and the convexity defects
to detect concavities. The main idea of these approaches is
to identify as concave points the furthest points between the
contour and the convexity defect.
Multiple solutions are based on this idea. Yeo et al. [25]
and LaTorre et al. [10] methods applied multiple constraints
to each area between a chord and the contour to determine its
goodness.
Chord methods consider that for every convexity defect
exists only one concave point. This assumption is not always
true. As a result, the major drawback of this approach is the
misclassification of the multiple concave points between a
chord and the curvature.
C. Polygon Approximation
Polygon approximation is a set of methods that represents
the contours of the objects through a sequence of dominant
points. These methods aims to remove noise approximating the
contour to a polygon. Bai et al. [1] developed a brand new
algorithm to do the approximation. This algorithm analyses the
difference between a set of contour points and the straight line
that connects their extremes. The points with a big distance to
this previously defined line are considered dominant points.
Chavez et al. [4] use the well-known algorithm of Ramer-
Douglas-Peucker [6] to approximate the contour. Zhang et
al. [28] used a modified version of curvature scale space
(CSS) to make a polygon approximation. These polygon
approximation algorithm has as a result a set of dominant
points. The concave points are detected by evaluating angular
change on these dominant points. Most methods use the arc
tangent to calculate this angular change. The points with an
arc tangent higher than a threshold are considered concave
points.
Zafari et al. [26] used, similarly to the previous described
approximation, a modified version of curvature scale space
method to find interest points. Finally they discriminate them
between concave and convex points. Instead of the rest of the
other methods they do not calculate the angular change, all
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2the dominant points of the CSS are considered to be interest
points.
These methods are highly parametric. The increase in the
number of parameters causes those polygon approximation
methods are not robust to change of size. Another weakness
of these methods is that they deform the original silhouette
to simplify it. The amount of approximation is a trade-off
between the lack of precision in the position of the concave
points and the smooth applied to the contour. This trade-off
affects the final results.
D. Curvature
Methods based on curvature identifies the concave points
as the local extreme of the curvature. The curvature, k, is
calculated for every point as.
k(i) =
x
′
i · y′′i − y′i · x
′′
i
(x
′2
i + y
′2
i )
3/2
(1)
Multiple methods are used to approximate the value of k.
Wen et al. [22] calculate the derivative by convolving the
boundary with Gaussian derivatives. González et al. [8] use
the k-curvature and the k-slope to approximate the value of
the curvature.
These methods tend to fail when exists multiple concave
points in small areas and with the existence of noise in the
contour.
E. Other methods
Besides the taxonomy proposed in [27] there are other
techniques to find concave points. The techniques of this
category are very different to the others methods analysed.
Fernández et al. [7] defined a sliding window for the
contour and calculated the proportion between object and
background found in this window. This proportion determined
the likelihood of an existing concavity on the evaluated point.
He et al. [9] adapted this method to use it on three dimensional
contexts. Best results were obtained in scenarios with high
concavity. This method accuracy decreased with the existence
of noise.
Wang et al. [21] proposed a bottleneck detector. They define
a bottleneck as a set of two points that minimise their euclidean
distance and maximises the distance over the contour. The
pair of points that defines a bottleneck are the concave points.
A cluster can contain multiple bottlenecks. This algorithm is
unable to discover how many elements form a cluster, the
exact number of elements must be indicated to the algorithm.
Another limitation is that they do not consider cases with an
odd number of concave points in a cluster.
Zhang and Li [29] proposed a method to find the concave
points with a two step algorithm. First, they detect a set of
candidates points with the well known Harris corner detector.
Second, they detect concave points with two different algo-
rithms, one for obvious concave points and and another for
uncertain concave points. This methods is a highly parametric
because of these multiple steps, having a poor ability to
generalize for different size objects.
As reader can see, the accuracy of the object separation
depends on the accuracy of concave point detection. Motivated
by the state-of-art performance on the task of cell segmentation
and inspired by its limitations, we adapted the algorithm
proposed by [8] modifying the detection of the points of
interest and the selection of the concave points, with the aim
of improving the results on the challenging task of overlapping
objects separation.
As a main contribution we proposed a new method to
detect concave points that increase the precision of its position.
Using a synthetic dataset to simulate the overlapping cells and
providing the position of the concave points as a ground-
truth, we compared our proposed method with the state-
of-the-art to detect the spatial precision. As a case study,
we compared the proposed concave point detector with a
well-known application, such as the splitting of overlapped
cells, concretely microscopic images of peripheral blood smear
samples of red blood cells (RBC) of patients with sickle-cell
disease (SCD). The goal of the case study was two check if the
spacial precision of the concave points detector method affects
the results of a classification algorithm of the morphology of
RBC in a real world scenario.
The remainder of this paper is organized as follows. In
Section II, we describe the proposed method for the efficient
detection of concave points. In Section III, the experimental
environment is specified and the databases used for experi-
mentation are described. In section IV results and discussion
are provided after applying the proposed method to synthetic
and real images of clusters of objects. Finally, in Section V
we give our conclusions.
II. METHODOLOGY
In this section, we define a new method to detect concave
points. This detection is made analyzing the value of curvature
in every contour point. The input of the algorithm is a set of
points that define a contour. Its output is a set of concave
points. The whole process is summarized in the Figure 1.
The contour of an object is a set of points that defines its
shape. The method can be divided into four steps. The first
step is the computation of the curvature on every point of the
contour of the object. The second step is to select the segments
with more curvature, that means the segments with the highest
probability to contain an interest point. The third step is to
obtain an interest point from each segment calculated in the
previous step. Finally, we discriminate the interest points by
its type, concave or convex.
A. Curvature
The proposed method approximates the value of the cur-
vature through a well-known technique, the k-curvature [15].
This technique considers the curvature of every point as the
difference of its slope. The k-curvature is separable, allowing
to make the calculation independently for each direction. The
equations (2) and (3) defines the k-slope for the horizontal and
vertical axis, while the k-curvature in each direction is defined
by the equations (4) and (5) :
3Figure 1: Flow chart of the process to obtain concave points.
mx(i, k) =
yi − yi+k
xi − xi+k (2)
my(i, k) =
1
mx(i, k)
=
xi − xi+k
yi − yi+k (3)
cx(i, k) = mx(i, k)−mx(i− k, k) (4)
cy(i, k) = mx(i, k)−mx(i− k, k) (5)
where xi and yi are the horizontal and vertical coordinates
in the i position.
The method get the total k-curvature in each point by the
product in absolute value of the values of k-curvature in each
direction (see equation 6).
c(i, k) = |cx(i, k)| · |cy(i, k)| (6)
The output of this step is the value of the curvature for each
point of the contour.
B. Points of interest
In the previous step we obtained the curvature value for each
contour point. Areas with sudden changes on its curvature have
the highest chance to contain a point of interest.
A region is a set of contiguous points from the contour
defined by its initial point, its endpoint and a threshold related
to the curvature value.
The estimation of the points of interest is done by deter-
mining a set of regions that include points with high curvature
value called regions of interest.
The algorithm starts with a region containing all the points
of the contour . This initial region is filtered by applying a
threshold, t0. Regions with all points exceeding t0 and larger
than a predefined value, lmin, are considered to be regions
of interest. As a result of this process and due to contour
noise, some small but close regions are incorrectly discarded.
To solve this error we merge these regions to construct larger
ones. As a result of the initialization step, we have a set of
regions that contain at least one interest point (see figure 2).
The next step is a search of more refined regions, we
want to obtain regions that contain only one interest point.
To accomplish that objective we perform a search process
by iteratively splitting each region by increasing its threshold
value. This local increase of the threshold is done until the
region is smaller than a predefined maximum value, lmax.
The analysis of the curvature levels allows to identify the
interest points. There are one interest point for each region.
This method considers as this interesting point the weighted
median of the curvature of the region.
C. Concave points
Once we have a set of points of interest we need to
discriminate between the concave and the convex ones. This
part of the algorithm is based on the analysis of the relative
position of each point neighbourhood. The classification is
done in three steps:
1) Determine neighbour points: We determine two points
on the contour located on the k and −k position relative
to the interest point. This parameter k has the same value
of the main parameter of the k-curvature. The operation
described in this parameter can be seen in figure 3a
2) Definition of a line between the k neighbours: We
Figure 2: Detection of the regions of interest from the value
of the curvature.
4build a straight line between the points selected in the
previous step (see figure 3b).
3) Middle point of the line: The value of the middle
point of the defined line determine the class of the
point analysed. The point is classified as concave if the
middle point of the line is outside the object, otherwise
is classified as convex, as can be seen in figure 3c
The algorithm described in this section identifies the posi-
tion of all concave points inside a contour, it is divided into
three main steps: first, the calculation of the curvature for every
point. The regions containing points of interest have significant
differences in the curvature value from the ones that doesn’t
contain points of interest. Second, the extraction of points
of interest from each region obtained in the previous step.
Finally, we classify these points of interest between concave
and convex points.
III. EXPERIMENTAL SETUP
To validate the proposed methods, we present this experi-
mental setup.
On this section we describe the conducted experiments, the
datasets and the metrics used to calculate the performance. The
first experiment consisted of the detection of concave points
in synthetic images, built with overlapped ellipses. The use
of this artificial dataset allows us to get analytically the exact
position of the concave points. The goal of this experiment
is to compare the position of the concavities predicted for
each method to the ground truth. In this experiment we only
compare the concave-point based methods described in the
state-of-art.
The second experiment consisted of the use of multiple
algorithms for segmenting highly overlapped objects in a
well-known scenario, such as the splitting of cells on blood
smears objects. The objective is to check if the differences
on the concave detectors are significant for the separation of
overlapped objects in a real-world scenario.
We used Python 3.6 for all the experimentation in addition
to the next packages: NumPy version 1.15.4 [19], SciPy
version 1.3.3 and OpenCV version 3.4.3.11 [2].
A. Datasets
As we stated in the previous section we use two types of
images to validate our method: artificial images, generated
automatically by a computer, and real image dataset, collected
from patients with sickle cell anaemia.
1) OverArt Dataset: OverArt dataset consists of a set of
2000 synthetic images created especially for this work. To
generate these 2000 images we overlap multiple ellipses. Each
image contains a cluster with three ellipses. The use of three
ellipses is a good trade-off between complexity and reality
(see image 4).
The ellipses of each image are defined by three parameters:
the rotation, the feret diameter size and its center position. The
values of the parameters are generated randomly by a set of
constraints.
The first ellipse position is the image center. The location
of the other two of the ellipses depends on the position of
the first one. These positions are selected to ensure that exists
an overlapping area between them. The feret diameter and
the rotation of the ellipse are random numbers between well
defined ranges. The values of this constrains can be found in
Table I.
Parameter Values
Maximum feret 100 px
Minimum feret 45 px
Minimum distance between centers 45 px
Maximum distance between centers 85 px
Minimum rotation 0o
Maximum rotation 360o
Table I: Parameters for the generation of the OverArt dataset.
To compare the methods we need to have a ground truth of
the location of the concave points. A concave point is defined
by the position where two or more ellipses intersects and must
be located over the contour that defines the overlapping region.
The overlapped objects are defined by the equation of the
ellipse (see equations 7, 8 and 9). For each image of the
dataset we obtain the exact position of the concave points
that contain the image. The calculation of a concave point is
done analytically, studying and solving the system of equation
formed by the ellipses equations.
λ1 =
((x− h) cos(A) + (y − k) sin(A))2
(a2)
, (7)
λ2 =
((x− h) sin(A)− (y − k) cos(A))2
(b2)
, (8)
λ1 + λ2 = 1 (9)
The images we used for this first experiment are available
at https://https://miquelmn.github.io// to enable future compar-
isons.
2) Real Dataset: The microscopic images of the blood
smears used in this work were collected from erythro-
cytesIDB2 [8], available at http://erythrocytesidb.uib.es/. The
images consist of prepared samples of patients with sickle cell
anaemia classified by a specialist from “Dr. Juan Bruno Zayas”
Hospital General in Santiago de Cuba, Cuba. The specialist’s
criteria were used as an expert approach to validate the results
of the classification methods used in this work.
The patients with sickle-cell disease (SCD), are character-
ized by red blood cells(RBCs) with the shape of a sickle or
half-moon instead of the smooth, circular shape as normal cells
have. WHO document "Global epidemiology of haemoglobin
disorders and derived service indicators" [12] indicates that
around a 5% of the world’s population carries trait genes
for haemoglobin disorders, mainly sickle cell disease and
thalassemia. The document also indicates that the percentage
of people who carry these genes is as high as 25% in some
regions and over 300,000 babies with severe hemoglobin
disorders are born each year. SCD is spread among people
whose ancestors are from sub-Saharan Africa, India, Saudi
Arabia and Mediterranean countries. In order to confirm the
SCD diagnose, peripheral blood smear samples are analyzed
by microscopy to check for the presence of the sickle-shaped
5(a) K and -K position. (b) Line between K and -K position. (c) Middle point to class detection.
Figure 3: Process to discriminate between concave and convex points.
erythrocytes and compare their frequency to normal red blood
cells. The peripheral blood smear samples always include
overlapped or clustered cells, and the sample preparation
process can affect the quantity of overlapping erythrocytes
in the images studied. Clinical laboratories typically prepare
blood samples for microscopy analysis using the dragging
technique. Using this technique, more cell groups are apparent
in the samples due to the spreading process [8].
Each image was labeled by the medical expert. There are
50 images with different number of cells (see figure 5). The
50 images contains in total 2748 cells. These cells belongs
to three classes defined by the medical experts. Those are
circular, elongated and others ( see figure 6).
Figure 4: Examples of the artificial dataset, OverArt .
(a) Example of image of the real
dataset.
(b) Detail of the image contain-
ing a cluster.
Figure 5: Sample of patient with sickle cell anemia.
(a) Example of other
cell.
(b) Example of elon-
gated cell.
(c) Example of cir-
cular cell.
Figure 6: Different types of cells.
B. Evaluation metrics
The evaluation of our method is performed comparing the
proposed method with the state of the art. We used five
metrics:
• Mean of the Euclidean distance. This metric is the
Euclidean distance from one predicted point to the nearest
one in the ground truth. One ground truth point can only
be related to one predicted point. We set a minimum
distance between a pair of points to be accepted as related
points.
• F1-Score. It is a standard and widely used metric is
the harmonic mean of the precision and the recall (see
equation 12). The precision and the recall depends on
the number of false positives, true positives and false
negatives. The definition of these parameters depends on
the nature of each experiment.
• Sickle cell disease diagnosis support score (SDS-
Score). Proposed by Delgado et al. [5], the SDS-Score
indicates the usefulness of the results for the diagnosis
of sickle cell disease (see equation 13).
• Matthew’s Correlation Coefficient (MCC). Introduce
by Matthew [11], is a correlation measure between the
prediction and observation. We use the adaptation pro-
posed by Mosley et al. [14] for multi class problems (see
equation 14).
• Class Balance Accuracy (CBA). Introduced by Mosley
et al. [14]. Represents an overall accuracy measure built
from an aggregation of individual class metrics (see
equation 15).
Precision =
TruePositives
TruePositives+ FalsePositives
, (10)
Recall =
TruePositives
TruePositives+ FalseNegatives
, (11)
F1 = 2 · Precision ·Recall
Precision+Recall
(12)
SDS − Score =
3∑
i=1
cii + c23 + n32
3∑
i=1
3∑
j=1
cij
(13)
6MCC =
k∑
i,l,m=1
cii · cml − cli · cim√√√√ n∑
k=1
(
n∑
k=1
clk)(
k∑
f,g=1
f 6=k
cgf ) ·
√√√√ k∑
i=1
(
k∑
i=1
cil)(
k∑
f,g=1
f 6=k
cfg)
(14)
CBA− Score =
k∑
i=1
cii
max(ci·,c·i)
K
(15)
Where cij are the number of element of class i predicted
as the class j and k the number of classes.
In addition to these metrics, we use the Wilcoxon
Test. Wilcoxon test is a non-parametric test presented by
Wilcoxon [23]. This test is used to determine whether two
dependent, and paired, samples were selected from populations
having the same underlying distribution.
C. Experimentation
As we explained on previous sections we defined two
experiments. Each one of them uses a different dataset. Both
compare nine different methods studied on the state of the art
section and the two proposed methods. Most of these methods
are defined by a set of parameters. We get the values of the
parameters from their respective articles when it is indicated.
We calculated the parameters without an explicit value on its
original through experimentation.
We do not consider all methods described in the state-of-art
for the experimentation. The main reason for this decision is
the similarity between the dismissed ones with some of the
methods tested. For example Yeo et al. [25] and LaTorre et
al. [10]. Another reason for the dismissal of some methods is
the absence of information on the original paper to reproduce
the algorithm and the lack of access to the source code.
We defined a baseline method. This method assumed that a
concave point is the point that maximizes the distance between
the contour and each of the convexity defect of the convex hull.
This method is a naive approach used to compare it with the
more sophisticated ones.
Song and Wang [18] is a no parametric method.
LaTorre et al. [10] used three parameters: the minimum
concavity area, the minimum distance to the bounding box
and the minimum concavity degree. For our tests, we used the
parameters defined in the original paper: minimum concavity
area equal to 20 pixels, minimum distance to the bounding
box equal to 5 pixels and a 10 % of concavity degree.
Bai et al. [1] as Chávez et al. [4] has two kinds of
parameters, parameters for the polygon approximation and
parameters for the concave point detection. The original paper
defined the value of the first type of parameters, the polygon
approximation ones. The parameters for the concave point
detection is the same from Chávez et al. [4] a threshold to
determine if a point is of interest or not. We used the same
value than the used in [4].
Chávez et al. [4] have two main parameters: the epsilon
and a threshold for the angular change. The epsilon is a pa-
rameter of the Ramer-Douglas-Peucker algorithm. The second
parameter is the minimum value of the curvature to consider a
point as a concave point. We had to set these two parameters
through experimentation, the epsilon value is set to 2 and the
threshold value to 0.15.
Zafari et al. [26] have its method public available. We use
its to do the experimentation.
We also used the source code of González et al. [8], we use
the same parameters of the referenced paper.
Fernández et al. [7] used two parameters: the size of the
environment to analyse, and a threshold to determine which
point is concave. They set the first parameter, the size of the
environment, in the original work by 5 pixels. They do not
define the value of the second parameter, the threshold of the
concavity, on the original work so we calculated it through
experimentation. We obtained the best results with a threshold
of 1.97.
Song and Wang [20] do not define the value of the param-
eters in the original paper. We determined that the best value
of the main parameter of this method, the maximum distance
between the medial axis and the concave points is a distance
of 70 pixels.
Wang, Zhang and Ray [21] has as only one parameter,
the number of objects in each cluster. They use an SVM to
determine the value of this experiment for each cluster. We set
this parameter constant with a value of three for each cluster
on both experiments.
The concave point algorithm proposed in this work is
a parametric method. The method has three parameters as
explained in section II. These parameters are the K, and the
lmin and lmax with 5 and 50 respectively. The value of K
depends on the size of the objects to study. Nevertheless,
we used values in a range from 5 to 15 depending on the
experiment.
Machine learning algorithm typically divides the available
data into three groups: train, validation and test. The train
set is used to fit the model and the validation dataset is used
to evaluate the performance of the model propose. Finally,
the test set is usually used for a final test of the model.
Unfortunately, due to the limited amount of data, we can not
divide the data into three subsets, instead, we have divided
the data into two groups: train and validation. The first one is
composed by thirty-four images selected randomly, while the
test set is formed by sixteen images. All the experiments are
done with the same test dataset.
1) Experiment 1: This experiment aims to detect the spatial
precision for the concave point prediction. To do so the
OverArt dataset is used. This dataset is used because contains
the exact position of every concave point.
As a consequence of the goal of the experiment and the
typology of the dataset, we used two different metrics. The
first one is the mean Euclidean distance. We used this metric
to evaluate the distance between the ground truth points and
the prediction. We calculate its values as the mean of the
distances between a predicted point and its nearest ground
truth point. Secondly, we used the F1 Score to get a measure
7for the number of correct predictions.
Both metrics, in a perfect scenario, are a bijective function
between the prediction and the ground truth. We relate these
pairs of points through the distance between them. We relate
one ground truth point to the nearest predicted point. We
considered as a false positive each predicted point with a
distance higher than 7 pixels to its related ground truth point.
We select this 7 pixel margin as a trade-off between the actual
position and some valid amount of error.
2) Experiment 2: The second experiment allowed us to
determine how the different methods to find concave points
affects the results of an algorithm that use that information to
segment overlapped cells and compare them to deep learning
methods.
In this experiment, we use the method proposed by
Gonzàlez et al. [8] for the division of objects through their
concave points. After this division we compared the ground
truth with the predicted objects. This experiment use the
second dataset, erythrocytesIDB2. Unlike the OverArt dataset,
this one only contains the position of the elements that are
part of each cluster.
We use the F1-Score, SDS-Score, CBA and MCC as metrics
for this experiment. This experiment has more than one class,
for this reason, the false positive, false negative and true
positive are calculated depending on the class of interest. The
total results are obtained through the weighted average of the
metrics per class. A false positive and a false negative are
miss-classifications of the type of a cell, depending on the
class to compare. Apart from these cases, there are two more
possibilities: predict a cell that does not exist, and do not
predict a cell that exists (see figure 7). These two special cases
are not considered for the calculation of the metrics, instead,
we present the ratio between the occurrence of each type of
error and the normal ones. Furthermore, we use harmonic
mean to aggregate these two ratios and obtain a new metric.
We called these situations over sample and under-sample,
respectively.
This second experiment is designed to check how the
differences detected in the previous experiment affect the
subsequent division of the objects.
IV. RESULTS AND DISCUSSION
A. Experiment 1
First experiment aims to detect the spatial precision for
the concave point prediction, as we already explained in the
previous section III. To check this precision we compare the
predicted position of the concave point to the ideal position of
these points found in the ground truth. All the results of this
experiment can be observed in table II.
The first, the second and the third column of Table II depicts
the results from Precision, Recall and F1-Score, the proposed
method obtains the best score in the three metrics. Fourth and
fifth columns show the precision in pixels of the concave point
detection, these columns show the mean distance between the
prediction and the ground truth its standard deviation.
From the results obtained on this experiment, we can
analyse the different methods depending on their behaviour.
Our proposed method, LaTorre et al. [10], Fernández et al. [7],
González et al. [8] and Zafari et al. [26] are the best methods.
They have good results in all the metrics. From these results,
we can see that polygon approximation and curvature are the
methods with the best results.
Our proposed method has the best F1-Score with a differ-
ence of two points from the second-best (Fernández et al. [7]).
At the same time, we can see that our method stand out in the
last two metrics, the mean distance and its standard deviation.
These metrics indicate the precision of the position of the
concave points and allows us to verify that some method
increases its capacity to find the correct concave points but
with a lower precision, for example, González et al. [8] has
a very high F1-Score and, at the same time, a lower mean
distance.
The rest of the method has shown very bad results. Some
of them have worst results than the baseline method.
The results of this experiment show a big difference in the
precision of the concave points detector. The next experiment
check if these difference affect the performance to split over-
lapped objects.
B. Experiment 2
The goal of the second experiment is to compare the ability
of the method analysed so far to split overlapped objects. We
compare the predicted object and the ground truth. The results
for this second experiment can be seen in tables IV, III and
V.
Table III depicts the results for the F1-Score with the real
dataset. It’s important to remark that this F-measure doesn’t
evaluate the same characteristic we explained in the first
experiment. Table IV is the result of a Wilcoxon test. Wilcoxon
test is used to compare two related samples and discover if
one population mean is better than the other. We use this test
to compare the F1-Score of the different methods.
The results shown in Table III indicate that our method
overcomes the rest of the concave point-based method. This
behaviour is confirmed with Table IV. Where each row indi-
cates the probability that the respective method is better than
the others. From this results we can assert that our method is
better than the rest of the methods. The results obtained are
suitable with the results of the first experiment in which the
proposed method is the best one, between this method and the
second-best method there are difference of three points on the
F1-Score. Our method has also the best SDS, CBA and MCC
score.
Nevertheless, the metrics are incomplete. As we have al-
ready explained in the previous section III, we also calculate
the number of ground truth objects that we do not predict and
the predictions of nonexistent objects. These results can be
seen on the table V. The first column indicates the number of
real prediction. The second column is the proportion between
non-predicted objects and correct prediction, the third col-
umn is the proportion between the prediction of non-existing
objects and the normal ones. Finally, the last column is the
harmonic mean between the to two previous values.
The under sample and over sample values are inversely
proportional. This is the reason why we extract the harmonic
8Figure 7: Examples of the over and under segmentation of a cell using our new algorithm. In red under segmentation, in blue
over segmentation and in green normal segmentation
Method Precision Recall F1-Score Meandistance STD
Proposed method 0.998 0.973 0.986 2.269 4.518
LaTorre et al. [10] 0.958 0.953 0.955 4.253 17.825
Fernández et al. [7] 0.985 0.946 0.965 2.689 15.222
González et al. [8] 0.988 0.880 0.931 4.012 11.885
Baseline 0.732 0.732 0.732 24.454 40.484
Bai et al. [1] 0.262 0.068 0.108 31.99 23.945
Song and Wang [18] 0.555 0.458 0.502 38.488 52.028
Zafari et al. [26] 0.992 0.914 0.952 2.666 11.564
Chávez et al. [4] 0.425 0.242 0.308 56.78 61.251
Wang et al. [21] 0.238 0.217 0.227 96.710 70.188
Table II: Results of the first experiment. The experiment is done with the OverArt dataset, an artificial dataset build through
the overlapping of multiple ellipses, to compare the precision of the concave point prediction
Method Precision Recall F1-Score SDS-Score CBA MCC
Proposed method 0.818 0.831 0.823 0.857 0.641 0.658
LaTorre et al. [10] 0.790 0.796 0.792 0.835 0.574 0.581
Fernández et al. [7] 0.804 0.805 0.803 0.838 0.610 0.619
González et al. [8] 0.806 0.820 0.812 0.846 0.619 0.633
Baseline 0.775 0.771 0.769 0.807 0.543 0.559
Song and Wang [18] 0.807 0.800 0.802 0.824 0.610 0.600
Zafari et al. [26] 0.760 0.756 0.754 0.807 0.559 0.558
Chávez et al. [4] 0.809 0.811 0.809 0.837 0.613 0.621
Bai et al. [1] 0.814 0.797 0.802 0.823 0.587 0.586
Wang et al. [21] 0.804 0.804 0.803 0.828 0.617 0.605
Table III: Results of the second experiment. The experiment compare multiple methods to split overlapped objects. It compares
concave point based method from the state-of-art. We test these methods on images of blood smears.
mean between these two values, to get the real performance
of the methods. Our method has the best under sample
proportion and very good over sample proportion, as a result,
the harmonic mean surpasses the rest of the methods.
The results obtained with the proposed method surpasses the
rest of the methods from the state-of-art. Nevertheless, presents
multiple limitations. The concave point-based method usually
makes over-segmentation, they found more elements than they
should. This problem is even bigger with non-circular objects.
Another problem of these approaches is the need to make a
previous segmentation. The quality of this segmentation has a
big impact on the ability to segment overlapped objects.
On this section, we have seen the results of our proposed
method and the different works studied on the state-of-art. We
tested two different experiments, in both of them, our method
has better results than the rest of concave points. These results
show that our methods are more precise and with a higher
detection ability. Furthermore, in the second experiment, we
have checked the difference of this precision on the final result.
V. CONCLUSIONS
The main goal of this work was the study of the existing
methods for the segmentation of overlapped objects and the
development of new methods to adapt the existing methods to
new scenarios and at the same time overcome its limitations.
In the introduction we discussed the difficulty of this task.
The existence of overlapped object reduces the information
available in some areas of the image. We analyzed the existing
state-of-art solutions to this problem. We found multiple pro-
posals from a more naive solution, as the Watershed algorithm,
to more complex ones as a neural network. We focused our
study on two different techniques. We selected concave point
methods and deep learning approaches. These methods exceed
the performance of the rest of the literature.
To do this study we adapted, in the case of concave point-
based methods, the taxonomy proposed by Zafari et. al. [27].
The original taxonomy classifies the methods into four groups:
curvature, skeleton, chord and polygon approximation. We
added a new category that includes methods not considered
9Proposed
method
González
et al.
Song and
Wang
Fernández
et al. Baseline
LaTorre
et al.
Wang
et al.
Chávez
et al.
Bai
et al.
Zafari
et al.
Proposed
method - 0.9760 0.9866 0.9992 0.9994 0.9913 0.7810 0.9221 0.9765 0.9943
González
et al. [8] 0.0239 - 0.8720 0.9019 0.9969 0.9760 0.5616 0.4582 0.8466 0.9806
Song and
Wang [18] 0.0133 0.1279 - 0.4383 0.9850 0.5411 0.1533 0.0604 0.1244 0.9686
Fernández
et al. [7] 0.0081 0.0981 0.5616 - 0.9986 0.6020 0.3395 0.1629 0.4793 0.9455
Baseline 0.0005 0.0031 0.0149 0.0013 - 0.0218 0.0056 0.0041 0.0114 0.5206
LaTorre
et al. [10] 0.0086 0.0239 0.4588 0.3979 0.9781 - 0.1171 0.1671 0.4181 0.9560
Wang
et al. [21] 0.2189 0.4383 0.8466 0.6604 0.9943 0.8828 - 0.4323 0.8597 0.9900
Chávez
et al. [4] 0.0778 0.5417 0.9395 0.8371 0.9958 0.8328 0.5676 - 0.8612 0.9869
Bai
et al. [1] 0.0234 0.1533 0.8755 0.5206 0.9885 0.5819 0.1402 0.1387 - 0.9648
Zafari
et al. [26] 0.0056 0.0193 0.0313 0.0544 0.4793 0.0439 0.0099 0.0130 0.0351 -
Table IV: Results of Wilcoxon test applied to the studied methods. Row and columns represents different hypothesis. The
columns show the probability that the method is worse than the rest. The row indicates the probability of the method being
better than the rest.
Method Correct Under Sample Over Sample Harmonic mean
Proposed method 907 0.0472 0.069 0.056
LaTorre et al. [10] 838 0.1197 0.0400 0.0599
Fernández et al. [7] 895 0.0598 0.0885 0.0713
González et al. [8] 883 0.0724 0.0576 0.0641
Baseline 870 0.0861 0.1021 0.0934
Song and Wang [18] 799 0.1607 0.0454 0.7071
Zafari et al. [26] 446 0.5105 0.0547 0.0988
Chávez et al. [4] 858 0.0987 0.0370 0.0538
Bai et al. [1] 792 0.1680 0.0388 0.0630
Wang et al. [21] 838 0.1197 0.0400 0.0599
Table V: Results of the second experiment. The experiment compare the errors and the normal cell detection of the different
methods for the detection of sickle-cell disease on images of the blood smears. The under sample is the ratio between the
number of elements of the ground truth non predicted and all the correct prediction. The over sample shows the relation
between prediction of non existing element and correct predictions.
by Zafari et. al. [27]. This new category contained a set of
methods without many similarities between them. We called
this category other. Adding this new category we can consider
a new set of methods. From this study of the state-of-art, we
conclude that one of the most interesting methods is the work
of González et al. [8], because its good results and the use of
similar images than us (red blood smears).
From the original work of González et al. [8] we proposed
a new method. Our main contribution was to improve the
extraction of the concave point from the curvature. This
contribution improves significantly the performance of the
original method, increasing the precision of the predictions.
To check these our proposed method we tested it on
two scenarios. We also compared our method with multiple
methods from the state-of-art. The first experiment is designed
to check the precision on the position of the predicted concave
points. To do it we designed a new dataset consisting of 2000
images of overlapped objects, the OverArt dataset. We use
this dataset because it contains a ground truth of the position
of the concave points. The second experiment used concave
point methods to segment overlapped objects on a real dataset
consisting of red blood smears from patients of sickle-cell
disease. This experiment aims to compare the results of the
segmentation. We defined a set of metrics and we compared
all the methods.
The objectives of this paper have been full filed. We fully
developed a concave point-based method. The results of our
method surpassed the state-of-art method. Finally, we also
have defined an experimental framework that allows future
comparison of segmentation methods. This framework con-
tains the selected metrics, both datasets (the artificial dataset
and the real dataset) and the design of two experiments.
VI. ANNEX
The datasets used for the experimentation can be found
on http://erythrocytesidb.uib.es/ and https://miquelmn.github.
io/ respectively. The second link also contains the code for the
generation of OverArt dataset and the raw data of the results
from the two experiments.
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