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!\este trabalho, estudamos vários espaços de aplicações multilíneares entre espaços de Banach, 
utilizando principalmente os recentes avanços relacionados à geometria dos espaços de Banach, 
Ampliamos diversos resultados conhecidos sobre aplicações multilineares e polinõmios absolu-
tamente (r; s )-somantes e, além de demonstrar novos resultados de coincidência, obtivemos 
várias condições necessárias para que o espaço dos polinõmios e/ou aplicações multilineares ab-
solutamente (r; s)-somantes seja(m) diferente(s) do espaço todo, Generalizamos o conceito de 
aplicação semi-integral e provamos novos resultados de coincidência para aplícações quase so-
mantes, Diante destes resultados, tivemos motivação para esboçar um novo espaço de aplicações 
multilineares, que chamamos de aplicações fortemente quase somantes. Além disso, mostramos 




In this work we have studied severa! spaces of multilinear mappings between Banach spaces, 
exploring the recent advances in the geometry of Banach spaces. \Ve have extended various 
known results about absolutely (r; s)-summing polynomials and multilinear mappings, proved 
new coincidence theorems and, besides, stated severa! sufficient conditions for which the space of 
absolutely ( ?'; s )-summing mappings is different from the whole space o f continuous multilinear 
mappmgs. \Ve have also generalized the concept of semi-integral mappings and proved new 
coincidence results about almost summing multilinear mappings. In view of our results about 
almost summing mappings, we had motivation to sketch a new space of multilinear mappings, 
which we have called strongly almost summing mappings. Besides, we have shown severa! new 




Em 1837, Dirichlet provou que, na reta, uma série converge incondicionalmente se, e somente se, 
converge absolutamente. Quase um século depois, com o advento da análise funcional moderna, 
tornou-se natural tentar transportar o que se sabia em dimensão finita para dimensão infinita. 
Em alguns espaços de Banach de dimensão infinita específicos, era fácil ver que convergência 
incondicional de uma série: em geral: não era o mesmo que convergência absoluta. Em outros 
casos, como em 11 , era bastante difícil [39]. Ficava natural a seguinte pergunta, proposta por 
Mazur e Orlicz [.50]: Será que em todo espaço de Banach de dimensão infinita, sempre existe 
uma série que é incondicionalmente somável e não é absolutamente somável 7 
Depois de algum tempo, em 1950, Dvoretzky e Rogers [26] provaram que a resposta a essa 
I 
pergunta era afirmativa e com isso começou a investigação dos operadores lineares que levam 
seqüências incondicionalmente somáveis em seqüências absolutamente somáveis. Este estudo 
se deu, primeiramente com uma complicada linguagem tensoriaL por volta dos anos 50, com 
A. Grothendieck [30], no período que esteve no BrasiL Em seguida, J. Lindenstrauss e A. 
Pelczynski [38] traduziram a linguagem tensorial de Grothendieck e iniciaram o estudo dos 
chamados Operadores Absolutamente Somantes. Tal desenvolvimento permitiu uma profunda 
melhora do conhecimento da estrutura dos espaços de Banach. Ao mesmo tempo, o surgimento 
xiii 
dos conceitos de tipo e cotipo contribuíram substancialmente para um importante refinamento 
da teoria. 
A generalização do caso linear para o campo multilinear e polinomial foi esboçada por A. 
Pietsch e implementada inicialmente por S. Geiss [28] e B. Schneider [67]. Tal generalização. 
por um lado permitia o aparecimento de resultados análogos aos lineares, como Teoremas de 
Fatoração e Dominação e por outro lado gerava espaços muito restritos com exemplos escassos. 
Em 1989. R. Alencar e M. Yiatos [1] começaram a trabalhar com uma definição de aplicação 
multilinear e polinomial que gerava espaços maiores. Essa nova aproximação permitiu um novo 
direcionamento à teoria. Logo em seguida, o conceito absolutamente somante foi estendido para 
aplicações quaisquer. O conceito geral de aplicação absolutamente somante foi introduzido por 
Matos [4.5], que em [42] caracteriza e estuda as aplicações holomorfas absolutamente somantes. 
Em seguida, surgiram vários outros espaços (ideais) de polinômios e aplicações multilineares 
relacionados à somabilidade, com Botelho [10], Botelho-Braunss-Junek [11], Dimant [21], Junek-
Matos [34], Matos [48),[47],[49], Bombal-Fernández [5], Cilia-D' Anna-Gutiérrez [16], Villanueva 
[73], entre outros. 
Em nosso trabalho estudamos diversos tipos de aplicações entre espaços de Banach que 
de alguma forma preservam ou melhoram a convergência de séries: aplicações absolutamente 
somantes, quase somantes, incondicionalmente somantes, fortemente somantes, completamente 
somantes: semi integrais. 
Para operadores lineares T E--. F, a linearidade nos dá T(a + x)- T(a) = T(x). Para 
polinômios, aplicaçoes multilineares e aplicações quaisquer em geraL já não temos esta propri-
edade. Por isso, é bastante natural considerar uma definição geral de aplicação absolutamente 
somante, onde a origem não é privilegiada (veja [·14]). Por todo nosso trabalho, para diversas 
xiv 
classes de aplicações, seguiremos esta direção, que começou a ser investigada para aplicações 
absolutamente somantes por l\!L C_ l\!Iatos no início da década de 90, por sugestão de R 1\!I. 
Aron, 
Quanto às aplicações absolutamente somantes, nosso trabalho além de estender resultados 
conhecidos e não privilegiar a origem, explora os conceitos de tipo e cotipo para responder algu-
mas perguntas abertas e preencher lacunas da teoria, Provamos, por exemplo, que se El,---,En 
são espaços de tipo Lcxo- toda aplicação n-linear contínua a valores escalares de E 1 x 
em lK é absolutamente (2; 2, .. , 2, oc)-somante, respondendo a uma pergunta proposta em [6]. 
Além disso, demonstramos vários outros resultados e técnicas relativas a aplicações p-dominadas 
e absolutamente somantes fora da origem. Introduzimos também o conceito de aplicações m-
completamente absolutamente somantes, que nos permite obter uma resposta parcial a uma per-
gunta proposta por M. C. Matos. Aproveitando as estimativas para as normas dos polinômios 
absolutamente somantes, estabelecemos resultados de coincidência para funções analíticas abso-
lutamente somantes. 
Em relação às aplicações semi integrais, estendemos este conceito e estabelecemos relações 
entre estes e os outros espaços, conseguindo assim fortalecer resultados conhecidos e simplificar 
outros. Deixamos claro que sob vários aspectos as aplicações p-semi integrais se assemelham às 
aplicações p-dominadas, obtendo interessantes resultados de inclusão e demonstrando que estas 
classes compartilham suas principais propriedades. 
Estendemos ainda o conceito de polinômios e aplicações quase somantes e incondicionalmente 
somantes, generalizamos alguns resultados existentes e demonstramos versões do Teorema de 
Dvoretzky-Rogers nestes novos contextos. 
Finalmente, motivados pela diversidade de resultados de coincidência que obtivemos para as 
XV 
aplicações multilineares quase somantes, introduzimos um conceito mais restritivo relacionado às 
aplicações quase somantes, criando o que denominamos de aplicação fortemente quase somante, 
dando exemplos e propriedades deste tipo de aplicação. 
No decorrer do desenvolvimento deste trabalho. extratos dos Capítulos 2, 3, 6 e 7 foram 
registrados, em abril e junho de 2002, como Relatórios de Pesquisa do Il\fECC (veja (i60], [59], 
[61]) 
Tomando por empréstimo o adágio latino, feci quod potui, faciant meliora potentes. 
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1.1 Definições necessárias e resultados preliminares 
Neste trabalho E, E1, ... , En, F, X, X1, ... , Xn,Y, Y1, ... , Yn serão espaços de Banach. O corpo de 
escalares lK denotará tanto lR como IC. 
O espaço de Banach de todas as aplicações n-lineares contínuas de E1 x ... x En em F 
munido com a norma canônica será denotado por .C(E1 , ... , En;F). O espaço de Banach de todos 
os polinômios contínuos n-homogêneos P de E em F com a norma IIPII = sup{IIPxll; llxll :S 1} 
será denotado por P(n E; F). 
Diremos que um subespaço complementado E de um espaço de Banach F é (3-complementado 
se a projeção de F em E tiver norma não superior a (3. 
Dados dois espaços de Banach isomorfos E e F, definimos a distãncia entre eles por 
d(E; F)= inf{À; llvllllv-1 11 :S À e v: E-+ F é isomorfismo}. 
Esta distãncia é chamada de distância de Banach-Mazur, e aparece pela primeira vez no trabalho 
de S. Banach [3, Remarques, pag 242). Vários resultados interessantes sobre a distãncia de 
1 
Banach-Mazur podem ser encontrados em [72]. 
Observação 1.1.1 Considere a isometria natural 
Neste texto usaremos a seguinte convenção: Se T E t:(Et, ... , En; F), então W(T) = Tt e se 
TE t:(Et, ... ,E,; i:(Et+t, ... , En; F)), então q,-t (T) =To. 
O subespaço vetorial de todas as seqüências (x1)j;;,1 em E tais que 
00 
ll(xJl:f;tiiP =(L llxJIJP)~ < oo, com O< p < oo 
j=l 
será denotado por lp(E). Denotaremos ainda l'/)(E) como o subespaço vetorial de lp(E) composto 
pelas seqüências (xJ)j;;,1 em E tais que(< :p,x1 >)}';1 E lp(lK) para todo funcional linear 
contínuo <p: E--> lK. Definimos 11-llw,p em l'/)(E) por 
CC 
IJ(xj)j';rllw,p = sup (L I< <p,Xj >JP)t 
r.pEBE' j=l 
O caso p = oo é simplesmente o caso das seqüências limitadas e em [00 (E) usamos a norma 
do sup. Denotaremos por co(E) o espaço vetorial das sequências (x1)j;1 E l00 (E) tais que 
O subespaço vetorial de l'/)(E) formado pelas seqüências (xj)j;;,1 E l'/)(E) tais que 
é um subespaço vetorial fechado de l'/)(E) e será denotado por q;(E). O caso p = 1 motiva o 
nome seqüências incondicionalmente p-somáveis para o espaço l~(E) [42]. 
2 
Observação 1.1.2 li·liv (11·11~) é uma p-norma (veja definição de p-norma em (17, pag 108}) 
em lp(E)( l;;'(E)) para p < 1 e uma norma em lp(E)( l~(E)) para p;? 1. Em qualquer caso, eles 
são espaços vetoriais completos e metrizáveis. 
1 
Observação 1.1.3 É importante perceber que lp(E) C l~(E). Com efeito, se (2::;}:1 1ix1IIP)"P < 
oo, então 
Os conceitos de tipo e cotipo de espaços de Banach foram introduzidos independentemente, 
e com motivações distintas, em 1972, por Maurey [51] e Hoffmann-Jorgensen [32], e se tornaram 
peça fundamental na teoria de operadores absolutamente somantes e no estudo da geometria 
dos espaços de Banach em geral (veja [72, :Notes and References, pag 28] e também [33]). 
Definição 1.1.4 Sejam 2 ::; q::; oo e (rj)j; 1 as funções de Rademacher. Dizemos que E tem 
co tipo q se existir C 2: O tal que para qualquer escolha de k E N e x 1, ... , x k E E, tivermos 
k 1 k 
(L llx1llq)~ :S C(! 11 L rj(t)xjll 2 dt)~ 
]=1 o ]=1 
(11) 
No caso q = oo, nós substituímos CL:J= 1 IIx1llql~ por max{llxill; 1::; j::; k}. Definimos o cotipo 
de E por cotE= inf{2::; q::; oo;E tem cotipo q}.O ínfimo dos C que satisfazem {1.1) é 
denotado por Cq(E). Se 1 ::; q::; 2, diremos que E tem tipo q se existe D;? O tal que para cada 
k E N e X1, ... , Xk E E, 
1 k k (f 11 L rj(t)x11i 2dt)~ :S D(L llxi!lq)~ 
o ]=1 ]=1 
(1.2) 
O ínfimo dos D que satisfazem a desigualdade (1.2) é denotado por Tq(E). 
3 
Definição 1.1.5 (Matos) Uma aplicação multilinear contínua T : E 1 x ... x En -+ F é absolu-
tamente (p;qJ, ... ,qn)-somante (ou (p;qJ, .. ,qn)-somante) em (aJ, ... ,an) se 
para toda (x)s))J=1 E 1~, (E,), s = 1, ... , n. Um polinômio n-homogêneo contínuo P : E-+ F é 
absolutamente (p; q)-somante (ou (p; q)-somante) em a se 
(P(a + Xj)- P(a))j,:, 1 E lp(F) 
sempre que (xJ)J= 1 E I~(E). Mais geralmente, se A é aberto, uma aplicação f: A C E-+ F é 
absolutamente (p; q)-somante em a E A se para cada (xJ)J= 1 E I~(E), com a+ Xj E A, tem-se 
Para polinômios e aplicações multilineares, podemos substituir l~(E) (l~, (Es) por l;f'(E) 
(1;:', (Es) 
Denotaremos o espaço das aplicações n-lineares absolutamente (p; q1, ... , qn)-somantes em a, 
de E1 X ... X En em F, por Cas(p;q1 , ... ,qn)(a)(EJ, ... , En; F). No caso de a= O, escrevemos simples-
mente Cas(p;q1 , ... ,qn)(EJ, ... , En; F). O espaço das aplicações n-lineares absolutamente (p; q1, ... , qn)-
somantes em todo ponto de E1 X ... X En será denotado por Cas(p;q,, ... ,qn)(E, ... En)(EJ, ... , En; F). 
Quando q1 = ... = qn = q, escrevemos apenas Cas(p;q)(EJ, ... , En; F). Se, além disso, tivermos 
E1 = ... = En =E, denotamos simplesmente por Cas(p;q)(n E; F) ou Cas(p;q)(E)(n E; F), conforme 
o caso. As definições para polinômios são análogas. Quando um polinômio P : E -+ F for ab-
solutamente (p; q)-somante em todo ponto de E, diremos que Pé absolutamente (r; s)-somante 
sobre E, ou sobre o domínio. Analogamente para as multilineares. 
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Devemos chamar atenção que se uma aplicação multilinear (ou polinômio) é absolutamente 
somante na origem, em geral não será necessariamente absolutamente somante em pontos fora da 
origem. Por exemplo, toda aplicação n-linear (n > 1) de Ir x ... x Ir em Ir é absolutamente (1; 1)-
somante na origem, mas não é (1; 1)-somante em qualquer ponto (veja [45]). Um fato importante 
é que a Definição 1.1.5 torna viável o estudo de um tipo de holomorfia absolutamente somante 
(no sentido de Nachbin), ao contrário do que acontece se privilegiarmos a origem (veja [44], [49]). 
É importante perceber que há uma estreita ligação entre polinônúos absolutamente (r; s )-
somantes sobre o domínio e operadores lineares absolutamente (r; s)-somantes. Por exemplo, 
sabemos que, no caso linear, o único operador (r; s )-somante com r < s é o operador iden-
ticamente nulo. A Proposição 1.1.7, a seguir, mostra que o mesmo ocorre com polinômios 
absolutamente (r; s)-somantes sobre o domínio. Antes, precisamos do seguinte resultado: 
Am 
Lema 1.1.6 Se P E Pas(r;s)(E)(n E; F), então d P(a) é (r; s)-somante para todo a E E e 
qualquer m :::; n (nossa notação segue {23}). 
Demonstração: O caso m = 1 já foi feito por Matos em [44], [49]. 
Para m = 2, temos 
"2 v 
d P(a)(x) = n(n- 1)Pan-2x 2 
n(n-1) " P( ) = 1i'f2"1" L....,; el··-en e1a + ... + en-za + en-!X + enx 
e; E{ -1,1} 
_ n(n-r) " [ P( ) - ~ L- el···en-1 e1a + ... + en-za + en-!X + x 
e;E{-1,r) 
-er .... en-rP(e1a + ... + en-2a + en-1X- x)] 
= n~!;r) L er ... en_I[P(era + ... + en-2a + en-rx + x)- P(era + ... + Cn-2a)] 
e;E{-r,1) 
- n~!;-}l L er ... en-r[P(era + ... + en-2a + en-rX- x)- P(era + ... + Cn-2a)]. 
e,E{-1,1) 
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Se (xJ)~1 E i';(E), obtemos 
e 
e isso completa a demonstração. Os outros casos são análogos. Q.E.D. 
Proposição 1.1.7 Se P E Pas(r;s)(E)(nE;F) com r< s, então P =O. 
Demonstração: Seja P E Pas(r;s)(E)(nE;F) com r< s. Tome (Àj)~ 1 E 1min{2r,s} \ lr· Então, 








P( . ·)-P( )=~dkP(a)(xj) a -r xJ a L., k! . 
k=l 
(dkP(a)(xj))~! E lmin{2r,s)jk(F) C lr(F) 'ifk ~ 2, 
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pois todo polinômio k-homogêneo é regularmente (f;p)-somante, isto é, leva lp(E) em I);(F). 
Consequentemente, segue que 
(dP(a)(xj))~1 E lr(F), 
ou seja, 
co 




L lldP(a)(x)ll" IÀJir < oc. 
j=l 
v 
Logo dP(a) =O para todo a E E. Portanto Pam-lx =O para todo a e todo x, e consequente-
mente P =O. Q.E.D. 
Uma outra relação importante é a seguinte: 
Proposição 1.1.8 Sejam E e F espaços de Banach. Se Pas(r;s)(E)(nE;F) = P(nE;F), então 
P(m E; F) = Pas(r;s)(E)(m E; F) para todo m :S n. 
Para demonstrá-la, provaremos antes alguns resultados auxiliares. 
v . 
Lema 1.1.9 Se P E Pas(r;s)(E)(nE;F), então P E .C~~(r.;s)(E)(nE;F). Reciprocamente, seTE 
A 
.C':),s(r;s)(E)(n E; F), então TE Pas(r;s)(E)(n E; F). Como consequência, temos 






n L e1 ... enP(e1(a1 + XJl)) + ... + en(an + XJn))]-
ei=l,-1 
= n!~n L e1 .. en[P((e1a1 + ... + enan) + (e1xj1l + ... + enXJn)))-
e,i=l,-1 
e o resultado segue, pois P E Pas(r;s)(E)(n E; F). A recíproca é imediata.Q.E.D. 
Lema 1.1.10 SeTE .C~~(',.;s)(E)(nE;F) (ou Las(r;s)(E)(nE;F)), então, para cada m :S n e 
am+l, ... , an fixos, temos que a aplicação multilinear R definida por 
Demonstração: Basta ver que 
(1) (m)) _ 
R(xj , ... ,xj -
(1) (m) 
T(xj , ... , xj , am+l, ... , an) 
= T(O + xj1l, ... ,O+ XJm), am+l +O, .. , an +O)- T(O, ... ,O, am+l, ... , an). Q.E.D. 
Agora podemos demonstrar a Proposição 1.1.8: 
Demonstração: Como Pas(r;s)(E)(n E; F) = P(n E; F), pela Proposição 1.1.7, temos r ~ s. 
Primeiro, provaremos que 
para todo m :S n. Para simplificar, usaremos, para cada k natural, a notação h = {1, ... , k }. 
Fixe m :S n. Se 'P E E' é não nulo, defina Q E .CSim(n E; F) = .C!~(:.;s)(E) (n E; F) por 
v 
Q(xl, ... , Xn) = L P(xrr(1); ... , Xrr(m))'P(Xr.(m+1)) ... <p(Xr.(n)l· 
1rEB 
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onde B = {1r : In ___,In; 7r é bijetiva}. Então, se A= {1r E B; 7r(Im) ~ Im} e se a E E é tal que 
<p(a) = 1, temos 
v v 
Q(x!, ... , Xm, a, ... , a) = m!P(x!, ... , Xm) + L P(x,-(1), ... , Xrr(m))'P(Xrr(m+l)) ... <p(x,.(n)) 
r. EA 
onde, claramente, está implícito na nossa notação, que Xm+! = ... = Xn =a. 
Logo, se (xJ 1 ))~ 1 , .. , (xjm))~ 1 E l~'(E) C /';(E), escrevendo 
e denotando 
temos 
( (m+l))oo ( (n))oo ( )co d · xJ J=! = ... = xJ J=! = aJ J=!• com aJ =a para to o J, 
1 
(•) < (~~~Q(xjll, ,xjml,a, .,a)llr); + 
+ (~ "pv ( ,-(!) ,-(m)) ( ':(m+l)) ( rr(n)) r)~ L L xJ , ... ,xJ 'P xJ ... <p xJ J=l nEA 
1 
< C g ll(xj1))~1 i!w,, + ~ (~I P(xj(!), , xj(m)) v={L <p(xj(v)) r); 
1 
< C g ll(xJl))~lt,, + ~ D (~ l<p(xj(m+l)). <p(xj(n))lr); < 00 
pois, paracada1r E A, pelo menos um dos valores 1r(m+ 1), ... ,1r(n) pertence a {1, ... ,m}, e 
'I 
'Pé absolutamente (r; r)-somante. Concluímos portanto, quePE .C~~'f,.;s)(m E; F). Com maior 
razão, temos P E Pas(r;s)(m E; F), para todo m S: n. 
Agora, nos resta provar que, para todo m S: n, temos P E Pas(r;s)(E) (mE; F). Seja b E E e 
9 
m :S n fixo. Então, se (xJ)j,;, 1 E l'f(E), obtemos 
Como última observação, é válido mencionar que as versões multilineares das Proposições 
1.1.7 e 1.1.8 valem e podem ser demonstradas de forma análoga. Por exemplo, para se demostrar 
a versão multilinear de 1.1.8 basta perceber que sem < n e 
então, considere R E t:.(EJ, ... En; F) arbitrária. Considere TE t:.(E1 , ... En;F) definida por 
onde 'Pm+l• ... , 'Pn são funcionais lineares contínuos não nulos. Pelo raciocínio do Lema 1.1.10, 
escolhendo am+J, ... ,an fixos em Em+L ... ,En, respectivamente, tais que 'PJ(aj) = 1 para todo 
j = m + 1, ... , n, temos 
e portanto R E Las(r;s1 , ... ,s=)(EJ, ... Em; F). Como isso vale para todo m < n, explorando a 
multilinearidade segue que 
Como consequência, vale a versão multilinear do teorema de Dvoretzky-Rogers para polinômios, 
devido a Matos (veja [49)). 
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Além disso, podemos perceber que a recíproca da Proposição 1.1.8 não é válida. Com efeito, 
mesmo na origem temos 
e 
(1.3) 
onde ( 1.3) pode ser verificada se tomarmos T : 12 x lz _, iK definida por 
00 
T((xj)j:l, (YJ)j:l) = L::XJYJ 
j=l 
Observação 1.1.11 Resultados que mostram a igualdade entre os espaços das aplicações multi-
lineares ejou polinômios absolutamente somantes com o espaço das aplicações multilineares e/ou 
polinômios contínuos serão chamados doravante de resultados de coincidência (às vezes, por pre-
cisão, resvltados de coincidência positivos e, no caso de sua negação, resultados de coincidência 
negativos). A propósito, sempre que temos resultados, positivos ou negativos, de coincidência, 
para operadores multilineares ejou polinômios absolutamente somantes com contradomínio iK, 
não é difícil ver que tais resultados valem para ocn no lugar de iK. Portanto, sempre que qui-
sermos estudar o caso do contradomínio de dimensão finita, poderemos nos restringir ao caso 
Corolário 1.1.12 Se q > 2 e cot F= q, então 
Demonstração: Imediata da proposição anterior e de um importante resultado de K wapien 
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[36] que garante que se q > 2 e cot F = q, então 
C( co; F) =f .Cas(q;q)(CO; F). Q.E.D. 
Um caso particular de aplicações absolutamente somantes, e extremamente importante, pela 
fortíssima analogia com o caso linear, é o que nós chamaremos de caso dominado, devido ao 
Teorema de Dominação de Grothendieck-Pietsch, que terá sua versão neste novo contexto. 
Definição 1.1.13 Sejam s, r1, ... , rn E (0, oo], com i = }:
1 
+ ... + r:. Uma aplicação T E 
.C(E1, ... , En; F) é (r~, ... , rn)-dominada se for absolutamente ( s; r1, . . , rn)-somante. 
Os polinômios (aplicações n-lineares) (*;p)-somantes serão chamados de p-dominados (as) 
como é feito por Matos em [42] e mais recentemente em [53]. Durante algum tempo houve algum 
conflito de nomenclaturas (veja [7]), mas atualmente o termo "dominado" parece ter prevale-
cido. Para os polinômios e aplicações multilineares p-dominados (as) valem di versas versões de 
resultados lineares, tais como Teoremas de Fatoração, Teorema de Dominação, etc (veja [42], 
[53], [67]). O seguinte Teorema de Dominação pode ser encontrado em [42] e, mais recentemente, 
detalhadamente, em [62]. 
Teorema 1.1.14 (Teorema da Dominação de Grothendieck-Pietsch) Sejam r 1, .. , rn E 
(0, oo ). São equivalentes: 
(i) T é CrJ, ... ,rn)-dominado. 
(i i) Existem C 2: O e medidas regulares de probabilidade llk E P ( B Ek) , k = 1, ... , n, tais que 
(14) 
para quaisquer Xk em Ek> com k = 1, ... , n. 
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É oportuno ressaltar que a rigor a demonstração do Teorema diz um pouco mais: 
• Se existem medidas finitas l"k na sigma álgebra dos borelianos de B E' com a topologia 
k 
fraca estrela, k 1, ... , n, tais que (1.4) ocorre, então T é (r1, ... , rn)-dominado. 
A versão polinomial também é válida: 
Teorema 1.1.15 P E Pas( *;p) (n E; F) se, e somente se, existem C > O e uma medida I" E 
P(BE) tal que 
para todo x em E. 
Observação 1.1.17 Não se pode esperar um Teorema de Inclusão para os polinômios absolu-
tamente somantes. Por exemplo, 
é absolutamente (1; l)-somante e não é absolutamente (2; 2)-somante. Com efeito, como id12 é 
(2; l)-somante, segue que P é (1; l)-somante. Por outro lado, como (e1 )~ 1 E 12(12), segue que 
P não é (2; 2)-somante. 
A seguinte caracterização mostra a analogia dos polinômios absolutamente somantes com os 
operadores absolutamente somantes. 
Teorema 1.1.18 (Matos [42}) Seja P um polinômio contínuo m-homogêneo de E em F. Então, 
as seguintes afirmações são equivalentes: 
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( 1) P é absolutamente (p; q) -somante em O. 
{2) Existe L > O tal que 
k 
(2::.: lfP(xj)lfP)i :S Lll(xJ)Í=III:.q 
j=l 
para todo k natural e todo x1 E E. 
{3)Existe L> O tal que 
00 
(L IIP(xJliiP)t :<:: Lll(xj)~rl/:q (LS) 
J=l 
O ínfimo em (3) é atingido e a menor constante L> O para qual a desigualdade (1.5) vale 
define uma norma (caso p :2: 1) ou uma p-norma (caso p < 1) ([42] ou [63, pag 91]) para o espaço 
dos polinômios absolutamente (p; q)-somantes. Em qualquer caso, temos espaços topológicos 
completos metrizáveis. Esta norma (p-norma) será denotada por 11-llas(p;q). 
A caracterização para o caso multilinear e a definição da norma (p-norma) seguem o mesmo 
raciocínio. 
Um importante resultado multilinear, devido a A. Defant e J. Voigt, garante que toda 
aplicação multilinear contínua com valores escalares é absolutamente (1; 1)-somante: 
Teorema 1.1.19 (A. Defant-J. Voigt) Para n natural, temos 
(.C(n E; JK), lf.//) = (Las(!;!) (n E; JK), 11-llas(l;l)) ' 
isometricamente. 
A versão polinomial do teorema acima, a priori, não garante a isometria. 
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Teorema 1.1.20 P(n E; IK) = Pas(l;l)(n E; IK) e IIPIIas(l;l) :S ';;7 IIPII. 
Demonstração: 
Muitas vezes, neste texto, será útil usar que~ ::; en (devido à expansão em séries de ex) e, 
portanto, 
00 
2::: IP(xj )I :S en IIPIIII (Xj )j;l 11:.1' (1.6) 
j=l 
apesar de existirem estimativas mais finas (veja i15]). Q.E.D. 
Observação 1.1.21 No caso complexo, pode-se provar que temos P(n E; IK) = Pas(l;l) (n E; IK) 
isometricamente (veja (42/), enquanto no caso real não se pode esperar tal resultado (veja (15}}. 
A multilinearidade nos pernúte perceber que o Teorema 1.1.19 vale mesmo que a origem não 
seja privilegiada: 
Corolário 1.1.22 Para n natural, .C(n E; IK) = Las(l;l)(E)(n E; IK). 
Num sentido mais fraco, também definimos: 
Definição 1.1.23 Uma aplicação multílinear contínua T : E1 x ... x En __, F é fracamente 
absolutamente (p; q!, ... , qn)-somante (ou fracamente (p; q1, ... , qn)-somante) em (a!, ... , an) se 
para toda (x~s))j; 1 E l~.(E), s = 1, ... , n. Um polinômio n-homogêneo contínuo P : E __, F é 
fracamente absolutamente (p; q) -somante (ou fracamente (p; q) -som ante) em a E E se 
(P(a + Xj)- P(a))j;1 E l';(F) 
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sempre que (xJ)~ 1 E l~(E). 
A seguinte proposição, essencialmente devida a C.A Soares, mostra a estreita relação entre 
operadores absolutamente somantes e fracamente absolutamente somantes: 
Proposição 1.1.24 (Soares {69}) Se .Cas(q;r1 , ... ,rn)(EI, ... , En; lK) = .C(El: ... , En; IK) então para 
lado, se para algum F tivermos .Cwas(q;r1 .... ,rn)(EI, ... , En: F)= .C(E1, ... , En; F), então 
Demonstração: (Primeira Parte) 
Existe C> O tal que [[Tflas(q;r1 , .. • rn) ::; Cf[T[[ para cada T E .C(E1, ... , En; lK). Temos, para 
cada T : E1 x ... x E:, --> F, 
(17) 
(Segunda Parte) Suponha que para algum F temos 
Seja TE .C(E1, ... , En; lK). Considere v E F um vetor unitário, 'P um funcional linear unitário 
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contínuo tal que rp(v) = 1 e defina Q E C(E1, ... , En; F) por Q(x1, ... , Xn) = T(xL ... , Xn)v. Temos 
00 00 
(L I T(xY), , x)n)) lq) ~ = L I< rp, T(x)1),. , XJn))v >lq) ~ 
J=l j=l 
00 
:S sup L I< rp, T(xJl), , x)n))v >lq) ~ 
lll'li:SI j=l 
00 
'\' , Q( (1) (n)l 'q)-,1 = sup L.., 1< rp, x 1 , ... ,x1 , >1 < oo, 
III'II:Sl J=l 
Lema 1.1.25 Toda aplicação n-linear contínua T : E 1 x ... x En -+ F é fracamente (1; 1)-
somante em cada ponto do domínio. Além disso, 
Demonstração: O caso n = 2 nos mostra como proceder no caso geral. 
Pela Proposição anterior e pelo Teorema 1.1.19, toda aplicação multilinear contínua é fraca-
mente (1;1)-somante na origem (ou veja [7, Prop. 1.5]). Logo, se y' E F', temos 
co co 
L I< y',T(a+xj,b+yj) -T(a,b) >I:S L I< y',T(a,yj) >I+ 
j=l j=l 
00 co 
+L I< y', T(xj, b) >I +L I< y', T(xj, Yj) >I< oo, 
j=l j=l 
sempre que (xj)~ 1 E I'{'(E) e (yj)~1 E ll(E). Q.E.D. 
A versão polinomial do Lema anterior segue diretamente do caso multilinear. 
O próximo Teorema mostra a íntima ligação entre cotipo e operadores absolutamente so-
mantes. 
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Teorema 1.1.26 (Talagrand [71}) E tem cotipo q > 2 se, e somente se, 
id: E--+ E é (q; l)-somante. 
Se E tem cotipo 2, então id: E--+ E é (2; 1)-somante. A recíproca não vale. 
Vale ressaltar que, sabendo-se que E tem cotipo finito q, provar que id é (q; 1)-somante não 
é difícil. A parte não trivial do teorema acima é provar a recíproca deste resultado para q > 2, 
e dar o contra-exemplo, para q = 2 (o contra-exemplo deve-se a Talagrand [71]). 
Os espaços de Banach cuja identidade é (2, 1)-somante são chamados de espaços com a 
propriedade de Orlicz. É claro que todo espaço que tem cotipo 2 tem a Propriedade de Orlicz. 
Como mostra o próximo resultado, a relação entre cotipo e aplicações absolutamente soman-
tes não existe apenas no caso linear: 
Teorema 1.1.27 (Botelho [7},(6}) Se F tem cotipo q, então, todo polinômio contínuo n-homogêneo 
de E em F é ( q; 1) -somante. 
Demonstração: Se x 1, ... ,Xk são elementos de E, temos 
k 1 k 
(L IIP(xj)llq)i S Cq(F)(J 11 _L(P(xj)rj(t)ll 2 dt)~ 
;=1 o )=1 
k 
S Cq(F) sup li L P(xj)rj(t)11 2 
tE[0,1J j=1 
k 
= Cq(F) sup sup I< c.p, L P(xjlrJ(t) >I 
tE[O,lJ <pEBx' j=1 
k 
S Cq(F) sup L I< c.p,P(xj) >I 
<pEBx'j=1 
S Cq(F)I[(P(xj))J=rllw,1 
S Cq(F) n~ IIPIIII(xj)J=ril;-;,,1, n. 
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onde, na última desigualdade, usamos a desigualdade ( 1. 7) adaptada para polinômios e o Teo-
rema 1.1.20. Q.E.D. 
Observação 1.1.28 Note que na demonstração do teorema anterior está provado, implícita-
mente, que se F tem cotipo q, então a identidade em F é absolutamente (q; 1)-somante e 
llidFIIas(q;l) $ Cq(F). Podíamos ter usado diretamente o Teorema 1.1.26, mas procedemos 
assim para melhor compreensão. Deve-se ainda perceber que, devido à isometria do caso polino-
mia! complexo do Teorema de Defant- Voigt (veja {42, Prop. 2.12 (1)]), temos uma estimativa 
melhor quando o corpo de escalares for o corpo dos complexos (podemos substituir Cq(F)~IIPI! 
por Cq(F)IIPIIJ. 
A próxima definição, devida a Lindenstrauss e Pelczynski é de fundamental importãncia no 
estudo local de espaços de Banach e suas propriedades. 
Definição 1.1.29 {Lindenstrauss e Pelczyriski {38}) Dizemos que X é um espaço de tipo Lp,À 
se existe À 2': 1, tal que, para todo subespaço de X de dimensão finita E, é possível encontrar F, 
subespaço de X, de dimensão finita, contendo E, tal que d(F, l;}ím F) :::; À. Diremos que X é um 
espaço de tipo Lp se X for um espaço de tipo Lp,À para algum À 2': 1. 
Pode-se provar que o cotipo dos espaços de tipo Lp se comporta da mesma maneira que o 
cotipo dos espaços lp, ou seja, cada espaço de tipo Lp tem cotipo igual a max{2,p}. 
Definição 1.1.30 Uma base de Schauder em um espaço de Banach E é um conjunto {x;};Er 
00 
tal que todo a E E se escreve de modo único na forma L: anXn,a com cada XJ,a, X2,a, ... em 
n=l 
00 
{xi; i E r }. Uma base de Schauder será dita incondicional se a série L: anXn,a convergir 
n=l 
incondicionalmente, para qualquer a. 
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Perceba que esta definição permite a existência de base de Schauder incondicional em espaços 
não separáveis. 
Pode-se provar sem dificuldades o seguinte resultado: 
Proposição 1.1.31 Se E é um espaço de tipo Cp com base de Schauder incondicional, então 
para cada base de Schauder incondicional normalizada {xi}, temos que 
00 
a= L anXn =? (an):;"=l E 1max{p,2}· 
n=l 
00 
Demonstração: Seja a= I: anXn E E. Como {xn} é base de Schauder incondicional, temos 
n=l 
que se bj = ajXj, então (bn):;"= 1 E lf(E). Como cada espaço de tipo Cp tem cotipo q = ma.x{p, 2}, 
temos que 
00 








L lanlq < oo. Q.E.D. 
n=l 
O resultado acima é uma ilustração da contribuição do estudo de cotipo no conhecimento da 
estrutura dos espaços de Banach. Sem a exploração do cotipo, com mais trabalho, provava-se 
menos (veja [68] e [56]). 
Exemplo 1.1.32 No caso linear, se E ou F tem dimensão finita, toda transformação linear 
contínua é p-somante, para todo p 2: L Já no caso polinomial isso não ocorre. Sabe-se que se 
E ou F tem dimensão finita, então todo polinômio n-homogêneo será (1; l)-somante (pois todo 
20 
polinômio leva lf(E) em lf(F) e l1(E) em l1(F)). Entretanto, para p > 1 e F de dimensão 
finita isso não ocorre. Um exemplo é 
00 




Polinômios e aplicações multilineares 
absolutamente somantes 
Floret e Matos [27], em 1995, e em seguida, Botelho [6], começam a investigação da contribuição 
dos conceitos de tipo e cotipo no estudo de polinômios e aplicações multilineares absolutamente 
somantes. Neste capítulo exploraremos os conceitos de tipo e cotipo e obteremos vários resul-
tados de coincidência para tais aplicações. Introduziremos a classe das aplicações multilineares 
m-completamente absolutamente somantes, que é uma classe que se situa entre o espaço das 
aplicações absolutamente somantes e completamente absolutamente somantes, e será adequada 
para dar uma resposta parcial a um problema aberto. Além disso, obteremos várias proprieda-
des estruturais relacionadas ao espaço das aplicações multilineares p-dominadas e absolutamente 
somantes fora da origem. Por fim, daremos versões polinomiais e multilineares do Teorema da 
Extrapolação de Maurey. 
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2.1 Polinômios e aplicações multilineares explorados pelo cotipo 
do contradomínio 
A relação entre cotipo e operadores lineares absolutamente somantes é clara no Teorema 1.1.26. 
Começaremos o estudo polinomial e multilinear fora da origem com o seguinte resultado: 
Teorema 2.1.1 Se F tem cotipo q, então, todo polinômio contínuo n-homogêneo de E em F 
é (q; 1)-somante sobre E. Além disso, toda aplicação multilinear de E1 x ... X En em F é 
( q; 1) -somante sobre se·u domínio. 
Demonstração: (Caso Polinomial) Seja (xj)~ 1 E 1j(E). Então, como id : F __, F é (q; 1)-
somante e llidFifas(q;l) ~ Cg(F), temos 
00 
(E 1\P(a + Xj)- P(a)llq)% ~ Cq(F)II(P(a + Xj)- P(a))~IIIw,l <co, 
j=l 
pelo Lema 1.1.25. 
(Caso Multilínear) Análogo. Q.E.D. 
O Teorema 2.1.1 generaliza para pontos diferentes da origem o Teorema 1.1.27. 
Agora, munidos do Teorema 2.1.1, temos uma outra caracterização de cotipo: 
Teorema 2.1.2 Seja n 2: 1. Então E tem cotipo q > 2 se, e somente se, 
P(n E; E)= Pas(q;I)(E)(n E; E). 
Demonstração: Se P(nE;E) = Pas(q;I)(E)(nE;E) então id: E__, E é (q;l)-somante (veja 
Matos í45) na demonstração do Teorema de Dvoretzky-Rogers para polínômios ou use o ra-
ciocínio da Proposição 1.1.8) e então E tem cotipo q. O Teorema 2.1.1 garante a recíproca. 
Q.E.D. 
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Como constataremos no decorrer deste texto, o espaço vetorial das aplicações multilineares p-
dominadas raramente coincide com o espaço todo. Talvez o único resultado não trivial conhecido, 
onde se tem tal coincidência, seja um resultado obtido independentemente por Botelho-Floret 
(veja [7]) e Meléndez-Tonge [53], que enunciaremos a seguir: 
Teorema 2.1.3 (Floret-Botelho e Melendez- Tange) Se X1 e X2 são espaços de tipo L.oc, então 
Além disso, um resultado de Botelho [7], que posteriormente será generalizado, assegura 
que para n 2: 3, p qualquer e X1, ... , Xn espaços de tipo L.ocn sempre existe uma aplicação 
n-linear com valores escalares que não é p-dominada. Recentemente, D. Pérez [62] obteve um 
resultado positivo, para n 2: 2, que será uma ferramenta importante para outros resultados sobre 
polinômios, aplicações multilineares e até holomorfas, como veremos adiante. 
Teorema 2.1.4 (D.Pérez) Se cada X 1 é um espaço de tipo L.oo,>-.;, então toda aplicação n-línear 
contínua (n 2: 2) de X 1 x ... x Xn em lK é (1; 2, ... , 2)-somante na origem e 
n 
11TIIas(1;2, .. 2)::; Kc3"z'IITII rr Àj, 
j=l 
onde Kc é a constante de Grothendieck. 
A versão polinomial deste Teorema é imediata e será importante no estudo de funções holo-
morfas e analíticas. 
Corolário 2.1.5 Se X é um espaço de tipo .C00,>-., então todo polinômio n-homogêneo contínuo 
(n 2: 2), P: X-+ lK é (1; 2)-somante na origem e 
n-2 
11PIIas(1:2l ::; Kc3-, IIPII>.n 
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Um conhecido resultado linear de coincidência afirma que se E é um espaço de tipo 1:00 e F 
tem cotipo q, então toda aplicação linear contínua de E em F é absolutamente (q; 2)-somante. 
Para q = 2, este resultado é devido a Dubinsky, Pelczyríski e Rosenthal [25] e, para q > 2, é um 
resultado de Maurey (veja [19, pag 223, Teorema 11.14 (b)]). O Teorema 2.1.4 e o cotipo do 
contradomínio podem ser explorados para se obter a seguinte versão multilinear dos resultados 
citados acima: 
Teorema 2.1.6 Se cada X 1 é um espaço de tipo L 00 ,>,J e F tem cotipo finito q, então toda 
aplicação T, n-linear contínua, (n ~ 2) de X 1 x ... x Xn em F, é (q; 2, ... , 2)-somante na origem 
e 
n 
[[TIIas(q;2 .. ,2) S Cq(F)Kc3 n2
2
[[T[[ II Àj 
j=l 
Em particular, se X é um espaço de tipo 1:00 ,>. e cot F = q < oo, então 
e 
n-2 
11PIIas(q;2) S Cq(F)Kc3-, IIPI[Àn. 
Demonstração: Pelo Teorema 2.1.4, temos, para n ~ 2, 
e, para cada R E J:(X1, ... ,Xn; JK), temos 
n 
IIRIIas(l;2, .. ,2) S Kc3nz' IIRII IT Àj. 
j=l 
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Então, para cada k, 
k 
(L IIT(x?J, ., xjnl) llql ~ :::: Cq(F) II(T(xj!J, ., xjnlllJ=IIIw,l 
j=l 
k 
Cq(F) sup L I< y 1,T(xj1l, .. ,xjn)) >I 
y·EBp, j=l 
n-2 n 
onde C = Ka3-,- f1 ÀJ Q.ED 
j=l 
Como conseqüência do último Teorema, segue o seguinte resultado, que responde a uma 
questão proposta por Botelho em [ 6]. 
Teorema 2.1. 7 Se n ;::: 3 e cada Xj é um espaço de tipo Coe,>.;, então toda aplicação n-linear 
contínua, T : X1 x ... x Xn __, JK, é (2; 2, ... , 2, oo )-somante na origem e 
n 
11TIIas(2;2,. ,2,co) S C2(Xn)Ka3"2
3
IITII TI Àj. 
j=l 
Demonstração: Seja T : X1 x ... x Xn __, lK uma aplicação n-linear contínua. Então, como 
Xn' tem cotipo 2, 
Ti : X1 x ... x Xn-1 __, Xn' é (2; 2, ... , 2)-somante. Logo 
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n-3 n 
com C= C2(Xn)Ka3_2_11TII TI ÀJ. Temos ainda 
j=l 




(f [Ti(XJI): ,x]n-l))(xJn))12) :S C ll(xJI))_;çlf w.2 ···ll(xJn-l)).r;,lt211(xJn))_;çlt, 
J=l 
e 
O caso (xJn))_;ç 1 =O não oferece problema. Q.E.D. 
Poderíamos ter usado o Lema 3.2 de [7] para uma outra demonstração. 
O caso bilinear do Teorema acima vale e é devido a Botelho. Entretanto, neste caso, podemos 
ir um pouco mais além, como mostra o resultado abaixo: 
Proposição 2.1.8 Se X é um espaço de tipo 1:00 , então toda aplicação bilinear contínua T : 
X x E ___, lK com cot E' = q = 2 é (r; r, oo)-somante na origem para cada r 2': 2. Se cot 
E'= q > 2, então, T é (r; r, oo) e (q;p, oo)-somante na origem para todo r> q e p < q. 
Demonstração: (Primeiro caso, cot E' = q = 2) Seja T : X x E ___, lK uma aplicação bilinear 
contínua. Então Ti : X ___, E' é (r; r )-somante pois E' tem co tipo 2 [25]. Portanto, 
00 








Se (YJ)~ 1 E 100 (X) é não nula, temos 
( 
1 Ir) 1/r f IT1(xj)( li ( )v;, li ) S C 11 (xj)~1 llw,r, 









/r S C 11 (xj)~1 llw,rll (YJ)~1 lloo, 
J=1 
O caso (yj )~ 1 = O não nos oferece problema, 
Um resultado linear de Maurey (veja [19j, pag 223, Teo 1Ll4 b) nos dá, com o mesmo 
raciocínio, a demonstração do segundo caso, Q,E,D, 
As mesmas idéias nos dão a seguinte proposição: 
Proposição 2.1.9 Se cada Xj é um espaço de tipo L 00 , então, toda aplicação n-linear contínua 
T: X 1 x ,, x Xn x E__,. JK:, com cot E'= q:?: 2, q o;< oo, é (q; 2, ,,, 2, oo)-somante na origem, 
Os Teoremas 2,1,7 e 2,1,4 aliados à Proposição LL24 nos levam aos seguintes resultados: 
Corolário 2.1.10 Se cada Xj é um espaço de tipo L 00 e T : X 1 x ,, x Xn _, F é uma 
aplicação n-linear (n :?: 2) contínua, então T é fracamente (1; 2, ,,, 2)-somante e fracamente 
(2; 2, ,,, 2, oo)-somante na origem, Quando n = 2, temos que T é fracamente (r; r, oo)-somante 
para cada r :?: 2, 
O Teorema 2,1,7 pode ainda ser usado para se obter outros resultados, Por exemplo: 
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Teorema 2.1.11 Se cada XJ é um espaço de tipo Lco e T : X1 x ... x Xn --> lK é uma aplicação 
n-linear contínua, então 
n = 2 ='> T é (r; r, r)-somante em X! X x2, para cada r;:: 2. 
n;:: 3:,. T é (r; 2, ... , 2, r)-somante em X 1 x ... x Xn para cada r;?: 2. 
Demonstração: Caso n = 2: 




fiT(a,yj) +T(xj,b) +T(xJ,YJ)Ir); 
;=I 
sempre que (xJ)j:;,1 E I~(X1) e (YJ)j:;,1 E I~(X2) pois cada aplicação dessas é (r, r)-somante e 
cada bilinear contínua de um espaço de tipo .C.00 em lK é (r; r, r )-somante na origem. 
Cason=3: 
l l 1 
(
ffT(a+xJ,b+yj,c+zJ) -T(a,b,c)f") r= (ffT(a,yj,ZJ)I") r +(ffT(xj,b,c)f") r+ 
;=I ;=1 ;=I 
1 1 1 
+ (f IT(a, b, z1W) ~ + (f IT(a, YJ, c)[")~+ (f IT(xJ, YJ, zJ)I"); < oo, 
;=I ;=I ;=I 
pois cada operador linear contínuo é (r; r) e (r; 2)-somante, cada aplicação bilinear acima é 
(r; r, r), (r; 2, r) e (r; 2, 2)-somante e cada aplicação 3-linear acima é (r; 2, 2, r)-somante na ori-
gem. 
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Se n > 3, basta ver que toda aplicação multilinear contínua T: XJ-+ lK é (r; r)-somante na 
origem e toda aplicação multilinear contínua de Xh x ... x X)k em lK é (r; 2, ... , 2, r)-somante na 
origem. Q.E.D. 
O Teorema 2.1.6 pode ser estendido como segue: 
Teorema 2.1.12 Se cada XJ é um espaço de tipo 1:.00 e cot F q, então toda aplicação n-linear 
contínua de X1 x ... x Xn em F é (q; 2, ... , 2)-somante sobre X 1 x ... x Xn· Por maior razão, todo 
polinômio n-homogêneo de um espaço de tipo Loc em F é absolutamente ( q; 2) -somante sobre 
seu domínio. 
Demonstração: 
Se q = 2, basta usar o último raciocínio com o Teorema 2.1.6 e um resultado de Dubinsky-
Pelczyríski-Rosenthal ([19, pag 223, Teorema 1L14(a)] ou [25]) que garante que toda aplicação 
linear contínua de um espaço de tipo L00 em F( com cot F = 2) é (2; 2)-somante. 
Se q > 2, devemos usar o mesmo procedimento com um resultado de Maurey [19, pag 223, 
Teorema 11.14(b)] que assegura que todo operador linear contínuo de um espaço de tipo 1:.00 em 
F (com cot F= q > 2) é (q;p)-somante para cada p < q. Q.E.D. 
2.2 Aplicações m-completamente somantes 
A seguinte definição é inspirada no conceito de aplicações multilineares completamente absolu-
tamente somantes, devido a Matos [48], que está sendo explorado por M.L.V. Souza em sua tese 
de doutorado. O motivo da definição abaixo é a seguinte pergunta: 
Será que toda aplicação multilinear de espaços de tipo L 00 , com valores escalares, é comple-
tamente 2-somante? 
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O que vamos mostrar é que o Teorema 2.1. 7 nos dá, como corolário, respostas parciais a esta 
pergunta, e para isso precisamos de uma nomenclatura adequada. 
Definição 2 .2.1 Uma aplicação n-linear T : E1 x x En _, F é dita m-completamente 
00 
L IITCx):), .. , x)';), x):+l), , x):~m+l) Ir < oc, 
)1,}2, . . ,jn~m+l=l 
Se T for m-completamente (p; q1, ... , qn)-somante, escreveremos T E I:.f(m)as(p;p) (n E; F). Note 
que no caso em quem = 1, temos as aplicações completamente absolutamente (p;q1, ... ,qn)-
somantes e denotaremos T E C fas(p;p) (n E; F). No caso em que m = n, temos as aplicações 
absolutamente (p; ql, ... , qn)-somantes. ·Resultados sobre tais aplicações podem ser encontrados 
em [48], [70] e, com mais detalhes, futuramente, na tese de doutorado de M.L.V. Souza, sob 
orientação de M.C. Matos. 
Mostraremos que nossos resultados da seção anterior têm uma interessante relação com as 
aplicações m-completamente somantes. Vamos provar que quando temos algum resultado com 
qj = oc, teremos muitas vezes possibilidades de somar em mais índices. Os resultados a seguir 
são mais precisos que as palavras: 
Proposição 2.2.2 Se I:.( E; F)= Las(p;p)(E; F), então 
Demonstração: Suponha TE Las(p;oo,p)CZ E; F). Sejam (xk)r.,1, (Yk)r.,1 E l't(E). 
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Para cada k, temos 
00 
L IIT(xj, Yk) IIP S li (xj J~dl~,p IIT(, Yk) ll~s(p,p) 
j=l 
S ll(xJ)~~~~~-P C!IT(, yk)IIP 
S il(xJ)~III~,p C(IIT(zk, Yk)IIP + 2
1
k), 
onde cada Zk pertence à bola unitária de E, Logo 
00 00 00 
LL IIT(xj,Yk)IIP s IICxJ)~~II~.pCL(IIT(zk,YkJIIP + 2
1
kl <co, 
k=l j=l k=l 
pois (zk));=1 E ioo(E) e T é (p; co,p)-somante. Q.E.D. 
Mais geralmente, temos: 
Proposição 2.2.3 Se C(En; F)= Cas(q;r)(En; F), então 
Demonstração: Suponha TE Cas(q;p1 ,,.,Pn-l>oo)(EI, ,., E;,; F). Sejam 
Para cada k, 
00 
L IIT( (I) (n-l) ) llq li( )00 l'q IIT( (I) (n-l) ) llq xk ' ... ,xk 'YJ ::;; YJ J==l I xk ' ... ,xk '· . I w,r as(q;r) 
J= 
S li(Yj)~lll~,r C IIT(x~l), ... , xin-l), .) llq 
s IICYJ )~lll~.r cciiT(x~l)' .. , xin-l)' Zk) llq + ;k), 
onde cada zk pertence à bola unitária de En. Logo 
00 00 00 
L L IIT(xil), · , xin-1), YJ)IIq S IICYJ)~~II~.r C Lc!IT(xi!J, .. , xin-l), zk)W + ;k) <co. Q.E.D. 
k=l j=l k=l 
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Corolário 2.2.4 
Em particular, para n = 2, temos 
(2.1) 
Demonstração: Com efeito, sempre temos .C(En; JK) = .Cas(q;q)(En; JK). 
Observação 2.2.5 Os resultados acima e o Teorema 2.1. 7 nos dão as seguintes igualdades 
como casos particulares, onde E é um espaço de tipo 1:00 : 
• .c e E; JK) = .Cfas(p;p)e E; OC)Vp 2: 2 (caso particular do Teorema 2.1.3). 
Em alguns casos particulares, podemos conseguir uma inclusão do tipo (2.1) para n > 2. Por 
exemplo, 
Exemplo 2.2.6 Se p 2: 2, então Las(p;oo,oo,p)eco; JK) C .C fas(p;p)eco; lK). 
Demonstração: Suponha TE .Cas(p;oo,oo,p)eco; JK). Sejam 
Então, para cada l, 
00 
L [[T(XJ, Yk, wz) [[P :S li (xJ)~rll:.p [[(Yk)t'=rll;;,,p [[T(., ., wz) lljas(p,p) 
j,k=I . 
:S ll(xj)~rii:,P [[(yk)~ril;;,,p C [[T(., , wz)[[P 
:S ll(xj)~rfl:,p II(Yk)~rfl;;,,p C(IIT(zil), z?), Wz) IJ" + ~~ ), 
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f f IJT(xj,yk,wt)ilp::; ll(xj)~ril~p II(Yk)f=til;;,,pcf(IIT(zpl,zi21 ,wt)Jip + ~1 ) < oo. 
l=l j,k=l l=l 
Q.E.D. 
Observação 2.2. 7 Quando os espaços de Banach que compõem o domínio da aplicação mui-
tilinear têm cotipo finito {pequeno de preferência). podemos, em geral, explorar este fato e a 
Desigualdade de Hõlder Generalizada (que veremos logo a seguir} para muitas vezes conseguir 
resultados positivos com múltiplos índices. A razão pela qual tratamos o caso de espaços de tipo 
1:.00 é que eles têm o pior comportamento possível em relação a co tipo (apenas co tipo infinito), 
e isso torna os resultados anteriores sobre aplicações r-completamente somantes interessantes e 
não triviais. 
2.3 Polinômios e aplicações multilineares explorados pelo cotipo 
do domínio 
Uma desigualdade importantíssima para nossos objetivos é a chamada Desigualdade de Holder 
Generalizada (veja [31]): 
Teorema 2.3.1 (Desigualdade de Hõlder Generalizada) Se t ::; P1
1 
+ ... + P~, então 
00 00 00 (L I aj1). a;n) JP)} :5 (L J a;!) JPl) P11 •• (L 1 a;n) IP") P~. 
j=l j=l j=l 
Se T : E1 x ... x En _, F é uma aplicação multilinear contínua, onde pelo menos um 
dos espaços de Banach que compõem o domínio tem cotipo finito, podemos enunciar o seguinte 
resultado, que é uma aplicação relativamente imediata da Desigualdade de Holder Generalizada: 
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Teorema 2.3.2 Se T : E1 x .. x En --+ F é uma aplicação multilinear contínua e qi =cotEi, 
j = 1, ... , n, e pelo menos um dos qj é finito, então, para quaisquer escolhas de ai E [qj, oo], 
com pelo menos um dos a1 finito, temos que T é (s; b1, ... , bn)-somante na origem, para qualquer 
s > O tal que ! < ..L+ ... +..L, onde b3· = 1 se a; < oo e b1· = oo se a3· = oo. s - a1 an · 
Demonstração: Imediata após alguma reflexão sobre a melhor forma de explorar a Desigual-
dade de Holder Generalizada. 
Corolário 2.3.3 (Botelho (7}) Se T : E1 x ... x En --+ F é uma aplicação multilinear contínua e 
q1 = cot Ej < oo para todo j = 1, ... , n, então T é (s; 1, ... , 1)-somante na origem, para qualquer 
s > O tal que l ::; ql + ... + -q1 . 
S 1 n 
Exemplo 2.3.4 Se E tem cotipo q, então I:.as(q;!,oo, ... ,oo)(nE;F) = I:.(nE; F). 
Observação 2.3.5 Vale a pena refletir um pouco sobre o Teorema 2.3.2. Apesar de simples, ele 
nos ajuda a entender o que é difícil e o que é facil sobre operadores multilineares absolutamente 
somantes. Enquanto, no caso linear, a igualdade 
é profundamente difícil (é o Teorema de Grothendieck), para as multilineares a igualdade 
é trivial, e além disso está longe de dizer toda a verdade. 
Veja que o Teorema 2.3.2 mostra que mesmo que apenas um dos espaços do domínio tenha 
cotipo finito, ainda temos vários resultados de coincidência: 
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Exemplo 2.3.6 Se E tem cotipo p, então toda T: C(K) x ... xC(K) xE-. F é (p: oo, ... , oo, 1)-
somante na origem. 
Exemplo 2.3. 7 
Exemplo 2.3.8 Se id: E 1 _, E 1 é absolutamente (r; s)-somante, temos 
A propósito, apesar de não estarmos acostumados com a identidade ser (r; s )-somante com s > 1, 
existem casos onde isso acontece, por exemplo, quando o espaço é de Hilbert (veja Kwapien {35}). 
2.4 Outros resultados sobre polinômios e operadores multiline-
ares absolutamente somantes 
Os resultados a seguir refinam nossos conhecimentos sobre a estrutura dos espaços de polinômios 
e aplicações multilineares absolutamente somantes. Alguns talvez façam parte do folclore da 
teoria. Entretanto, serão importantes adiante, como a Proposição 2.4.3 que será usada mais 
tarde para responder a uma pergunta em [6j. 
Proposição 2.4.1 Se P : E _, F é um polinômio n-homogêneo p-dominado, então, para quais-
quer a 1, .. , ar fixos, a aplicação multilinear 
v v 
P a1 ••• ar(Xr+l, ... , Xn) := P(at, ... ,ar, Xr+1 1 ••• , Xn) 
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é p-dominada. Analogamente, se T : E1 x ... x En _, F é n-linear p-dominada, então 
é p-dominada. 
Demonstração: Basta usar o teorema de Dominação de Grothendieck-Pietsch. 
Proposição 2.4.2 Se .C(E!, ... , En; F) = .Cas(r;s1 , ... ,s,,oo, ... ,oo)(EJ, ... , En; F), então 
Demonstração: Dada TE .C(E1, ... , Et; F), definimos 
com 'Pt+l• ... , 'Pn funcionais lineares contínuos não nulos. Sejam bt+J, ... , bn tais que 
00 00 
L IIT(x?), ,x}'))llr =L IIS(xjil, ,x)'l,bt+J, ,bn)llr < 00 Q.E.D. 
j=l j=l 
O resultado seguinte, sugerido por Matos, estende o Lema 3.2 de [7]: 
Proposição 2.4.3 Se 
então 
e vzce versa. 
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Demonstração: Suponha 
Seja T: E 1 x ... x E, __, C(Et+J, ... , En; F) uma aplicação multilinear contínua. Temos, então, 
00 









sempre que (x\J))~ 1 E /';; (EJ), ... , (xij)J~1 E /'f, (E,). Por outro lado, suponha 
i= t + 1, ... ,n, 
00 00 
('\' I'T( (j) (j) (j) (j))llr)l ('\' IIT ( (j) (j))( (j) (j))llr)l < ~I Xr , ... ,xt ,yt+l, ... ,yn r= L...t 1 xl , ... ,xt Yt+I,···,Yn r-
j=l j=l 
00 
::S II(Yi21J~llloo···ll(y!/l)~JIIoo L IIT!(x(Jl, ... ,xij)JIIr)~ < 00. Q.E.D. (2.2) 
j=l 
Observação 2.4.4 Da demonstração da proposição anterior, podemos ver ainda que vale o 
seguinte: 
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Exemplo 2.4.5 O famoso Teorema de Grothendieck, que afirma que todo operador linear de 
um espaço de tipo L1 em um espaço de tipo Lz é absolutamente (1,1)-somante, e a Proposição 
anterior nos permitem concluir que se E 1 e E 2 são, respectivamente, espaços de tipo L1 e L2, 
temos 
e, pela Proposição 2.4. 7, seguzrá que 
para todo ·r maior ou igual a l. Entretanto, apesar do Teorema de Grothendieck, temos que 
e até 
Observação 2.4.6 O leitor deve perceber ainda que a recíproca da Proposição 2.4.2 não vale. 
Com efeito, sabemos que L( E; !K:) = Las(l;l)(E; !K:). Se valesse a recíproca de 2.4.2, teríamos 
.C.(E,E;IK:) = .C.as(l:l,oo)(E,E;IK:) e, pela Proposição 2.4.3, L(E;E) = Las(l;l)(E;E), o que, 
como sabemos, em geral não é possível (veja {38, Theorem 4.2}). 
Ainda como conseqüência da Proposição 2.4.3 temos: 
Proposição 2.4.7 (Teorema de Inclusão para Transformações Bilineares) 
Se r> s, então, .C.as(s;s,oc)(E!, Ez; F) C .C.as(r;r,oo)(EJ, Ez; F). 
Demonstração: Se r > s e T E Las(s;s,oc)(EJ, E2; F), então, pela Proposição 2.4.3, Ti : 
E 1 _, .C.(E2 , F) é (s; s)-somante. Pelo Teorema da Inclusão para operadores lineares, T 1 será 
(r; r)-somante e, novamente pela Proposição 2.4.3, T será (r; r, oo)-somante na origem. Q.E.D. 
40 
O resultado abaixo também tem o mesmo espírito da proposição anterior. 
Proposição 2.4.8 Se uma aplicação bilinear contínua T : E1 x E 2 ---> F é p-dominada, então 
T é (r; r, oo )-somante, para cada r 2: p. 
Demonstração: Se T : E 1 x E2 ---> F é p-dominada, então, pelo Teorema de Dominação de 
Grothendieck-Pietsch, 
IIT1(x)ll = sup IIT1(x)(y)ll = sup IIT(x,y)ll 
Consequentemente, 
[iyi[SJ [[yJi:Sl 
s sup C( r I <p(x) lp df.LJ)~( r I,P(y) lp df.Lz)~ 
[[yl[<! JBE' JBE' 
- 1 2 
s C( r I <p(x) lp df.LJ)~ 
lsE' 
1 
IIT1(x)ll s C( r I <,o(x) lp df.LJ)~ s C( r I 'P(x) Ir df.LJ)~. 
lsE' lsE' 
1 1 
e T1 é (r;r)-somante. Portanto, pela Observação 2.4.4, T = (TJ)o é (r;r,oo)-somante (este é o 
mesmo raciocínio do Lema 3.4 de [7]). Q.E.D. 
Não é difícil estender o último resultado para o caso n-linear: 
Proposição 2.4.9 Se uma aplicação n-linear contínua T : E1 x ... x En --> F é p-dominada, 
então T é (n:_ 1 ;r, ... ,r,oo)-somante para todo r 2:p. Além disso, 
Em decorrência, temos as seguintes propriedades. 




Demonstração: Primeiramente, consideremos r L Seja T E t:(n-l E; t:( E; F)). Então 
To E Cas(E.;p)(nE;F). Pela Proposição 2.4.9, 
n 
Pela Proposição 2.4.3, segue que T = (To h E [,as( 6;p) (n-l E; t:(E; F)). Portanto 
(2.4) 
Aplicando o mesmo raciocínio a (2.4), chegamos a (2.3). Q.E.D. 
Corolário 2.4.11 Se toda aplicação n-linear contínua T : E 1 x ... x En ....., F contínua é p-
dominada, então toda aplicação r-linear contínua T : Ej, x ... x EJr ....., F, com Jl, .. , ]r E {1, ... , n} 
índices dois a dois distintos, é p-dominada. Em particular, se 
então, para todo r, com O :::; r < n, 
Demonstração: Pelo Teorema 2.4.9, sob as mesmas condições, temos 
e, pela Proposição 2.4.2, temos 
Os outros casos seguem os mesmos argumentos. Q.E.D. 
cada m:::; n. 
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Demonstração: Param= 1, considere T: E--+ F, uma aplicação linear contínua, arbitrária. 
Defina 




P(a, .. ,a,x) =- ('P(a)n-IT(x) + (n -1)<p(a)n-2<p(x)T(a)). 
n 
v 
Como <p(.) e P(a, ... ,a,.) são p-somantes (veja Proposição 2.4.1), segue que T é p-somante. 
Para m 2, considere Q : E --+ F um polinômio 2-homogêneo contínuo, arbitrário. Defina 
P(x) = <p(x)n-2Q(x), 
com, novamente, <p denotando um funcional linear contínuo não nulo. Temos 
e então 
v 2 ( n-2 (n(n- 1) ) n-3 v ) P(a, ... ,a, x, x) = n(n _ 
1
) <p(a) Q(x) + 
2 
- 1 <p(a) <p(x)Q(a, x) . 
v v 
Como P(a, ... ,a,.,.) é p-dominado e <p(.)Q(a, .) também, segue que Q é p-dominado. Os outros 
casos seguem o mesmo raciocínio. 
Corolário 2.4.13 Se uma aplicação multilinear T : E1 x ... x En --+ F é p-dominada, então, 
para qualquer bijeção 1r : {1, ... , n} --+ {1, ... , n }, temos 




Demonstração: Basta aplicar o Teorema 2.4.9 e o Teorema 2.4.3 várias vezes. 
Os próximos dois corolários, em essência, já foram usados anteriormente em [7] para apli-
cacões multilineares em espaços de tipo Lcx,. 
Corolário 2.4.14 (Corolário do Corolário 2.4.10). Se 
então, 
Corolário 2.4.15 Se algum Ej é um espaço de tipo 1:.00 e pelo menos um outro dos Ek tem 
dimensão infinita e dim F = oo, então, para todo p ~ 1 temos 
Demonstração: Não há perda de generalidade em assumir j = L Se a igualdade valesse, 
como I:.(E2, ... , En; F) tem apenas cotipo infinito (veja Botelho [6, Prop. 1.4] e Dineen [22]) 
teríamos 
que é um absurdo (veja Maurey-Pisier [52] ou o Capítulo 4 desta Tese). Q.E.D. 
Por outro lado, temos: 
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Proposição 2.4.16 Se T : E1 x ... x En -+ F é p-dominada, então T é absolutamente (r; r, ... , r)-
somante sobre E1 X ... x En para todo r 2: p. 
Demonstração: Como T é p-dominada, temos que T é r-dominada. Basta usar a Proposição 
2.4.1, explorar a multilinearidade e observar que toda aplicação n-linear r-dominada é, a fortiori, 
absolutamente (r; r, ... , r)-somante na origem. 
Caso n = 2, como ilustração: 
(f IIT(a + Xj, b + Yj)- T(a, b)jjr)) ~ (f (jjT(a, Yj) + T(xj, b) + T(xj, YJ)IIr) ~ ]=1 ]=1 
0C 00 CC 
1 :':: 0::: IIT( a, YJ )jjr) 1fr + 0::: jjT(xj, b) llr) 1/r + L jjT(Xj, YJ) ilr) 11r < 00. 
j=l j=l j=l 
sempre que (xj)~ 1 , E 1?/!(EI) e (YJ)~ 1 E 1?/!(E2)· Q.E.D 
A rigor, pode-se provar um pouco mais: toda aplicação completamente absolutamente 
(r; s1, ... , sn)-somante é absolutamente (r; s1, ... , sn)-somante sobre o domínio (veja [70]). 
Fora da origem, como uma versão do Teorema 2.3.2, temos o seguinte resultado: 
Proposição 2.4.17 Se T : E1 x ... x En -+ 1K é uma aplicação multilinear contínua e qj 
cotEj < oo para todo j = 1, ... , n, então T é 
(max{ cot EJ }; 1, ... , 1, max{ cot E1} )-somante em E1 x ... x En· 
2.5 Novos resultados de coincidência 
Nesta seção generalizaremos um teorema de C.A. Soares (veja Teorema 57 em [69]) sobre 
aplicações absolutamente somantes e, explorando nossos resultados da seção anterior, conse-
guiremos criar novos teoremas de coincidência para as aplicações absolutamente somantes. 
Teorema 2.5.1 Seja A E .C.(E1, ... , En; F). Suponha que exista K > O tal que, para quaisquer 
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x 1 E E1, .... ,xr E Er, a aplicação s-linear (s n- r) 
seja absolutamente (1; r1, ... , r5 )-somante e, além disso, 
Então, A é absolutamente (1; 1, ... , 1, r1, ... , r5 )-somante. 
- p (!J (m) E (1) (ml E B I Demonstraçao: ara x 1 , ... , x 1 E 1, .... , Xn , ... , Xn E n, tomemos <pj E F' ta que 
I, (j) (') 'I (j) () . /A(x1 , ... ,x~ lj ='Pj(A(x1 , .. ,x~ ))paratodo;=1, ... ,m. 
Temos, então, 
1 1 m m m 
f ... f L Tj (tl)- .. rj(tr)'PjA( L ril (tl)x\jl), ... , L rjc(tr )xi.Jrl, X~~1 , ... , xiflldt1 ... dtr = 
0 0 J=l J1=l Jc=l 
m m m 1 1 
=L L ... L 'PjA(x\jl), ... , x~ic), x~J 1 , ... , X~)) f ... f rj(tJ) ... rj(trlrJ1 (tJ) ... rjc (tr)dt1 ... dtr 
J=l Jl =l Jr=l Q Q 
m m m 1 1 
=L L ... L'PJA(x\hl, ... ,x~j"),x;?J 1 , ... ,x~)) f rj(tllrJ,(tJ)dtl·--f rj(trlrJ,(tr)dtr 
;=l ]1=1 Jr=l O O 
m m m 
" " " A( (ill U-l Ul Ul)' ó-= L__. 0 ... ~ 'fj Xl ' ... ,Xr ,Xr+l' ... ,Xn Ujil··· jjr 
j=lh=l }r=l 
m m 
=L 'PJA(xV),. , x~l) =L IIA(x\j), ,x~l)ll = (*) 
j=l j=l 
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. m (j) 





1 m- m m f L rj(ti) rj(t,)<pjA(L rj1 (t!)x\M, .. , L r1,(t,)x~i·>,x~j 1 , ... ,x~>)d, 1 dt, 
0 ;=1 J1=l Jr=l 
1 1ml m m 
<f f " 1·(t) ·(t) '·A(" · (t 1 (il) " · (t) (i,) (i) .U)) _ ... ~ r1 1 ... r1 r i..py !---' r 11 11 X 1 , ... , ~ r1r r Xr ,xr+l' ... :Xn 
o o ;=1 )1=1 Jr-=1 
1 1 m I m m 11 
:0:: f ]I: 
1
A(L rh(t1)x\1!), ... , L rj,(t,)x~j,),x~1 1 , ,x~>)lldt1 dt, 
o o ;=l i ]l=l }r=l il 
m m m. 
< sup L A(L ril(tiJx\il) .. , I:>j,(t,)x~j,),x~11 ,. ,x~)) 
tzE[ü,l],l=l, .. ,r j=l h=l j,..=l 
:0:: s.up K IIAIIIIziii···IIzrll 1ll(x~11JJ;.llll , ... ll(x~>)j;.lll tzE[O,lj,l=l, ... ,r w,rl I w,rs 
= K liA.[[ sup f rj(t)x\i) 1 ... sup 
1
1
1 f ri(t)x~j) ll(x~11lj';.111 ···ll(x~>)j;.111 
tE[O,l] ij=l I tE[O,lJ j=l w.r1 w,rs 
Corolário 2.5.2 Suponha que 
Então, para quaisquer espaços de Banach Em+l• ... , En, temos 
Note que um caso particular deste corolário é o já conhecido Teorema de Defant-Voigt. Uma 
outra consequência dos resultados anteriores é a seguinte: 
Corolário 2.5.3 Se E 1, ... Ek são espaços de tipo L00 , então, para quaisquer espaços de Banach 
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onde q = ... = rk = 2 e rk+l = .... = rn = 1. 
Demonstração: Consequência imediata do corolário anterior e do Teorema 2.1.4. 
Corolário 2.5.4 Se cot F = q < oc e 
então, para quaisquer espaços de Banach Es+l: ... , En, temos 
Demonstração: Como F tem cotipo finito q, temos, aproveitando as estimativas do teorema 
anterior: 
1 
(~ IIA(xV). ,xW)lw) q s Cq(F) 1'~~. (~I<~. A(xV)' ... , xW)l >I) 
Corolário 2.5.5 Se cot F q e EJ, ... , Ek são espaços de tipo L 00 , então, para quaisquer 
espaços de Banach Ek+J, ... , En, temos, 
onde TJ = ... = rk = 2 e rk+l = .... = rn = 1. 
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2.6 Teoremas de Extrapolação 
A teoria linear de operadores absolutamente somantes tem fortes Teoremas de coincidência, de 
fatoração e dominação (veja [19]). Muitos deles têm suas versões polinomiais (veja [44],[53]). 
Nós daremos as versões polinomial e multilinear do Teorema da Extrapolação de Maurey. 
Lema 2.6.1 Se Pas(lf:;p)(n X; Y) = Pas(f;;r)(nX; Y), então Las,p(X; Y) = Las,r(X; Y). 
Demonstração: Suponha r > p. Seja T : X --+ Y uma aplicação linear r-somante. Então, 
escolhendo um funcional linear limitado não nulo, c.p, e a E X tal que c.p(a) =L temos que 
é r-dominado. Com efeito, 
onde p 1 é definida como 1 nos borelianos que contém 'P e como zero nos borelianos que não 
contém 'P (esta é a chamada medida de Dirac concentrada em 'P). 
v 
Portanto, usando a hipótese, teremos que P será p-dominado. Logo Pé p-dominada. Usando 
e como 
v 1 
P(a, ... , a,x) = -[(n- 1)c.p(a)n-2c.p(x)T(a) + c.p(a)n- 1T(x)J 
n 
1 
= -[(n- 1)c.p(x)T(a) + T(x)], 
n 
pela Proposição 2.4.1, segue que T será p-somante. Q.E.D. 
49 
Teorema 2.6.2 (Teorema da Extrapolação Polinomial) Se 1 < r < p < oo e X é um 
espaço de Banach tal que 
então, para todo espaço de Banach Y, temos 
Demonstração:Considere 
'P: X...., C(Bx·): x ,_, fx 
onde fx(x') =< x', x >. Denotaremos K = Bx·. Para cada p E P(K), defina 
j" :X c C(K) __, Lp(P) 
como a restrição da inclusão canônica de C ( K) em Lp (p). 
Seja P : X __, Y um polinômio n-homogêneo (~;p)-somante. A versão polinomial do Teo-
rema de Dominação de Grothendieck Pietsch nos garante a existência de /.lo E P(K) tal que 
IIPxll s c[[ I< <p,x >lp dpo('P)]~ =c[[ I Jl'o(x)(<p) lp dpo(<p)]~ = 
= CIIJ"0 (x)II2P(I'o) para todo x em X. 
Devemos encontrar .\ E P( K) e uma constante D (dependendo de X) tais que 
e então o Teorema estará provado. De fato, teremos 
IIPxll S CIIJ"0 (x)ll2p(!'o) S CDIIJ-I(x)ll2,(>.) = C1[kl j;.(x)(<p) I d.\(<p)]n = 
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(2.5) 
e, novamente, a versão polinomial do Teorema de Dominação de Grothendieck-Pietsch garante 
que Pé ( ~; 1)-somante. 
Para provar (2.5) basta perceber que, pelo Lema 2.6.1, temos .Cas,p(X;lp) = .Cas,r(X;lp), e 
isso é suficiente para garantir a validade de (2.5) (isto é feito na demonstração do Teorema da 
Extrapolação linear, conforme se pode ver no Teorema 3.17 de [19]). Q.E.D. 
Ko caso multilinear: temos um resultado análogo) como veremos a seguir . 
.Cas(p;p)(X; Y) = .Cas(q;q)(X; Y). (2.6) 
Demonstração do Lema. Suponha p < q. Seja T :X --+ Y q-somante. Considere 
É claro que Q é q-dominada. Portanto, por hipótese, é p-dominada. Logo, escolhendo a tal que 
<p(a) = 1, temos que T(x) = Q(a, ... , a, x) é p-somante. Q.E.D. 
Teorema 2.6.4 (Teorema da Extrapolação Multilinear) Se 1 < r < p < oo e X é um 
espaço de Banach tal que 
então, para todo espaço de Banach Y, temos 
Demonstração: Análoga, usando o Lema 2.6.3. 
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Capítulo 3 
Aplicações absolutamente somantes 
Os resultados de coincidência do capítulo anterior e as estimativas das normas absolutamente 
somantes são adequadas para resultados de coincidência para o espaço das funções analíticas 
absolutamente somantes. Além disso, deixamos claro que com as estimativas obtidas não será 
necessário tratar os casos real e complexo separadamente, como vinha sendo muitas vezes feito 
na literatura. Por exemplo, independentemente do corpo dos escalares, provamos que se F tem 
co tipo q e g é analítica em a, então g é absolutamente ( q; 2)-somante em a. 
3.1 Aplicações de classe C\ holomorfas e analíticas 
Recordemos que para A C E aberto, uma aplicação f: A___, F é absolutamente (p; q)-somante 
em a E A se para cada (xj)j; 1 E i~(E), com a+ Xj E A, tem-se (f(a + Xj) - f(a) )j;,1 E ip(F). 
Pode-se provar que se f é absolutamente (p; q)-somante em a, então f é contínua em a (veja 
[44]). 
Observação 3.1.1 Se (xj)j; 1 E i~(E), não é difícil concluir que limj-oo llxjll =O. Portanto, 
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não há perda de generalidade se, na definição de aplicação absolutamente (p; q)-somante, nós 
trabalharmos apenas com (xJ)j;, 1 E /~(E) tais que llxill < E para algum E, ou ainda, se nos 
restringirmos a (xJ)j;, 1 E l~(E) tais que Jj(xj)j;, 1 JI <E ; lw,q 
A definição de aplicação absolutamente (p; q)-somante é devida a Matos [45] e l~(E) aparece 
no lugar de l":(E) por razões técnicas. Para p = 1, lf(E) coincide com o espaço das seqüências 
incondicionalmente somáveis. Para aplicacões lineares, multilineares e polinomiais, esta definição 
coincide com as anteriores. Um resultado devido a J.:VI.F Castillo ([14] ou [17, pag 105]) diz que 
l'j/(E) = l~(E) Ç} l~'(E) c co( E) (3.1) 
Como, por [18] (Teorema 8, pag 4.5), temos que 
l](E) = l'í(E) {o} E não tem cópia de c0 , (3.2) 
segue que se E tem cópia de co, então, por (3.2), l'{'(E) # lf(E) e, por (3.1), lf(E) ';b co(E) e, 
com maior razão, t;:(E) ';t co(E) e, novamente, (3.1) nos diz que l'j/(E) # l~(E). Segue, então, 
o seguinte resultado: 
Proposição 3.1.2 Se E tem cópia de c0 , então l'/)(E) # l~(E). Para p f. 1 a recíproca não vale 
em geral. Por exemplo, l2 não tem cópia de co e l~(lz) # l!í(/2), pois (en);;:"=1 E l~(lz)\l~(l2). 
As seguintes caracterizações, além de úteis, servirão de referência para definições posteriores. 
Teorema 3.1.3 (Matos (45} e (40/) Seja f uma aplicação de E em F. Então, as seguintes 
afirmações são equivalentes: 
(1) f é absolutamente (p; q)-somante no ponto a. 
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(2)Existem M >O e 6 >O tais que 
k 
L llf(a + Xj)- f(a)IIP :=: Mll(xj)J=JII~;q 
j=l 
para todo k natural e quaisquer Xj E E, tais que ll(xj)j=dlw,q < 6. 
{3)Existem M >O e ó >O tais que 
00 
L lif(a + Xj)- f(a)IIP::; Ml!(xJ)~lil~,q 
j=l 
sempre que li(xj )~Jilw,q < Ó. 
Não é difícil observar que a seguinte afirmação também é equivalente às anteriores: 
(4) Existem M >O, 6 >O e r> O tais que 
00 
L I! f( a+ Xj)- f(a)IIP :=: Mll(xj)~Jil;;,,q 
j=l 
sempre que ll(xj)~ 1 llw,q < Õ. 
Com efeito, (3) => (4) é imediato. Provaremos (4) => (1). Seja (xJ)~ 1 E 1~(E). Sejam tal 
que ll(xJl~mllw,q < 8. Logo, por hipótese, 
É claro que 
co 
L llf(a+xj) f(a)IIP::; Mll(xJl~mil;;,,q < oo. 
j=m 
m-1 
L llf(a +xJ)- f(a)IIP < oo. 
j=l 
Logo (f(a + Xj)- f(a))~ 1 E lp(F) sempre que (xJ)~ 1 E l~(E). Q.E.D. 
Definição 3.1.4 Sejam E e F espaços de Banach. Diremos que f : E ___, F é analítica em 
a E E se existir uma sequência de polinômios Pb k-homogêneos, tais que 
00 
f(a + x)- f(a) =L Pk(x), 
j=l 
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uniformemente, para todo x em Boa (a). Quando E e F forem espaços de Banach sobre o corpo 
dos complexos, muitas vezes usaremos o termo função holomorfa no lugar de função analítica. 
Chamaremos Óa de raio de convergência de f ao redor de a. Quando f for analítica em todo 
ponto do seu domínio, diremos que f é uma função inteira. Nossa notação segue í55j. 
Os primeiros resultados e exemplos de aplicações inteiras absolutamente somantes são devidos 
a Matos e podem ser vistos em [42] e [40]. 
No caso real, sabemos que diferenciabilidade não implica, em geral, analiticidade. Por isso 
faz sentido investigar sob que condições as aplicações de classe Ck serão absolutamente somantes. 
Matos [45] provou que se E tem cotipo q e df é localmente limitada (em particular se f: E-> F 
é de classe Ck), então f é (q; 1)-somante. O próximo resultado é uma consequência quase 
imediata da Desigualdade de Taylor e mostra que, com alguma exigência sobre F, podemos 
obter um resultado análogo com uma hipótese mais fraca para E. 
Proposição 3.1.5 Se f : A C E -> F é de classe Ck em a E A, com cot F :S q e cotE :S kq, 
então f é (q; 1)-somante em a E A. 
Demonstração: Pela Fórmula de Taylor (veja [20]), temos 
1\ 1\ 




(f Jlf(a+xj)-f(alll 9l119 ::; rf lldf(a)(xJl+ d
2
~~a) (xj)+ ... + dk~~a) (xJlii 9F1q+(f llxJIIk9 ) 119 
j=l j=l j=l 
1\ 
Como cotE :S kq e como df(a), ... , dk f(a) são (q; 1)-somantes, o resultado segne. Q.E.D. 
Em [6] se demonstra, usando as fórmulas integrais de Cauchy, que toda função holomorfa 
(em nossa nomenclatura) f: E-> F tal que f(O) =O é (q; 1)-somante na origem. Provaremos 
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que este resultado não é exclusivo do caso complexo, pode ser provado sem as fórmulas integrais 
de Cauchy e, consequentemente, ainda é válido para o caso analítico e para pontos diferentes da 
origem. 
Lema 3.1.6 Se g : E-+ F é analítica em a, então existem i5 > O e D 2': O tais que 
Jl(g(a +xj)- g(a))~Jilw,l :S Dll(xj)~dlw,l 
sempre que Jl (xj )~lllw,l < ii. 
Demonstração: (Primeira parte) Se f : E -+ JK: é analítica em a, então, pela fórmula de 
Cauchy-Hadamard, existem C 2': O e c> O tais que 
Então, pelo Teorema 1.1.20, desigualdade (1.6), obtemos 
11
1 Ak k k 
k'd f(a)llas(l;l) :Se Cc para todo k, 
e sempre que (xj)~1 é tal que ll(xj)~1 llw,l :S min{ 2~c,i5a}, temos llxJII :S iia para todoj e 
00 00 001(\ 
L lf(a + Xj)- f(a)l =L I L kfdk f(a)(xj) I 
j=l j=l k=! 
00 00 1\ 
:S LL I :,dkf(a)(xj) I 
k=! j=l 
00 1\ 
:S L li:! dkf(a)llas(l;!) ll(xj)~lll~,l 
k=l 
00 1 1\ 
= ll(xj)~dlw,l L li k'dk f(a):las(!;l) ll(xj)~Jil~~/ 
k=l 
oo kc k 
:S ll(xJ)~IIIw,l L (;ec)Z 1 = Dll(xJ)~IIIw,l 
k=l 
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(Segunda Parte) Se g : E-+ F é analítica em a e C ?: O e c > O são tais que 
então, para cada <p E F', ternos 
e, portanto, 
Logo, pelo raciocínio da Primeira Parte, podemos escrever 
oo oo A 
L I <pg(a + Xj) - <pg(a) 1:::= L li ~I dk<pg(a)llas(l;l) li(xj)~l il~,l 
j=l k=l 
para todo <p E BF'· Portanto, temos 
sempre que ll(xj)~dlw,l <o. Q.E.D. 
Observação 3.1.7 A primeira parte da demonstração acima é inspirada no Teorema 1.10 de 
[4.4-J. 
Proposição 3.1.8 Se F tem cotipo q, então toda g : E-+ F analítica em a é (q; 1)-somante 
em a. 
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Demonstração: Como g é analítica em a, existem D 2': O e li > O tais que 
Seja (xj)~ 1 E lf(E) tal que ll(xj)~ 1 llw,l < min{o,oa}. Então 
00 
(L 11 g(a + Xj)- g(a) 11 1 ) 1/q :S: Cq(F) 11 (g(a + Xj) g(a))~l llw 1 
j=l 
e isso demonstra nosso resultado, pela Observação 3.1.1. Q.E.D. 
Teorema 3.1.9 Se F tem cotipo q e X é um espaço de tipo 1:.00 ,>, , então toda função f : X --> F, 
analítica em a, é absolutamente (q; 2)-somante em a. 
Demonstração: Pelo Teorema 2.1.6, nós temos 
1\ 
d" f(a) E P(n X; F) = Pas(q;2)(n X; F) 
e 
para cada n 2': 2. 
Além disso, como f é analítica no ponto a, existem C1 e C2 positivos tais que 
1 1\ 
lhd" f(a)ll::; ele;' para todo natural n. 
n. 




para todo n 2: 2. Como df(a) é absolutamente (q; 2)-somante, é imediato que existem D1 e Dz 
tais que 
11 1 dnfta)l! < D Dn n~ \ I as(q;2) - 1 2 
qualquer que seja n 2: 1. 
Logo, tomando (xj)j;, 1 E l!f(E) tal que ll(xj)j;,1 \lw,2 < mín{óa, 1/2Dz}, temos 
1 
(f llf(a + Xj)- f(a)\lq) ç 
;=1 
(~ ~~ ~~~f(a)(xj)D ~ 
~ ~ [~ j~,;kf(a)(xj)Jn ~ 
~ f li:! ;k f(a)llas(q;2) ll(xj)j;,Jil~ 2 
k=l 
co 1\ 
= li (xj )j;,JIIw,2 L li:, dk f( a)\las(q;2) il (xj )j;,J\1~~21 
k=J 
~ l!(xj)j;,JI!w,2 f 2k~:~! 1 = D\\(Xj)j;,l!lw,2 Q.E.D. k=l 2 
Observação 3.1.10 Para funções inteiras, deve-se observar que se 1-f.(X; F) = 1-las(r;s)(X; F) 
(na origem), teremos 
1-f.(X; F)= 1-las(r;s)(X)(X;F). 
Com efeito, dada f E 1-f.(X; F)= 1-las(r;s)(X; F) e a E X, a função g(x) = f(x +a) f(a) será 
tal que g E 1-f.(X; F) = 1-las(r;s)(X; F) e, consequentemente, f será absolutamente (r; s )-somante 
em a. 
Observação 3.1.11 O Teorema 2.1.4 poderia nos induzir a postular que toda função holomorfa 
de um espaço de tipo .C.00 em lK seria (1; 2)-somante. Entretanto, isto não é verdade pois a única 
aplicação linear absolutamente (1; 2) -somante é a função nula. 
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O último exemplo segue a mesma linha de pensamento da Proposição 3.1.9: 
Exemplo 3.1.12 Se X é um espaço de tipo 1:00 , então toda função f : X -+ JK, analítica em 
a, tal que df(a) =O, é absolutamente (1;2)-somante na origem. 
3.2 Aplicações homogêneas entre espaços de Banach 
Nesta seção trataremos apenas de aplicações absolutamente somantes na origem. 
Definição 3.2.1 Se a > O, diremos que f : E-+ F é a-homogênea se 
f(Àx) =] À]" f(x) 
para todo x E E. 
Nossa intenção será chamar atenção que determinados resultados enunciados para polinômios 
não dependem da linearidade implícita que eles possuem e podem ser enunciados para aplicações 
homogêneas. O estudo das aplicações a-homogêneas talvez fosse desinteressante se houvesse uma 
relação imediata entre elas e os polinômios k-homogêneos absolutamente somantes. Entretanto, 
como veremos, isso não ocorre e é interessante destacar as propriedades que dependem exclusiva-
mente da homogeneidade e que não precisam da herança multilinear carregada pelos polinômios. 
• Se a > O, r > O são reais, F espaço de Banach e E espaço de Banach de dimensão infinita, 
sempre existe f: E----. F, o-homogênea, que não é(~; r)-somante, a saber 
f : E-+ F : x >-t ]]x]]"v, 
escolhendo, por exemplo, v E F tal que ]]v]] =L Isso é claro, pois basta tomar (xj)r;,1 E 
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l~(E) \ lr(E). Então, 
00 00 
L //fxi/1{; =L //xi/1" = oo. 
j=l j=l 
Portanto, se E tem dimensão infinita e F é um espaço de Banach qualquer, temos 
Hg("E;F) yf Hgas(!:.;r)("E;F) (veja notação na Lista de )rotações). 
" 
Em particular, podemos ver que o Teorema 2.1.3, que assegura que todo polinômio 2-
homogêneo de Co em 1K é (1; 2)-somante, depende de fato da herança linear. 
Ainda temos, em particular, que, se E tem dimensão infinita, então 
Hg("E;E) yf Hgas({;;r)("E;E). 
Se E tem dimensão finita, é imediato que toda aplicação a-homogênea é (~;r )-somante. Como 
consequência vale o análogo à versão polinomial do Teorema de Dvoretzky-Rogers obtida por 
Matos em [43, Teorema 5]. 
Observação 3.2.2 Se E tem cotipo nq, toda aplicação n-homogênea f : E -> F, contínua no 
zero, é (q; 1)-somante, independentemente de qual seja o espaço de Banach F A demonstração 
é análoga à demonstração feita para polinômios, encontrada em /7}. Em {7} demonstra-se ainda 
que se F tem cotipo q, todo polinômio n-homogêneo de E em F é (q; l)-somante. Vamos ver 
que, ao contrário do que acontecia anteriormente, este resultado não vale para as aplicações 
n-homogêneas. 
Com efeito, suponha que E não tem a propriedade de Orlicz e dimE = oo. Tome (xj)~ 1 E 
lf(E) \ l2(E). Defina 
f : E-> 1K: x ,_, //x//. 
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Temos que f é l-homogênea, contínua no zero, mas 
00 00 
L llfxJII2 L llxJII2 = oo 
j=l j=l 
e então f não é ( 2; l )-somante. 
Vma inspeção na demonstração do versão para polinômios do Teorema da Dominação de 
Grothendieck-Pietsch nos faz ver que sua versão para as aplicações homogêneas também é válida, 
ou seja, a rigor este Teorema não precisa da herança linear. Como consequência, o Teorema de 
Inclusão, que é uma consequência imediata do Teorema da Dominação de Grothendieck-Pietsch, 
também não depende da multilinearidade e pode ser enunciado para as aplicações homogêneas. 
Deve ser observado que também podemos substituir os polinômios da definição das funções 
analíticas por aplicações homogêneas e obter resultados sobre somabilidade bastante parecidos. 
É um trabalho interessante e que deixa claro que a multilinearidade algumas vezes não é papel 
central na somabilidade. 
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Capítulo 4 
Polinômios absolutamente somantes 
definidos em espaços de Banach com 
base de Schauder incondicional 
Um importante resultado devido a Lindenstrauss e Pelczyriski [38, Teorema 4.2] afirma que 
se X é um espaço de Banach de dimensão infinita com base de Schauder incondicional, Y 
tem dimensão infinita e .Cas(l;I)(X; Y) = .C(X; Y), então X é isomorfo a /1 e Y é isomorfo a um 
espaço de Hilbert. Neste capítulo adaptamos a técnica da demonstração deste teorema para obter 
resultados semelhantes para os casos polinomial e multilinear. Em seguida, exploramos o cotipo 
de Y para refinar nossos resultados, culminando com a situação em que Y tem apenas cotipo 
infinito, onde obtemos a maior amplitude de nossos resultados negativos. Como consequência 
de tais resultados, respondemos questões abertas propostas em [6]. Em seguida, mostramos que 
mesmo para p c;6 oo, podemos usar a técnica de localização com toda sua força para estender 
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para espaços de tipo Cp os resultados obtidos anteriormente exclusivamente para espaços com 
base de Schauder incondicional. 
4.1 Primeiros resultados de não-coincidência 
Teorema 4.1.1 (Lindenstrauss e Pelczynski, Teorema 4.2 í38}} Se X tem base de Schauder 
incondicional, dim X = oo, e todo operador linear de X em Y é absolutamente somante, então 
X é isomorfo a l1 (r) e Y é isomorfo a um espaço de Hilbert. 
No mesmo artigo em que publicaram o teorema acima, Lindenstrauss e Pelczyríski pergun-
taram se os únicos espaços de Banach E para os quais 
( 4.1) 
seriam os espaços de tipo C1. Uma década depois, esta questão foi respondida negativamente 
por G. Pisier [66] que, além de criar um exemplo de um espaço de Banach que não era de tipo 
C1 , mostrou que existia urna família contínua de espaços de Banach separáveis mutuamente não 
isomorfos verificando ( 4.1). 
Corno foi dito no Capítulo 1, nossa definição de base de Schauder incondicional não exige 
que o espaço seja separável. Entretanto, nas demonstrações que seguirão, o leitor deve perceber 
que não há perda de generalidade em admitir apenas o caso separável. 
Observação 4.1.2 O Teorema 4.1.1 é um resultado linear negativo que se aplica imediatamente 
aos polinômios P: X -+ Y, absolutamente somantes sobre X, devido à Proposição 1.1.8. Por 
exemplo, para n fixo, se X tem base de Schauder incondicional, dirn X = oo, e todo polinômio 
n-homogêneo de X em Y é absolutamente (1; 1)-somante sobre X, então X é isomorfo a 11(r) 
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e Y é isomorfo a um espaço de Hilbert. Todos nossos resultados negativos lineares, que serão 
obtidos no decorrer deste capítulo, poderão obviamente ser tranportados para este novo contexto. 
Entretanto, este não é nosso foco principal. 
Observação 4.1.3 Em Matos [43}, prova-se que se existir um operador linear S : E _, E' 
que não é absolutamente r-somante, então .C(n E; OC) ;i .Cas(;;;r) (n E; OC). Seguindo este caminho, 
podemos obter alguns resultados iniciais interessantes. 
Por exemplo, pode-se provar facilmente que se X tem base de Schauder incondicional então 
.C("X;OC) ;i .Cas(i;;l)(nX;OC), e portanto .C(nX;Y) ;i .Cas(i;;l)(nX;Y) para qualquer espaço de 
Banach Y. 
De fato, pelo Teorema 4.1.1, se X tem base de Schauder incondicional, então existeS: X_, 
x· que não é absolutamente (1; 1)-somante. 
Proposição 4.1.4 Se E é um espaço de Hilbert, então 
Demonstração: 
Como E é Hilbert, então E é Hilbert e 
.C(E; E)# .Cas(l;l)(E; E)= f:.as(r;r)(E; E) ([19, pag. 224]). 
Logo, usando a Observação 4.1.3, segue o resultado. Q.E.D. 
Proposição 4.1.5 Se n > 1 e E tem base de Schauder incondicional e cotipo q, então 
para qualquer espaço de Banach F e para todo r < p, onde ~ + ~ = 1. 
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Demonstração: Se E tem cotipo 2 :S q < oo, então Las(l;!J(E; F) = Las(r;r)(E; F) para todo 
l <r< p ([19, pag 224]). Como 
L( E; E) oF Las(U)(E; E) = Las(r;r)(E; E), 
então o resultado segue, pela Observação 4.1.3. 
Corolário 4.1.6 Se E e F têm cotipo 2 e E tem base de Schauder incondicional, então 
L(nE; F) # Las( f;;r) (n E; F) para todo r 2: l. 
Demonstração: Sabemos da Proposição 4.1..5 que L(nE;F) # Las(~;l)(nE;F) e sabemos de 
([69], pag 42) que nesse caso Las(~;l)(nE;F) = Las(f;;r)CE;F) para todo r 2:1. Q.E.D. 
Mais abstratamente, trabalhando com espaços de Banach arbitrários, podemos provar o 
seguinte: 
Proposição 4.1. 7 Se existir uma imersão 100 '--' P(n E; !K) e L(E; 100 ) # Las(r;rJ(E; l00), então, 
para todo m 2: n + 1, 
( 4.2) 
Demonstração: 
Para provar ( 4.2), usando o Corolário 2.4.11, basta provar que 
( 4.3) 
É claro que basta provar 
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Agora, pelo Corolário 2.4.10, para provar (4.3), basta provar 
( 4.4) 
:"vias, por lúpótese, existe T : E -+ 100 , linear e contínua, que não é absolutamente (r; r)-
somante. Como 100 é isomorfo a um subespaço de P(n E; IK), a fortiori, 100 é isomorfo a um 
subespaço de L:(nE;IK) e portanto vale (4.4). Q.E.D. 
Observação 4.1.8 A hipótese l00 '-+ P(n E; IK) não é muito artificial. Em [24} há várzas 
condições suficientes para que se tenha tal resultado. Por exemplo, se Pk(n E; lp) 7" P(n E; lp), 
então, para m 2: p há uma imersão 100 '-+ P(nm E; IK). Resultados sobre polinômios compactos 
entre espaços de Banach podem ser encontrados em [29}. 
Os resultados anteriores são interessantes, mas limitam-se ao caso multilinear dominado, 
que, em princípio, dispõe de mais ferramentas para se trabalbar, como o poderoso Teorema 
da Dominação de Grothendieck-Pietsch. A seguir, vamos mostrar que podemos ainda obter 
resultados negativos em casos multilineares e polinomiais não necessariamente dominados. 
Teorema 4.1.9 Sejam X e Y espaços de Banach de dimensão infinita. Suponha ainda que X 
possui base de Schauder incondicional. Seja q tal que;!;::; q < 2. Então, se Pas(q;l)(mX; Y) = 
P(m X; Y), temos que para cada base de Schauder incondicional normalizada { xn} de X, a 
aplicação natural 
00 
<p: X-+ 100 : X= L aiXi-+ (a;)~! 
i=l 
é tal que <p(X) C l~ e <p: X-+ l~ é contínua e tem imagem densa. Se, além disso, existirem 
2-q 2-q 
12: 2~qmq e r real tais que Pas(r;t)(1X; Y) = P(1X; Y), teremos que para cada base de Schauder 
69 
incondicional normalizada { Xn} de X, a aplicação natural <p é tal que <p(X) C lrl e <p: X -+ lrl 
é continua e tem imagem densa. 
Demonstração: Pelo Teorema da Aplicação Aberta é imediato que existe K positivo tal que 
1\Pilas(q;l) S: KIIPII para todo P. 
Pelo Lema principal do Teorema de Dvoretzky-Rogers, para cada n, existem {yi}j=1 de 
norma 1 tais que 
n n 
li I>•jYjll :s; 2(L I Àj 12) 112 
j=l j=l 
n 
Seja {,ui};';,1 tal que L I ,Uj I'= 1, com s =~-Defina P: X-+ Y por 
j=l 
n oo 
Px =L l.u1l~ ajyj, se x = Laix1. 
j=l j=l 
Como {xn} é base incondicional, existe p positivo tal que 
00 00 
11 L êjajXJII S: Pll L aixJII = Pllxll para quaisquer êj = 1 ou -1. 
j=l j=l 
n 
Então 11 L EjajxJII S Pllxll para todo n e quaisquer Ej = 1 ou -1. Perceba que 
j=l 
laJI S pl,lxll para todo j 
e portanto podemos escrever 
n n n 
IIPxll = 11 L I.UJI~ a}Yill S 2(2.::; I.UJ!% lajl 2)112 S 2(L I ,Uj 121ª P2mllxll2m) 112 S 
j=l ;=1 j=l 
n n 
s 2pmllxllm(L I ,Uj 121ª) 112 = 2pmllxllm(L I ,Uj n112 = 2pmllxllm. (4.5) 
j=l j=l 
Logo IIPII S 2pm e IIPIIas(q;l) S 2K pm. Temos ainda 
n n 




= 11PIIas(qo1) max{ll L EjajXJII; Ej E {1, -1} }m :S IIPIIas(qol) (Pilxll)m :S 2Kp2mllxllm· (4.6) 
j=l 
n 
Note que (4.6) vale sempre que 2:; II"J j8 = 1. Logo 
j=l 
n 
ÍL(I aj 1"~ 1 mq)] 1/(,~ 1 ) ll(laJimq)j=111,~ 1 
j=1 
n n 
= sup{l L f.J.j lajlmq I; L ll"j ls= 1} :S 
j=1 j=1 
n n 
:S sup{LUI"J I larº); L II"J ls= 1} 
j=l j=1 
e, por (4.6), segue que f:(l aj 1"~ 1 mº)] 1 /(,~ 1 ) :S (2Kp2mllxilm)q e então 
j=l 
n 




_: 1 mq = ;:'~, a primeira parte do Teorema está demonstrada. Defina S : X-. Y por 
n oo 
Sx LaJyj, se x = LaJXj· 
j=1 j=1 
Temos 
n n n 
IISxll = 11 L a]YJII :S 2(L I a] 12)112 = 2(L I aj 121 ) 1121]1 :S 
j=1 j=1 j=1 
n 
:S 2(L I aj I ,~1 mq)1/ ,~1 mq]l :S 2(2K P2mllxllm)lfm 
j=l 
· l > 1 8 mq - mq Enta-o P01S - 2· s-1 - 2-q. 
onde L> O é tal que IIPIIas (r;1) :S LIIPII para todo P E PCX; Y). Portanto, 
n n n 
L I aj lr1= L IISajXJIIr :S IISII:s(r;1) max{ll LEjajXJII; Ej E {1, -1}}"1 :S 
j=1 j=1 j=1 
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00 00 
e, consequentemente, sempre que x = L ajXy E X temos L \ aj lr1< oo. Note que devemos 
j=l j=l 
ter Y de dimensão infinita, para termos "dimensão suficiente" para aplicar o Lema do Teorema 
de Dvoretzky e Rogers para n suficientemente grande. A densidade de 'P( X) em l ~ vem de 
2-q 
coo C <p(X) C l~ e o fecho de c00 na topologia de 1~ é o próprio I~. A outra afirmação 
2-q 2-q 2-q 
sobre densidade é análoga. Q.E.D. 
Corolário 4.1.10 Se q < 2 em E N, temos P(mco; Y) tf Pas(q:l)(mco; Y) para qualquer espaço 
de Banach Y de dimensão infinita. Em dimensão finita, sabemos que o resultado não vale, pois 
Corolário 4.1.11 Se Y é um espaço de Banach de dimensão infinita e cotípo 2, entâo 
Demonstração : As afirmações são conseqüência imediata do Corolário 4.1.10 e do Teorema 
1.1.27. 
Corolário 4.1.12 Se q < 2, então sempre que t > ;:~ temos P(ml,; Y) tf Pas(q;l)(ml,; Y) para 
todo espaço de Banach Y de dimensão infinita. 
Note que as correspondentes versões multilineares dos corolários acima são válidas. Com 
efeito, 
Teorema 4.1.13 Sejam X e Y espaços de Banach de dimensão infinita. Suponha ainda que X 
possuí base de Schauder incondicional. Seja q tal que ;k ::; q ::; 1. Então, se Pas(q;l)(m X; Y) = 
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P(m X; Y), temos que para cada base de Schauder incondicional normalizada { Xn} de X, a 
oc 
aplicação natural 'P : X ---> l00 : x = ;[ aiXi ---> (ai);:;; 1 é tal que tp(X) C lmq e 'P : X ---> lmq é 
i=l 
contínua e tem imagem densa. 
Demonstração: Basta ver que se q ::; 1, temos 2~q mq ::; m. Podemos tomar l = m e r = q 
no Teorema 4.1.9. 
Corolário 4.1.14 Se Y é espaço de Banach de dimensão infinita, ~ ::; q ::; 1, e p 2: 2, então 
Corolário 4.1.15 Se Y é espaço de Banach de dimensão infinita e 1 ::; p ::; 2 e ~ ::; q ::; 1 
então 
Note que os Corolários 4.1.11, 4.1.14 e 4.1.15 acima dão respostas parciais em relação à 
implicação recíproca do resultado 2.2 (i) de [7]. 
4.2 Polinômios absolutamente somantes definidos em espaços 
de Banach com base de Schauder incondicional a valores 
em espaços de Banach com cotipo finito 
A definição e o Lema a seguir podem ser encontrados no capítulo 14 de [19]. 
Definição 4.2.1 Dizemos que Y fatora finitamente a inclusão formal lq ---> 100 para O < i5 < 1 
se para todo n existem y1 , ... , Yn em Y tais que 






para todo k. 
Lema 4.2.2 (Teorema de Maurey e Pisier) (52} Para todo espaço de Banach Y de di-
mensão infinita temos 
inf{2 S q S oo; Y tem cotipo q} = sup{2 S q S oo; 3ó tal que Y fatora finitamente lq ~ 100 } 
Teorema 4.2.3 Sejam X espaço de Banach de dimensão infinita com base de Schauder in-
condicional e Y espaço de Banach de dimensão infinita com cot Y = p < co. Se P(m X; Y) = 
Pas(q·,J)(m X: Y) com ~ :S q :S ~. temos que para toda base de Schauder incondicional norma/i-
zada {xn} de X, a aplicação natural 
00 
'P: X-+ loo :X= L aiXi -+ (ai)r;;,1 
i=l 
é tal que y;(X) C lmq e <p : X-+ lmq é contínua e tem imagem densa. 
Demonstração: Por hipótese, é imediato que existe K positivo tal que IIPIIas(q;l) :S KJIPII 
para todo P. 
n 
Seja {J.Li};;, 1 tal que 2: I J.lj j8 = 1, com s = ~· Defina P: X-+ Y por 
j=l 
n oo 
Px =L IJ.Lilt ajyj, se x =L ajXj, 
j=l j=l 
onde Yi são dados pelo Lema e definição anteriores. Como { Xn} é base incondicional, existe p 
positivo tal que 
00 00 
11 2: éjajXj li :S Pll L ajXj li = pjjxjj para quaisquer éj = 1 ou -1. 
j=l j=l 
n 




::S pmjjxjjm(L: I /lj jpfq)lfp::; pmjjxJim(L j /lj jpfq)lfp = 
j=l j=l 
n 
= Pmiixlim(L I /lj nl/p:::: pmjjxjjm. ( 4.7) 
j=l 
Logo IJPII ::S Pm e I!PIIas(q;l) ::S Kpm. Temos ainda 
n n 
(L JjPajXj Jjq)lfq ::S JIPIIas(q;!) 11 (ajXj)J=!II:;,'l = IIPIIas(q;!) max{ll L EjajXj li; êj E {1, -1} }m ::S 
j=l j=l 
n 
Note que ( 4.8) vale sempre que I: I /lj 
j=l 
1. Logo, como i++= 1, temos ,_, 
n 
[L(I aj i'~ 1 mq)] 1/(,~,) = Jj(j aj lmq)J=lll,~ 1 
j=l 
n n 
= sup{j LI"J I aj jmqj; L I /lj ls= 1} ::S 
j=l j=l 
n n 
::S sup{L(I /lj li aj jmq); L I /lj ls= 1} 
j=l j=l 
e, por ( 4.8), segue que [f: (i aj I '~ 1 mq)] 1/( '~ 1 ) ::S [(1 - 8)- 1 Kp2mjjxJimp e então 
j=l 
n 
IL I aj i'~ 1 mq]l/(,~;)mq ::S [(1- 8)- 1Kp2mjjxJim]lfm. 
j=l 
Defina S : X -+ Y por 
n oo 











[(L I aj lmp)1/mp]m :S [(L I aj I .~lmq)1/ .~1 mqjm = [(1- o)-1 Kp2mllxllml 
j=l j=l 
2q :S p =? p- q 2: q =? 1 2: -ª- =? 
p-q 
q s 
=? mp 2: mp-- = --mq. 
p-q s-1 
n n n 
L I aj(1- 5) lq:S L llajyJIIq L IISajXjl!q :S 
j=l J=l j=1 
n 
:S IISII~s(q;1) max{ll L EjajXjll; éj E {1, -1} }mq :S ((1- o)-1 K 2/m)q(PIIxll)m.q 
j=1 
co 00 
e, consequentemente, sempre que x = L: ajXj E X, temos L: I aj lmq< oo. Q.E.D. 
j=l j=l 
Corolário 4.2.4 Se Y tem cotipo finito e P(mz,; Y) = Pas(q;1)(mz,; Y) para algum q tal que 
,; :S q :S co~Y, então t :S mq. 
Para cot Y = 2 o Corolário 4.2.4 é um caso particular dos Corolários 4.1.14 e 4.1.15. 
Por um resultado de Botelho ([7] Prop 2.2 (i)) sabemos que se cot lt :S mq então P(mz,; lp) = 
Pas(q;l)(mz,; lp)· O corolário acima é uma recíproca parcial deste resultado. 
Exemplo 4.2.5 P(101s; 16) i= Pas(q;1)e0 ls; 16) para 1~ :S q :S 3 e 5 > 10q, isto é, para 1~ :S q < 
~. enquanto, conforme (7, Prop. 2.2 (i)), temos 
quando ~ :S q. 
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Exemplo 4.2.6 Pe0lso;ls) ;k Pas(q;!)e0lso;ls) quando 1~ < q::; 3 e 50> lOq, isto é, para 
io ::; q ::; 3, enquanto, conforme [1, Prop. 2.2 (i)], temos 
quando 5 ::; q. Para 3 < q < 5 o Teorema não diz nada. 
Teorema 4.2. 7 Sejam X espaço de dimensão infinita com base de Schauder incondicional e 
Y espaço de Banach de dimensão infinita com cot Y = p. Se P(mX; Y) = Pas(q;!)(mX; Y), 
com~::; q < p, temos que para toda base de Schauder incondicional normalizada {xn} de X, a 
aplicação natural 
co 
<p: X_, ioo :X= :L:; aiXi _, (ai)~ 1 
i=l 
é tal que <p(X) C l= e <p: X_, i= é contínua e tem imagem densa. 
p-q p-q 
Demonstração: Está feita implicitamente dentro da demonstração do Teorema 4.2.3. Basta 
observar que, como s = ~· então ~~j ;'..':~ e então ( 4.9) nos dá a tese. 
Uma conseqüência imediata é que o Teorema 1.1.27 não pode ser melhorado. 
Corolário 4.2.8 Sejam n 2: 1 e F um espaço de Banach de dimensão infinita e cotipo p. Então, 
para todo r < p, existe um espaço de Banach E tal que P(n E; F) ;k Pas(r;l) (n E; F). 
Agora podemos estender o Corolário 4.1.11 para qualquer espaço de Banach com cotipo 
finito. 
Corolário 4.2.9 Se Y tem dimensão infinita e tem cotipo finito, então 
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Corolário 4.2.10 Se P(ml,; lp) = Pas(q:l) (mlt; lp) para algum q tal que ;!; S q < cot lp, então 
t < mqcot lp. 
- cotlp q 
4.3 Polinômios absolutamente somantes definidos em espaços 
de Banach com base de Schauder incondicional a valores 
em espaços de cotipo exclusivamente infinito 
Mesmo que Y não tenha cotipo finito, uma reformulação da demonstração do Teorema 4.2.7 nos 
permite enunciar o seguinte resultado: 
Teorema 4.3.1 Se Y não tem cotípo finito, então 
para todo q. 
Demonstração: Suponha que exista q 2: ;!; tal que P(meo; Y) = Pas(q:J)(meo; Y). Pelo 
Teorema da Aplicação Aberta é imediato que existe K positivo tal que IIPIIas(q:l) S KIIPII para 
todo P. 
Como Y não tem cotipo finito, Y contém z;;, À-uniformemente, para todo n . Logo, existem 
Yl: ... , Yn em Y tais que 
À-
1 ll(ak)k=lllco S 11 I>kYkll S ll(ak)k=JIIoo 
k'5:n 
para quaisquer escalares a1, ... , an. Perceba que >.-I S IIYkll S 1 para todo k. 
n 
Seja s > 1, qualquer. Considere, então, {J.t;}j= 1 tal que 2:: I J.tj 18 = 1. Defina P : co ...., Y por 
j=l 
n 1 




onde { en} é a base canônica de CO- Como { en} é base incondicional, existe p positivo tal que 
00 00 
11 L: EJajeJII :S Pll L: a;eJII = pjjxll para quaisquer Ej = 1 ou -1. 
j=l j=l 
n 
Então 11 L: EjaJeJil :S Pllxll para todo n e quaisquer êj = 1 ou -1. Temos 
J=! 
n 
:S Pmlixllm(L I PJ ls)!fsq = Pmllxilm-
j=l 
Logo IIPII :S Pm e IIPIIas(q;l) :S K pm. Portanto 
n 
(L IIPa;xJIIq)!fq :S 
j=! 
n 
:S IIPIIas(q;l) ll(a;xj)J=JII;;;,l = IIPIIas(q;l) max{ll L"JajXJII; Ej E {1, -1} }m :S 
j=! 
n 
Note que (4.11) vale sempre que I; I PJ 18 = 1. Logo, temos 
j=l 
n n 
= sup{l LPJ I aj lmql; L I PJ 1} :S 
j=! J=! 
n n 
:S sup{L(I PJ li aj lmq); L I PJ ls= 1} 
j=l j=! 
n 
[L(I aj l'~'mq)]l/,~lmq :S (,\Kp2mllxlim)l/m_ 
j=l 
00 
Consequentemente, sempre que x = I; a;x; E co, temos 
j=l 
00 





o que é uma contradição. Q.E.D. 
Observação 4.3.2 Para Y =Co, é bastante simples exibir P: co _, Co, polinômio n-homogêneo, 
que não é (q; 1)-somante, qualquer que seja q > O. Com efeito, basta definir P((aj )j;1) = (aj)j; 1 
Corolário 4.3.3 Se Y não tem cotipo finito, então P(mz,; Y) = Pas(q;t)(mlt; Y) =? t :S mq. 
Demonstração: É a mesma demonstração do Teorema 4.3.1. Basta ver que agora podemos 
tomar s > 1 arbitrário. Temos 
00 
x =L ajej E i,=? (aj)j;1 E l ,~ 1 mq· 
j=l 
Fazendo s _,co, temos t :5: lims-oo 
8
: 1mq = mq. Q.E.D. 
Outra conseqüência imediata de uma pequena reformulação da demonstração do Teorema 
4.3.1 é o seguinte resultado. 
Teorema 4.3.4 Se E é um espaço de Banach com uma base de Schauder incondicional norma-
lizada { Xn} e P(m E; F) = Pas(q;l) (mE; F) para algum F com cot F = co, então para qualquer 
00 
x E E, X= L anXn temos (an);;'=l E lmq· 
n=I 
Param= 2 e q = 1, Botelho pergunta em [6]: 
Se E é um espaço de Banach complexo e P(2E;F) = Pas(l;l)eE;F) para todo F então, será 
que E tem cotipo 2 ? 
Nossos resultados proporcionam respostas parciais: 
Teorema 4.3.5 Se E é um espaço de Banach com base de Schauder incondicional e 
P(
2 E; F) = Pas(l;t) ( 2 E; F) 
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para algum F, com cot F= oo, então toda base de Schauder incondicional {xn} de E é besseli-
ana: isto é, 
00 
a= L anXn =? (an);'=l E 12-
n=l 
Demonstração: Imediata. 
Corolário 4.3.6 Se E é um espaço lp e 
para algum F, com cot F= oo, então E tem cotipo 2. 
Observação 4.3. 7 É importante mencionar que com nossos resultados desta seção podemos 
demonstrar uma interessante caracterização de cotipo, que apesar de não estar explícita na 
literatura, está implícita no profundo trabalho de Maurey e Pisier (52}. Precisamente, podemos 
afirmar que se E é um espaço de tipo .C"'" então 
inf{ q; F tem cotipo q} = inf{ q; .C( E; F) = .Cas(q;l)(E; F)} = min{ q;,C(E; F) = .Cas(q;!)(E; F)}. 
4.4 Aplicações multilineares definidas em espaços de Banach 
com base de Schauder incondicional 
É claro que cada resultado negativo P(n E; F) # Pas(r:s) (n E; F) fornece um resultado negativo 
.C(nE; F) # .Cas(r;s)(nE; F). Entretanto, o leitor deve perceber que o mesmo raciocínio que 
usamos para polinômios pode ser ajustado, mutatis mutandis, para outros casos multilineares, 
como veremos a seguir. 
81 
Teorema 4.4.1 Sejam E 1, ... , Em espaços de dimensão infinita com base de Schauder incondi-
cional. Seja q tal que ;l; :S q < 2. Então, se 
temos que para quaisquer bases de Schauder incondicionais normalizadas {x]}, .. ,{xj} 
de E 1, ... .,Em. respectivamente, a aplicação natural 
CC 00 
'P. E! X ... X Em-+ Ice. ci>F)xL ... , 2::>lm)xf')-+ (a)l) .a;m))~l 
i=l i=l 
é tal que 'P( E1 x .. X Em) C l2s.._ e 'P • E1 x ... x Em -+ l2s.._ é contínua e tem imagem densa. 
2-q 2-q 
Demonstração• Análoga às anteriores. Basta definir T • E1 x ... x Em -+ Y por 
n 
. "' l (!) (m) T(a1, ... , am) = ~ l~tJI q ai ... ai YJ 
j=l 
e proceder como nas outras demonstrações. Q.E.D. 
Teorema 4.4.2 Sejam E 1, ... , Em espaços de dimensão infinita com base de Schauder incondi-
cional. Seja q tal que ,; :S q :S cot Y/2. Então, se Las(q,l)(El, ... , Em, Y) = L:(EJ, ... , Em; Y), 
temos que para quaisquer bases de Schauder incondicionais normalizadas {xJ}, ... ,{xj} de 
E 1, ... , Em, respectivamente, a aplicação natural 
co co 
'P. E] X ... X Em-+ lco. cL:a;l)x}, ... , L:a;m)xf')-+ (a; 1) .. a;m))~l 
i=l i=l 
é tal que 'P( E1 x ... x Em) C lq e 'P • E1 x ... x Em -+ lq é contínua e tem imagem densa. 
A versão para q < cot Y é análoga, a saber, se ;l; :S q < cot Y, então 'P é tal que 
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Além disso, vale o seguinte resultado, que é consequência de um argumento de localização que 
veremos a segUir: 
Teorema 4.4.3 Se F tem apenas cotipo infinito e E 1, ... ,Em são espaços de tipo 1:00 , então 
e, com maior razão, 
quaisquer que Sejam q > Ü e Tj, ... , ·r n 2: 1. 
O Teorema 4.4.1 nos permite chegar a vários corolários. Apenas para ilustração de como 
explorar este resultado, seguem alguns exemplos: 
Corolário 4.4.4 Se p, q > 2, então f:(lp,lq; Y) i= .Cas(l;l)(ip, lq; Y) qualquer que seja Y de 
dimensão infinita. 
Demonstração: De fato, note que(},;);;"=! E ip e (},);;"=1 E lq e (;1;);;"= 1 !f: 11 . Q.E.D. 
Mais geralmente, este raciocínio nos permite enunciar uma espécie de recíproca do Corolário 
2.3.3, a saber: 
Proposição 4.4.5 Se T : lp1 x ... x lpm -+ F é uma aplicação multilinear contínua e 
1 1 1 1 1 1 
->-+ ... +-(respectivamente tF >- + ... + -) 
s Pl Pn c~~F-s P1 Pn 
com s::; co~ F (respectivamente s < cotF) temos que T não é (s; 1, ... , 1) somante na origem. 
Demonstração: Faremos o caso s ::; co~ F. Como 
1 1 1 ->-+ ... +-, 
s P1 Pn 
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existe E > O tal que 
-1 -1 
1 1 1 ->--+ ... +--. 
S Pl- E Pn- 2 
Como (nPI=')~=I E 1p1 , ... , (n;;;;;:=ê)~=l E lPm e como, por (4.12), 
o resultado segue, devido ao Teorema 4.4.2. O outro caso é análogo. Q.E.D. 
( 4.12) 
Ainda mais geralmente, o leitor pode perceber que um raciocínio semelhante nos permite 
demonstrar o seguinte resultado: 
Corolário 4.4.6 Se T : lp1 x ... x lPm x co x ... x co .._. F é uma aplicação multilinear contínua, 
e 
1 1 1 1 1 1 
- > - + ... + - (respectivamente -:
5
:-:c:::ot...,F' > - + ... + -) 
S Pl Pm cot P-s Pl Pn 
com s :S co~ F (respectivamente s < cotF), temos que T não é (s; 1, ... , 1)-somante na origem. 
Quando Y não tem cotipo finito, podemos enunciar: 
Corolário 4.4. 7 Se Y tem apenas cotipo infinito e r > q, então 
C(lr, co, ... , co; Y) f= Cas(q;J)(lr, co, ... , co; Y). 
4.5 Polinômios absolutamente somantes definidos em espaços 
de tipo .Coo 
O termo "teoria local de espaços de Banach" tem várias interpretações distintas. Uma boa 
leitura sobre este assunto é um recente artigo de Pietsch í65] intitulado "What is local theory 
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of Banach spaces ?". É claro que nosso contexto é muito mais restrito e por isso não será difícil 
sermos precisos ao usarmos o termo localização. 
O seguinte Lema de localização é uma ferramenta fundamental para estender nossos resul-
tados iniciais em c0 (que tem base de Schauder incondicional) para espaços gerais de tipo L-00 , 
que não possuem necessariamente base de Schauder incondicional. 
Lema 4.5.1 (Localização) Se X e Y são espaços de tipo 1:.00 e t:("X, Z) 
então t:("Y; Z) = Las(r;s)("Y; Z). A versão polinomial também é válida. 
Demonstração: Uma demonstração pode ser encontrada em [6] e é essencialmente devida a 
uma importante propriedade dos espaços 100 : 
Lema 4.5.2 (Teorema de Phillips) Sejam M um subspaço de um espaço normado E e TE 
t:(M, 100 ). Então, existe Q E t:(E, /00 ) que estende T e possui mesma norma. 
É interessante destacar os seguintes resultados que podemos obter a partir desse raciocínio 
de localização: 
Teorema 4.5.3 Se E 1 é espaço de tipo 1:.00 e Ez tem dimensão infinita, então L.(E1, E 2 ; F) i' 
Las(~;r)(E!, Ez; F) para todo 1 $r< 2 e todo F. 
Demonstração: Se fosse 
teríamos, pelo mesmo raciocínio da Observação 4.1.3 (ou Lema 3.4 de [7]), que 
C(E1; L.(E2; F))= .Cas(r;r)(E!; .C(Ez; F)) 
8.5 
para r< 2. Todavia, já sabemos, pelo Corolário 4.1.10 e por localização, que 
para todo r < 2 e, a fortiori, temos 
Para F de dimensão infinita, o resultado acima é caso particular de um resultado de Botelho. 
Entretanto, para F de dimensão qualquer, como é o caso que abordamos, mostra a imposibilidade 
de melhorar (para r < 2 ) o resultado de Tonge- Meléndez e Botelho-Floret, que afirma que toda 
aplicação bilinear de um espaço de tipo 1:00 em lK é 2-dominada. Q.E.D. 
O argumento de localização também permite que os Corolários 4.1.10 , 4.2.9 e 4.3.1 sejam 
estendidos de co para espaços de tipo 1:00 (mesmo sem base de Schauder). 
Teorema 4.5.4 Seja X um espaço de tipo 1:00 de dimensão infinita. Se q < 2, m E N e Y 
é um espaço de Banach de dimensão infinita, temos P(nX;Y) i' Pas(q;l)(nX;Y). Com maior 
razão, se q < 2, P(n X; Y) f Pas(q;r)(n X; Y) para todo r~ 1. 
Teorema 4.5.5 Se X é um espaço de tipo 1:00 de dimensão infinita e Y é um espaço de Banach 
de dimensão infinita com cotipo finito, P(n X; Y) = Pas(q;l)(n X; Y)? q ~ cot Y 
Teorema 4.5.6 Se X é um espaço de tipo 1:00 de dimensão infinita e Y não tem cotipo fi-
nito, então P(n X; Y) -I Pas(q;l)(nX; Y) qualquer que seja q. Com maior razão, P(nX; Y) i' 
Pas(s;r)(n X; Y) para quaisquer s >O e r~ 1. 
O Teorema 4.4.3 e a Proposição 2.4.3 fornecem os resultados abaixo: 
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Proposição 4.5.7 Sejamn 2:3, TJ, ... ,rn E [l,oo] eXJ, ... ,Xn espaços de tipoLoo de dimensão 
infinita tais que L( X!, ... , Xn; IK) = Las(s;r,, ... ,rn)(Xl, ... , Xn; JK). Então não mais que um dos rj 
pode ser oo. 
Demonstração: Sem perda de generalidade, podemos admitir rn-l = rn = oo. Portanto, pela 
Proposição 2.4.3, teríamos 
L( X~> ... , Xn-z;L(Xn-l, Xn; JK)) = Las(s;r1 ... ,rn-2 )(Xl, ... , Xn-2; L(Xn-l, Xn; JK) ), 
que é impossível, pelo Teorema 4.4.3, pois L(Xn-l, Xn; IK) tem apenas cotipo infinito [7]. Q.E.D. 
Proposição 4.5.8 Sejam n 2: 2 e r1 , .... , rn 2: 1. Se X é um espaço de tipo Loc de dimensão 
infinita e L(n X, F) = Las(s;r1 , ... ,rn) (n X; F), com dim F = oo, então Tj # oo para todo j. 
Demonstração: Basta observar que cotL(X,F) = oo [19] e usar o Teorema 4.4.3. Faremos 
o caso n = 2 para sermos mais precisos. Se ce X, F) = Las(s;r,oc)e X, F), então a Proposição 
2.4.3 nos dá 
L( X, L( X, F))= Las(s;rJ(X; L(X; F)), 
o que é impossível. Q.E.D. 
O mesmo raciocínio se aplica para L(X1, ... , Xn; F) com X 1 , ... , Xn espaços de tipo L00 de 
dimensão infinita. 
Provamos, no primeiro capítulo, que 
L(nC ( K); IK) = Las(2;2, ... ,2,co) (nC( K); IK) ( 4.13) 
e, como sabemos, tal resultado generaliza o caso n = 2, devido a Botelho ( [7] e [6]). Em [6], se 
é questionado se a igualdade 
cec(K);IK) = Las(2;z,oo)eC(K);IK) 
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poderia ser melhorada com um espaço de Banach de dimensão infinita F no lugar de IK . 
Em particular, a Proposição 4.5.8 responde negativamente esta questão e não apenas o caso 
bilinear, mas qualquer caso n-linear de (4.13). Corno podemos ver, nossa resposta se estende a 
diversas outras situações. Não precisamos sequer que todos os espaços do domínio sejam espaços 
de tipo 1:.00 . Por exemplo, no caso bilinear ternos o seguinte resultado imediato: 
Proposição 4.5.9 Se E e F são espaços de dimensão infinita, então 
J:.(C(K), E; F) i J:.as(s;r,oo)(C(K); E; F) 
para todo r 2: 1 e s > O. 
Podemos ainda citar outras observações interessantes sobre os resultados de coincidência 
( 4.13). Nós devemos observar que também é impossível melhorar ( 4.13) com (s; t1, t2 , ... , tn-1, oo) 
e s < 2 e t1, ... , tn-1 2: 1 Com efeito, se isso fosse possível, obteríamos que toda T : C(K) x 
... x C(K) _, C(K)' seria (s; t1, tz, ... , tn_I)-sornante (absurdo pelo Teorema 4.4.1). 
Outra questão proposta por Botelho em [6] foi a versão polinomial do Teorema 3.5[7]. Para 
ser mais preciso, foram feitas as seguintes perguntas: 
• Pec(K); F) i Pas(~;r)ec(K); F) para todo espaço de Banach F de dimensão infinita e 
todor<oo? 
• P(nC(K);F) iPas(f;;r)(nC(K);F) para todo n > 2, r< oo e todo espaço de Banach F? 
É importante observar que estas questões são para os casos dominados, e ternos respostas que 
englobam outros casos não dominados assim corno os casos dominados, dependendo do cotipo 
de F. Em relação às perguntas acima, podemos ver que o Teorema 4.1.9 nos dá urna resposta 
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parcial, quando dimF = oo, que engloba os casos~< 2. Entretanto, o Teorema 4.2.7 alcança 
um resultado mais geral quando cot F < oo pois sempre que r < n cot F temos 
Finalmente, o Teorema 4.3.1 mostra que quando F não tem cotipo finito, temos para quais-
quer s > O e r ;::: 1, 
que é uma resposta completa e vai muito além do caso dominado. 
As versões multilineares dos resultados acima são análogas. Facilmente vemos que os todos 
resultados enunciados para co ou C(K) valem para espaços de tipo .C00 . 
Observação 4.5.10 É claro que, em particular, o Teorema 4.4.1 implica que o Teorema 2.1.4 
não pode ser melhorado para espaços de dimensão infinita F no lugar de IK. 
4.6 Localização em espaços de tipo .CP 
O seguinte Teorema pode ser provado sem muita dificulda, pois neste caso temos um perfeito 
controle das normas das projeções: 
Teorema 4.6.1 Se .CClp; F) = .Cas(r;s)(nlp; F) e se E é um espaço de tipo .Cp, então 
Demonstração: O caso multilinear não é mais do que a repetição do caso linear em cada 
coordenada. Faremos, potanto, o caso linear. Seja T : E -+ F um operador linear limitado. 
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Considere X!,---, Xk elementos de E. Então, 
com llvllllv- 1 11 :S À. Temos 
Logo 
k 
(L IITxj Jl") ~ 
k=l 
< Xj, ---,Xk >C G 
G ~ 
k 
T E --; F 
= (L lj(T o i2 o v- 1 o TI o i 1 o v)(x;) \1")~ 
k=l 
k 
= (LII(Toi2ov- 1 oTI)((i 1 ov)(x1 ))i()~ 
k=l 
< II(To i2 o v-lo TIJIIas(r;s) !l((il o v)(x;))j=lts 
:S C 1\(To i2 o v-lo TI) llllidlllvll il(xj)j=lliw,s 
< C IITIIIIv-ljllivllll(xj)J=lilw,s 
< C>.[[TIIIi(xj)j=lt,s Q.E.D. 
Para p = oo, já vimos um teorema mais geral que o resultado acima. Entretanto, para 
p i' oo, se Er e E2 são espaços de tipo Lp, será que temos C(n E2; F) = Las(r;s)(n E2; F) sempre 
que C(n E 1 ; F) = Las(r;s) (n E 1; F)? A resposta é positiva, mas bastante mais delicada que no caso 
p = oo, e por isso trataremos deste caso separadamente. A grosso modo, não temos um Teorema 
de Philli ps para espaços lp com p i' oo e não podemos proceder como naquela oportunidade. 
Controlar a norma das projeções exige algum trabalho. Entretanto, um profundo resultado 
devido a Pelczyriski e Rosenthal [58] nos garante o devido controle das normas das projeções e 
nos propicia o processo de localização geral como corolário. Enunciaremos, portanto, o resultado 
de [58] e em seguida o mencionado resultado geral de localização, que também deve ser creditado, 
pelo menos em essência, a Rosenthal e PelczynskL 
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Teorema 4.6.2 {PelczyrísÃ.-i-Rosenthal) Seja À ::0: 1 dado. Então, existe ;3 = p(À) tal que, se 
k é um inteiro positivo, podemos encontrar um N = N(k) de forma que se 1 ::; p ::; oo, X é 
um espaço de tipo .Cp,A de dimensão infinita e E é um subespaço de X de dimensão k, existe 
um subespaço F de X, que contém E, com dimF = N' tal que F é ;3-complementado em X e 
d(F, l{:') ::; ;3 e N' ::; N. 
Corolário 4.6.3 {Localização em .Cp) Se X e Z são espaços de tipo .Cp, então P(1 Z; Y) = 
Pas(r;s)ez; Y) sempre que Pex; Y) = Pas(r;s)(1X; Y). O mesmo vale para multilineares. 
Demonstração: Seja P um polinômio l homogêneo de Z em Y. 
Sejam xr, ... , Xk E Z. Então 
com llvllllv-1 11 :S À1. Seja E C X com dimE > n. Então, existe F:) E tal que 
e llwllllw-1 11 :S ;3 e a projeção Pp :X _... F tem norma menor ou igual a ;3. Logo 
<X!, ... ,Xk >C C 
v in i lm 
w-1 








(L; IIPxJIIr)~ = (L:;\\(Pov-1 oiiowoPpoincow-1 oiov)(xJ)\\r)~ :õ; 
k=l k=l 
:S: C \\P o v-! o II o w o PF\\!i((inc o w- 1 o i o v)(xj))J= 1 1i~.s :S: 
e portanto Pé absolutamente (r; s)-somante. Q.E.D. 
Devemos perceber que nossos resultados da seção anterior têm uma generalização natural 
para outros espaços. Por exemplo, observando a demonstração (em [38]) do Teorema 4.1.1, 
podemos perceber que vale o seguinte resultado: 
Teorema 4.6.4 Se X tem um subespaço complementado com base de Schauder incondicional e 
.Cas(u)(X; Y)=.C(X; Y). 
então esta base é equivalente à base de Schauder de 11. 
Perceba que as desigualdades de Khinchine nos dizem que 12 é isomorfo a um subespaço de 
L 1[0, 1]. Entretanto, como 
constatamos que tal subespaço não é complementado, pois, caso contrário, as bases de Schauder 
incondicionais canônicas de h e lz seriam equivalentes. 
Seguindo o mesmo raciocínio do Teorema 4.6.4, podemos enunciar todos nossos resultados 
deste capítulo num contexto mais geral, onde os espaços têm cópias complementadas de espaços 
com base de Schauder incondicionaL 
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4. 7 Outros resultados negativos de coincidência 
Se F = 12 e E é um espaço de tipo Cp com 1 < p < oo, temos P(n E; F) f= Pas(s;r) (n E; F) 
para todo r :C 2 e s > O. Com efeito, se E = Lp[O, 1], 1 < p < oo, como /2 é complementado 
em Lp[O, 1] (veja [19, Teorema 1.12]), existe u : E _, 12 tal que u restrito a /2 é a identidade. 
Denotemos u(x) ((u(x))k)k'=I· Defina 
P: E_, 12 : P(x) = (u(x)[, u(x)z, ... ). 
Temos que Pé claramente um polinômio n-homogêneo contínuo e P(en) = en· Como (en);;=l E 
l~(l2 ) \ l8 (l2) para todo r :C 2 e s > O, o resultado segue, devido ao resultado de localização 
provado anteriormente. Temos, portanto, o seguinte exemplo: 
Exemplo 4. 7.1 Se E é um espaço de tipo Cp e 1 < p < oo, então P(n E; l2) f= Pas(s;r) (n E; l2) 
para todo n natural, r :C 2 e s > O. 
Para p E (1, oo), Matos [47] mostra que para n :C max{2;p} temos, para todo r, 
É claro que, com maior razão, temos, para n :C max{2;p}, 
( 4.14) 
Devemos observar que o resultado de localização da seção anterior garante que ( 4.14) vale para 
espaços de tipo Cp no lugar de lp. 
Nosso próximo exemplo mostra que para as aplicações multilineares nós não precisamos da 
condição n :C max{2;p}. 
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Exemplo 4. 7.2 Se E é um espaço de tipo Lp, então, para p E [2, oo) e n 2: 2, temos, para todo 
r. 
Com efeito, por [43, Theorem 7], basta provar que 
I:( E; E') oF Las(r;r)(E; E'). 
Mas, como E é espaço de tipo Lp, com p E [2, oo ), então E' é espaço de tipo Lq, com q E (1, 2). 
Portanto, por um resultado de K wapien, (veja [37] ou [19, Theorem 3.16]), 
Las(l;l)(E; E') =Las(r;r)(E; E') 
e, por [38, Theorem 4.2], 
Las(l;l)(E; E') oFf:(E; E'). 
Uma última observação interessante sobre aplicação da localização em espaços de tipo Lp 




Aplicações p-semi integrais 
O espaço dos operadores multilineares sem1 integrais foi introduzido em 1989 por Alencar e 
Matos [1] e tem servido de inspiração para definições posteriores de conceitos semelhantes. 
Nos últimos anos, inúmeros novos ideais de operadores relacionados à somabilidade vem sendo 
esudados por diversos autores. É fundamental que estas classes sejam comparadas, assim como 
as propriedades que elas compartilham sejam investigadas. Trabalhando nessa direção, como 
sugestão de M. C. Matos, generalizamos o conceito de aplicações semi integrais, criando as 
aplicações p-semi integrais. Mais que isso, como principal objetivo, relacionamos esta nova classe 
com outras classes parecidas. Por meio de teoremas de inclusão e semelhança de propriedades, 
mostramos que as aplicações p-semi integrais são muito semelhantes às aplicações p-dominadas. 
Como consequência do estudo desta hierarquia de classes, damos uma demonstraçao bastante 
curta a uma recente pergunta proposta em [21]. 
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5.1 Definição e propriedades 
Definição 5.1.1 {Alencar-Matos [1]) Uma aplicação T E L:(EJ, ... En; F) é semi-integral se 
existem D :2: O e uma medida regular de probabilidade {L na u-álgebra de B orei de E E' x ... x 
1 
E E' na topologia fraca * tais que 
n 
para todo x1 E Ej com j = 1, ... , n. 
As principais propriedades das aplicações multílineares semi-integrais podem ser vistas em 
[1]. Começaremos comparando o espaço das aplicações semi-integrais com outros espaços de 
aplicações multilineares da literatura. 
Proposição 5.1.2 Se T é semi-integral, então T é fortemente 1-somante (veja definição em 
{21}) e completamente 1-somante. Além disso, toda aplicação multilinear l-dominada é semi-
integral. 
Demonstração: Se T é semi integral, a demonstração de que T é completamente 1-somante 
é uma adaptação quase imediata da Proposição 4.2 de [1] (esta demonstração será feita mais 
adiante para um caso mais geral, na Proposição 5.1.12). Para ver que T é fortemente 1-somante, 
basta observar que como T é semi-integral, então, 
m m 
L 11 T(xl,j, ... ,Xn,j) IJ:S. D sup L I 'PJ(XJ,j)· .. 'f'n(Xn,j) I 
j=l :pzEBEÍ j=l 
m 
:S. D sup L I <P(xJ,j, ... ,xn,j) I· 
cf;EBqEl, .. ,E,.) j=l 
A última afirmação da Proposição será provada mais adiante, na Proposição 5.1.12. 
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Temos, portanto, as seguintes inclusões: 
e Cas,J(E1, ... En; F) denotam respectivamente os espaços das multilineares l-dominadas, semi 
integrais, completamente 1-somantes, fortemente 1-somantes e absolutamente (1; 1)-somantes. 
Observação 5.1.3 A inclusão Lsi,!(EJ, .. En;F) C Lsas,!(EJ, ... En;F) é estrita. De fato, se 
T : l2 x l2 __, lK é definida por 
00 j 
T((x)~1 , (w)~ 1 ) = LYJ I,:xb 
j=l k=! 
então T não é semi integral (veja [1}), mas T é fortemente 1-somante, pois toda aplicação 
n-linear com contradomínio lK é fortemente 1-somante (veja (21}). 
A inclusão .Csi,l(EJ, ... En; F) C Lfas,!(E!, ... Er,; F) também é estrita pois 
e 
pozs, como veremos no Teorema 5.1.14, a igualdade acarretaria 
o que sabemos ser um absurdo. 
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Observação 5.1.4 A inclusão 
também é estrita (veja [48}). 
Perceba que todos os conceitos de operadores p-dominados, operadores fortemente abso-
lutamente (p; q)-somantes e operadores absolutamente (p, q)-somantes não se limitam ao caso 
p = q = 1. Portanto, é natural introduzir o conceito de operadores p-semi-integrais e observar 
que propriedades obtemos. 
Vamos mostrar que a definição natural de operadores p-semi-intergrais nos traz 
e 
e iremos estudar as consequências e propriedades desta nova definição. 
Definição 5.1.5 Se p 2': 1, uma aplicação T E .C(E1, ... En; F) é p-semi-integral se existem 
C 2': O e uma medida regular de probabilidade f.' na <7-álgebra de Borel de B"' x ... BE' na 
"-1 n 
topologia fraca * tais que 
(5.1) 
para todo Xj E Ej com j = 1, ... , n. A menor das constantes C define uma norma e é denotada 
por Ji T llsi,p . 
Pode-se provar que com a norma 11-llsi,p o espaço .C( E~, ... En; F) é completo. 
98 
Teorema 5.1.6 As seguintes condições sobre TE .C(E1, ... En; F) são equivalentes: 
(a) T é p-semi integral. 
(b) Existe C 2: O tal que 
(5.2) 
para todo Xt,J E Et com l = 1, .. , n e j = 1, ... , m. Temos ainda que a menor das constantes C 
coincide com 11 T llsi.p · 
Demonstração: (a)=?(b) é simples, pois a partir da desigualdade (5.1) chega-se facilmente a 
(5.2) com a mesma constante. 
(b)=?(a): A demonstração segue a idéia da demonstração do caso p = 1 [1]. Suponha que 
vale (5.2). Defina 
• rl ={f E C(Beí X_,. X Be;); f< c-P}. 
• fz = co{f E C(Beí x ... x BeJ; existem Xt E Et, l = 1, ... ,n, tais que 11 T(xl, .. -,xn) 1 
onde f < c-p significa que os elementos da imagem de f são todos menores que c-P e co{.} 
denota a envoltória convexa. 
Vamos mostrar que f1 n fz = </;. 
m m 
Seja h E fz. Então h= L aJfJ onde Ctj >O, L aJ = 1 e 
J=l J=l 
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Então, usando nossa hipótese, temos 
m 
> C-p "\' li T( l/p · . ·) liP _ L...., li O.:.j Xl,J, ... , Xn,J , 
j=l 
m 
= c-PI:;(aYP)P 11 T(xl,J, ... ,xn.J) IIP= c-P 
j=l 
Logo h rf- r 1 . Pelo Teorema de Hahn-Banach, existem.\ positivo e 
1/J E C(BE; X .. X BEj 
tais que 
É claro que podemos tomar 11 1/J 11= 1. Como para toda f < O, f E r r, temos 1/J(mf) ~ .\ 
para todo m natural, então ..P(f) ~ O. Portanto 'ljJ é um funcional positivo e, pelo Teorema da 
Representação de Riesz, existe uma medida fl, regular, de probabilidade, definida nos borelianos 
de BE' x ... x BE', tal que 
1 n 
Note que, definindo fm por fm = c-P- ,;,, temos fm E r1 para todo m naturaL Logo 
r fmdfl = c-p- _!:_ ~ .\para todo m natural ' 
JsE,x ... xBE'. m 
1 n 
Consequentemente .\ 2: c-p _ 
Portanto, se 11 T(xl, ... ,xn) 11= 1, definindo f('Pl, ... tpn) :=1 'Pl(Xl) ... tp(Xn) IP, temos f E r2 e 
r fdfl = ..P(f) 2: c-p = c-p li T(x1, ... ,xn) li 





e como li T(x1, ... , Xn) li= 1, segue 
1 
I 'Pl(Xl) ... cp(xn) IP dp);; · 
Se 11 T(x1, ... , xn) li# O, basta substituir x1 por X! li T(x1, ... , xn) ll- 1na equação (5.3), e obtemos 
11 T(ll T( X] ) 11 !'' ,xn) II:S c (r I 'Pl(ll T( X] ) 11 l) ... cp(xn) lp dp) ~ 
X!, ... , Xn J BEt x .. xBEt X1, ... , Xn 
1 n 
e, cancelando os denominadores, obtemos 
Como as constantes de (a) e (b) se conservam, a menor das constantes C coincide, de fato, com 
a norma. Q.E.D. 
Uma propriedade interessante das aplicações p-semi integrais, cuja demonstração é simples 
e omitiremos, é a seguinte: 
Proposição 5.1.7 Se toda TE I:.(E1, ... En;F) é p-semi-integral, então toda aplicação multi/i-
near contínua T : Eh x ... x Ej, __. F é p-semi integral, para quaisquer j 1 , ... ,jk distintos em 
{1, ... ,n}. 
Corolário 5.1.8 (Teorema do tipo Dvoretzky Rogers para Semi Integrais) Se algum Ej = F e 
dim F oo, então 
para todo p 2: 1. 
Proposição 5.1.9 Se p :S q então I:.si,p(EJ, ... En; F) C I:.si,q(Eb ... En; F), e é uma inclusão 
contínua. 
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Demonstração: Basta ver que 
Q.E.D. 
Proposição 5.1.10 Se T E L(Er, . . En; Y) é p-semi integral e i : Y -+ Yo é imersão isométrica, 
então i o T é p-semi integral e 11 i o T ÍÍsi,p=ll T llsi,p. 
Demonstração: Como il i o T(xr, ... ,xn) ii=ll T(xr, ... ,xn) 11. o resultado é válido devido à 
caracterização do Teorema .5.1.6. Q.E.D. 
Proposição 5.1.11 Se T E Lsi,p(Er, ... En; Y), Et E L(Zt, Et) para todo l = 1, ... , n e E E 
L(Y, Yo), então ET(Er, ... En) E .Csi,p(Zr, ... , Zn, Yo) e 
li ET(Er ... , En) llsi,p::;jj T llsi,pllll E 1111 E r li ... il En li· 
Demonstração: É claro que podemos supor 11 Ei li# O para todo i. Definindo 
C =li T ÍÍsi,PÍÍ E 1111 Er li··· li En li, 
temos 
l==l, ... ,n 
::; C sup (f 11/Jr (xr) ··'Pn (xnW) l/p 
1/JiEBE[ j=l 
l=l, ... ,n 
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Segue que 
BT(B1, ... Bn) E Lsi.p(ZJ, ... , Zn, Yo) é p-semi integral 
e 
11 BT(B1, . , Bn) llsi,p:'Sii T llsi,pllll B 1111 B1 11 ... 11 Bn 11. Q.E.D. 
Demonstração: 




::; D sup 
<pzEBE1, 
l=l, ... n 
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e segue que T é completamente absolutamente p-somante. Temos ainda, 
e então T é fortemente p-somante. Para finalizar. se T é p-domínada, então 
e segue que T é p-semí íntegra!. Q.E.D. 
O exemplo seguinte é análogo ao Teorema 4.4 de [1]. 
Exemplo 5.1.13 Uma transformação multilinear T E t:.(E1, ... En; F) é dita de tipo finito se 
m 
puder ser escrita como T(x!, ... , Xn) = L Àj'f/lj(XJ) .. .rpnj(Xn)bj, com bj E F e 'PJ E E~. Toda 
j=l 
aplicação de tipo finito é p-semi-integral devido ao Teorema 5.1.12, pois toda aplicação de tipo 
finito é p-dominada. 
Teorema 5.1.14 Se T E f:.si,p(EJ, ... , En; F), então T1 E t:.(EJ,t:.(E2, ... , En; F)) definido por 




e 11 T1(xJ) llsí,p:Õ:II T llsi,pll XJ 11, 
Consideremos agora YJ E E1,j = 1, ,,, m. Se i5 >O, pela definição de 11 Ti(YJ) 11 é imediato 
que existem Xk,j E BE~, k = 2, ,,, n tais que para cada j = 1, ,,, m, 
Logo 
m m 
L li Tl(YJ) IIP:õ: i5 +L 11 T!(Yj)(x2,j··Xn,j) IIP 
j=l j=l 
m 
= i5 + L 11 T(yj, X2,j ,Xn,j) llp 
j=l 
m 
:Õ: ó+ 11 T ll~i,p sup L I 'Pl(YJ)'P2(X2,j) ,<pn(Xn,j) IP 
'Pl EBE1 t,l=l, ... n j=l 
m 




Fazendo 5 ___, O, obtemos 
m m 
(L 11 Tl(Y;) llp)l/p Sll T llsi,p (sup (L I 'Pl(Y;) IP)l/p 
j=l ~lEBEÍ j=l 
e consequentemente T1 é absolutamente p-somante e li T1 llas,p:SII T llsi,p . Q.E.D, 
Voltando às aplicações multilineares p-dominadas, recordemos o seguinte resultado negativo 
de coincidência: 
Teorema 5.1.15 (Botelho (7], f6j) (i) Seja r ::0: L Se F é um espaço de Banach de dimensão 
infinita, então existe uma aplicação bilinear de C(K) x C(K) em F que não é r-dominada. 
(ii)Seja r ::0: L Se F é um espaço de Banach de dimensão arbitrária e n > 2, então existe 
uma aplicação n-linear de C(K)n em F que não é r-dominada. 
O Teorema 5.1.15 não se estende naturalmente para polinõmios. A validade ou não deste 
resultado para polinõmios é uma questão em aberto proposta em [6]. Obtemos anteriormente, 
no Capítulo 4, respostas parciais a tal problema. 
Como sugestão de M.C. Matos, podemos melhorar estes resultados para as aplicações r-semi 
integrais no lugar de r-dominadas. Mais ainda, podemos perceber, no caso (ii), que precisamos 
apenas que um dos espaços do domínio seja um espaço C(K) : 
Teorema 5.1.16 (i) Para todo r < 2, existe T : C(K) x C(K) ___, F que não é r-semi integral, 
para qualquer espaço de Banach F 
(ii) Se E e F são espaços de Banach de dimensão infinita, r :;:: 1, então existe uma aplicação 
bilinear de C(K) x E em F que não é r-semi integral. 
(iii) Se F é um espaço de Banach de dimensão arbitrária, r :;:: 1, n :;:: 3 e E 2 , ... , En têm 
dimensão infinita, então existe uma aplicação n-linear de C ( K) x E2 x ... x En-l em F que não 
é r-semi integral. 
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Demonstração:( i) Se fosse 
J:(C(K), C(K); F)= f:si,r(C(K), C(K); F) 
teríamos, pelo Teorema 5.1.14, que 
J:(C(K); J:( C(K); F)) = Las(r:rJ(C(K); J:( C(K); F)) 
para r < 2. Todavia, já sabemos que 
J:( C(K); J:(C( K); F)) f. Las( r;!) ( C(K); J:( C(K); F)) 
para todo r < 2. 
Para demonstrar (iii) basta ver que se não valesse, teríamos, pelo Teorema 5.1.14, 
J:(C(K), J:(Ez, . , En; F))= Las(r,rJ(C(K); J:(Ez, . , En; F)), 
e isso é impossível pelo Teorema 4.3.1, ou por um resultado de Maurey e Pisier [52, Remarque 
1.4]. A demonstração de (ii) é análoga. Q.E.D. 
Note que a mesma idéia da demonstração acima nos permite enunciar o seguinte resultado: 
Proposição 5.1.17 Se F é um espaço de Banach de dimensão arbitrária e E 2 , ... , En têm 
dimensão infinita, então, para todo r < p, existe uma aplicação n-linear ( n ;?: 3 se dim F < oo e 
n ;?: 2 se dim F = oo) de lp x Ez x ... x En em F que não é r-semi integral. Se p = 1, o resultado 
vale para r = 1. 
Perceba que a Proposição acima diz que a versão natural do Teorema de Grothendieck que 
sabidamente não vale para as l-dominadas também não vale para as l-semi integrais. 
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Observação 5.1.18 Em {[1j, Exemplos J,.5) sao construídos exemplos (em espaços lp) que 
mostram que para as aplicações bilineares, os conceitos de l-semi integral e absolutamente l-
somante são distintos. O Teorema 5.1.14 e o resultado de Lindenstrauss e Pelczyríski (Teorema 
4.1.1) sobre operadores absolutamente somantes em espaços com base de Schauder incondicional 
nos permitem perceber que se E 1 e E2 têm base de Scha·uder incondicional e dimensão infinita, 
então 
Com efeito, se valesse a igualdade deveríamos ter, por exemplo, 
(absurdo, pelo resultado de Lindenstrauss e Pelczyríski). No caso particular em que E1 = lp1 e 
E2 = lp2 e P1, P2 < 2, pode-se provar que 
para todo r. 
Exemplo 5.1.19 Todo operador linear p-somante entre espaços de Banach é fracamente com-
pacto e completamente contínuo[19j. Botelho [9/ provou que no caso dos polinômios dominados, 
o polinômio 
era n-dominado e não era fracamente compacto. O mesmo ocorre para sua multilinear as-
saciada. A inclusão que demonstramos das aplicações multilineares p-dominados nas p-semi 
integr~is garante que nem toda aplicação multilinear p-semi integral é fracamente compacta. 
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Em compensação, a Proposição 5.1.22, a seguir, mostrará que toda aplicação multilinear p-semi 
integral é completamente contínua. 
Observação 5.1.20 A pergunta 'Será que toda aplicação multilinear fortemente p-somante é 
fracamente compacta? 'havia sido feita por V. Dimant em {21} e foi recentemente respondida, 
via produto tensorial, por Carando-Dimant em {13}. Entretanto, a Proposição 5.1.12 mostra 
que Botelho [g} já havia, há algum tempo, respondido a uma questão mais geral que esta. Com 
efeito, como foi mencionado no exemplo anterior, em {g} é exibida uma aplicação n-linear que é 
n-dominada sem ser fracamente compacta. Logo, pela Proposição 5.1.12, a fortiori, concluímos 
que nem toda aplicação multilinear fortemente p-somante é fracamente compacta. 
Observação 5.1.21 Da teoria linear sabe-se que todo operador linear absolutamente p-somante 
é completamente contínuo. Vale ressaltar que em nosso contexto, seguindo [1g), um operador 
linear é dito completamente contínuo se ele leva seqüências fracamente convergentes para zero 
em seqüências convergentes para zero em norma. Analogamente, diremos que uma aplicação 
multilinear é completamente contínua se a imagem de seqüências fracamente convergentes para 
zero convergir para zero em norma. 
Proposição 5.1.22 Todo aplicacão multilinear p-semi integral é completamente contínua. 
Demonstração: Seja T uma aplicação multilinear p-semi integral. Sejam xY) --> O fracamente, 




( , ( (1)) , ( (n)) lp)oo I 'P1 Xj ·"'Pn Xj j=1 
é claramente limitada. Portanto, pelo Lema de Fatou, segue que 
O < 1' 'IT( (1) (n)) IIP __ 1m sup 1 x1· ) .... ,xj , J-00 
-c r od'" =o, 
- JBE·X ... xBE' 
Note que o caso n = 1 nos dá como consequência o Corolário abaixo, que pode ser encontrado 
em [19] com urna demonstração diferente. 
Corolário 5.1.23 Todo operador linear absolutamente p-somante é completamente contínuo. 
Observação 5.1.24 É bom perceber que ao contrário do caso linear, os polinômios absoluta-
mente p-somantes e as aplicações multilineares não são em geral completamente contínuos. Por 
exemplo, P : l2 -+ l2 definido por P((an);;"=1) = (a;D;;o=1 não é completamente contínuo e é 
absolutamente 1-somante. Com efeito, se (xj)~ 1 E 1'{'(12) então 
00 00 
L IIP(xJlll :S L 11PIIIIxJII2 < oo 
j=1 j=1 
pois 12 tem a propriedade de Orlicz. A multilinear associada a P serve de exemplo para o caso 
multilinear. 
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5.2 Método da Linearização & Aplicações p-semi integrais 
Há várias formas de se definir ideais de aplicações multilineares. Um destes métodos, que 
chamamos de método de linearização nos será interessante para estabelecer uma comparação 
mais fina entre as aplicações p-dominadas, p-semi integrais e dominadas em geral. 
Definição 5.2.1 Uma transformação multilinear A E t:.(n E; F) é dita de tipo absolutamente p 
somante (A E [IIas(p)](nE;F)) se, para todoj E {l, ... ,n}, tivermos 
onde 
Para A E L.( E I. ... , En; F), assumimos a definição natural equivalente. 
Demonstração: Para evitar notações excessivas, faremos o caso n = 3. 
Seja TE [IIas(p)](3 E; F). Então, cada 
Ti: E-+ t:.eE;F),j = 1,2,3 
é (p;p)-somante. Logo, se (xj)~1 E l;;'(E), (Yj)~ 1 E 100 (E), (zj)~ 1 E loo(E) não são identica-
mente nulas, temos 
00 




:'Ô li (YJ )j;,llloo fi ( Zj )j;,llloo (~ J]Ti (Xj) JJP) ;; :'Ô C li (YJ )j;,llloo li (Zj )j;,liLxo li ( Xj )j;,lfiw,p 
Portanto TE Cas(p;p,oo,oc) e E; F). Os outros casos são análogos. 
Reciprocamente, se T E Cas(p;p,oo,oc) C E; F) n ... n ,Cas(p;oo,oo.p) (n E; F) então, pela Proposição 
2.4.3, n, T2 e T3 são absolutamente (p: p )-som antes. 
Corolário 5.2.3 As aplicações p-semi integrais estão entre as dominadas. Mais precisamente, 
se PJ :<:; p para cada j, temos, 
c [Ilas(pJ](n E; F)= Las(p;p,oo, ... ,ooJ(n E; F) n ... n l:as(p;oo, ... ,oo,p)C E; F). 
Demonstração: O Teorema de Grothendieck-Pietsch garante a primeira inclusão. A segunda 
inclusão já foi provada anteriormente e, finalmente, a terceira inclusão vem do Teorema 5.1.14. 
Q.E.D. 
Observação 5.2.4 No Terema de Dominação de Grothendieck-Pietsch (Teorema 1.1.14) to-
mamas r 1, ... , rn E (0, oo). Quando algum dos rk 's é infinito, ainda temos uma versão desse 
teorema, que pode ser demonstrada de maneira completamente análoga, via Teorema de Ky-
Fan. Precisamente, temos a seguinte caracterização: 
T : E1 x ... x En --+ F é ( oo, ... , oo, rk, ... , rn) -dominada se e só se existem C > O e medidas 
/li E P(BE;t) para j 2:: k tais que 
1 
IIT(xl,. , Xn) 11 :'Õ C}] J!xj li}] (!sE;• I'PJ (xj) l"i df.J,; ( 'PJ)) r; 
Portanto, como [Ilas(pJ](n E; F) = Las(p;p,oo, ... ,oo)(n E; F) n ... n Las(p;oo, ... ,oo,p) (n E; F), temos uma 
caracterização, via Teorema de Grothendieck-Pietsch, para [Ilas(pJ] (n E; F). 
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O exemplo a seguir, sugerido por M.C. Matos, mostra que .Cd,p(nE;F) # [ITas(p)](nE;F). 
00 
Exemplo 5.2.5 Defina T: lz x lz -> ]!{ por T(x, y) = :L J~XJYJ com o=~+ é e O< é< !, 
J=l 




o que será um absurdo se nós escolhermos é< 0.5. 
Para provar que TE [IIas(l)](2lz; OC), por simetria, basta provar que T1 : lz -> lz dada por 
00 1 
T1(x)(y) = T(x, y) = 2: -:;;XJYJ 
J=l J 
é absolutamente (1; 1)-somante. Note que 
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Para mostrar que T1 é absolutamente 1-somante, um resultado de caracterização dos operadores 
de Hilbert-Schmidt devido a Pelczyriski (veja [-57]) nos garante que basta mostrar que T é 
Hilbert-Schmidt. Mas, verificar que T1 é um operador de Hilbert-Schmidt é fácil, pois 
Observação 5.2.6 Usando a caracterização das aplicações multilineares p-semi integrais: é 
possível mostrar que 
Com efeito, se T é p-semi integral, 
l=l, ... ,n 
Se E e F têm cotipo 2, temos que t:d,r(nE;F) = Cd. 1(nE;F), pora todo r 2: 1 {[69, pag 42]). 
Logo, neste caso, 
Consequentemente, o exemplo anterior também mostra que, em geral, Lsi,p(n E; F) ;I= [ITas(p)] (n E; F). 
Observação 5.2. 7 Por nossos resultados das seções anteriores, sabemos que se n = 2 e dim F= 
oo, então 
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e se n 2: 3 e F é qualquer espaço de Banach, então 
C (n ·F' -L C(n ·F) as(p;p,oo, ... ,oo) co, ) r co, . 
Logo, se dimF = oo, temos 
e, se n 2: 3, temos 
para qualquer espaço de Banach F. 
5.3 Limitação do espaço das aplicações multilineares dominadas 
As Funções de Rademacher Generalizadas foram introduzidas por Aron e Globevnik [2]. Desde 
então, têm tido bastante aplicações à teoria de aplicações absolutamente somantes (veja [27], [12], 
[62]). O Teorema abaixo é demonstrado por meio das Funções de Rademacher Generalizadas. 
Teorema 5.3.1 (Floret-Matos {27}) Sejam E e F espaços de Banach complexos com cot F 
q. Então todo polinômio homogêneo r-dominado de E em F será (q; 2)-somante na origem. 
Na realidade, pode-se demonstrar o mesmo resultado no caso real, com um pouco mais de 
trabalho, para vencer a ausência das Funções de Rademacher Generalizadas (veja [10]). Ambos 
os resultados podem ser demonstrados no caso multilinear. No caso em que F= IK, D. Pérez 
[62] provou que todo polinômio p-dominado com valores escalares era ainda (1; 2)-somante na 
origem. Nossa intenção é chamar atenção que o Teorema 5.3.1 acima pode, de maneira simples, 
ter seu enunciado estendido sem privilegiar a origem, como assegura o Corolário a seguir. 
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Corolário 5.3.2 Sejam E e F espaços de Banach e cot F = q. Então, todo polinômio r-
dominado de E em F é ( q; 2) -somante sobre E. Analogamente para o caso multilinear. 
Demonstração: (Caso polinomial) Sabemos, pela Proposição 2.4.1, que, se Pé p-dominado, 
v v 
e a 1, .. , an são fixos, P(a1, X2, ... , Xn), P(a1, a2, X3, ... , xn) ... são sempre p-dominados. Pelo Teo-
rema anterior, todos eles serão (q, 2)-somantes e, desenvolvendo a multilinearidade, chegamos 
facilmente ao resultado. O caso multilinear é análogo. Q.E.D. 
Corolário 5.3.3 Sejam E e F espaços de Banach e cot F= q. Então, 
.Cd,pC E; F) C .Cas(p;p,oo, ... ,oo)(n E; F) n ... n .Cas(p;oo, ... ,oo,p)(n E; F) n .Cas(g;2)(E)(n E; F). 
5.4 Tipo de holomorfia para as aplicações p-semi integrais 
Nesta seção, diremos que Pé um polinômio p-semi integral se sua multilinear simétrica associada 
v v 
P for p-semi integral e definiremos IIPIIsi,p = IIPIIsi,p· l\ote que, com esta nova definição, os 
polinômios p-semi integrais terão também dominação por integrais como as multilineares. Ao 
contrário do que acontece com o espaço dos polinômios absolutamente somantes na origem, 
onde não é possível definir um tipo de holomorfia (no sentido de Nachbin [55]), no espaço dos 
polinômios p-semi integrais isto será possível, como veremos a seguir: 
Definição 5.4.1 (Nachbin {55}) Um tipo de holomorfia e de E em F é uma sequência de espaços 
de Banach Pe(n E, F), n =O, 1, ... munidos de normas 11-lle que verificam as seguintes condições: 
(i) Cada Pe(n E, F) é subespaço vetorial de P(n E, F). 
(ii) Pe(0 E, F) =F. 
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(iii} Existe a :;:: 1 tal que sempre que são dados k, n E NU {0}, k ::; n, P E Pe(n E, F) e 
x E E temos 
1\ 
dkP(x) E Pe(kE,F) 
e 
Proposição 5.4.2 A seqüência (P si,p(n E, F), ll.llsi,p);;"=0 é um tipo de holomorfia de E em F. 
Demonstração: Devemos provar os três itens da definição 5.4.1. 
(i) É claro que Psí,p(n E, F) é subespaço vetorial de P(nE, F), pois contém o zero e é fechado 
para as operaçoes. 
(ii) Vale por definição. 
(iii) Note que se P é p-semi integral, então, como 
temos 
1 
:S 2niiPIIsí,p sup (f I 1/JJ(a) ... >/Jn-k(a)!/Jn-k+J(XJ) ... 1/Jn(Xk) IP);; 
V;EBE' j=l 
r=l, .. .,n 
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1\ 
Portanto dk F( a) é p-semi integral e consequentemente éP(a), com 
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Capítulo 6 
Aplicações quase e 
incondicionalmente somantes 
A teoria linear de operadores quase somantes foi generalizada para o caso polinomial e multilinear 
por Botelho [10] e Botelho-Braunss-Junek [ll]. Em [10] e [11] demonstra-se que todo polinômio 
2-homogêneo e toda aplicação bilinear de espaços de tipo f:.00 a valores escalares é quase 2-
somante. Primeiramente, daremos um conceito geral, dando uma definição de aplicação quase 
somante. Mostraremos que este novo conceito generaliza perfeitamente as definições anteriores. 
Além disso, aproveitando nossa nova aproximação, onde a origem não é um ponto especial, 
será provado um Teorema do tipo Dvoretzky-Rogers para polinômios quase somantes. Nosso 
principal resultado será um teorema afirmando que qualquer que seja o espaço de Banach F, 
todo polinômio n-homogêneo, com n 2: 2, definido em espaços de tipo f:.00 tomando valores em 
F é quase 2-somante. O análogo para aplicações multilineares também será provado. 
ll9 
6.1 Aplicações quase somantes 
Neste capítulo, para 1 ::; p < oo, Lp( [0, 1], E) denotará o conjunto 
1 
{f • [0, 1] ~E; (f llf(t)IIPdt) < oo}, 
o 
munido da norma 
1 
11111 =(f llf(t)IIPdt)~ 
o 
00 
Dizemos que (xJ )~ 1 em E é quase incondicionalmente somável se I; rJ(t)xJ E Lp([O, 1], E) para 
J=l 
algum, e portanto, pelas desigualdades de Kahane, para todo 1 ::; p < oo. O conjunto Rad( E), 
das sequências quase incondicionalmente somáveis em E, é um espaço de Banach com a norma 
1 00 
fi(xJ)~tfl =(f 11 L rJ(t)xJII 2dt)t 
o J=1 
Definição 6.1.1 (Botelho (10j} Um polinômio n-homogêneo P • E~ F é dito quase p-somante 
se existe C 2: O tal que 
1 k 
(f 11 'f:_P(xJJri(t)ll 2 dt)~::; C\l(xJ)J=1 11~.p 
o J=1 
para todo k e quaisquer XJ, ... ,xk em E. A definição multilinear é análoga (veja (10} e (11}}. A 
menor das constantes C que satisfaz a desigualdade acima define uma norma para P no espaço 
dos polinômios quase p-somantes. Esta norma será denotada por 11-llal,p . 
No caso linear, sabemos que todo operador absolutamente p-somante é quase 2-somante. 
Analogamente, no caso multilinear temos• 
Teorema 6.1.2 (Botelho(10}} Todo polinômio p-dominado é quase 2-somante. 
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A definição a seguir, além de não privilegiar a origem, estenderá o conceito de aplicações 
lineares, multilineares e polinomiais quase somantes para aplicações quaisquer, 
Definição 6.1.3 Uma aplicação f : E -+ F será dita quase p-somante em a E E se existem 
CJ,a > O, i5J,a > O e 1'J,a > O tais que 
1 k (f li l)f(a + XJ)- f(a))r,(t)ll 2dt)~ :S CJ,all(xJ)J=lii;J,; 
O J=l 
para todo k e quaisquer x1, ... ,xk em E e li(xj)J=1 IIw,p < SJ,a· Se f for quase p-somante em 
todo ponto a E E, diremos que ela é quase p-somante sobre E. Quando não houver chance de 
confusão, usaremos Ca ou até mesmo simplesmente C no lugar de CJ,a• e, de modo análogo, 
procederemos para i5 J,a e r f,a. 
Note que o conjunto de todas as aplicações f : E -+ F quase p-somantes em a E E é um 
espaço vetoriaL Com efeito, se f e g são quase p-somantes, então 
1 k 
(f 11 I:U + >.g)(a + x1)- (f+ >.g)(a)lrJ(t)ll 2dt)~ :S 
o J=l 
1 k 1 k 
:S (f li L(f(a + Xj)- f(a)lrJ(t)ll 2 dt)~ + IAI (f li Lg(a + Xj)- g(a)lrJ(t)ll2dt)! :S 
O J=l O J=l 
:S CJ,all(xJ)J=lii:J,p + IAI Cg,all(xJ)I=tii:J,p :S (CJ,a + IAI Cg,a)ll(xj)I=JII:Z;;l{r"r2 } 
com i5 < min{ i5j,a, i59 ,a, 1}. 
Note que: 
• Uma aplicação f: E-+ F é quase p-somante em a E E se e somente se fa(x) = f(a+x)-
f(x) é quase p-somante na origem. 
• Toda aplicação f : E -+ F quase p-somante em a, é contínua em a. Basta tomar k = 1. 
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Proposição 6.1.4 Se f: E___, F quasep-somante ema, então f é tal que (f(a+xJ)-f(a))~ 1 
é quase incondicionalmente somável sempre que (xJ )~1 é p-incondicionalmente somável. 
Demonstração: É uma adaptação de [ll], Teorema 3.3. Com efeito, seja f quase p-somante 
em a. Para qualquer (xj)~ 1 E I~(E), temos 
m 
lim li L rJ(t)(f(a +xj)- f(a))!!Lz([O,lj,F) S lim Cll(xJ)};ki!:;,P =O 
k,m-oc k,m-oo ' 
j=k 
e, como L2([0, 1], F) é completo, concluímos que (f(a + xJ)- f(a))~1 E Rad(E). Q.E.D. 
Lema 6.1.5 I~(E1 x ... x En) é isomorfo a l~(E1) x ... x l~(En)-
Demonstração: Faremos o caso n = 2. Sabemos que 
Então, existe C > O tal que 11 ( rp, jb)ll = lla-1( <p + jb)ll S Clll-'11-
temos que W está bem definida. Com efeito, se (xj)~1 E I~(E1) e (yj)~ 1 E I~(E2), então 
00 00 
(_L I p(xJ,YJ) !P)!; =(L I rp(xJ) +jb(yj) IP)j; S 
j=l j=l 
j=l j=l 
e portanto (xj,YJ)~ 1 E 1;/(El x E2). Resta-nos provar que 
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Mas ll,ull = supll(x,y)ll:<;lll'f'(X) + \Ú(y)ll $ II'PII + 111,!)11· Logo 
00 00 
lim sup (:L I ,u(xJ,YJ) IP)~ $ lim sup (:L I <p(xJ) +1,b(yj) IP)~ 
n-= li Mil :SI J=n n-oo ll(l',,u)II:SC J=n 
00 00 
::; lim [ sup (:L I <p(xj) ni + sup (:L l1,b(yj) IP)~] =O. 
n-oo III'II:SC J=n II>~'II:SC J=n 
Além disso, é fácil ver que i!i é linear e bijetiva. Se provarmos que W é contínua, o Teorema da 
Aplicação Aberta nos dará o isomorfismo. Perceba que se (xJ)~1 , (YJ)~ 1 E t;(E) 
00 
ll(xJ,YJ)~lllw,p = sup (:L I ,u(xj,Yj) IP)f, 
IIMIISl J=l 
00 00 
::; sup (:L I <p(xj) ]P)~ + sup (:L l1,b(y1) IP)~ 
II'PII:SC J=l II,PIISC J=l 
Perceba que o mesmo raciocínio prova que 1'/}(El x E2) é isomorfo a 1'/}(E1) x l'/}(E2). Q.E.D. 
É óbvio que estes resultados também valem para mais de dois espaços. 
Proposição 6.1.6 Quando P é um polinômio homogêneo temos, para a = O, que todo polinômio 
quase p-somante conforme a nossa definição será um polinômio quase p-somante conforme a 
Definição 6.1.1, e vice-versa. Analogamente para o caso multilinear. 
Demonstração: 
Caso Multilinear: 
(=?)Suponha T:E1 x ... x En -. F aplicação n-línear, quase p-somante (na origem) con-
forme a Definição 6.1.3. Então, dadas (x) 1))~ 1 E 1;(E1), .... , (x)n))~1 E l;(En), temos que 
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(x}1), ... , x}n))'j~ 1 E l~(Ez X ... X En)· Logo, pela Proposição 6.1.4, (T(x)1l, ... , x)n)))~ 1 E Rad(F) 
e, pela caracterização (versão multilinear) do Teorema 3.3 de [11], segue que T é quase p-somante 
no sentido de [10]. 
(.;=)Suponha que T seja uma aplicação n-linear quase p-somante no sentido de [10]. Então, 
se 
1 00 
(/ 112)T(xj!J, ,x)n)lrJ(t)// 2dt)~ :S C//(xj 1l)~Jilw,p 1/(xJn))~z//w.p 
o ;=! 
Portanto, como l;;'(Ez x ... x En) é isomorfo a l;/(Ez) x ... x l;/(En). segue 
e 
e segue que T é quase p-somante no nosso sentido. Q.E.D. 
Proposição 6.1. 7 Para cada P E P(n E; F), temos que 
Demonstração: Suponha P E Pal,p(E) (n E; F). Então, pela fórmula de polarização, 
v (!) (n) v _ 
P(az +xj , ... ,an +xj ) - P(az, ... ,an)-
124 
- [n~2n '2:: eJ ... enP(elal + ... + enan)] 
ei=l,-1 
Para quaisquer (x)1l)j= 1, ... , (x}n))j= 1, por simplicidade de notação, escreveremos 
1 k 
A = (/li '2::(P(al + x)1),. , an + x)n)) - P(aJ, ... , an) lrJ(t) ll 2dt) ~. 
o J=l 
O Lema 6.1.5 nos garante a existência de D > O tal que 
para cada k natural. Agora, suponha 
11 ( (1) (n))k li 1 · { } xJ , ... , xJ J=l w,p < D m1n 1, 8e1a1+ ... +enan , ei=-1,1 
com Oe1a1+ ... +enan dados pela Definição 6.1.3 aplicada a P. Entã.o, para qualquer escolha de -1 




A.= (f 11 L n!~n L CJ ... en[P((ela1 + ... enan) + (e1xJ1) + .. + enx)n)))-
0 J=l €i=l,-l 
1 k 
::': n!~n L (f 11 L e1 ... en[P((e1a1 + ... + enan) + (e1xj1) + ... + enXJn)))-
ei=l,-l 0 J=l 
::': nll2n L C e, a, + .. +enan (li (XJ1))J=1IIw,p + ··· + ll(xJn))J=11iw,pJ"(qa1 + ··+<nan) 
ei=l,-1 
se ll(xji), ... , XJn))J=1IIw,p < Ó = }; mine,=-1,1 {1, Õe1a1 + ... +enan }. A recíproca é óbvia. Q.E.D. 
Proposição 6.1.8 Se F tem tipo q, então toda função (q,p)-somante em a será quase p-
somante em a. 
Se F tem cotipo finito r, então toda função quase p-somante em a E E será (r,p)-somante 
em a. Em símbolos, 
Demonstração: Primeira afirmação: 
1 k k f 11 L (f( a+ XJ)- f(a)lrJ(t)ll2dt)~ ::': Tq(F)(L ll(f(a + Xj)- f(a))llq)~ 
o J=1 J=1 
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para [[(xJ )J=1 [[w,p < 6, para um <Í adequado, pela caracterização de Matos (Teorema 3.1.3). Logo 
f é quase p-somante em a. 
Segunda afirmação: 
k I k 
(L; [[(f( a+ Xj)- f(a))llr)~ :S Cr(F)(J [[ L;(f(a + Xj)- f(a))rj(t)[[ 2dt)~ 
J=l o J=l 
para il(xj)J=1 [[w,p < 6, para um 8 adequado. Fazendo k-" oo, temos 
CC 
(L; [[(!(a+ Xj)- f(a))[[r)~ :S Cr(F)C[[(xj)j;Ji[~,p 
j=l 
sempre que [[(xJ)j;1 [[w,p < 8 e o resultado segue. Q.E.D. 
Corolário 6.1.9 (Botelho) Se F tem tipo q, então todo polinômio absolutamente ( q, p )-somante 
será quase p-somante. 
Se F tem cotipo finito q, então todo polinômio quase p-somante será absolutamente (q,p)-
somante. 
Observação 6.1.10 Como l2 tem tipo e cotipo 2, segue que, para n;:::: 2, 
Portanto os polinômios quase 2-somantes não contém, em geral, os polinômios absolutamente p-
somantes. Perceba que na nossa nomenclatura, o termo mais apropriado para os quase somantes 
seria quase dominados. Entretanto, para evitar mais um conflito de nomenclaturas, manteremos 
a denominação original. 
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Proposição 6.1.11 Se f é tal que existem C e 6 >O para os quais 
para todo k e quaisquer X!, ... , Xk em E e 
então f é quase p-somante em a. 
Demonstração: 
1 k k J lll)f(a + Xj)- f(a)h(t)ll 2dt)1 :S sup lll)f(a + Xj)- f(a)lrJ(t)ll 
O j=l tE[O,lj j=l 
k 
sup sup I<'P,,l)f(a+xj)-f(a))rj(t)>l 
tE[O,lj <pEBx' j=l 
k 
:S sup I; I< <p, (f(a + Xj)- f( a)) >I 
r.pEBx' j=l 
para ll(x1)j=1 llw,p <o, para um 8 adequado. Q.E.D. 
Como corolário, temos um resultado que generaliza substancialmente o Corolário 6.3 de [10], 
não apenas por sair da origem mas principalmente por apenas exigir a condição (fracamente 
absolutamente). 
Corolário 6.1.12 Todo polinômio fracamente (1;p)-somante em a é quase p-somante em a. 
Corolário 6.1.13 Toda função analítica f: E---> F é quase 1-somante em todo o seu domínio. 
Demonstração: 
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Em [44], Matos prova que se f : E _, lK é uma função analítica, então f é absolutamente 
(1, 1)-somante no seu domínio. Basicamente, sua demonstração segue abaixo: 
Se f é analítica e se C 2: O e c > O são tais que 
\1 ~)o f(a)\i :'Õ c é para todo k, 
então 
Logo, se (xj)J=l é tal que 1\(xj)j;dlw,l :'Õ min{5a, 2~J, temos 
m m 11\ 
L I f(a + Xj) - f(a) \:'Õ L li k' dk f(a)\las(l:l) \\(xj)J=l\1~,1 
J=l ~1 
m A 
= \\(xj)j;d\w,l L li:! dk f(a)llas(l;l) 1\(xj)j;lll~~/ 
k=l 
:'Ô 1\(xj)j;lllw,l f(;:~; 1 :'Õ Dll(xj)J=IIIw,l 
k=I 
onde D não depende de m. Agora, voltando à nossa hipótese, considere g : E _, F analítica. 
Sabemos, portanto, que existem C e c tais que 




m m A 
L I <pg(a + Xj)- <pg(a) I:S L li ~/<pg(a)llas(1;1) ll(xj)~rll~,l 
j=l k=l 
m A 
= li (Xj )~lllw,l L li ~I dk<pg(a) !las(!;!) 1/(Xj )~1~~~~11 
k=l 
m kc kll 11 
11( )m 11 "'e c 'P D"( )m I' :S Xj j=l w,l L_- ( 2ec)k 1 = 11 Xj j=l lw,l 
k=l 
para toda <p E E F'. Logo 
para todo me quaisquer X!, ... , Xm em E e ll(xJ)~dlw,p <o. 
Pela Proposição 6.1.11, segue o resultado. Q.E.D. 
Corolário 6.1.14 Sejam E um espaço de tipo C00 e F um espaço de Banach arbitrário. Toda 
função analítica em a, g: E-+ F, tal que dg(a) é nula, será quase 2-somante em a. 
Demonstração: 
Se f : E -+ lK é analítica e se C ê': O e c > O são tais que 
então, para todo k ê': 2, temos, pelo Teorema 2.1.4, 
1 Ak k-2 k k 
11 k!d f(a)llas(1;2) :S Kc3-,-À C c para todo k ê': 2. 
Agora, se g : E -+ F é analítica nas hipóteses acima, sabemos que existem C e c tais que 
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Logo, para cada <p, funcional linear contínuo em F, temos que <pg : E ---> ]]( é absolutamente 
(1; 2)-somante e 
Logo 
e 
m m A 
L I <pg(a + Xj)- <pg(a) I :c; L 11 ~!dk<pg(a)llas(1;2)11(xj)j;,Jil~.2 
j=l k=2 
m A 
= ll(xj)j;,!llw,2 L li ~!dk<pg(a)llas(!;2) il(xj)J=JII:~z1 
k=2 
m K kl).,kC kl· 11 
< ll(x ·)m " "\' c3 ' c I'P < Dll(x ·)m li 
- J J=!llw,2 ~ (2J3Àc)k-l - 1 J=l w,2 
para toda <p E Bp', todo me quaisquer ll(xj)j;,1llw,2 <o min{oa, úb)· Portanto 
para quaisquer ll(xj)j;, 1llw,2 <o= min{oa, 2.A"')· Pela Proposição 6.1.11, segue o resultado. 
Q.E.D. 
Corolário 6.1.15 Se F é um espaço de Hilbert e E é um espaço de tipo .C00 , então toda 
aplicação f : E ---> F, analítica em a, será quase 2-somante em a. 
Demonstração: Basta ver que como F tem cotipo 2, então, pelo Teorema 3.1.9, f é (2, 2)-
somante em a. Como F tem tipo 2, então f será quase 2-somante em a, pela Proposição 6.1.8. 
Q.E.D. 
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Corolário 6.1.16 Seja n :2:: 2. Se E é um um espaço de tipo Coo, então para qualquer espaço 
de Banach F temos 
(6.1) 
Demonstração: Para o caso multilinear, basta usarmos a Proposição 6.1.11 e o Corolário 
2.1.10, que garante que toda multilinear contínua nestas circunstâncias é fracamente (1; 2)-
somante. Note que a demonstração do caso multilinear já nos dá o caso polinomial. Q.E.D. 
Observação 6.1.17 O corolário acima generaliza substancialmente [10, Prop. 7.1} que afir-
mava (6.1) apenas para F= lK e n = 2. Até agora, só se conheciam raríssimos exemplos não 
triviais de resultados de coincidência para o espaço dos polinômios e aplicações multilineares 
quase somantes. Os teoremas anteriores mostram que resultados de coincidência nesse con-
texto são muito mais comuns do que se sabia, surgindo assim motivação para definições mais 
restritivas, como será feito no último capítulo deste trabalho. 
Observação 6.1.18 Também convém perceber que os resultados acima nos permitem ver que 
os polinômios quase somantes em geral não são completamente contínuos. Por exemplo, 
não é completamente contínuo, pois ( en) ~ O e P( en) não converge para zero em norma. 
6.2 Teorema do tipo Dvoretzky-Rogers para polinômios quase 
somantes 
No caso linear, um teorema do tipo Dvoretzky-Rogers para aplicações quase somantes pode ser 
encontrado em [11, Ex. 4.1] e nos diz que se p > 1, então Laz.p(E; E) f= .C(E; E) para todo E 
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de dimensão infinita. 
Nesta seção, mostraremos que o procedimento usado por Matos [45] para demonstrar um Te-
orema do tipo Dvoretzky-Rogers para polinômios absolutamente somantes poderá ser adaptado 
para provarmos uma versão polinomial do resultado acima. 
Lema 6.2.1 Seja P um polinômio n-homogêneo de E em F, quase p-somante sobre E. Então, 
dP( a) é quase p-somante na origem. 
Demonstração: (Adaptação do raciocínio do Lema 6.1 de [45]). Temos as seguintes estima-
tivas: 
dP(a)(x) = n~n L ere2···enP(e!X + (e2 + ... + e,)a) 
n 
= n12n 
( ei=l,-l),i=2, ... ,n 
(ei:;:;; 1,-l),i=l, ... ,n 
= n~n ( L e2···en[P(x + (e2 + ... + en)a)- P(e2 + ... + en)a)])-
(ei=l,-l),i=2, ... ,n 
- __:::__( "\' e2···en[P(-x + (ez + ... + en)a) - P(e2 + ... + en)a)]) n!2n L.. 
(ei=l,-l),i=2, .. ,n 
Portanto, definindo 
Qe2 .. en (x) = e2···en[P(x + (ez + ... + en)a) P(e2 + ... + en)a)J, 
temos 




= (J \\ t n~n . L (Qe, en(xj)- Qe, en ( -Xj))rj(t)ll 2dtl 2 
0 y=l ei=±l t=2, ... ,n 
:'Õ n~n e~l (/llt(Qe, en(xj) -Qe2 en(-xj))r;(t)ll 2dt) ~ 
~=2, ... ,n 
:'Ô n~n . L [ (J 11 t Qe, en (xj)rj (t)\\ 2dt) ~ + (J li t Qe2 en ( -Xj)rj(t) ll 2dt) ~] 
ei=±l 0 y=l 0 J=l t=2, ... ,n 
Dll( ·)k .1min{rce2+ ... +en)o} $ X; j=lllw,p 
Proposição 6.2.2 Se Pat,p(EJ(n E; F) = P(nE; F) então L( E; F) = Lat,p(E; F). 
Demonstração: Mesmo procedimento que fizemos com os polinômios absolutamente somantes. 
Seja T : E --> F uma aplicação linear contínua qualquer. Defina o polinômio n-homogêneo 
onde 'Pé um funcional linear contínuo não nulo. Então, escolhendo a !f:_ Ker('P), temos 
Como dP(a)(.) e 'f!(.) são quase p-somantes, segue que T é quase p-somante. Q.E.D. 
Lema 6.2.3 Para 'f!J,.--,'f'n E E e b E F, se fn(x) = 'Pl(x)---'Pn(x)b, então fn é quase p-
som ante sobre E, para cada p ::; 2 _ 
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Demonstração: Em íll] prova-se que todo polinômio n-homogêneo de tipo finito é quase 
p-somante (na origem) para p::; 2n. O caso n = 2 já nos mostra como proceder a demonstração. 
Não há perda de generalidade em supor '1'1 '1'2 = 'P· 
1 m 
cj 11 L(Y'2(a + Xj)b- y?2 (a)b)rj(t)ll 2 dt)~ = 
o )=1 
1 m 
= cj 11 L('P2(a)b + 2y?(a)'f?(Xj)b + y?2(xj)b- 'P2(a)b)rJ(t)ll 2dt)f 
o J=1 
1 m 1 m 
::; cj 11 L2'P(a)'f?(Xj)brj(t)ll 2dt)t +f 11 L y?2(xj)brj(t)11 2dt)f 
o J=1 o J=1 
para p ::; 2 e li (x; )j;1 llw,p < 1. Q.E.D. 
Teorema 6.2.4 (Dvoretzky-Rogers para polinômios quase somantes) Se dim E< oo, então para 
p :S 2 temos 
Se dimE = oo e p > 1, então 
A versão multilinear é imediata. 
Demonstração: Se E tem dimensão finita, sejam {e1, ... ,en} e {'f?1, ... ,'f'n} bases de E e E, 
tais que 'PJ(ek) = OJk· Dado P polinômio n-homogêneo de E em E, temos 
m v 
y?j1 (x) .. ·Y'Jn (x )P( €jp ... , e)n) 
)=1 h, ... ,)n.=l 
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e, pelo Lema 6.2.3, P é quase somante sobre E. 
Por outro lado, suponha que E tem dimensão infinita. Basta considerar o caso 1 < p :<:; 2. 
Tomemos 'P E E não nulo e a f; K er<p. Tome 
Se P fosse quase p-somante, teríamos que dP(a) seria, e como 
dP(a)(x) = (n- l)<p(a)n-2<p(x)a + <p(a)n-!x 
teríamos <p(a)n-lx quase p-somante, pois <p(a)n- 2<p(x)a também é quase p-somante. Como 
<p(a) i= O, isso acarretaria idE quase p-somante (absurdo). Q.E.D. 
6.3 Aplicações incondicionalmente p-somantes 
Em [34], Matos e Junek introduzem o conceito de mais um espaço de polinômios, relacionado à 
convergência de séries, que eles denominam de incondicionalmente somantes. Estes polinômios 
são definidos como segue: 
Definição 6.3.1 Sejam 1 :<:; r :s; mp < oo dados. Um polinômio P E P(m E, F) é chamado 
incondicionalmente (p; r)-somante se (P(xj))~ 1 E 1~(F) sempre que (xj)~1 E 1;;'(E). 
Assim como fizemos para a definição de polinômios quase somantes, procederemos de modo 
análogo, e daremos a seguinte definição: 
Definição 6.3 .2 Uma função f : E __, F será dita incondicionalmente (p; q) -somante em a E 
E se (f( a+ Xj) - f(a))~1 E 1~(F) sempre que (xj)~ 1 E l~(E). Quando p q, diremos 
simplesmente que f é incondicionalmente p-somante em a. 
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Exemplo 6.3.3 Se E e F não têm cópia de co, como l!(F) = lf(F) e 11(E) lf(E) [14}, toda 
função analítica de E em F será incondicionalmente (1, 1)-somante em todo ponto. 
Exemplo 6.3.4 Se F não tem cópw de c0 , como ll(F) = lY(F) [14}, todo polinômio n-
homogêneo de E em F é incondicionalmente (1, 1)-somante na origem. 
6.4 Teorema do tipo Dvoretzky-Rogers para polinômios incon-
dicionalmente p-somantes 
Lema 6.4.1 Seja P um polinômio n-homogêneo de E em F, incondicionalmente (p; q)-somante 
em E. Então, dP(a) é incondicionalmente (p; q)-somante na origem. 
Demonstração: Análoga à de 6.2.1. 
dP(a)(x) = n;n L ere2···enP(erx + (e2 + ... + en)a) 
(ei=l,-l),i=l,,..,n 
= n;n ( L e2···en[P(x + (e2 + ... + en)a)- P(e2 + ... + en)a)])-
(ei=l,-l),i=2, ... ,n 
- n;n ( L e2···en[P( -x + (ez + ... + en)a)- P(e2 + ... + en)a)]). 
(ei=l,-l),i=2, ... ,n 
Observe que (P( -Xj + (e2 + ... + en)a)- P(e2 + ... + en)a))~ 1 E l~(F) se (xj)~ 1 E l;:'(E) e 
(P(xj + (e2 + ... + en)a)- P(e2 + ... + en)a))~1 E l~(F) se (xj)~ 1 E l;:'(E) . Portanto, 
(dP(a)(xj))~ 1 E 1;(F) sempre que (xj)~ 1 E l;:'(E). 
Q.E.D. 
Lema 6.4.2 Para <pr, ... ,<pn E Ee b E F, se fn(x) = 'Pr(x) ... 'f'n(x)b, então fn é incondicional-
mente p-somante sobre E. 
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Demonstração: Basta provar que gn(x) = 'PI(x) ... cpn(x) é incondicionalmente p-somante 
sobre E. Para isto, basta provar que (gn)a é incondicionalmente p-somante na origem, para 
todo a em E. Temos que (veja[45]): 
O caso n = 1 é o caso 9I(x) = 'PI(x) e é claro, pois todo funcional linear contínuo é incondi-
cionalmente p-somante. Agora procedemos por indução. Assuma que o resultado vale para n 
fixo. Note que (9n+I)a será incondicionalmente p-somante (na origem) se '.Pn+I(.)(gn)a(.) for 
incondicionalmente p-somante na origem. Mas 'Pn+l (.) é incondicionalmente p-somante, pois é 
um funcional linear contínuo e (gn)a (.) é incondicionalmente p-somante por hipótese de indução. 
Seja (xj)~ 1 E I;;'(E). Temos 
00 
(L I 'Pn+I(Xj)(gn)a(Xj) IP)~ :S: 
j=l 
00 00 
:S: (L I (gn)a(Xj) IP)~(L I '+'n+J(Xj) IP)~ < 00 
j=l j=l 
pois 
Teorema 6.4.3 Se id: E__, E não é incondicionalmente p-somante, então 
(6.2) 
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Demonstração: É claro que E tem dimensão infinita. Tomemos <p E E não nulo e a r/c Ker<p. 
Tome 
Se P fosse incondicionalmente p-somante (sobre E), teríamos que dP( a) seria, e como 
teríamos <p(a)n-!x incondicionalmente p-somante, pois (n- l)cp(a)n- 2<p(x)a é incondicional-
mente p-somante. Isso acarretaria ide incondicionalmente p-somante, pois <p(a) i= O. Q.E.D. 
Corolário 6.4.4 Se E tem dimensão infinita e tem cópia de C{), então 
Observação 6.4.5 Se E tem dimensão finita é fácil ver que todo polinômio n-homogêneo P : 
E_, E será incondicionalmente (p,p)-somante em todo ponto. Com efeito, sejam {e1, ... ,en} e 
{cp1, ... ,'f'n} bases de E e E' tais que 'Pj(ek) = Ójk· Dado P, polinômio n-homogêneo de E em E, 
temos 
m v 
'PJ, (x ) ... 'f'jn (x )P( Cjp ... , Cjn) 
j=l }l,···•in=l 
e, pelo Lema 6.4.2, P é incondicionalmente p-somante sobre E. 
Podemos enunciar agora a versão do Teorema de Dvoretzky Rogers para polinômios incon-
dicionalmente somantes: 
Teorema 6.4.6 Se E tem dimensão infinita e tem cópia de C{), então 
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e, se E tem dimensão finita, temos 
Pinc(p,p)(E) (n E; E) = P(n E; E). 
Observação 6.4.7 Como a identidade é obviamente fracamente somante, não faz sentido em 
se pensar num Teorema do tipo Dvoretzky Rogers para os operadores multilineares e polinômios 
fracamente somantes _ 
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Capítulo 7 
Aplicações multilineares fortemente 
quase somantes 
7.1 Definições e propriedades 
Se E é um espaço de tipo C00 , mostramos, no Corolário 6.1.16, que para cada F e n 2': 2, vale 
Temos, portanto, que nestas inúmeras situações, a definição de operadores quase somantes é 
pouco restritiva. Há, pelo menos, duas formas interessantes de se reformular a definição de 
aplicações multilineares quase p-somantes para tentar refinar nossos conhecimentos sobre tais 
aplicações. 
Definição 7.1.1 (Matos) Uma aplicação n-linear é dita completamente quase (p; qJ, ... , Qn)-
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somante se existe C > O tal que 
para todo k. 
Definição 7.1.2 Uma aplicação n-linear é dita fortemente quase (ql, ... , qn)-somante se existe 
C> O tal que 
para todo k, onde 1T é uma bijeção qualquer de N x ... x N em N. É importante perceber que a 
particular bijeção escolhida não faz diferença (essa afirmação pode ser vista como consequência 
do Lema 11.2 de (19}). O espaço de todas as aplicações n-lineares de E 1, ... ,En em F que sao 
fortemente quase (ql, ... , qn)-somantes será denotado por Lfal(q,, ... ,qn)(EJ, ... , En; F). 
A primeira definição traz resultados interessantes, que estão sendo obtidos por M.L.V. Souza 
em sua Tese de doutorado. Nós estaremos interessados na nossa última definição, que tem a 
vantagem de manter o espírito da definição linear de operadores quase somantes, pois a sequência 
(r r.(j,, ... ,Jn) (t) )'J':, ... ,.Jn~l continua a ser uma seqüência de variáveis aleatórias independentes, o que 
súrpreendentemente não ocorre com a primeira definição. Com efeito, não é difícil ver que 
rjk: [0, 1] 2 -> [0, 1] : rjk(t, s) = rj(t)rk(s) 
não são v.a. independentes, pois, denotando por À a medida de Lebesgue nos borelianos de 
[0, 1 j2, temos 
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enquanto 
Devemos chamar atenção de que, assim como a Definição 7.1.1, nossa definição só faz sentido 
para p ::; 2, como mostra a Proposição abaixo. 
Proposição 7.1.3 Se p > 2, a única transformação multilinear fortemente quase p-somante é 
a aplicação identicamente nula. 
Demonstração: Seja T E L fal,p(m E; F). Então 
(
li 2dt)~ 
= IIT(x, ... , x)ll J 1
1
'. t r.,.(}l, ... ,jm)(t) 
0 Jl···Jm=l 
Cj IIT(x, .,x)ll (J frj(t) 2 dt)~ 
o J=l 
1 
2: Cz(IR) IIT(x, .. , x)ll (E 111 2) 2 
J=l 
= Cz(IR) IIT(x, ... , x)ll n9, 
onde a igualdade ( *) é justificada pelo fato de termos variáveis aleatórias independentes e 




Fazendo n _, oo, ternos li Til =O, sempre que p > 2. Q.E.D. 
Observação 7.1.4 Observe que a Proposição 7.1.3 mostra mais do que afirmamos. Com efeito, 
se p > 2, o único operador n-linear tal que 
2 ~ 
dt) S C//(xj~l)J,=l ÍÍP 1/(xj:l)J,=IIIP 
para todo k é o operador nulo (observe que escrevemos as normas fortes do lado direito). 
A segmr, esboçaremos as principais características e exemplos das aplicações fortemente 
quase sornantes. 
O primeiro resultado que deve ser mencionado, aliás o resultado que justifica a adequação 
do termo "fortemente" à nossa definição é o seguinte: 
Teorema 7.1.5 (Princípio da Contração (Kahane)) Seja (xk)~1 uma seqüência de v.a. 
independentes. Seja 1 < p < oo e considere _L XkXk no espaço de Banach X. Então, para toda 
escolha de a1, ... , an, 
Em particular, se A e E são subconjuntos de { 1, ... , n} tais que A C E, então 
IP 1 p l 
(i L xk(w)xk I dP(w)) P S ( f L xk(w)xk dP(w)) P 
Q kEA Jn kEB 
Corno conseqüencia imediata do Princípio da Contração segue o seguinte Corolário: 
Corolário 7.1.6 Toda aplicação fortemente quase (q1, ... , qn)-somante é ainda quase (qJ, ... , qn)-
som ante. 
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O fato de termos v.a. independentes nos permite usar a Teoria de tipo e cotipo, da mesma 
forma que se procede no caso das aplicações quase somantes, e obter os resultados abaixo: 
Proposição 7.1.7 Se F tem cotipo q, então todo operador fortemente quase p-somante é com-
pletamente (q;p)-somante. Se F tem tipo q, então todo operador completamente (q;p)-somante 
é fortemente quase p-somante. 
Como consequência, se F é um espaço de Hilbert, então 
e portanto 
generalizando o Teorema 7.1 de [10]. Temos ainda os seguintes resultados: 
Teorema 7.1.8 Se toda T: E1 x ... x En -+ F, contínua, é fortemente quase (q1, ... , qn)-somante, 
então toda T : Ej1 x ... x Ej, -+ F, com 1 :S r :S n, )I, ... ,j, E {1, ... , n} índices dois a dois 
distintos, é fortemente quase (qj, ... , qin)-somante. 
Demonstração: O caso n = 3 é suficiente para nos convencer. 
Seja r. : N x 1\! x 1\! -+ 1\! uma bijeção qualquer. Sejam 
Defina 
T : E! X E2 X E3 -; F 
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por T(x,y,z) Q(x, y)<p(z), com 'P sendo um funcional linear contínuo não nulo. Escolha 
a E E 3 tal que <p( a) 1. Então, 
= (/ 
(7.1) 











1 I oo 11
2 
) ~ 
= J I,: T(x1 , Yk> zt)r.,.(J,k,l)(t)ll'. dt 
o J,k.l=1 
com 1r1(j,k) = 1r(j,k, l).Q.E.D. 
7.2 Exemplos de transformações fortemente quase somantes 
A analogia com os resultados do Capítulo anterior continua com os resultados abaixo: 
Definição 7.2.1 Uma aplicação multilinear T: E1 x ... x En -> F é dita completamente fraca-
mente (p;q1 , ... ,qn)-somante se existe C 2': O tal que 
Proposição 7.2.2 Toda aplicação completamente fracamente (l;p)-somante será fortemente 
quase p-somante. 
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Demonstração: Basta observar as estimativas abaixo. 
( 
1 I n T (1) (n) . . t f . L (xir ' ... , XJn )rrr(]!, ... ,Jn)( ) 
O I Jj, ... ,Jn=l 
n 
:-<; sup L [ < <p, T(x):), , xj:l) > [ 
rpEBx jl, ... ,Jn=l ' 
O seguinte Lema será importante para nos ajudar a dar exemplos de operadores quase fortemente 
somantes: 
Lema 7.2.3 Se 
então 
para todo espaço de Banach F. Reciprocamente, se 
para algum F, então 
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Demonstração: É uma simples adaptação do Lema 1.1.24. 
(=})Por hipótese, existe C > O tal que II'PIItas(q;rr .... ,rn) :S CII'P!I para cada 'P E C(E1, ... , En; K). 
Seja T : E 1 x ... x En ___, F uma aplicação n-linear contínua. Então, 
( {=) Suponha que para algum F tenhamos 
Seja TE C(E1, ... , En; JK). Considere v E F um vetor unitário, 'P um funcional linear unitário 
contínuotalque<p(v) = 1 edefinaQ E C(EJ, ... ,En;F) porQ(xJ, ... ,xn) =T(xJ, ... ,xn)v. Temos 
00 co 
)l, ... ,jn=l 
co 
" I T( Cll Cnl) Iª) l < sup L- < r.p, x)l , ... , xJn v > q 
II'PII:õl jr, ... ,jn=l 
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Exemplo 7.2.4 Se L:(Et, ... ,En;IK) = L:fas(l;I)(Et, ... ,En;IK), então, para todo espaço de Ba-
nach F, temos 
Observação 7.2.5 Para exemplos de casos onde L:(E1 , ... , En; IK) 
veja [48} e {10}. 
Exemplo 7.2.6 Se u : E-+ F é quase 2-somante e <p é um funcional linear contínuo, então 
T: Ex E-+ F: T(x, y) = u(x)'P(y) 
é fortemente quase 2-somante. 
Com efeito, suponha u : E_, F quase 2 somante e <p um funcional linear contínuo qualquer. 
Então, 
1 m 1 m (f 11 L T(xj,Yk)r,(j,k)(t)ll 2dt)~ =(f 11 L cp(xj)u(yk)rn(j,k)(t)ll 2 dt)~ 
o ],k=l o ],k=l 
1 m =(f 11 L u(cp(xJ)Yk)rn(j,k)(t)ll 2 dt)~ 
o J,k=l 
m m 
"" 2 1 "" 2 1 = llullal,s sup (L., I'P(XJ)I ) 2 L., l>.(yk)l )2 
II>.II:Sl J=l J=l 
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