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UPPER TRIANGULAR MATRICES AND OPERATIONS IN ODD
PRIMARY CONNECTIVE K-THEORY
LAURA STANLEY AND SARAH WHITEHOUSE
ABSTRACT. We prove analogues for odd primes of results of Snaith and Barker-
Snaith. Let ℓ denote the p-complete connective Adams summand and consider the
group of left ℓ-module automorphisms of ℓ ∧ ℓ in the stable homotopy category
which induce the identity on mod p homology. We prove a group isomorphism be-
tween this group and a certain group of infinite invertible upper triangular matrices
with entries in the p-adic integers. We determine information about the matrix cor-
responding to the automorphism 1∧Ψq of ℓ∧ ℓ, where Ψq is the Adams operation
and q is an integer which generates the p-adic units.
1. INTRODUCTION
We prove analogues for odd primes of results of Snaith and Barker-Snaith [15, 5].
Let ℓ denote the Adams summand of the p-complete connective K-theory spectrum
and let Aut0left-ℓ-mod(ℓ ∧ ℓ) be the group of left ℓ-module automorphisms of ℓ ∧ ℓ in
the stable homotopy category which induce the identity on mod p homology. The
first main result is Theorem 2.3, which gives a group isomorphism between this
group and a certain group of infinite invertible upper triangular matrices with entries
in the p-adic integers. The second main result is Theorem 4.7, which determines
information about the matrix corresponding to the automorphism 1 ∧ Ψq of ℓ ∧ ℓ,
where Ψq is the Adams operation and q is an integer which generates the p-adic units
Z×p . An application is given to the important maps 1∧ϕn where ϕn = (Ψq−1)(Ψq−
qˆ) . . . (Ψq − qˆn−1) and qˆ = qp−1.
While the general strategy of the proofs is the same as in the 2-primary case, there
are differences in algebraic and combinatorial details. In places we obtain entirely
new information. Notably, Theorem 5.4 gives a new closed formula, involving q-
binomial coefficients, for each entry in the matrix corresponding to the map 1 ∧ ϕn.
This article is organized as follows. Section 2 contains the proof of the upper tri-
angular matrix result. Section 3 presents an explicit basis for the torsion-free part
of π∗(ℓ ∧ ℓ). This is used in Section 4 to obtain information about the matrix cor-
responding to 1 ∧ Ψq. Applications are discussed in Section 5 and there is a short
appendix about the q-binomial theorem.
This paper is based on work in the Ph.D. thesis of the first author [17], produced
under the supervision of the second author.
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2. UPPER TRIANGULAR TECHNOLOGY
In this section we prove the odd primary analogue of a theorem of Snaith [15,
Theorem 1.2]; see also [16, Theorem 3.1.2]. This provides an identification between
a group of p-adic infinite upper triangular matrices and certain operations for the
Adams summand of complex connective K-theory.
Let ku be the p-adic connective complexK-theory spectrum and let ℓ be the p-adic
Adams summand.
Definition 2.1. Let Endleft-ℓ-mod(ℓ ∧ ℓ) be the ring of left ℓ-module endomorphisms
of ℓ ∧ ℓ of degree zero in the stable homotopy category and let Autleft-ℓ-mod(ℓ ∧ ℓ) be
the group of units of this ring. Denote by Aut0left-ℓ-mod(ℓ ∧ ℓ) the subgroup consisting
of those homotopy equivalences which induce the identity map in mod p homology.
Definition 2.2. Consider the group (under matrix multiplication) of invertible infinite
upper triangular matrices with entries in the p-adic integers Zp. An element is a
matrixX = (Xi,j) for i, j ∈ N0, where Xi,j ∈ Zp, Xi,j = 0 for i > j, and Xi,i ∈ Z×p .
Let U∞Zp be the subgroup with all diagonal entries lying in the subgroup 1+ pZp of
Z×p .
The main theorem of this section is as follows.
Theorem 2.3. There is an isomorphism of groups
Λ : U∞Zp
∼=
−→ Aut0left-ℓ-mod(ℓ ∧ ℓ).
The method of proof is essentially that used by Snaith to prove the analogous
result for p = 2, but there are differences of detail. A basic ingredient in the proof is
the following splitting
ℓ ∧ ℓ ≃ ℓ ∧
∨
n>0
K(n).
This goes back to work of Kane [11]. (He claimed the result in the p-local setting.
In [6] a gap in his argument was identified and fixed in the p-complete situation.)
The spectra K(n) appearing in the splitting are suspensions of Brown-Gitler spectra,
realising a weight filtration of the homology of Ω2S3〈3〉p. They are p-complete finite
spectra. (We remark that in the 2-primary case studied by Snaith, the pieces of the
splitting should also be suspensions of Brown-Gitler spectra, rather than the finite
complexes F4n/F4n−1.)
The splitting means that it is enough to study left ℓ-module maps of the form
ϕm,n : ℓ ∧ K(m) → ℓ ∧ K(n) for each m, n > 0. We use a suitable Adams
spectral sequence to identify particular maps ιm,n : ℓ∧K(m)→ ℓ∧K(n) which are
represented by generators of certain groups on the E2 page of the spectral sequence.
These maps ιm,n are used to define the required isomorphism.
The work in this section is organised as follows. Firstly, we set up the required
Adams spectral sequence. Next we establish the stable isomorphism class of the mod
p cohomology of K(n) in order to simplify the E2 term. We note that the spectral
sequence collapses at the E2 term. We then pick generators of certain groups on
the E2 page to give the maps ιm,n used in the definition of the map. The spectral
sequence is then further analysed to show that this map is bijective. Finally we
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show that the choice of the maps ιm,n can be made in such a way that Λ is a group
isomorphism.
Since we consider left ℓ-module maps, a map ϕm,n as above is determined by its
restriction to S0 ∧ K(m)→ ℓ ∧ K(n). This is an element of the homotopy group
[K(m), ℓ ∧ K(n)] = [S0, ℓ ∧ K(n) ∧D(K(m))]p.
Here we are abusing notation slightly by writingD(K(m)) to mean the p-completion
of the Spanier-Whitehead dual of the finite spectrum Y , where K(m) ≃ Yp.
We write Ap for the mod p Steenrod algebra and we let B = E[Q0, Q1] ⊂ Ap be
the exterior subalgebra generated by Q0 = β and Q1, where Q0 has degree 1 and Q1
has degree 2p− 1.
All homology and cohomology groups will be with coefficients in Z/p unless
explicitly stated otherwise; we omit the coefficients from the notation.
We use the Adams spectral sequence with E2 term
(2.4) Es,t2 = Exts,tAp(H∗(ℓ ∧ K(n) ∧D(K(m))),Z/p)
and which converges to
Es,t∞ = [S
0, ℓ ∧ K(n) ∧D(K(m))]t−s ⊗ Zp = πt−s(ℓ ∧ K(n) ∧D(K(m)))⊗ Zp.
The E2 term simplifies in a standard way as follows.
Es,t2 = Ext
s,t
Ap
(H∗(ℓ ∧ K(n) ∧D(K(m))),Z/p)
∼= Ext
s,t
Ap
(H∗(ℓ)⊗H∗(K(n))⊗H∗(D(K(m))),Z/p)
∼= Ext
s,t
Ap
((Ap ⊗B Z/p)⊗H
∗(K(n))⊗H∗(D(K(m))),Z/p)
∼= Ext
s,t
Ap
(Ap ⊗B (H
∗(K(n))⊗H∗(D(K(m)))),Z/p)
∼= Ext
s,t
B (H
∗(K(n))⊗H∗(D(K(m))),Z/p).
The first two isomorphisms are by the Ku¨nneth theorem and the fact that H∗(ℓ) ∼=
Ap ⊗B Z/p - see [1, Part III, Proposition 16.6], respectively. Next we use the iso-
morphism of left Ap-modules
(Ap ⊗B Z/p)⊗M ∼= Ap ⊗B M
where Ap acts diagonally on the left-hand side by the comultiplication and on the
right-hand side by multiplication within Ap - see [1, Part III, Proof of Proposition
16.1]. Finally we use a standard change of rings isomorphism.
To simplify the E2 term further, we use the theory of stable isomorphism classes;
see [1, Part III, Chapter 16]. Stable isomorphism of modules over B will be denoted
by ≅. The stable classes we need are expressible in terms of two basic B-modules,
the augmentation ideal I of B and the B-module Σ with a single copy of Z/p in
degree 1. We denote the a-fold tensor power of I by Ia, and similarly for Σ.
We write νp for the p-adic valuation function.
Theorem 2.5. There are stable isomorphisms
H∗(K(n)) ≅ Σ2n(p−1)−νp(n!)Iνp(n!),
H∗(D(K(n))) ≅ Σνp(n!)−2n(p−1)I−νp(n!).
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Proof. From [11, Lemma 8:3, Lemma 8:4], we have the following calculations of
the Q0 and Q1 homology of H∗(K(n)), each of which is concentrated in a single
degree.
H(H∗(K(n));Q0) = Z/p in dimension 2n(p− 1) and
H(H∗(K(n));Q1) = Z/p in dimension 2(p− 1)(νp(n!) + n).
The first stable isomorphism then follows from [1, Part III, Theorem 16.3].
The Universal Coefficient Theorem gives us the B-module isomorphism
H∗(K(n)) ∼= Hom∗Z/p(H−∗(K(n)),Z/p).
For any invertible B-module, its linear dual is its inverse stable isomorphism class,
by [1, Part III, Lemma 16.3(i)], so it follows from the above that
H−∗(K(n)) ≅ Σ
νp(n!)−2n(p−1)I−νp(n!).
Then Spanier-Whitehead duality gives us the B-module isomorphism
H∗(D(K(n))) ∼= H−∗(K(n)),
which gives the second stable isomorphism. 
Corollary 2.6. In the spectral sequence (2.4) we have for s > 0,
Es,t2
∼= Ext
s+νp(n!)−νp(m!),t−2(n−m)(p−1)+νp(n!)−νp(m!)
B (Z/p,Z/p).
Proof. This follows from Theorem 2.5 and the standard dimension-shifting isomor-
phisms of Ext groups
(2.7) Ext
s,t
B (I ⊗M,Z/p)
∼= Ext
s+1,t
B (M,Z/p)
Exts,tB (Σ⊗M,Z/p)
∼= Ext
s,t−1
B (M,Z/p)
for s > 0 and M a B-module. 
Lemma 2.8. The spectral sequence (2.4) collapses at the E2 term.
Proof. Recall thatExt∗,∗B (Z/p,Z/p) = Z/p[c, d]where c ∈ Ext1,1B and d ∈ Ext1,2p−1B .
It follows from the above that, away from the line s = 0, all non-zero terms are in
even total degrees, so there are no non-trivial differentials when s > 0.
Showing there are no non-trivial differentials when s = 0 can be done by the
method of [1, Part III, Lemma 17.12]. Consider an element e ∈ E0,t2 where t is
odd (if t is even, there can be no non-trivial differentials for degree reasons). We
proceed by induction. Suppose that di = 0 for i < r, so Es,t2 ∼= Es,tr . We have
ce = 0 as this lies in odd total degree, hence dr(ce) = 0. But cdr(e) = dr(ce)
because this is a spectral sequence of modules over Ext∗,∗B (Z/p,Z/p), so cdr(e) = 0.
Away from the s = 0 line, the E2 = Er page of the spectral sequence reduces to a
polynomial algebra with c corresponding to one of the generators, so multiplication
by c is a monomorphism on Es,tr for s > 0. Thus dr(e) = 0 which completes the
induction. 
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Definition 2.9. For m > n, let ιm,n : ℓ ∧ K(m) → ℓ ∧ K(n) be a map which is
represented in the spectral sequence by a choice of generator of
E
m−n−νp(n!)+νp(m!),m−n−νp(n!)+νp(m!)
2 .
Also let ιm,m be the identity on ℓ ∧ K(m).
Proposition 2.10. There is a bijective map
Λ : U∞Zp → Aut
0
left-ℓ-mod(ℓ ∧ ℓ),
given by
X 7→
∑
m>n
Xn,mιm,n : ℓ ∧ (
∨
i>0
K(i))→ ℓ ∧ (
∨
i>0
K(i)).
Proof. Firstly, we check that Λ does have the correct target.
Note that a left ℓ-module endomorphism of ℓ ∧ ℓ which induces the identity on
mod p homology corresponds to a collection of maps ϕm,n : ℓ ∧K(m)→ ℓ ∧ K(n),
where ϕm,n induces the zero map for m 6= n and each ϕm,m induces the identity.
In the spectral sequence, elements represented in the s = 0 line are detected in
mod p homology. So, for m 6= n, we are interested in elements of π0(ℓ ∧ K(n) ∧
D(K(m)))⊗ Zp represented in the spectral sequence in Es,s2 = Es,s∞ with s > 0.
We have, Es,s2 = Ext
u,v
B (Z/p,Z/p) for s > 0, where
u = s+ νp(n!)− νp(m!),
v = s− 2(n−m)(p− 1) + νp(n!)− νp(m!).
So v − u = 2(m − n)(p − 1). If n > m then u > v and these groups are all zero.
This explains the range m > n in the definition of the map Λ.
It is clear that
∑
m>nXn,mιm,n defines a left-ℓ-module endomorphism of ℓ ∧ ℓ.
It is easy to check that it is invertible because the coefficient Xm,m of each identity
map ιm,m is a unit. For m 6= n, we have chosen ιm,n represented away from the
s = 0 line, so this map induces the zero map on mod p homology. Evidently ιm,m
induces the identity map, and since its coefficient lies in 1 + pZp the resulting map
on ℓ ∧ ℓ induces the identity on mod p homology. Hence Λ does take values in
Aut0left-ℓ-mod(ℓ ∧ ℓ).
To show that Λ is bijective, we consider non-trivial homotopy classes of left-ℓ-
module maps of the form ϕm,n : ℓ ∧ K(m) → ℓ ∧ K(n), where m > n, such that
ϕm,n induces the identity on mod p homology if m = n and induces zero if m > n.
We start with m > n. As we have seen, a map ϕm,n as above is represented in the
spectral sequence inEs,s2 = Es,s∞ with s > 0. Any non-zero E
s,s
2 = Ext
u,v
B (Z/p,Z/p)
group is isomorphic to Z/p generated by
cs+n−m+νp(n!)−νp(m!)dm−n.
This group is non-zero precisely when s > (m− n)− νp(n!) + νp(m!). So the map
ϕm,n is represented in
Ej+m−n−νp(n!)+νp(m!),j+m−n−νp(n!)+νp(m!)∞
for some integer j > 0.
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If
Em−n−νp(n!)+νp(m!),m−n−νp(n!)+νp(m!)∞ = Z/p{x}
then
Ej+m−n−νp(n!)+νp(m!),j+m−n−νp(n!)+νp(m!)∞ = Z/p{c
jx}.
The ring structure of the spectral sequence yields that multiplication by c in the
spectral sequence corresponds to multiplication by p on π0(ℓ∧K(n)∧D(K(m)))⊗
Zp, so we see that
ϕm,n = γp
jιm,n
for some p-adic unit γ and integer j > 0.
If m = n, we need to consider the terms Es,s2 = Es,s∞ for s > 0. Here we see
that Es,s2 = Es,s∞ = Z/p{cs} for s > 0. Again multiplication by c corresponds to
multiplication by p on π0(ℓ ∧ K(n) ∧D(K(n)))⊗ Zp. Thus
ϕm,m = γp
jιm,m
for some p-adic unit γ and integer j > 0. The map ϕm,m induces the identity on mod
p homology if and only if j = 0 and γ ∈ 1 + pZp, corresponding to the condition
that the diagonal entries of the matrix lie in 1 + pZp.
This shows that, for each collection of maps ϕm,n corresponding to an element of
the target Aut0left-ℓ-mod(ℓ ∧ ℓ), there is a unique choice of Xn,m ∈ Zp for m > n and
Xm,m ∈ 1 + pZp, such that the map is the image under Λ of the matrix X . 
We now fix choices of the maps ιm,n in such a way that Λ is a group isomorphism.
Proposition 2.11. We can choose the maps ιm,n as follows. As before let ιm,m be the
identity map on ℓ ∧ K(m), let ιm+1,m be as already described, then let
ιm,n = ιn+1,nιn+2,n+1 · · · ιm,m−1
for all m > n+ 1. Then
ιm,nιk,l =
{
ιk,n if k > l = m > n,
0 otherwise,
and with these choices Λ is an isomorphism of groups.
Proof. Let ιm,n be any choice of generator as in Definition 2.9. To justify that these
can be chosen as above, we need to consider the relationship between the product
ιm,nιk,m and ιk,n, for k > m > n. Let s(m,n) = m−n− νp(n!)+ νp(m!), then ιm,n
is represented by a generator of
Ext
s(m,n),s(m,n)
B (Σ
2(n−m)(p−1)+νp(m!)−νp(n!)Iνp(n!)−νp(m!),Z/p),
ιk,m is represented by a generator of
Ext
s(k,m),s(k,m)
B (Σ
2(m−k)(p−1)+νp(k!)−νp(m!)Iνp(m!)−νp(k!),Z/p)
and ιk,n is represented by a generator of
Ext
s(k,n),s(k,n)
B (Σ
2(n−k)(p−1)+νp(k!)−νp(n!)Iνp(n!)−νp(k!),Z/p).
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The product ιm,nιk,m is represented by the product of the representatives under the
pairing of Ext groups
Exts,s(ΣaIb,Z/p)⊗ Exts
′,s′(Σa
′
Ib
′
,Z/p)→ Exts+s
′,s+s′(Σa+a
′
Ib+b
′
,Z/p)
induced by the isomorphismΣaIb⊗Σa′Ib′ ∼= Σa+a′Ib+b′ . We can identify this pairing
using the following commutative diagram.
Exts,s(ΣaIb,Z/p)⊗ Exts
′,s′(Σa
′
Ib
′
,Z/p) //
∼=

Exts+s
′,s+s′(Σa+a
′
Ib+b
′
,Z/p)
Exts+b,s−a(Z/p,Z/p)⊗ Exts
′+b′,s′−a′(Z/p,Z/p) // Exts+s
′+b+b′,s+s′−a−a′(Z/p,Z/p)
∼=
OO
The bottom pairing is the Yoneda splicing and it is an isomorphism when all the
groups are non-zero as any non-zero Ext group here is a copy of Z/p. The vertical
isomorphisms are the dimension-shifting isomorphisms. So the top pairing is an iso-
morphism whenever the groups are non-zero and since s(k,m) + s(m,n) = s(k, n)
this holds in our case. Hence up to a p-adic unit uk,m,n we have
ιm,nιk,m = uk,m,nιk,n,
and we can choose the maps ιm,n as stated above.
Now Λ is a group isomorphism because
Λ(X)Λ(Y ) =
(∑
m>n
Xn,mιm,n
)(∑
k>l
Yl,kιk,l
)
=
∑
k>l=m>n
Xn,mYl,kιm,nιk,l
=
∑
k>l>n
Xn,lYl,kιk,n =
∑
k>n
(XY )n,kιk,n
= Λ(XY ). 
Hence we have now proved Theorem 2.3.
3. A BASIS OF THE TORSION-FREE PART OF π∗(ℓ ∧ ℓ)
In this section, we find a basis for the torsion-free part of the homotopy groups
π∗(ℓ ∧ ℓ). To do this we follow methods introduced by Adams in [1]. We then
study some of the properties of this basis including how it relates to Kane’s splitting.
We explore its behaviour with relation to the Adams spectral sequence in order to
assess the effect of the maps (ιm,n)∗. This will allow us to compare with the effect
of (1 ∧ Ψq)∗ and hence, in the next section, to deduce information about the matrix
corresponding to 1 ∧Ψq under the isomorphism Λ.
It would be interesting to compare the basis that we find here with elements of the
torsion free part of π∗(ℓ∧ ℓ) studied in [4, §9,10]. We hope to return to this in future
work.
3.1. A basis. We consider the torsion-free part of π∗(ℓ∧ ℓ) by considering its image
in π∗(ℓ ∧ ℓ)⊗Qp = Qp[uˆ, vˆ], where π∗(ℓ) = Zp[uˆ].
We fix a choice of q primitive modulo p2, so that q is a topological generator of
the p-adic units Z×p and we let qˆ = qp−1. We also adopt the notation ρ = 2(p− 1).
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The integrality conditions governing the image can be found as in [1, Part III,
Theorem 17.5] and are as follows.
Proposition 3.1. For f(uˆ, vˆ) ∈ Qp[uˆ, vˆ] to be in the image of π∗(ℓ∧ℓ) it is necessary
and sufficient for f to satisfy the following two conditions.
(1) f(kt, lt) ∈ Zp[t] for all k, l ∈ 1 + pZp.
(2) f(uˆ, vˆ) is in the subring Zp[ uˆp , vˆp ]. 
We begin with the following polynomials. They have been chosen by starting
from the basis elements for L0(l) given in [8, Proposition 4.2] and multiplying each
by a suitable power of uˆ and a suitable power of p to bring it into Zp[ uˆp ,
vˆ
p
].
Definition 3.2. Define
ck =
k−1∏
i=0
vˆ − qˆiuˆ
qˆk − qˆi
,
fk = p
νp(k!)ck.
It is easy to check that the elements fk lie in Zp[ uˆp ,
vˆ
p
] for all k ∈ N0, using that
νp
(∏k−1
i=0 (qˆ
k − qˆi)
)
= νp(k!) + k.
Definition 3.3. Let
Fi,j,k = uˆ
i
(
uˆ
p
)j
fk.
Now the method of Adams leads to the analogue of [1, Part III, Proposition 17.6].
Theorem 3.4. (1) The intersection of the subring satisfying condition (1) of Propo-
sition 3.1 with Qp[uˆ, vˆ] is free on the Zp[uˆ]-basis {ck | k > 0}.
(2) A Zp-basis for π∗(ℓ∧ ℓ)/Torsion is given by the polynomials Fi,j,k, where k > 0,
0 6 j 6 νp(k!) with i = 0 if j < νp(k!) and i > 0 if j = νp(k!).
Proof. Firstly, it follows from [8, Proposition 4.2] that the elements ck satisfy Propo-
sition 3.1 condition (1), but will not do so if divided by more p’s. It follows that(
uˆ
p
)νp(k!)
fk satisfies this condition, but
(
uˆ
p
)νp(k!)+1
fk does not.
To prove part (1), note that the ck are clearly linearly independent. Consider a
polynomial f(u, v) ∈ Qp[uˆ, vˆ] satisfying condition (1) of Proposition 3.1 and sup-
pose that f is homogeneous of degree ρn. We can write f as
f(uˆ, vˆ) = λ0uˆ
n + λ1uˆ
n−1c1 + λ2uˆ
n−2c2 + · · · .
Assume as an inductive hypothesis that λ0, λ1, . . . , λs−1 lie in Zp. Let the sum of the
remaining terms be
g(uˆ, vˆ) = λsuˆ
n−scs + λs+1uˆ
n−s−1cs+1 + · · · .
This sum must also satisfy condition (1) of Proposition 3.1. Thus g(t, qˆst) = λstn ∈
Zp[t] and hence λs ∈ Zp. The initial case for λ0 works in the same way and this
completes the induction. Thus we can write f as a Zp[uˆ]-linear combination of the
cks.
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To prove part (2), write
nk := numerator of ck =
k−1∏
i=0
(vˆ − qˆiuˆ).
In degree ρk there are k + 1 Qp-basis elements
nk, uˆnk−1, uˆ
2nk−2, . . . , uˆ
k.
In order to produce the elements Fi,j,k we divided each of the above elements by the
highest power of p which leaves it satisfying both conditions (1) and (2) of Proposi-
tion 3.1. For the element uˆins, this is min{ps+νp(s!), ps+i}. Now consider an element
f(u, v) ∈ Qp[uˆ, vˆ], homogeneous of degree ρk, which satisfies conditions (1) and
(2) of Proposition 3.1. We can write f as
f(uˆ, vˆ) =
λ0
pa0
uˆk +
λ1
pa1
uˆk−1n1 +
λ2
pa2
uˆk−2n2 + · · ·
where λi ∈ Zp for i > 0. By part (1), as 6 νp(denominator of cs) = s + νp(s!). We
also claim that as 6 (k − s) + s = k. Let the inductive hypothesis for a downwards
induction be that as′ 6 k for s′ > s. Let the sum of the remaining terms be
g(uˆ, vˆ) =
λ0
pa0
uˆk + · · ·+
λs
pas
uˆk−sns,
which must also satisfy conditions (1) and (2) of Proposition 3.1. The top coefficient
λs
pas
is the coefficient of uˆk−svˆs so because g satisfies condition (2) of Proposition 3.1
we must have that as 6 (k − s) + s = k. The first step of the induction works in the
same way and the induction is complete. Thus f is a Zp-linear combination of the
elements Fi,j,k. 
3.2. Properties of the Basis. We now consider how the basis we have found above
relates to Kane’s splitting of ℓ ∧ ℓ.
Definition 3.5. Let
Gm,n =
πm(ℓ ∧ K(n))
Torsion .
Then we have
G∗,∗ =
⊕
m,n
Gm,n ∼=
π∗(ℓ ∧ ℓ)
Torsion
.
Proposition 3.6. For each n > 0,
Gm,n =
{
Zp if m is a multiple of ρ and m > ρn,
0 otherwise.
Proof. This follows directly from the description of π∗(ℓ∧K(n))Torsion given in [11, Proposi-
tion 9:2]. 
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Definition 3.7. For m > l, define the element gm,l ∈ Zp[ uˆp ,
vˆ
p
] to be the element
produced from fl lying in degree ρm, i.e.
gm,l =
{
F0,m−l,l if m 6 νp(l!) + l,
Fm−l−νp(l!),νp(l!),l if m > νp(l!) + l.
Lemma 3.8. The elements {gm,l : 0 6 l 6 m} form a basis for Gρm,∗.
Proof. The elements {gm,l : 0 6 l 6 m} are precisely all of the basis elements Fi,j,k
which lie in homotopy degree ρm. 
We will need to see that π∗(ℓ ∧ ℓ) contains no torsion of order larger than p. To
prove this we need information about the stable class of H∗(ℓ).
Proposition 3.9. The stable isomorphism class of H∗(ℓ) as a B-module is
∞⊗
i=0
p−1⊕
j=0
Σj(2p
i+1−2pi−πp(i))Ijπp(i),
where πp(i) = p
i−1
p−1
.
Proof. We calculate the Q0 and Q1 homologies of H−∗(ℓ) explicitly and deduce its
stable class and then dualise this statement to find the stable class of H∗(ℓ). Recall
that
π∗(ℓ ∧HZ/p) ∼= H∗(ℓ) ∼= Z/p[ξ¯1, ξ¯2, . . .]⊗ E(τ¯2, τ¯3, . . .),
where a bar over an element denotes the image of that element under the anti-
automorphism χ of the dual Steenrod algebra A∗p; see [12]. The action of Q0 sends
ξ¯i to zero and τ¯i to −ξ¯i. Using the Ku¨nneth Theorem, we see that the Q0 homology
of π−∗(ℓ ∧ HZ/p) is isomorphic to Z/p[ξ¯1]. The action of Q1 sends ξ¯i to zero and
τ¯i to −ξ¯
p
i−1. Again using the Ku¨nneth Theorem, we see that the Q1 homology of
π−∗(ℓ ∧HZ/p) is isomorphic to Z/p[ξ¯1, ξ¯2, . . .]/(ξ¯p1 , ξ¯
p
2, . . .).
Recall from [1, Part III, Proposition 16.4] that there are so-called lightning flash
modules Mi characterised as follows. For i > 1, Mi is a finite-dimensional submod-
ule of π−∗(ℓ ∧HZ/p) such that
(1) H(Mi;Q0) ∼= Z/p generated by ξ¯p
i−1
1 and
(2) H(Mi;Q1) ∼= Z/p generated by ξ¯i.
It follows that there is a stable isomorphism
Mi ≅ Σ
−2pi+2pi−1+πp(i−1)I−π(i−1).
We claim that the map
∞⊗
i=1
p−1⊕
j=0
M ji → π−∗(ℓ ∧HZ/p)
is a stable isomorphism. Indeed it is clear that it is a B-module map and, again using
the Ku¨nneth Theorem, we see that it induces an isomorphism on both Q0 and Q1
homology, so it is a stable isomorphism by [1, Part III, Lemma 16.7].
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Dualising, we get a stable isomorphism
H∗(ℓ) ≅ (1 +M∗1 +M
∗
1
2 + · · ·+M∗1
p−1)(1 +M∗2 +M
∗
2
2 + · · ·+M∗2
p−1) . . . ,
and combining this with
M∗i ≅ Σ
2pi−2pi−1−πp(i−1)Iπ(i−1)
gives the result. 
Proposition 3.10. Let G˜m,n = πm(ℓ ∧ K(n)), then G˜m,n ∼= Gm,n ⊕ Wm,n where
Wm,n is a finite elementary abelian p-group, i.e. G˜m,n contains no torsion of order
larger than p.
Proof. This is proved for the case p = 2 in [1, Part III, Chapter 17]; the odd primary
analogue is similar. We require two conditions in order to apply the two results of
Adams necessary to prove this. Firstly that Hr(ℓ∧ ℓ;Z) is finitely generated for each
r which is true (see [1, p.353]) and secondly that, as a B-module, H∗(ℓ∧ ℓ) is stably
isomorphic to ⊕iΣa(i,p)Ib(i,p) where b(i, p) > 0 and a(i, p) + b(i, p) ≡ 0 mod 2.
For the second condition, using the Ku¨nneth formula and Proposition 3.9,
H∗(ℓ ∧ ℓ) ∼= H∗(ℓ)⊗H∗(ℓ) ≅
(
∞⊗
i=0
p−1⊕
j=0
Σj(2p
i+1−2pi−πp(i))Ijπp(i)
)⊗2
.
Then it is clear that the required condition holds for each summand and hence for
H∗(ℓ ∧ ℓ).
Given these assumptions we can now apply [1, Part III, Lemma 17.1] which states
that H∗(ku∧ℓ;Z) and hence H∗(ℓ∧ℓ;Z) has no torsion of order higher than p. Then
from [1, Part III, Proposition 17.2(i)], the Hurewicz homomorphism
h : π∗(ku ∧ ℓ)→ H∗(ku ∧ ℓ;Z)
is a monomorphism. Since this is true of ku ∧ ℓ it follows that the same is true of
ℓ ∧ ℓ and so the result follows. 
Definition 3.11. Consider the projection map
ℓ ∧ ℓ ≃
∨
n>0
ℓ ∧ K(n)→ ℓ ∧ K(n)
and let Pn : G∗,∗ → G∗,n be the induced projection map on homotopy modulo
torsion.
Lemma 3.12. Pn(gn,l) = 0 if l < n.
Proof. Since Gm,n is torsion free we can consider just whether Pn(gn,l) is zero in
G∗,n ⊗Qp. Let l < n, then for α(n, l) ∈ N0,
gn,l =
uˆn−l
pα(n,l)
fl ∈ uˆ
n−lπρl(ℓ ∧ ℓ)
Torsion
⊗Qp ⊂
πρn(ℓ ∧ ℓ)
Torsion
⊗Qp.
Since Pn is a left ℓ-module map, Pn(gn,l) is uˆn−l times an element of Gρl,n. But this
group is zero, by Proposition 3.6. 
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3.3. The Elements zm. Now we choose labels for generators of certain homotopy
groups and compare with our basis elements.
Definition 3.13. Let zn be a generator for Gρn,n ∼= Zp and let z˜n be any element in
G˜ρn,n ∼= Gρn,n ⊕Wρn,n where the first co-ordinate is zn.
Proposition 3.14. In the Adams spectral sequence
Es,t2
∼= Ext
s,t
Ap
(H∗(ℓ ∧ K(n)),Z/p) =⇒ πt−s(ℓ ∧ K(n))⊗ Zp
the class of z˜n is represented in either E0,ρn2 or E1,ρn+12 .
Proof. Consider the Adams spectral sequence
Es,t2 = Ext
s,t
Ap
(H∗(ℓ ∧ K(n)),Z/p)
∼= Ext
s,t
Ap
(H∗(ℓ)⊗H∗(K(n)),Z/p)
∼= Ext
s,t
B (H
∗(K(n)),Z/p) =⇒ πt−s(ℓ ∧ K(n))⊗ Zp.
By Theorem 2.5, for s > 0,
Es,t2
∼= Ext
s,t
B (Σ
ρn−νp(n!)Iνp(n!),Z/p) ∼= Ext
s+νp(n!),t−ρn+νp(n!)
B (Z/p,Z/p).
We see that, away from s = 0, the E2 term is isomorphic to a shifted version of
Ext∗,∗B (Z/p,Z/p)
∼= Z/p[c, d] with c ∈ Ext1,1B and d ∈ Ext
1,2p−1
B . The spectral se-
quence collapses at E2, just as for (2.4). The spectral sequence gives us information
about a filtration F i of G˜ρn,n = πρn(ℓ ∧ K(n))⊗ Zp. The multiplicative structure of
the spectral sequence is such that pF i = F i+1, for i > 1 and F 1 ∼= Zp. By Propo-
sition 3.10, Wρn,n is an elementary abelian p-group, so pWρn,n = 0 and Wρn,n must
be represented in E0,ρn2 .
Assume that the generator z˜n is represented in Ej,ρn+j2 for j > 2, then we must
have that z˜n ∈ F j . Then there is some generator z˜′n ∈ F 1 such that pj z˜′n is a
generator for F j+1. Therefore, for some γ ∈ Zp,
pjγz˜′n = pz˜n.
Thus
p(pj−1γz˜′n − z˜n) = 0
and hence we must have pj−1γz˜′n− z˜n ∈ Wρn,n because nothing else has any torsion.
This implies that in Gρn,n, zn has a factor p which contradicts the fact that we chose
zn to be a generator of Gρn,n ∼= Zp. 
We can now give a more explicit description of the generators zn in terms of our
basis elements gm,l. We first state a lemma we will need; this is readily proved from
the definitions.
Lemma 3.15. For 0 6 i 6 m− 1,
(
uˆ
p
)νp(m!)
gm,i =


1
pνp(m!)+m−νp(i!)−i
uˆνp(m!)−νp(i!)+m−i
(
uˆ
p
)νp(i!)
fi if m 6 νp(i!) + i,
1
pνp(m!)
uˆνp(m!)−νp(i!)+m−i
(
uˆ
p
)νp(i!)
fi if m > νp(i!) + i.

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Definition 3.16. For m, i > 0, define β(m, i) ∈ N0 by
β(m, i) =
{
νp(m!) if m > νp(i!) + i,
νp(m!) +m− νp(i!)− i if m 6 νp(i!) + i.
Proposition 3.17. The generators zm ∈ Gρm,∗ have the following form
zm =
m∑
i=0
pβ(m,i)λm,igm,i
where λs,t ∈ Zp if s 6= t, λs,s ∈ Z×p .
Proof. By Lemma 3.8, {gm,l : 0 6 l 6 m} forms a basis for Gρm,∗, so we can
express zm in terms of this basis,
(3.18) zm = λm,mgm,m + λ˜m,m−1gm,m−1 + · · ·+ λ˜m,0gm,0,
where λm,m, λ˜m,l ∈ Zp. The projection map Pm : Gρm,∗ → Gρm,m acts as the
identity on zm and as zero on all gm,l where m 6= l by Lemma 3.12. Hence
zm = Pm(zm) = λm,mPm(gm,m) = λm,mPm(fm).
Thus the coefficient λm,m is a unit, since otherwise zm would have a factor of p,
contradicting its choice as a generator of Gρm,m ∼= Zp.
We can now multiply by the largest power of uˆ
p
possible to leave the result still
lying in G∗,m and we get(
uˆ
p
)νp(m!)
zm = λm,mPm
((
uˆ
p
)νp(m!)
fm
)
which lies in Gρ(νp(m!)+m),m. By multiplying equation (3.18) by
(
uˆ
p
)νp(m!)
we now
have the following relation in Gρ(νp(m!)+m),m ⊗Qp
(3.19)
(
uˆ
p
)νp(m!)
zm =
(
uˆ
p
)νp(m!)
λm,mfm +
m−1∑
i=0
λ˜m,i
(
uˆ
p
)νp(m!)
gm,i.
Since the left hand side of this equation lies in Gρ(νp(m!)+m),m, we can calculate
how many factors of p each λ˜m,i must have to ensure that, once the right hand side is
expressed in terms of the basis in Theorem 3.4, all the coefficients are p-adic integers.
Using Lemma 3.15 we can see that if m 6 νp(i!) + i we have(
uˆ
p
)νp(m!)
gm,i =
1
pνp(m!)+m−νp(i!)−i
uˆνp(m!)−νp(i!)+m−i
(
uˆ
p
)νp(i!)
fi
and so in equation (3.19) the coefficient λ˜m,i must be divisible by pνp(m!)+m−νp(i!)−i.
Similarly, when m > νp(i!) + i we have(
uˆ
p
)νp(m!)
gm,i =
1
pνp(m!)
uˆνp(m!)−νp(i!)+m−i
(
uˆ
p
)νp(i!)
fi
and so in equation (3.19), λ˜m,i must be divisible by pνp(m!). 
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Proposition 3.20. In Proposition 3.14, z˜n is actually represented in E0,ρn2 .
Proof. We will assume that z˜n is represented in E1,ρn+12 in the spectral sequence and
obtain a contradiction. The spectral sequence in question collapses and, away from
s = 0, the E2 page is
Es,t2
∼= Ext
s+νp(n!),t−ρn+νp(n!)
B (Z/p,Z/p).
This is a shifted version of Ext∗,∗B (Z/p,Z/p) ∼= Z/p[c, d], so on the line s = 1 the
non-zero groups are E1,ρn+12 , E
1,ρ(n+1)+1
2 , . . ., E
1,ρ(n+νp(n!)+1)+1
2 and each of these
is a single copy of Z/p. Using the multiplicative structure of the spectral sequence,
if there is a class w ∈ Ej,ρ(n+j)+12 and the group E
j,ρ(n+j+1)+1
2 is non-zero then
there exists a class w′ ∈ Ej,ρ(n+j+1)+12 such that pw′ = uˆw. In other words if w
is represented by cxdy in the spectral sequence where x > 1, y > 0 then w′ is
represented by cx−1dy+1. Applying this to z˜n ∈ E1,ρn+12 , since E
1,ρ(n+νp(n!)+1)+1
2 is
non-zero, there must exist a class w ∈ E1,ρ(n+νp(n!)+1)+12 such that
uˆ1+νp(n!)z˜n = p
1+νp(n!)w.
This implies that uˆ1+νp(n!)z˜n is divisible by p1+νp(n!) inG∗,∗. However this contradicts
the proof of Proposition 3.17, hence z˜n must be represented in E0,ρn2 . 
Lemma 3.21. In the spectral sequence
Es,t2
∼= Ext
s,t
B (H
∗(K(n)),Z/p) =⇒ πt−s(ℓ ∧ K(n))⊗ Zp,
up to multiplication by a unit,
(
uˆ
p
)i
(pz˜n) is represented by cνp(n!)+1−idi for 0 6 i 6
νp(n!) and uˆj
(
uˆ
p
)νp(n!)
(z˜n) is represented by dνp(n!)+j for j > 1.
Proof. From Proposition 3.20 we know that in the spectral sequence
Es,t2
∼= Ext
s,t
B (H
∗(K(n);Z/p),Z/p) =⇒ πt−s(ℓ ∧ K(n))⊗ Zp
z˜n is represented in E0,ρn2 . By the multiplicative structure of the spectral sequence
this means that pz˜n is represented in E1,ρn+12 . We have
E1,ρn+12
∼= Ext
1+νp(n!),1+νp(n!)
B (Z/p,Z/p)
∼= Z/p〈c1+νp(n!)〉.
We know from [1, Part III, Lemma 17.11] that in the spectral sequence, multiplica-
tion by c and d correspond to multiplication by p and uˆ respectively on homotopy
groups. We list below some homotopy elements of π∗(ℓ ∧ K(n)) with a choice of
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corresponding representatives in the spectral sequence.
Homotopy element Representative
pz˜n c
1+νp(n!)(
uˆ
p
)
(pz˜n) c
νp(n!)d(
uˆ
p
)2
(pz˜n) c
νp(n!)−1d2
.
.
.
.
.
.(
uˆ
p
)νp(n!)
(pz˜n) cd
νp(n!)
uˆ
(
uˆ
p
)νp(n!)
(z˜n) d
νp(n!)+1
uˆ2
(
uˆ
p
)νp(n!)
(z˜n) d
νp(n!)+2
.
.
.
.
.
.
From this table it is clear to see that the descriptions given in the statement are
correct. 
Recall from Definition 2.9 the maps
ιm,n : ℓ ∧ K(m)→ ℓ ∧ K(n)
which were maps represented in the spectral sequence
Es,t2
∼= Ext
s,t
B (H
∗(D(K(m)))⊗H∗(K(n)),Z/p)
=⇒ πt−s(D(K(m)) ∧ K(n) ∧ ℓ)⊗ Zp
by a choice of generator of
E
m−n−νp(n!)+νp(m!),m−n−νp(n!)+νp(m!)
2 .
Proposition 3.22. For m > n, the map induced in the (ρm)th homotopy group
(ιm,n)∗ : Gρm,m → Gρm,n
satisfies the condition
(ιm,n)∗(zm) = µm,np
νp(m!)−νp(n!)uˆm−nzn
for some p-adic unit µm,n.
Proof. By definition, z˜m is any element in Gρm,m ⊕Wρm,m whose first co-ordinate
is zm. Also Wρm,m has torsion of order p at the highest by Proposition 3.10. We will
prove the analogous result for the element pz˜m = pzm; then by linearity the required
result will be true for zm.
By Lemma 3.21, in the spectral sequence
Es,t2
∼= Ext
s,t
B (H
∗(K(m)),Z/p) =⇒ πt−s(ℓ ∧ K(m))⊗ Zp,
pz˜m is represented in E1,ρm+12 ∼= Ext
1+νp(m!),1+νp(m!)
B (Z/p,Z/p), up to a unit, by
c1+νp(m!).
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Recall that in the spectral sequence
Es,t2
∼= Ext
s,t
B (H
∗(D(K(m));Z/p)⊗H∗(K(n);Z/p),Z/p)
=⇒ πt−s(D(K(m)) ∧ K(n) ∧ ℓ)⊗ Zp,
the maps ιm,n : ℓ ∧ K(m)→ ℓ ∧ K(n) are represented in
E
m−n−νp(n!)+νp(m!),m−n−νp(n!)+νp(m!)
2
∼= Ext
m−n,(m−n)(ρ+1)
B (Z/p,Z/p)
∼= Z/p〈dm−n〉.
Using the pairing of Ext groups described in the proof of Proposition 2.11,
Exts,t(ΣaIb,Z/p)⊗ Exts
′,t′(Σa
′
Ib
′
,Z/p)→ Exts+s
′,t+t′(Σa+a
′
Ib+b
′
,Z/p)
we get an induced pairing on the E2 pages of the respective Adams spectral se-
quences. Since in all cases the spectral sequences collapse this passes to the E∞
pages. The pairing also respects filtrations, so the Ext group pairing passes to a
pairing of spectral sequences, giving us a map
Exts,tB (H
∗(D(K(m))) ⊗H∗(K(n)),Z/p) ⊗ Exts
′,t′
B (H
∗(K(m)),Z/p)
→ Exts+s
′,t+t′
B (H
∗(K(n)),Z/p).
This shows that (ιm,n)∗(pz˜m) is represented in the spectral sequence
Es,t2
∼= Ext
s,t
B (H
∗(K(n)),Z/p) =⇒ πt−s(ℓ ∧ K(n))⊗ Zp
by a generator of
E
1+m−n−νp(n!)+νp(m!),ρm+1+m−n−νp(n!)+νp(m!)
2
∼= Ext
1+m−n−νp(n!)+νp(m!),ρm+1+m−n−νp(n!)+νp(m!)
B (H
∗(K(n)),Z/p)
∼= Ext
1+m−n−νp(n!)+νp(m!),ρm+1+m−n−νp(n!)+νp(m!)
B (Σ
ρn−νp(n!)Iνp(n!),Z/p)
∼= Ext
1+m−n+νp(m!),ρm+1+m−n+νp(m!)−ρn
B (Z/p,Z/p)
∼= Ext
1+m−n+νp(m!),1+(ρ+1)(m−n)+νp(m!)
B (Z/p,Z/p)
∼= Z/p〈c1+νp(m!)dm−n〉.
Thus (ιm,n)∗(pz˜m) is, up to a unit, represented by c1+νp(m!)dm−n and all that remains
is to express this element in terms of pz˜n.
Using Lemma 3.21 we can see that we have two cases for (ιm,n)∗(pz˜m), either the
power of d in its representative is at least νp(n!) + 1 (and hence the power of c in its
representative is zero) or not.
In the first case we have m − n > νp(n!) + 1. Then by Lemma 3.21, dm−n
represents (
uˆ
p
)νp(n!)
uˆm−n−νp(n!)z˜n = p
−νp(n!)uˆm−nz˜n.
This implies that up to a p-adic unit, (ιm,n)∗(pz˜m) is equal to
p1+νp(m!)p−νp(n!)uˆm−nz˜n = p
νp(m!)−νp(n!)uˆm−n(pz˜n).
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In the second case we have m − n < νp(n!) + 1. Hence by Lemma 3.21 the
representative is c1+νp(n!)−m+ndm−n and this represents the homotopy element(
uˆ
p
)m−n
(pz˜n).
This gives us that up to a p-adic unit, (ιm,n)∗(pz˜m) is equal to
p1+νp(m!)−(1+νp(n!)−m+n)
(
uˆ
p
)m−n
(pz˜n) = p
νp(m!)−νp(n!)uˆm−n(pz˜n). 
4. THE MATRIX OF 1 ∧Ψq
In this section we study the matrix corresponding to the map 1∧Ψq : ℓ∧ℓ→ ℓ∧ℓ
under the isomorphism Λ of Theorem 2.3. Firstly information on the form of this
matrix is obtained by comparing the effect of the maps (ιm,n)∗ on the basis elements
zm with the effect of the induced map (1∧Ψq)∗. Then it is shown that, by altering Λ
by a conjugation, the matrix can be given a particularly nice and simple form.
A remark about our notation is in order. We are following [8] in denoting by Ψq the
ℓAdams operation which acts on π2(p−1)k(ℓ) as multiplication by q(p−1)k = qˆk. Some
authors write Ψqˆ for this operation. Our choice in [8] was motivated by wanting to
compare directly the ku operations with the ℓ ones. But of course the l operation
only depends on qˆ.
4.1. The effect of 1 ∧Ψq on the basis.
Lemma 4.1. For m > 1,
(1 ∧Ψq)∗(fm) = qˆ
mfm + p
νp(m)uˆfm−1.
Proof. Using that the map (1 ∧ Ψq)∗ fixes uˆ, multiplies vˆ by qˆ and is additive and
multiplicative, a straightforward calculation gives
(1 ∧Ψq)∗(cm) = qˆ
mcm + uˆcm−1.
Then
(1 ∧Ψq)∗(fm) = qˆ
mfm + p
νp(m!)−νp((m−1)!)uˆfm−1
= qˆmfm + p
νp(m)uˆfm−1. 
Proposition 4.2. The action of (1 ∧Ψq)∗ on the basis elements is as follows.
(1 ∧Ψq)∗(gm,m) =


qˆmgm,m + p
νp(m)+1gm,m−1 if m > p,
qˆmgm,m + pgm,m−1 if m = p,
qˆmgm,m + gm,m−1 if 1 6 m 6 p− 1,
g0,0 if m = 0.
And for m > n,
(1 ∧Ψq)∗(gm,n)
=


qˆngm,n + gm,n−1 if m > νp(n!) + n,
qˆngm,n + p
νp(n!)+n−mgm,n−1 if νp((n− 1)!) + n− 1 < m 6 νp(n!) + n,
qˆngm,n + p
νp(n)+1gm,n−1 if m 6 νp((n− 1)!) + n− 1.
18 LAURA STANLEY AND SARAH WHITEHOUSE
Proof. This is a matter of straightforward case-by-case calculation, using Defini-
tion 3.7 and Lemma 4.1. 
4.2. The Coefficients of the Matrix. LetA ∈ U∞Zp be the matrix such thatΛ(A) =
1∧Ψq. The main result to be proved in this section provides some restrictions on the
form of the matrix A, by comparing actions on the basis elements zm from Proposi-
tion 3.17.
The following lemma is needed in the proof. It follows easily from the definitions.
Lemma 4.3.
uˆm−ngn,i =


pm−ngm,i if n 6 m 6 νp(i!) + i,
pνp(i!)−n+igm,i if n 6 νp(i!) + i < m,
gm,i if νp(i!) + i < n 6 m.

Proposition 4.4. The matrix A corresponding to the map 1 ∧ Ψq : ℓ ∧ ℓ → ℓ ∧ ℓ
under the isomorphism Λ has the form
A =


1 υ0 a0,2 a0,3 a0,4 · · ·
0 qˆ υ1 a1,3 a1,4 · · ·
0 0 qˆ2 υ2 a2,4 · · ·
0 0 0 qˆ3 υ3 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

 ,
where υi ∈ Z×p for all i > 0 and ai,j ∈ Zp for all i, j > 0.
Proof. By definition of Λ,
(1 ∧Ψq)∗(zm) =
∑
n6m
An,m(ιm,n)∗(zm).
Using Propositions 3.17 and 3.22, this becomes
m∑
i=0
pβ(m,i)λm,i(1 ∧Ψ
q)∗(gm,i) = Am,m
m∑
i=0
pβ(m,i)λm,igm,i
+
∑
n<m
n∑
i=0
An,mµm,np
νp(m!)−νp(n!)+β(n,i)uˆm−nλn,ign,i,(4.5)
where λm,i ∈ Zp, λm,m ∈ Z×p and µm,n ∈ Z×p .
We will determine information about the An,ms by equating coefficients in equa-
tion (4.5) and using Proposition 4.2 and Lemma 4.3. Firstly if m = 0, then
λ0,0 = λ0,0(1 ∧Ψ
q)∗(g0,0) = A0,0λ0,0g0,0 = A0,0λ0,0,
so A0,0 = 1.
We will now split the rest of the proof into three cases.
Case (i): 1 6 m 6 p − 1. Equating coefficients of gm,m gives qˆmλm,m =
Am,mλm,m, so Am,m = qˆ
m
.
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Next, equating coefficients of gm,m−1, and using uˆgm−1,m−1 = gm,m−1 and β(m,m) =
β(m,m− 1) = 0, gives
λm,m + λm,m−1qˆ
m−1 = qˆmλm,m−1 + Am−1,mµm,m−1λm−1,m−1.
So
Am−1,m = µ
−1
m,m−1λ
−1
m−1,m−1((qˆ
m−1 − qˆm)λm,m−1 + λm,m) ∈ Z
×
p .
Case (ii): m = p. Equating coefficients of gm,m gives qˆmλm,m = Am,mλm,m, so
we have Am,m = qˆm as before. Then, equating coefficients of gm,m−1 gives
λm,mp+ pλm,m−1qˆ
m−1 = qˆmpλm,m−1 + Am−1,mµm,m−1pλm−1,m−1,
where this time we have used uˆgm−1,m−1 = gm,m−1, β(m,m− 1) = νp(p!) = 1 and
β(m,m) = 0. So
Am−1,m = µ
−1
m,m−1λ
−1
m−1,m−1((qˆ
m−1 − qˆm)λm,m−1 + λm,m) ∈ Z
×
p .
Case (iii): m > p. We find that Am,m = qˆm as before. Then, equating coefficients
of gm,m−1 we find
λm,mp
νp(m)+1+pνp(m)+1λm,m−1qˆ
m−1
= qˆmpνp(m)+1λm,m−1 + Am−1,mµm,m−1p
νp(m)+1λm−1,m−1,
where we have used gm,m−1 = uˆpgm−1,m−1, and
β(m,m− 1) = νp(m!) +m− νp((m− 1)!)− (m− 1) = νp(m) + 1.
So
Am−1,m = µ
−1
m,m−1λ
−1
m−1,m−1((qˆ
m−1 − qˆm)λm,m−1 − λm,m) ∈ Z
×
p . 
4.3. Conjugation. We now complete the proof of the odd primary analogue of [5,
Theorem 4.2], by conjugating to obtain a particularly nice form for the matrix. The
argument we give for this follows an idea suggested by Francis Clarke, see [16,
Theorem 5.4.3].
Firstly, let E be the invertible diagonal matrix with
Ei,j =


1 if i = j = 0,
v0v1 . . . vi−1, if i = j > 0,
0, otherwise.
Then
EAE−1 = C =


1 1 c0,2 c0,3 c0,4 · · ·
0 qˆ 1 c1,3 c1,4 · · ·
0 0 qˆ2 1 c2,4 · · ·
0 0 0 qˆ3 1 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

 .
for some ci,j ∈ Zp.
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Theorem 4.6. There exists an invertible upper triangular matrixU such thatUCU−1 =
R, where
R =


1 1 0 0 0 · · ·
0 qˆ 1 0 0 · · ·
0 0 qˆ2 1 0 · · ·
0 0 0 qˆ3 1 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

 .
One such is given by U = (Ui,j)i,j>0 ∈ U∞Zp where the first row is chosen to be
U0,j =
{
1 if j = 0,
0 otherwise,
and the next row is defined recursively from the previous one by
Ui+1,j =
(
j−2∑
s=i
Ui,scs,j
)
+ Ui,j−1 + (qˆ
j − qˆi)Ui,j.
Proof. Let U be the matrix defined recursively above. First we check that U is upper
triangular and invertible. It is clear that Ui,j ∈ Zp for i, j > 0. It can be shown that
Ui,j = 0 if i > j by induction on i. It is true from the formula that U1,0 = 0. Now
assume that Ui−1,j = 0 for all j < i− 1. Then, for i > j,
Ui,j = Ui−1,j−1 + (qˆ
j − qˆi−1)Ui−1,j.
If j < i− 1, then both Ui−1,j−1 and Ui−1,j are zero by assumption. And if j = i− 1,
then Ui−1,j−1 is zero and qˆi−1 − qˆi−1 = 0, so the induction is complete.
Now we show that Ui,i ∈ Z×p for all i > 0, so that U is invertible. Again we
proceed by induction. Clearly U0,0 = 1 ∈ Z×p . Now assume that Ui,i ∈ Z×p . We have
Ui+1,i+1 = Ui,i + (qˆ
i+1 − qˆi)Ui,i+1
and since qˆi+1 − qˆi = qˆi(qˆ − 1) ≡ 0 mod p, it follows that Ui+1,i+1 ∈ Z×p .
To show that UCU−1 = R, we compare entries (UC)i,j and (RU)i,j . Diagonally
(UC)i,i = qˆ
iUi,i = (RU)i,i. Now let j > i; the entries of UC and RU are given by
(UC)i,j =
(
j−2∑
s=i
Ui,scs,j
)
+ Ui,j−1 + qˆ
jUi,j,
(RU)i,j = qˆ
iUi,j + Ui+1,j.
Then the recurrence relation for the entries Ui,j tells us that (UC)i,j = (RU)i,j .
Hence (UC)i,j = (RU)i,j for all i, j > 0 and j > i. 
So we now have the following result.
Theorem 4.7. There is an isomorphism of groups
Λ′ : U∞Zp → Aut
0
left-ℓ-mod(ℓ ∧ ℓ),
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under which the automorphism 1 ∧Ψq corresponds to the matrix
R =


1 1 0 0 0 · · ·
0 qˆ 1 0 0 · · ·
0 0 qˆ2 1 0 · · ·
0 0 0 qˆ3 1 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

 .
The isomorphism is given by Λ′(X) = Λ(B−1XB), where B = UE and E and U
are the matrices above.
Proof. Since B is an invertible upper triangular matrix, X 7→ B−1XB is a group
isomorphism U∞Zp → U∞Zp and the result follows. 
Remark. It would be interesting to find an explicit basis for which the matrix of
1 ∧Ψq is precisely R. We hope to return to this in future work.
5. APPLICATIONS
In this section we present two applications. Firstly, we obtain precise information
about the important map
1 ∧ ϕn = 1 ∧ (Ψ
q − 1)(Ψq − qˆ) . . . (Ψq − qˆn−1) : ℓ ∧ ℓ→ ℓ ∧ ℓ.
We give closed formulas involving q-binomial coefficients for all the entries in the
corresponding matrix. Secondly, we give a new description of the ring l0(l) of degree
zero stable operations for the (p-local) Adams summand in terms of matrices.
5.1. The Map 1 ∧ ϕn and the Matrix Xn. We apply the preceding result to study
of the map
1 ∧ ϕn = 1 ∧ (Ψ
q − 1)(Ψq − qˆ) . . . (Ψq − qˆn−1) : ℓ ∧ ℓ→ ℓ ∧ ℓ.
The analogous map was first studied by Milgram in [13] in relation to real connective
K-theory ko localised at the prime 2. We follow the method used in [5, Theorem
5.4], but we are able to produce new closed formulas for every entry in the matrix
corresponding to the above map, in terms of q-binomial coefficients (also known as
Gaussian polynomials). A short discussion of the relevant information about these
can be found in the appendix.
We will write U˜∞Zp for the ring of upper triangular matrices with entries in the
p-adic integers. The group U∞Zp is a subgroup of the multiplicative group of units in
this ring. Generalising the group isomorphism Λ′ of Theorem 4.7 we can construct
the following diagram
U∞Zp
Λ′
∼=
//
∩

Aut0left-ℓ-mod(ℓ ∧ ℓ)
∩

U˜∞Zp
λ′
// Endleft-ℓ-mod(ℓ ∧ ℓ)
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where λ′|U∞Zp = Λ
′
. Recall that the map Λ′ sends a matrix A ∈ U∞Zp to Λ′(A) =
Λ(B−1AB) =
∑
m>n(B
−1AB)n,mιm,n. We extend this by letting
λ(A′) =
∑
m>n
(B−1A′B)n,mιm,n
to obtain a left-ℓ-module endomorphism of ℓ∧ ℓ. This is a multiplicative map by the
same argument given for Λ in the proof of Proposition 2.11.
By moving from U∞Zp to U˜∞Zp it is now possible to use the additive structure
given by matrix addition and it is easy to check that λ′ respects addition.
Definition 5.1. Let
ϕn = (Ψ
q − 1)(Ψq − qˆ) · · · (Ψq − qˆn−1)
and let Rn = R − qˆn−1I ∈ U˜∞Zp and Xn = R1R2 · · ·Rn ∈ U˜∞Zp. Here I denotes
the infinite identity matrix.
By Theorem 4.7, the map 1 ∧ Ψq corresponds to the matrix R. It follows that
1 ∧ ϕn corresponds to the matrix Xn.
A basic tool we will use is splitting up the matrix R in order to easily calculate its
powers.
Definition 5.2. Define matrices D and S in U˜∞Zp by
D =


1 0 0 0 0 · · ·
0 qˆ 0 0 0 · · ·
0 0 qˆ2 0 0 · · ·
0 0 0 qˆ3 0 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

 , S =


0 1 0 0 0 · · ·
0 0 1 0 0 · · ·
0 0 0 1 0 · · ·
0 0 0 0 1 · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

 .
Then R = D + S. Since powers of D and S are easy to calculate, and we have
SD = qˆDS, we are in a situation where we can apply the q-binomial theorem to
calculate Rn = (D + S)n. See the appendix for a short discussion of the q-binomial
coefficients
[
n
m
]
q
.
Lemma 5.3.
(Rn)s,s+c =
[
n
n− c
]
qˆ
qˆ(s−1)(n−c).
Proof. We note that DiSj is given by
(DiSj)s,t =
{
qˆ(s−1)i if t = s+ j,
0 otherwise.
Applying the q-binomial theorem (6.1), we have
(Rn)s,s+c = ((D + S)
n)s,s+c =
n∑
i=0
[
n
i
]
qˆ
(DiSn−i)s,s+c.
For any particular value of c at most one term in this sum is non-zero, namely the
i = n− c term if 0 6 c 6 n. The result follows. 
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Let Ω denote the homotopy equivalence giving Kane’s splitting,
Ω :
∨
n>0
ℓ ∧ K(n)→ ℓ ∧ ℓ.
Theorem 5.4. (1) The first n columns of the matrix Xn are trivial.
(2) Let Cn be the mapping cone of the restriction of Ω to the first n pieces of the
splitting of ℓ ∧ ℓ, i.e.
Cn = Cone
(
Ω| :
∨
06m6n−1
ℓ ∧ K(m)→ ℓ ∧ ℓ
)
.
Then in the p-complete stable homotopy category there exists a commutative dia-
gram of left ℓ-module spectra of the form
ℓ ∧ ℓ
1∧ϕn //
πn ""❊
❊❊
❊❊
❊❊
❊❊
ℓ ∧ ℓ
Cn
ϕˆn
<<②②②②②②②②②
where πn is the cofibre of Ω| and ϕˆn is determined up to homotopy by the diagram.
(3) For n > 1, we have (Xn)s,s+c = 0 if c < 0 or c > n and for 0 6 c 6 n,
(Xn)s,s+c =
n∑
i=c
(−1)n−iqˆ(
n−i
2 )+(s−1)(i−c)
[
n
i
]
qˆ
[
i
i− c
]
qˆ
.
Proof. (1) The result is certainly true of X1 = R1. We prove the result for
all n > 1 by induction. Assume that the first n columns of Xn are trivial, i.e.
(Xn)i,j = 0 if j 6 n. By definition Xn+1 = XnRn+1. We also have (Rn+1)i,j = 0
unless (i, j) = (s, s) or (s, s+ 1) and (Rn+1)n+1,n+1 = 0. Now
(Xn+1)i,j = (Xn)i,j−1(Rn+1)j−1,j + (Xn)i,j(Rn+1)j,j.
This is zero if j 6 n because (Xn)i,j−1, (Xn)i,j = 0 and it is zero if j = n + 1
because (Xn)i,n, (Rn+1)n+1,n+1 = 0.
(2) We know that 1 ∧ ϕn = λ′(Xn). In order for 1 ∧ ϕn to factor via Cn (and for
the diagram to commute) we need to show that Xn corresponds under λ′ to a left
ℓ-module endomorphism of ∨m>0ℓ ∧ K(m) which is trivial on each piece ℓ ∧ K(m)
wherem 6 n−1. The map λ′(Xn) acts trivially on pieces ℓ∧K(m) wherem 6 n−1
if each map ιm,k : ℓ∧K(m)→ ℓ∧K(k) has coefficient zero when m 6 n− 1 in the
explicit description of λ′(Xn). This corresponds to the condition (Xn)k,m = 0 when
m 6 n− 1, which is true by part (1).
(3) Certainly Xn is upper triangular, so (Xn)s,s+c = 0 if c < 0. We show that
(Xn)s,s+c = 0 if c > n by induction on n. The initial case for the induction is X1
where this clearly holds. Assume that (Xn−1)s,s+c = 0 if c > n − 1. As in part
(1), we have Xn = Xn−1Rn and (Xn)i,j = (Xn−1)i,j−1(Rn)j−1,j +(Xn−1)i,j(Rn)j,j .
Now let j > n, then
(Xn)s,s+j = (Xn−1)s,s+j−1(Rn)s+j−1,s+j + (Xn−1)s,s+j(Rn)s+j,s+j
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and this is zero because both (Xn−1)s,s+j−1 and (Xn−1)s,s+j are zero by the inductive
hypothesis.
For the second part, by [7, Proposition 8],
Xn =
n∑
i=0
(−1)n−iqˆ(
n−i
2 )
[
n
i
]
qˆ
Ri.
Hence, using Lemma 5.3,
(Xn)s,s+c =
n∑
i=0
(−1)n−iqˆ(
n−i
2 )
[
n
i
]
qˆ
(Ri)s,s+c
=
n∑
i=c
(−1)n−iqˆ(
n−i
2 )
[
n
i
]
qˆ
[
i
i− c
]
qˆ
qˆ(s−1)(i−c).
The range of the final sum can be restricted to starting from c rather than 0 as the
second q-binomial coefficient is zero for i 6 c. 
5.2. K-Theory Operations. The matrix approach provides another way of viewing
the ring of stable degree zero operations on the p-local Adams summand. We will
work in this final section in the p-local stable homotopy category. In a slight abuse
of notation let ℓ now denote the Adams summand of p-local complex connective
K-theory (rather than the p-complete version). Let U˜∞Z(p) be the ring of upper
triangular matrices with entries in the p-local integers.
Definition 5.5. We define a filtration on U˜∞Z(p) by, for n ∈ N,
Un = {X ∈ U˜∞Z(p) : xi,j = 0 if j 6 n}.
This gives a decreasing filtration
U˜∞Z(p) = U0 ⊃ U1 ⊃ U2 ⊃ · · ·
where each Un is a two-sided ideal of U˜∞Z(p).
This column filtration gives a filtration by two-sided ideals because the matrices
are upper triangular (and this would not be the case if we filtered by rows). This can
be regarded as the natural filtration on U˜∞Z(p) and U˜∞Z(p) is complete with respect
to this topology.
Theorem 5.6. The ring of degree zero stable operations of the Adams summand,
ℓ0(ℓ), is isomorphic as a topological ring to the completion of the subring of U˜∞Z(p)
generated by the matrix R.
Proof. We have the following description of ℓ0(ℓ) from [8, Theorem 4.4]
ℓ0(ℓ) =
{
∞∑
n=0
anϕn : an ∈ Z(p)
}
.
This is complete in the filtration topology when filtered by the ideals{
∞∑
n=m
anϕn : an ∈ Z(p)
}
.
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Define a map α : ℓ0(ℓ)→ U˜∞Z(p) as the continuous ring homomorphism determined
by α(Ψq) = R. We have
α(ϕn) = α(
n−1∏
i=0
(Ψq − qˆi)) =
n−1∏
i=0
(R− qˆi) = Xn.
By Theorem 5.4 (1), the first n columns of Xn are trivial, so α(ϕn) ∈ Un. Thus
α respects the filtration and so when applied to infinite sums α (
∑∞
n=0 anϕn) =∑∞
n=0 anXn is well-defined (each entry in the matrix is a finite sum).
We have Kerα = {
∑∞
n=0 anϕn : an = 0 for all n} = 0, so α is injective. Let
S =
{∑N
n=0 anR
n : an ∈ Z(p), N ∈ N0
}
. It is clear that S ⊆ Im(α). Because α is
continuous and U˜∞Z(p) is complete it follows that the completion of S is precisely
the image of α. 
Similar descriptions can be given for ku(p)0(ku(p)) and ko0(2)(ko(2)).
6. APPENDIX: THE q-BINOMIAL THEOREM
The q-binomial coefficients, also known as Gaussian polynomials, arise in many
diverse areas of mathematics. Perhaps the nicest way to define them is as the coef-
ficients arising in the following version of the q-binomial theorem. If X and Y are
variables which q-commute, that is, Y X = qXY , then for n ∈ N0 we have
(6.1) (X + Y )n =
n∑
i=0
[
n
i
]
q
X iY n−i,
where
[
n
i
]
q
is a q-binomial coefficient. This version of the q-binomial theorem goes
back to [14]. (Various other results also go under the name of q-binomial theorem.)
The above point of view has several nice features. It makes evident the rela-
tionship with the ordinary binomial coefficients and that the coefficients
[
n
i
]
q
are
indeed integer polynomials in q. The two standard recurrences for q-binomial co-
efficients are easily read off, by writing (X + Y )n as (X + Y )(X + Y )n−1 and as
(X + Y )n−1(X + Y ).
On the other hand, if one starts from the closed formula for the q-binomial coeffi-
cients: [
n
i
]
q
=
i−1∏
j=0
1− qn−j
1 − qi−j
where n, i ∈ N0,
then it is easy to deduce the standard recurrences and (6.1) can be readily proved via
induction and either one of them.
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