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Abstract
State-of-the-art qualitative simulators (for instance, QSIM) are known to be sound; no trajectory
which is the solution of a concrete equation matching the input can be missing from the output.
A simulator which is seen to be incomplete, that is, which produces a spurious prediction for a
particular input, can usually be augmented with an additional filter which eliminates that particular
class of spurious behaviors, and the question of whether a simulator with purely qualitative input
which never predicts spurious behaviors can ever be achieved by adding new filters in this way has
remained unanswered until now. We prove that such a sound and complete qualitative simulation
algorithm does not exist.
 2003 Elsevier B.V. All rights reserved.
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1. Introduction
State-of-the-art qualitative simulators [2,7,19] are known to be sound; no trajectory
which is the solution of a concrete equation matching the input can be missing from the
output. A simulator which is seen to be incomplete, that is, which produces a spurious pre-
diction for a particular input, can usually be augmented with an additional filter which elim-
inates that particular class of spurious behaviors, and the question of whether a simulator
with purely qualitative input which never predicts spurious behaviors can ever be achieved
by adding new filters in this way has remained unanswered until now [8]. In this paper, we
prove that such a sound and complete qualitative simulation algorithm does not exist.
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2. Qualitative simulation and the problem of spurious predictionsOrdinary differential equations (ODEs) are a standard representation for dynamic
systems, with a repertory of associated techniques for analytic or numerical solution. In
many domains, however, scientists and engineers have only an incomplete amount of
information about the model governing the system under consideration, which renders
formulating an exact ODE impossible. Incompletely specified differential equations may
also appear in contexts where the aim is to find collective proofs for behavioral properties
of a set of infinitely many systems sharing most, but not all, of the structure of the
ODEs describing them. To proceed with the reasoning task in such cases, mathematical
tools embodying methods making the most use of the available information to obtain a
(hopefully small) set of possible solutions matching the model are needed. Qualitative
reasoning (QR) researchers develop AI programs which use “weak” representations (like
intervals rather than point values for quantities, and general shape descriptions rather
than exact formulae for functional relationships) in their vocabularies to perform various
reasoning tasks about systems with incomplete specifications. In the following, we use the
notation and terminology of QSIM [7], which is a state-of-the art qualitative simulation
methodology, although it should be noted that the incompleteness result that we will
be proving is valid for all reasoners whose input-output vocabularies are rich enough to
support the representational techniques that will be used in our proof.
A qualitative simulator takes as input a qualitative differential equation model of a
system in terms of constraints representing relations between the system’s variables. In
addition to this model, the qualitative values of the variables at the time point from which
the simulation should start are also given. The algorithm produces a list of the possible
future behaviors that may be exhibited by systems whose ordinary differential equations
match the input model.
The variables of a system modeled in QSIM are continuously differentiable functions
of time. The limits of each variable and their first derivatives exist as they approach the
endpoints of their domains. Each variable has a quantity space; a totally ordered collection
of symbols (landmarks) representing important values that it can take. Zero is a standard
landmark common to all variables. Quantity spaces are allowed to have the landmarks−∞
and ∞ at their ends, so functional relationships with asymptotic shapes can be explicitly
represented. When appropriate, a quantity space can be declared to span only a proper
subset of the real numbers; for instance, it makes sense to bound the quantity space for a
variable which is certainly nonnegative (like mass or pressure) with 0 at the left. The points
and intervals in its quantity space make up the set of possible qualitative magnitudes of a
variable. The qualitative direction of a variable is defined to be the sign of its derivative;
therefore its possible values are: inc (+), dec (−) and std (0). A variable’s qualitative value
is the pair consisting of its qualitative magnitude and qualitative direction. The collection
of the qualitative values of its variables make up the state of a system. Since interval
magnitudes and nonzero signs can correspond to infinitely many real numbers, a single
qualitative system state usually corresponds to infinitely many points in phase space.
The “laws” according to which the system operates are represented by constraints de-
scribing time-independent relations between the variables. At each step of the simulation,
QSIM uses a set of transition rules to implicitly generate all possible “next” values of the
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Table 1
The qualitative constraint types
Constraint name Representation Explanation
add X(t)+ Y(t)=Z(t)
constant X(t)= a landmark ddt X(t)= 0
derivative ddt X(t)= Y(t)
M+ X(t)= f (Y (t)), f ∈M+ ∃f such that X(t)= f (Y (t)),
where f ′ > 0 over f ’s domain
M− X(t)= f (Y (t)), f ∈M− ∃f such that X(t)= f (Y (t)),
where f ′ < 0 over f ’s domain
minus X(t)=−Y(t)
mult X(t) ∗ Y(t)=Z(t)
variables. The combinations of these values are filtered so that only those which constitute
complete states, in which every constraint is still satisfied by the new values of its variables,
remain.
There are seven “basic” types of constraints in QSIM. (See Table 1.) Each type of
constraint imposes a different kind of relation on its arguments. For example, if we have
the constraint A(t) = −B(t), any combination of variable values in which variables A
and B have the same (nonzero) sign in their magnitudes or directions will be filtered
out. Sometimes, additional knowledge about the constraints allows further filtering. In
the above example, if we know that A and B had the landmark values a1 and b1 at
the same moment at some time in the past, we can eliminate all value combinations in
which A and B have magnitudes both less (or both greater) than these landmarks. a1
and b1 are called corresponding values of that constraint, and the equation a1 = −b1 is
a correspondence. Each constraint in a model (except those of the derivative type) can
have such correspondence equations. A “sign algebra” [7] is employed to implement
the arithmetic relations using qualitative magnitudes. Note that, since each M+ (M−)
relationship corresponds to an infinite number of possible “quantitative” functions having
the monotonicity property, a single QSIM model containing such constraints corresponds
to infinitely many ODEs.
The QSIM input vocabulary enables the user to describe more complicated models in
terms of several different constraint sets representing different operating regions of the
system under consideration. The user specifies the boundaries of the applicability ranges
of the operating regions in terms of landmarks, which indicate that the simulator should
effect a transition to another operating region when they are reached.
For each operating region from which such a transition can occur, one has to specify the
following for each possible transition:
• the variable values which will trigger this transition;
• the name of the new operating region;
• the names of variables which will inherit their qualitative magnitudes in the first state
after the transition from the last state before the transition;
• the names of variables which will inherit their qualitative directions in the first state
after the transition from the last state before the transition;
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• value assignments for any variables which will have explicitly specified values in the
first state after the transition.
If one’s knowledge about the initial state of the model is so incomplete that one has no
idea about even the signs of some variable magnitudes, it is possible to specify a value of
“?” for the magnitudes in question. When faced with such a partially specified initial state
in its input, QSIM first computes all “legal” completions of the initial state, by assigning
every possible magnitude expressible in the relevant quantity spaces to the variables, and
filtering out assignments in which one or more constraints of the initial operating region
are not satisfied. Once a set of n completely specified initial states is obtained, QSIM
starts simulation, and generates n trees of system states to represent the solutions of the
qualitative differential equation composed of the constraints in its input. The root of each
such tree is an initial state with the time-point label t0, representing the numerical value of
the initial instant. Every path from the root to a leaf is a predicted behavior of the system.
Being in the qualitative format, each such behavior usually corresponds to an infinite
set of trajectories sharing the same qualitative structure in phase space. Time-point and
interval states appear alternately in behaviors as long as the same operating region is valid.
Operating region transitions are reflected in behaviors as two time-point states following
each other.
A very important property of qualitative simulators is their “coverage guarantee”:
A qualitative simulation algorithm is sound if it is guaranteed that, for any ODE and
initial state that matches the simulator’s input, there will be a behavior in its output
which matches the ODE’s solution. In 1986, Kuipers [5] proved that there exists a
qualitative simulator (namely, QSIM) that has the soundness property. This guarantee
makes qualitative simulation a valuable design and diagnosis method: [7] In design, if
the set of simulation predictions of our model does not contain a catastrophic failure, this
is a proof that our modeled system will not exhibit that failure. In diagnosis, if none of the
behaviors in the simulation output of a model is being exhibited by a particular system, we
can be 100% sure that the actual system is not governed by that model.
However, one problem remains. In the same 1986 paper, [5] Kuipers also showed that
the version of QSIM described there had the incompleteness property, by demonstrating
that the qualitative simulation of a frictionless mass-spring oscillator predicts unrealizable
(spurious) behaviors, where the amplitude decreases in some periods and increases in
others. A complete qualitative simulator would come with a guarantee that every behavior
in its output corresponds to the solution of at least one ODE matching its input. The lack
of such a guarantee has a negative impact on potential applications: In design, if the set
of simulation predictions of our model does contain a catastrophic failure, this does not
necessarily point to an error in our mechanism; maybe the prediction in question was just
a spurious behavior. A similar problem occurs in diagnosis applications.
The latest formulation of the QSIM algorithm [7] provides a possibility of plugging
additional routines (global filters) into the simulator in order to eliminate system states
which can not be deleted using the basic local constraint filtering method, but which can
still be shown to be inconsistent with the mathematical model and the behavior prefix
that has been created up to that point. For each different class of spurious predictions
that has been identified until now, it has been possible to specify a global filter which
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would eliminate that behavior family from the algorithm’s output when incorporated to the
software. This process of improvement has had the following structure: In order to be able
to say that a particular predicted behavior is spurious, and therefore suitable for elimination
from the simulator output without forsaking the soundness property, one first proves that
behavior is mathematically inconsistent with the simulated model and starting state. For
instance, the aforementioned spurious oscillations of the frictionless mass-spring system
can be shown to violate a conservation constraint that follows directly from the structure of
the input equations. But this proof can itself be seen as the specification of a filter routine
which would eliminate exactly the set of behaviors that violate the “law” that it establishes.
The kinetic energy constraint [3] is a global filter which has been developed in this fashion
to eliminate the class of spurious predictions exemplified by the ones about the mass-
spring system. See [4,7,13,14,16–18] for discussions on the causes of some specific types
of spurious solutions, and other examples of spurious behavior classes being discovered
simultaneously with their “cures”.
Since there is no limit to the number of global filters that can be added to the algorithm,
and to the mathematical sophistication that can be involved in their derivation, one can
legitimately ask the following questions:
• Is the present version of the algorithm (i.e., the one obtained by the incorporation of
all the global filters specified until now) complete or incomplete?
• Is it possible to obtain a sound and complete version of QSIM by adding a finite
number of additional global filters to the present version?
• Regardless of its internal details, does there exist a sound and complete qualitative
simulator whose input and output vocabularies are identical to those of the “pure”
QSIM algorithm?
This paper, which is an enhanced version of [15], provides a negative answer to these
questions.
3. The answer
Our approach is inspired by a remark of Kuipers [6] to the effect that an eventual
qualitative simulation incompleteness theorem might involve showing that the QSIM
language is rich enough to include the transcendental functions.
3.1. Hilbert’s tenth problem
In 1900, David Hilbert announced a list of 23 unsolved problems as a challenge to the
mathematicians of the 20th century. The tenth problem can be stated as follows:
“Find an algorithm for deciding whether a given multivariate polynomial with integer
coefficients has integer solutions”.
In 1970, Yuri Matiyasevich proved that no such algorithm exists [9].
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In the remainder of this paper, we show that a sound and complete qualitative simulator,
if it existed, could be used to solve the unsolvable decision problem formulated above. The
idea is straightforward: Let P(x1, x2, . . . , xn) be the given polynomial. As stated in [10],
P = 0 has integer solutions if and only if
n∑
i=1
sin2 π · xi + P 2(x1, x2, . . . , xn)= 0
has real solutions. If we can show that the equation above can be expressed in a collection
of QSIM states for any P , the task of determining whether all those states are spurious or
not turns out to be equivalent to the task of determining whether P has integer solutions.
An examination of the equation above shows that its exact representation in the
qualitative vocabulary requires the solution of the three following subproblems:
(1) how to represent a given integer unambiguously using this vocabulary,
(2) how to represent the number π , and,
(3) how to represent the relationship y = sin x between two quantities x and y , which are
themselves exactly representable in this sense.
The following subsections describe the solutions of these subproblems.
3.2. All integers are QSIM-representable
A real number r is said to be QSIM-representable if there exists a set of QSIM variable
quantity spaces and constraints, from which r’s equality to a particular landmark symbol
p in that set can be unambiguously deduced [12]. 0 is QSIM-representable because of the
existence of the standard landmark 0. Table 2 demonstrates the facts that the numbers 1,
−1, 2, −2, and 3 are QSIM-representable because we can deduce that the landmarks b1,
c1, e1, g1, and j1 respectively equal these numbers by using the information in that table.
(All user-defined landmarks except c1 and g1 are positive in this table.)
Note that we are not concerned with “efficiency” issues regarding the number of
variables in the model in this discussion. Clearly, any desired integer can be represented
exactly in this manner by just carrying out the construction exemplified in Table 2 for the
necessary number of steps.
Table 2
QSIM model with exact numerical information
Constraints Correspondences Conclusions
A(t)= a1
A(t) ∗B(t)=A(t) a1 ∗ b1 = a1 b1 = 1
B(t)+C(t)=D(t) b1 + c1 = 0 c1 =−1
B(t)+B(t)=E(t) b1 + b1 = e1 e1 = 2
E(t)+G(t)=H(t) e1 + g1 = 0 g1 =−2
E(t)+B(t)= J(t) e1 + b1 = j1 j1 = 3
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Table 3
QSIM model expressing l1 = π
Constraints Correspondences Conclusions
A(t)= a1
A(t) ∗B(t)=A(t) a1 ∗ b1 = a1 b1 = 1
B(t)+B(t)=C(t) b1 + b1 = c1 c1 = 2
d
dt D(t)=E(t)
d
dt G(t)=H(t)
G(t)= f (D(t)), f ∈M+ f (0)= 0, f (∞)= g1
D(t) ∗D(t)= J(t) J =D2
B(t)= b1 B = 1
J(t)+B(t)=K(t) K =D2 + 1
K(t) ∗H(t)=E(t) dG/dtdD/dt = 1D2+1
C(t) ∗G(t)= L(t) c1 ∗ g1 = l1 l1 = 2g1
3.3. π is QSIM-representable
Table 3 contains a constraint set which demonstrates the QSIM-representability of π :
Rows 7–9 establish the equivalence
K =D2 + 1.
The multiplication constraint between the derivatives, when rearranged, simply means that
dG/dt
dD/dt
= 1
D2 + 1 .
Since, by the definition of the M+ constraint,G is a differentiable function of D, the chain
rule for the derivative of a composite function allows us to replace the left hand side by
dG/dD:
dG
dD
= 1
D2 + 1 .
Integrating, we get
G= f (D)= arctanD + r,
where r is a constant.
The correspondence f (0)= 0 enables us to determine that r is zero, so
G= f (D)= arctanD.
Using the correspondence f (∞) = g1, and the fact that limx→∞ arctanx = π/2, we
conclude that l1 (which is shown to equal 2g1 in the last row) is π .
3.4. The sine function is QSIM-representable
A function f is QSIM-representable if there exists a QSIM model which includes both
x and f (x) as variables, and the exact relationship denoted by f can be deduced from the
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Table 4
Constraint set of operating region SIN_ORIG (variable P is declared to be
nonnegative)
Constraints Correspondences Conclusions
A(t)= a1
A(t) ∗B(t)=A(t) a1 ∗ b1 = a1 b1 = 1
B(t)+C(t)=D(t) b1 + c1 = 0 c1 =−1
C(t)+E(t)=G(t) c1 + 0 = g1 g1 =−1
B(t)+H(t)=G(t) b1 + 0 = g2 g2 = 1
d
dt G(t)= J(t)
d
dt H (t)=K(t)
H(t)= f (G(t)), f ∈M+ f (0) = 0
G(t) ∗G(t)=L(t) L=G2
B(t)= b1 B = 1
L(t)+N(t)= B(t) N = 1 −G2
P (t) ∗ P (t)=N(t) P =
√
1−G2
P (t) ∗K(t)= J(t) dHdG = 1√1−G2
Fig. 1. The relationship represented by Table 4.
information in the model [11]. We already saw (Table 3) that the inverse tangent function
is QSIM-representable.
In Table 4, the inverse sine function can be deduced to exist between the variables G
and H , using the method demonstrated in conjunction with Table 3: When the appropriate
substitutions are made, the last row means that
dH
dG
= 1√
1−G2 .
Integration, and the substitution of f (0)= 0, leads one to conclude that
H = f (G)= arcsinG.
Unlike the inverse tangent, which is defined over the entire real number set, the domain of
inverse sine is between the landmarks g1 and g2 (shown, respectively, to equal –1 and 1)
of variable G.
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Table 5
Constraint set of operating region SIN_MINUS (variable Q is declared to
be nonpositive)
Constraints Correspondences Conclusions
A(t)= a1
A(t) ∗B(t)=A(t) a1 ∗ b1 = a1 b1 = 1
B(t)+C(t)=D(t) b1 + c1 = 0 c1 =−1
C(t)+E(t)=G(t) c1 + 0 = g1 g1 =−1
B(t)+H(t)=G(t) b1 + 0 = g2 g2 = 1
d
dt G(t)= J(t)
d
dt H (t)=K(t)
H(t)= f (G(t)), f ∈M−
G(t) ∗G(t)= L(t) L=G2
B(t)= b1 B = 1
L(t)+N(t)= B(t) N = 1−G2
Q(t) ∗Q(t)=N(t) Q=−
√
1−G2
Q(t) ∗K(t)= J(t) dHdG = −1√1−G2
Fig. 2. The relationship represented by Table 5.
When one considers the function from H to G in Table 4, one sees that this is the
small portion of G= sinH in the domain [−π/2,π/2]. We want to construct a model that
represents this relationship over the entire real line, so we build the constraint sets shown
in Tables 5 and 6.
Using the same method of “decoding” the constraint set, one sees that the relationship
between G and H in Table 5 can be described as
H = f (G)=− arcsinG+ r1,
where r1 is an arbitrary constant. Similarly, Table 6 expresses
H = f (G)= arcsinG+ r2,
for an arbitrary constant r2. Figs. 1–3 depict these relationships on the H –G plane. The
domain is exactly π units long in all cases. The difference between the models of Fig. 1
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Table 6
Constraint set of operating region SIN_PLUS (variable P is declared to
be nonnegative)
Constraints Correspondences Conclusions
A(t)= a1
A(t) ∗B(t)=A(t) a1 ∗ b1 = a1 b1 = 1
B(t)+C(t)=D(t) b1 + c1 = 0 c1 =−1
C(t)+E(t)=G(t) c1 + 0 = g1 g1 =−1
B(t)+H(t)=G(t) b1 + 0 = g2 g2 = 1
d
dt G(t)= J(t)
d
dt H (t)=K(t)
H(t)= f (G(t)), f ∈M+
G(t) ∗G(t)=L(t) L=G2
B(t)= b1 B = 1
L(t)+N(t)= B(t) N = 1 −G2
P (t) ∗ P (t)=N(t) P =
√
1−G2
P (t) ∗K(t)= J(t) dHdG = 1√1−G2
Fig. 3. The relationship represented by Table 6.
and Fig. 3 is that the latter one does not require H to be zero when G= 0. (Although the
combination 〈G= 0, H = 0〉 would, of course, be accepted.)
We will now “connect” these three constraint sets to represent sine over the entire real
line. For this purpose, we define an operating region for each constraint set, and define
transitions between these regions. Consider the QSIM model in Table 7. What can one say
about the relationship between H and G, based on the information contained here? As
discussed earlier, the SIN_ORIG region states that G= sinH when H ∈ [−π/2,π/2]. In
this region, when we reach G =−1 or G = 1, (that is, when H becomes −π/2 or π/2)
the model tells us to look at the SIN_MINUS region to see how the variables will behave.
(G and H are continuous at this point, since they have been specified to inherit their old
values in the transition.) That region states that the function H = f (G) behaves as seen in
Fig. 2 for a distance of π units in the G-axis. At the other end of this G-domain, we have
a continuous transition to a new “segment” of the function which behaves as in Fig. 3 for
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Table 7
QSIM model representing G= sinH
Operating Region: SIN_ORIG
Constraint Set: (depicted in Table 4)
Possible Transition:
Trigger: (G= g1) OR (G= g2)
New Operating Region: SIN_MINUS
Variables Inheriting Qualitative Magnitudes: A, B, C, D, E, G, H, J, K, L, N
Variables Inheriting Qualitative Directions: A, B, C, D, E, G, H, J, K, L, N
Operating Region: SIN_MINUS
Constraint Set: (depicted in Table 5)
Possible Transition:
Trigger: (G= g1) OR (G= g2)
New Operating Region: SIN_PLUS
Variables Inheriting Qualitative Magnitudes: A, B, C, D, E, G, H, J, K, L, N
Variables Inheriting Qualitative Directions: A, B, C, D, E, G, H, J, K, L, N
Operating Region: SIN_PLUS
Constraint Set: (depicted in Table 6)
Possible Transition:
Trigger: (G= g1) OR (G= g2)
New Operating Region: SIN_MINUS
Variables Inheriting Qualitative Magnitudes: A, B, C, D, E, G, H, J, K, L, N
Variables Inheriting Qualitative Directions: A, B, C, D, E, G, H, J, K, L, N
another π units, followed by a segment of the type of Fig. 2 again, and so on forever. We
deduce that G= sinH for all real H .
Note that a model that aims to represent n different sine functions with this method will
have to include at least 3n operating regions. This is because at any time, the arguments of
these functions can be in any one of the three types of segments of Table 7. An “n-sine”
model like this should be constructed in the following way:
Let CScommon be the set of constraints that do not take part in the description of
the sine functions in the model. Impose an arbitrary ordering from 1 to n among the
sines. The 3n operating regions will have names of the form OP_REG(type-1,type-2,...,type-n),
where each type-i is one of the symbols ORIG, MINUS, or PLUS, corresponding to the
three segment types for the ith sine. The constraint set of a particular region named
OP_REG(type-1,type-2,...,type-n) will consist of the union of CScommon and the appropriate
segment constraint sets (in which the “auxiliary” variables necessary for each sine are
renamed so that the same name never appears in two or more sets) for each of the sines.
Each region will contain descriptions of n possible transitions to “neighboring” regions
which can be obtained by changing only one of the type-i values (to PLUS if it is originally
MINUS, or to MINUS otherwise) in its name.
(Note that the possibility of more than one sine being at their maxima at the same time
is handled by the fact that the QSIM output vocabulary can be interpreted as treating states
before and after a region transition as being at the same time value [7], and several such
transition-point states can appear as a sequence.)
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3.5. A perfect filter for spurious qualitative states would solve Hilbert’s tenth problemArmed with the representational techniques described in the previous subsections, one
goes about expressing the equation
n∑
i=1
sin2 π · xi + P 2(x1, x2, . . . , xn)= 0
in QSIM in the following way: Start with an empty model. Each of the variables xi
of P will be represented by a corresponding QSIM variable Xi . Let cj be the integer
coefficients of the terms of P . As mentioned earlier, all integers are QSIM-representable;
add the finitely many variables and add constraints that are required to equate each cj to a
corresponding landmark lj of a QSIM variable Lj . Each term termj of P is a product of
integer powers of some of the variables with the coefficient cj . Use the necessary number of
mult constraints and intermediate QSIM variables to equate each termj to a corresponding
QSIM variable Tj . P is just the sum of the termj ’s; use the necessary number of add
constraints and intermediate QSIM variables to equate it to a QSIM variable PQ. Add the
single mult constraint necessary to equate the QSIM variable P 2 to P 2.
The QSIM-representability of π was demonstrated earlier, and equating each π .xi to a
corresponding QSIM variable PXi is a trivial matter of adding n new mult constraints, and
the content of Table 3, to the model.
One creates the 3n operating regions described in the previous subsection to express that
a corresponding variable Si equals sin PXi for each of the PXi . n mult constraints equate
each variable S2i to the square of the corresponding Si , and n more add constraints finish
the job by expressing the equality of the sum of P 2 and all the S2i to the variableE, which
stands for the left hand side of our equation, in all operating regions.
We are now faced with the task of asking the question “Is there a tuple of the xi’s that
makes E = 0?” in such a way that the answer, if it could be computed, could be read off a
QSIM output. The easiest way of doing this is as follows: Run QSIM 2n times, each time
starting the simulation from a different operating region that does not include the segment
type ORIG in its name, and making sure that each of the QSIM variables representing
numerical constants are at their appropriate landmark values at the initial state. All the
Xi variables are to be specified to have the qualitative value 〈?, std〉, meaning that we do
not even know their signs, let alone their numerical values. As mentioned earlier, when its
input is specified incompletely, as in this case, QSIM is supposed to create all consistent
completions and start simulation from there. If QSIM were able to delete all inconsistent
completions and leave all and only the consistent ones in all cases, we would just need to
check whether any complete initial states were created in our 2n runs to solve Hilbert’s
tenth problem. All our inputs would be rejected as being inconsistent if and only if P has
no solutions in integers. Furthermore, in cases where some initial states survive, meaning
that P does have integer roots, we would also be able to see how many of the xi that form
a particular solution are even, and how many are odd, by simply reading the name of the
operating region of the surviving state: A zero-crossing of Si = sin PXi indicates an odd
value of Xi if and only if the segment is of type MINUS.
One may ask why we do not take segments of type ORIG into consideration as well
in this procedure. The reason is that the PLUS segment covers the possibility of crossing
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the origin anyway. The inclusion of regions with the ORIG segments in the overall system
model is required for declaring the knowledge that the sinusoidal relationships fi being
described necessarily pass through the origin, that is, to rule out the possibility of fi(0) = 0
for any i . (Another possible use of the ORIG segment could be for declaring that a
particular sine argument is in the interval [−π/2,π/2], and not anywhere else, at the initial
state of a simulation.)
3.6. “Nondeletable” spurious behaviors
One may argue that a QSIM prediction Bi starting with initial state QS(t0) can not be
called spurious if QS(t0) itself is mathematically inconsistent. After all, QSIM’s claim that
Bi is a possible behavior of the system is just a consequence of an assumption that the
initial state is QS(t0). Let us show that the construction of the previous subsection can
be modified to allow the solution to the polynomial P to be read off a simulation state
computed as a descendant of a consistent initial state.
We change the model of the previous subsection in the following way: Each of the
individual terms of P are multiplied by a variable V , resulting in the expression
NP = term1 · V + term2 · V + · · · + termm · V.
We then construct the model for
E =
n∑
i=1
sin2 π · xi +NP2(x1, x2, . . . , xn)= 0
using the techniques described earlier. We run QSIM for a total of 5n times. The complete
initial states for these runs are prepared by the following procedure:
Let the set S equal { 〈MINUS, (−∞,0)〉, 〈PLUS, (−∞,0)〉,
〈MINUS, (0,∞)〉, 〈PLUS, (0,∞)〉, 〈PLUS,0〉 }.
FOR all ways of assigning values from the set S to the variables
A1,A2, . . . ,An,
BEGIN
Create an initial state as follows:
The ith subscript of the name of the operating region of this initial
state has the value indicated in the first component of Ai ;
Variable Xi(t0) has the value 〈qmag, std〉, where qmag is the
magnitude indicated in the second component of Ai .
END
The remaining variables are initialized in the following way in all the initial states: All
qualitative directions, except that of V , are std. V is increasing. All the variables that we
created for representing numerical constants are set to their corresponding landmarks. All
the Si variables and V equal zero. Unique assignments are possible for all other variables.
All these initial states are consistent, since the polynomial NP is equal to zero, and the
sines being zero just constrain the Xi to be arbitrary integers with the given signs. Consider
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the simulations starting from these consistent states. In the state for time interval (t0, t1), V
will be positive, and the determination of whether candidate states with E = 0 are spurious
or not will have to involve the solution of our unsolvable problem. Any claim that all and
only the spurious states will be eliminated by QSIM at this step will be equivalent to saying
that QSIM has the capability mentioned in Hilbert’s tenth problem.
Since the argument above assumed nothing about the internal workings of the simulator,
we can conclude that no qualitative simulator whose input/output vocabulary is identical
to that of “pure” QSIM can be both sound and complete.
4. Concluding remarks
This paper resolved an open question about whether there exists a qualitative simulation
algorithm that predicts all and only qualitative behaviors that correspond to real solutions
of ordinary differential equations described by its input model. The answer turned out to be
negative; sound qualitative simulation is inherently incomplete. Perhaps counterintuitively,
the root cause of the problem is not the perceived weakness, but the actual power of the
qualitative representation, which enables one to formulate exact numerical equations as
input to the simulator. The problem is the inherent incompleteness of mathematics itself,
and there is not much that one can do about that.
It may be asked if it is possible to construct a sound and complete simulator employing
a weaker qualitative representation language. Clearly, reducing the representation’s power
too much (e.g., making it unable to distinguish between negatives and positives) would
render the program useless for practical purposes; so one has to examine a subset of the
representation space delimited by these considerations. Obviously, the deletion of all pure
QSIM features which are not used in the proof of the previous section (like the minus,
S, U , and multivariate constraints [7]) would still leave us with the same result of the
nonexistence of a sound and complete algorithm. Only one of the monotonic function
constraint types M+ and M− is essential to our argument, since each can be defined easily
in terms of the other one, two auxiliary variables, and the add and constant constraints:
A(t)= f1
(
B(t)
)
, f1 ∈M−
is equivalent to the conjunction of the constraints
A(t)= f2
(
C(t)
)
, f2 ∈M+,
D(t)= 0,
and
B(t)+C(t)=D(t).
Interestingly, even the deletion of the add constraint, used heavily in our proof, would
not reduce the representation power at all, as illustrated in Table 8. In that table, all three
monotonic functions are forced to be the natural logarithm function, and the constraint
set as a whole makes use of the identity D + J = ln(eD · eJ ) to represent the addition
relation D(t)+ J (t)=N(t) without using QSIM’s built-in add constraint. Therefore, the
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Table 8
Model fragment representing the relation D(t)+ J(t)=N(t)
Constraints Correspondences Conclusions
A(t)= a1
B(t) ∗A(t)=A(t) b1 ∗ a1 = a1 b1 = 1
d
dt B(t)=C(t)
d
dt D(t)=E(t)
D(t)= f1(B(t)), f1 ∈M+ f1 (b1)= 0
B(t) ∗E(t)= C(t) dDdB = 1B
G(t) ∗A(t)=A(t) g1 ∗ a1 = a1 g1 = 1
d
dt G(t)=H(t)
d
dt J (t)=K(t)
J (t)= f2(G(t)), f2 ∈M+ f2(g1)= 0
G(t) ∗K(t)=H(t) dJdG = 1G
L(t) ∗A(t)=A(t) l1 ∗ a1 = a1 l1 = 1
d
dt L(t)= P (t)
d
dt N(t)=Q(t)
N(t)= f3(L(t)), f3 ∈M+ f3(l1)= 0
L(t) ∗Q(t)= P (t) dNdL = 1L
B(t) ∗G(t)=L(t) L= eD · eJ
existence of the add constraint in the vocabulary is not necessary either to prove the result
of the previous section.
Of course, the incompleteness results reported here do not diminish the usefulness of
qualitative simulators when they are applied to the sort of incompletely specified problems
that they were originally designed to deal with. When one already possesses information
at the level of precision that the models in this paper contain, one should not employ a
qualitative reasoner anyway. Together with the hybrid schemes that smoothly integrate
signs, reals, [20] and intervals of reals, [1] the numerical and purely qualitative methods
continue to form the opposite ends of a spectrum of useful tools for scientists and engineers
dealing with problems at differing levels of precision.
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