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RESUMEN
HÖLDER LINEALIZACIÓN DEL TEOREMA GROBMAN-HARTMAN
JOSÉ HUMBERTO BRAVO VIDARTE
ENERO 2020
Asesora: ROXANA LÓPEZ CRUZ
Título Obtenido: Licenciado en Matemática Pura
El teorema de Grobman-Hartman, nos dice que el comportamiento cualitativo de un sistema di-
námico en una vecindad alrededor de un punto fijo hiperbólico cualitativamente tiene el mismo
comportamiento de su linealización cerca de un punto equilibrio, y más generalmente de una
sucesión de pequeñas perturbaciones de transformaciones lineales Lipschitziana hiperbólicas.
Sabemos que, no siempre para esos tipos de aplicaciones existen conjugaciones diferenciables,
al menos que estén sobre una superfície o no exista resonancia. Sin embargo, para poder dis-
tinguir por ejemplo diferentes tipos de nodos nos gustaría saber si la conjugación puede tener
mayor regularidad.
Nuestro principal objetivo es justamente presentar una prueba de la regularidad Cα, de las con-
jugaciones. Es decir, mostramos que la conjugación en el teorema de Grobman-Hartman es
siempre Hölder continua (y tiene su inversa Hölder continua).
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The Grobman-Hartman Theorem, tell us that the qualitative behavior of a dynamical system
in a neighborhood around a hyperbolic fixed point is qualitatively the same as the behavior of
its linearization around of the equilibrium point, and more generally of small perturbation of
hyperbolic Lipschitziana linear transformations. We know, unless we are on surface or there
exist no resonance, it is well-know that the conjugacy transformating the dynamics into a linear
one, in a neighborhood of the hyperbolic, need not be differentiable. However, we need to dis-
tinguish for example different types of nodes we would like to know if the conjugation can have
greater regularity.
Our main objective in this work is to present a proof of the regularity Cα of the conjugations.
That is, we show that the conjugation in the Grobman-Hartman theorem is always Hölder con-
tinues(and has its inverse Hölder continues).
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Introducción
Para este capítulo usaremos de manera próxima los excelentes libros [ASY97],
[Jac89]. El comportamento caótico de la mayoría de los Sistemas dinámicos no-
lineales es observado en experimentos y simulaciones computacionales en los
más diversos campos de la ciéncia. Muchos datos experimentales irregulares,
que anteriormente fuerón atribuídos a errores o ruídos, son, ahora reavaliados
para una explicación en términos de nuevos conceptos (Teoria de sistemas diná-
micos) ([ASY97]). La mayoría parte de los procesos naturales (viento, atmos-
fera, mar y sol) y no-naturales, o sea, ( los realizados por la humanidad,) son
sistemas considerados complejos, muy difíciles de ser predecidos detalladamen-
te debido al propio comportamiento. La dinámica de tales procesos pueden ser
analizadas através de modelos dinámicos los cuales, intentan expresar los prin-
cipales aspectos del fenómeno físico a ser estudiado en términos símbolicos,
para luego intentar tomar una decisión en base a esos modelos. Los modelos
dinámicos más comunes son:
Ecuaciones Diferenciales Ordinárias (EDO);
Ecuaciones Diferenciales Parciales(EDP);
Sistemas Dinámicos Discretos (SDD).
Como ejemplo de sistemas dinámicos tenemos.
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Dinámica en el
mundo real 
Este proceso de comprensión 
física del teórico  al intentar 
 describir  fenómenos reales
Dinámica no linear 
en el espacio de fase
de las variables físicas 
Figura 1.1: Modelos en la naturaleza. [Jac89]
Ecuaciones de “Lorenz”. Estas ecuaciones fuerón introducidas por Ed-
ward Lorenz [Lor63] con el objetivo de poder predecir el clima. Aunque
los resultados no fuerón como lo esperado, sin embargo, aportó bastante
información a la matemática que ahora es conocida como “caos”. Lorenz
percibió que para ciertos valores de los parámetros, el sistema nunca tiene
un comportamiento previsible a largo plazo, presentando sensibilidad a las
condiciones iniciales (efecto mariposa), y por eso, no es posible que pre-
visiones a largo plazo sean hechas a partir de datos obtenidos através de
medidas con sensores reales. Las ecuaciones de Lorenz son
x′ = σ(y − x)
y′ = ρx− y − xz
z′ = xy − βz,
(1.1)
σ, ρ y β constantes. Estas ecuaciones fuerón obtenidas de una simplifica-
ción del desarrollo en séries de poténcia de la ecuación de Navier-Stokes
para la previsión del tiempo. Este sistema presenta algún significado físi-
co para ρ ≈ 1, sin enbargo, Lorenz encontró comportamientos dinámicos
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Figura 1.2: Interpretación geométrica numérica de la ecuación de Lorenz. [GH83]
incomunes para σ = 10, ρ = 28 y β = 8
3
. Esto es, encontró un atractor
caótico, conocido como “La Mariposa de Lorenz”.
Transformación de “Ikeda” [Ike79, IDA80]. En física y matemáticas, la
transformación de Ikeda es un sistema dinámico de tiempo discreto dado
por
f(x, y) = ((A+B(x cosω)− y senω), B(x senω + y cosω)),
donde ω = K − E
1 + x2 + y2
.
Este sistema intenta describir la dinámica de una cavidad óptica en for-
ma de anillo que contiene un medio no lineal y es excitada por una fuente
externa de radiación coherente intensa, un láser. Esta ley dinámica, es utili-
zada en óptica no lineal. Para los paramétros A = 1, 0,B = 0, 9,K = 0, 9,
K = 0, 4 y E = 6, 0, este sistema es caótico.
Los ejemplos anteriores nos muestran que, tanto las ecuaciones diferenciales
y las transformaciones que gobiernan el movimento de los sistemas dinámicos
frecuentemente son bastante complicadas para describir su comportamiento di-
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Figura 1.3: AAtractor “Ikeda”. Fuente: https://is.gd/9F9JbM
námico, principalmente cuando los sistemas son no lineales. El estudio de los
sistemas no lineales, en general, es más complicado que los sistemas lineales.
En ciertas circunstancias, es posible usar métodos de la teoria lineal en el estudio
de los sistemas no lineales examinando el comportamiento local de movimentos
conocidos, un proceso para hacer dicho estudio es conocido como linealización.
Por esto la Teoria de Linealización constituye una herramienta fundamental
en sistemas dinámicos hiperbólicos que surge en el estudio de campo de vec-
tores y difeomorfismos en un punto fijo hiperbólico. Tal método fue investiga-
do por muchos autores ( [Har60a, Har60b, Har63], [Gro59], [Gro62], [Sel85],
[Ste57], [Ste58], [Ste59], [Sel85], [Bel78], [Bel73], [BR11]). Esta teoria co-
mienza con un campo vectorial o un difeomorfismo no-lineal definida proximo
de una singularidad, y busca condiciones suficientes para la existencia de un
buen sistema de coordenadas con la propiedad que el sistema dinámico sea li-
neal, escrito en términos de un nuevo sistema de coordenadas. Dada la teoria
de linealización es natural la questión de la regularidad del nuevo sistema de
coordenadas. Desafortunadamente, sabemos que si pretendemos encontrar li-
nealización con cambio de coordenadas suaves vamos encontrar dificultades
7dependendiendo de la relación entre los autovalores del sistema linearizado
(condiciones de no resonancia). Sin embargo, para poder distinguir los; por
ejemplo diferentes tipos de nodos nos gustaría saber si la conjugación puede
tener una mayor regularidad. Een este trabajo, siguiendo el artículo no publica-
do [BR11], pretendemos mostar que sobre las mismas condiciones del Teorema
de Grobman-Hartman [Har60b], [Gro59] existe una conjugación de clase Cα,
para algum 0 < α < 1. Para tal fin, en nuestro trabajo pretendemos hacer el
siguiente desarrollo:
Capítulo I: En este capítulo, presentaremos algunas definiciones básicas y re-
sultados importantes que serán usados como herramientas para motivar
nuestro trabajo.
Capítulo II: En este capítulo, enunciamos y probamos el Teorema de Grobman-
Hartman Para Sistemas Dinámicos Discretos, también daremos algunos
ejemplos que nos servirán como motivación para presentar el Teorema
Principal.
Capítulo III: En este capítulo,enunciamos y probamos el resultado principal
de la tesis, que sería mostrar la existencia de una conjugación de clase
Cα para puntos fijos hiperbólicos. Con este resultado tendríamos que la
conjugaciones del Teorema de Grobman-Hartman son Hölderianas. Luego,
daremos un ejemplo de aplicaión para un tipo de trasnformación de Henón.
Capítulo IV: En este capítulo,enunciamos y probamos el Teorema Grobman-
Hartman para Ecuaciones Diferenciales en Rn, (Campos Vectoriales en
R
n), para luego dar algunos ejemplos de aplicación, que nos ayuda a vi-
sualizar geometricamente l utilidad de este Teorema, en el final de este
capítulo daremos una utilización de este teorema para un tipo de ecuacio-
nes de Lorenz (“La Mariposa de Lorenz”).
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Preliminares
En este capítulo incluiremos las definiciones, las notaciones y los resultados bs´sicos que uti-
lizaremos a lo largo de este trabajo y de los cuales algunos nos serán de utilidad en los siguientes
capítulos. En primer lugar haremos un repaso de algunos resultados del cálculo diferencial en
espacios de Banach, después operadores lineales, normas adaptadas, isomorfismos hiperbólicos
y por último daremos nociones de sistemas dinámicos. Los resultados que veremos aquí pueden
consultarse en los libros de Castro[Cas09], Chicone[Chi99], Barreira-Valls [BV07], [BV12a],
Dieudonne [Die69] y Elon lages [Lim04].
2.1 Revisión de Espacios Métricos
En esta sección haremos un repaso de algunas definiciones y resultados de espacios métri-
cos.
Definición 2.1. (Métrica y espacio métrico). Considere un conjunto X 6= ∅. Decimos que el
par (X, d) es un espacio métrico si d : X × X 7−→ R es una función, llamada distancia o
métrica, tal que, para x1, x2, x3 ∈ X se tiene que:
d1) d(x1, x2) ≥ 0.
d2) d(x1, x2) = 0⇔ x1 = x2,
d3) d(x1, x2) = d(x2, x1),
d4) d(x1, x3) ≤ d(x1, x2)+d(x2, x3) (esta propiedad es llamada de desigualdad triangular).
A partir de la definición se puede probar que:
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i) d(x1, xn) ≤ d(x1, x2) + d(x2, x3) + . . .+ d(xn−1, xn), para x1, x2, . . . , xn ∈ X .
ii) | d(x1, x3)− d(x2, x3) |≤ d(x1, x2), para x1, x2, x3 ∈ X.
iii) Sea (X, d) un espacio métrico. Considere X˜ ⊂ X . Si definimos la función d˜(x˜1, x˜2) =
d(x˜1, x˜2), para x˜1, x˜2 ∈ X˜ . Se puede verificar que (X˜, d˜) es también un espacio métrico
y d˜ es llamada de métrica induzida por d a X˜ .
Definición 2.2. Consideremos un espacio métrico (X, d). Sea x ∈ X, y r > 0. Definimos la
bola abierta de centro x y radio r como el conjunto B(x; r) := {y ∈ X; d(x, y) < r}. También
definimos la bola cerrada B(x; r) := {y ∈ X; d(x, y) ≤ r} y la esfera S(x, r) := {y ∈
X; d(x, y) = r}.
Definimos el diámetro del conjunto A como diam(A) = sup{d(x, y) : x, y ∈ A}.
Definición 2.3. Sea (X, d) un espacio métrico. Un conjunto V ⊂ X se dice que es abierto si
para cada x ∈ V existe una bola abierta B(x; r) contenida en V . Es decir si para cada x ∈ V
existe r > 0 tal que B(x, r) ⊂ V .
Observación 2.1. SiA es la coleción de todos los conjuntos abiertos del espacio métrico (X, d),
tenemos las siguientes propiedades:
1. X, ∅ ∈ A.
2. Aα, α ∈ I ⇒
⋃
α∈I Aα ∈ A.
3. A1, . . . , An ∈ A ⇒ ∩ni=1Ai ∈ A.
Las tres propiedades hacen de A una topologia, y del par (X, d) un ejemplo de espacio topoló-
gico.
Definición 2.4. (Norma). Decimos que un par (E, ‖.‖) es un espacio normado si E es un
espacio vectorial y la función ‖.‖ : X → R, llamada norma, satisface para e y f :
(i) ‖e‖ ≥ 0.
(ii) ||e|| = 0⇔ e = 0.
(iii) ||λe|| = |λ|||e||.
(iv) ||e+ f || ≤ ||e||+ ||f || (desigualdad triangular).
Cuando no se tiene la condición (ii), la función ‖.‖ se dice que es una semi-norma.
Observación 2.2.
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1) Se tiene que todo espacio normado es un espacio métrico, pues, dado (X, ‖.‖), definimos
d(x, y) = ‖x− y‖.
2) Mas el recíproco del item anterior no vale, es decir, no todo espacio métrico es normado.
Para ver esto podemos considerar el siguiente espacio vectorial X = {(a1, . . . , an), . . . :
an ∈ C} sobre el cuerpo C. Sobre este espacio definimos la función
d(x, y) =
∞∑
i=1
1
2i
.
|ai − bi|
1 + |ai − bi| ,
lo cual se puede verificar que (X, d) es espacio métrico. También podemos probar que
λ ∈ C, d(λx, λy) 6= |λ|d(x, y), esto quiere decir, que si definiéramos la “norma” a partir
de esta distancia, se tendría que ‖λx − λy‖ 6= |λ|‖x − y‖, esto nos dice que (X, ‖.‖) no
es un espacio normado.
Definición 2.5 (Sucesión y sub-sucesión). Sea X um conjunto cualquier. Una sucesión en X
es una aplicación x : N → X. Denotaremos por xj := x(j) y x := (xj). Sea la sucesión
x : N→ X , decimos que (xjk) es sub-sucesión de (xj) si xjk ∈ N y N̂ = {j1 < j2 < . . .}.
Definición 2.6 (Sucesión convergente). Una sucesión (xj) en un espacio métrico (X; d) es
llamada convergente en x ∈ x si para cualquier bola abierta B con x ∈ B, tenemos un
número finito de índices j tales que xj /∈ B. En otras palabras, dado una bola aberta B ⊂ X
con x ∈ B, existe nB tal que xj ∈ B; n > nB. Escribimos xj → X cuando j → +∞, o
simplemente xj → y para denotar que la sucesión (xj) converge a X ∈ X.
Decimos que una sub-sucesión (xjk) es convergente si la sucesión x : N→ X definida por
yk := xjk , para k ∈ N converge.
Definición 2.7 (Sucesión de Cauchy). Sea (X, d) un espacio métrico. Una sucesión (xn),
xn ∈ X; n ∈ N es llamada sucesión de Cauchy si dado un número real ǫ > 0, existe n0 ∈ N
tal que para todosm, j ∈ N, conm ≥ n0 y j ≥ n0 tenemos d(xm; xj) < ǫ.
Intuitivamente, decir que (yn) es una sucesión de Cauchy significa decir que sus términos
estan más y más cercanos para los índices n suficientemente grandes.
Definición 2.8 (Aplicación continua). Sean (X; d) y (X̂; d̂) espacios métricos. Una aplicación
f : X → X̂ es llamada continua en un punto x ∈ X, si dado ǫ > 0, existe α > 0 tal que para
y ∈ X , si d(x; y) < α implica d̂(f(x); f(y)) < ǫ.
La aplicación f : X → X̂ es llamada continua si es continua en cada punto x ∈ X.
Es inmediato de la definición anterior que una aplicación f : X → X̂ es continua, si, y
solamente si, la pre-imagen de cualquier abierto de X̂ es siempre un subconjunto abierto de X.
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Observación 2.3. Aún en contextos métricos, es posible probar que una aplicación f : X → X̂
es continua en x ∈ X si y solamente si f es sucesiónlmente continua en x ∈ X.
Recordando que, la función f sucesiónlmente continua en x ∈ X si dada una sucesión (xn),
xn ∈ X tal que xn → x, n→∞ entonces l´ımn→∞(f(xn)) = f(x).
Definición 2.9 (Espacio métrico completo, Fréchet, 1906). Un espacio métrico (X, d) es
dicho completo si toda sucesión de Cauchy (xn), xn ∈ X , es convergente para un punto x ∈ X.
Definición 2.10 (Espacio de Banach). Decimos que un espacio vectorial normado es un espa-
cio de Banach si la métrica inducida de la norma es completa.
Ejemplo 2.1. Sea X = Rk, y ‖·‖ : Rk → [0;∞) una norma cualquiera. Entonces, el espacio X
con la métrica dada por d(v, w) := ||v − w||, v, w ∈ Rk es un espacio métrico completo, y por
tanto, un espacio de Banach. Tal hecho se sigue de que toda sucesión acotada en Rk posee una
sub-sucesión convergente (Teorema de Bolzano-Weierstrass).
Definición 2.11. Sea X un conjunto y (Y, d) un espacio métrico. Considere
F(X, Y ) := {f : X 7→ Y ; f es acotada}.
Si definimos la función d∞ : F(X, Y )×F(X, Y )→ [0;∞), como
d∞(f, g) = sup{d(f(x); g(x)); x ∈ X}
. Se tiene que d∞ es una métrica de F(X, Y ), llamada distancia de la convergencia uniforme.
Sabemos que si X˜ es um espacio métrico completo, entonces F(X, X˜) también un espacio
métrico completo.
Ejemplo 2.2. SeaX un conjunto cualquier, y sea (E, ‖·‖) un espacio de Banach. Defina el con-
junto F = F(X,E) := {f : X 7→ E; f es acotada}. Entonces, tenemos que la aplicación
‖·‖∞ : F → [0;∞) definida como ||f ||∞ = sup{f(x) : x ∈ X} es una norma de F , llamada
de norma de la convergencia uniforme, o norma del “sup”. Se prueba que F es un espacio de
Banach.
Definición 2.12 (Aplicación Lipschitziana). Sean (X, d) y (X̂, d̂) dos espacios métricos. Una
función F : X → X̂ es llamada Lipschitziana o simplemente Lipschitz, si existe C ≥ 0, de
modo que d̂(F (x1);F (x2)) ≤ Cd(x1, x2), para todo x1, x2 ∈ X. Llamamos K de constante
de Lipschitz de la función F . El ínfimo de las constantes de Lipschitz de F será denotado por
Lip(F ), el cual es una constante de Lipschitz.
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Observación 2.4.
1. Notemos que las aplicaciones Lipschitzianas son continuas. En efecto, Si F es Lips-
chitziana, suponiendo sin perdida de generalidad que C > 0, sea x ∈ X , ǫ > 0, y
tomando δ = ǫ
K
, se tiene d(F (x);F (y)) < ǫ, siempre que d(x, y) < δ.
2. Denotemos K(M) el subconjunto de las aplicaciones continuas ϕ ∈ F(E,E) satisfa-
ciendo
‖ϕ(x′)− ϕ(x′′)‖ ≤M‖x′ − x′′‖α.
Entonces se tiene que K(M) es un conjunto cerrado. De hecho, sea ϕn ∈ K(M) tal que
l´ım
n→∞
= ϕ, desde que
‖ϕn(x′)− ϕn(x′′)‖ ≤M‖x′ − x′′‖α.
Entonces, tomando limites en ambos lados, obtenemos
‖ϕ(x′)− ϕ(x′′)‖ ≤M‖x′ − x′′‖α.
Así, ϕ ∈ K(M), lo que prueba que K(M) = K(M), lo que concluye la observación.
Observación 2.5. Si X, Y y Z son espacios métricos, con f : X → Y y g : Y → Z ambas
Lipschitzianas, entonces la compuesta h = g ◦ f : X → Z también es Lipschitz con
Lip(g ◦ f) ≤ Lip(g) · Lip(f).
Una subclase importante de aplicaciones Lipschitz es constituida por las contracciones de
um espacio métrico, que definimos a seguir.
Definición 2.13 (Contracción). Considere (X, d) un espacio métrico. Decimos que una función
F : X → X es una contracción si existe 0 ≤ K < 1 tal que d(F (x);F (y)) ≤ Kd(x; y)
x, y ∈ X.
Teorema 2.1 (Punto fijo de Banach-Caciopoli). Considere un espacio métrico completo (X, d)
y sea T : X → X una contracción. Entonces, existe un único punto fijo x0 ∈ X, esto es,
x0 = T (x0). Además de eso, si x1 ∈ X, entonces T n(x1)→ x0, cuando n→∞.
Demostración:
Sea y ∈ X y considere la sucesión xn = T n(y) = T (xn−1), n ∈ N, entonces
d(xn+1, xn) = d(T (xn), T (xn−1)) ≤ θd(xn, xn−1) ≤ . . . ≤ θnd(T (y), y).
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Luego,
d(xn+m, xn) ≤
n+m−1∑
j=n
d(xj+1, xj) ≤
n+m∑
j=n
θjd(T (y), y) ≤ θ
n
1− θd(T (y), y).
Por tanto xn es una sucesión de Cauchy en X y converge para un cierto x0, pues M es
completo.
Devido a la continuidad de T , y pasando al limite en la relación xn = T (xn−1) obtenemos
x0 = T (x0).
Ahora probaremos la unicidad del punto fijo. Si z ∈ M es tal que z = T (z), entonces
d(x0, z) = d(T (x0), T (z)) ≤ θd(x0, z), luego x0 = z, desde 0 < θ < 1.
Desde que y fue arbitrário y x0 es el único punto fijo, las cuentas hechas anteriormente nos
muestran que T n(x1)→ x0, para x1 ∈ X . 
Del teorema anterior se tiene imediatamente el siguiente corolário.
Corolário 2.1. Considere un espacio métrico completo (X, d) y T : X → X una función
continua tal que T k sea una contración para algún k ∈ N. Entonces existe un único punto fijo
x0 ∈ X de T y para cualquier x1 ∈ X , tenemos T n(x0)→ x0.
2.2 Revisión de Cálculo Diferencial en Espacios de Banach
En esta sección haremos un repaso de algunas definiciones y resultados de cálculo diferen-
cial en espacios de Banach.
Sean E,F espacios de Banach sobre el mismo cuerpo K onde K = R o C. Indicamos con
U un subconjunto abierto de E y ‖.‖ denota la norma en ambos espacios.
Definición 2.14. La función f : U → F es llamada (Fréchet) diferenciable en a ∈ U si existe
una función lineal continua T : E → E, tal que:
l´ım
h→0
||f(a+ h)− f(a) + T (h)||
||h|| = 0.
La función T es llamada “derivada de f en a,” y seródenotada por Df(a) o f ′(a).
Observación 2.6. Algunos autores incluyen la continuidad de la función f en a, en la definición,
de diferenciabilidad en a, suponiendo apenas que Df(a) sea lineal, y luego concluyen que
Df(a) es continua. Es otro punto de vista equivalente.
Definición 2.15. La función f : U ⊂ E → F es diferenciable en U si f es diferenciable en
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todos los puntos de U . Neste caso, la aplicación
Df : U → F
x → Df(x)
es llamada la derivada de f en U y representada por Df .
Proposición 2.1. Sea f : U → E una función diferenciable en a ∈ U , v ∈ E, el conjunto
V := Va,v = {t ∈ K| a + tv ∈ U}. Entonces, V es un conjunto abierto en K, 0 ∈ V y la
función:
ga,v : V −→ K
t → ga,v(t) := f(a+ tv)
es diferenciable en 0 y satisface
d
dt
f(a+ tv)|t=0 = f
′(a)v.
Demostración: Para v = 0 se ve facilmente que Va,0 es abierto y Df(a)0 = 0. Ahora, supon-
gamos que v 6= 0 y definamos la función
α : V → K
dada por
α(t) :=
∥∥∥∥1t (f(a+ tv)− f(a))−Df(a)v
∥∥∥∥
=
1
|t| ‖f(a+ tv)− f(a)− f
′(a)tv‖ .
Para t 6= 0 es suficiente probar que:
l´ım
t→0
α(t) = 0.
Sea ǫ > 0, y definamos ǫ1 = ǫ||v|| > 0. Desde que, f es diferenciable en a existe δ1 tal que
||f(a+ tv)− f(a)− f ′(a)h||
||h|| < ǫ1,
donde 0 < ||h|| < δ1.
Si definimos δ = δ1||v|| . Si |t| < δ1, entonces ||tv|| < δ y
‖f(a+ tv)− f(a)−Df(a)tv‖
|t|||v|| < ǫ1.
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De ahí, obtenemos que α(t) ≤ ǫ siempre que |t| < δ. Lo que termina la prueba. 
Corolário 2.2. Si f : U ⊂ E → F es diferenciable en U, entonces la derivada de f en U
f ′ = Df : U → F
x → Df(x)
es una función.
Observación 2.7. Sean X, Y,Xi, Yi espacios de Banach, entonces tenemos las siguientes pro-
priedades:
1. Si f : X → Y es diferenciable en a ∈ X , entonces f es continua en a.
2. Sean f : X → Y y g : Y → Z diferenciables, entonces h = g ◦ f es diferenciable, y su
derivada es dada por la regla de la cadena
h′(x) = g′(f(x))f ′(x).
3. Sean f1 : X → Y1, · · · , fn : X → Yn, funciones y f : X → Y1 × · · · × Yn dada por
f(x) = (f1(x), · · · , fn(x)), entonces f es diferenciable si, solamente si, f1, · · · , fn son
diferenciables.
4. Si f : X → Y es una transformación lineal continua, entonces f ′(x) = f, para x ∈ X.
5. Sea f : U ⊂ X → Y, una función k-veces continuamente diferenciable. Definimos la
Ck-norma por
||f ||k = ||f ||0 + ||f ′||0 + · · · ||fk||0,
donde || · ||0 es la norma usual del supremo, por ejemplo,
||f ||0 = sup
x∈U
{f(x)}
y
‖f ′‖0 = sup
u∈U
( sup
||x||=1
||f ′(u)x||).
Denotaremos por L(E,F ) el espacio de Banach de las transformaciones lineales continuas
de E en F .
Definición 2.16 (Derivada parcial). Supongamos que E,E1, E2 y F son espacios de Banach,
y U ⊂ E. Considere E = E1 ⊕ E2 y f : U → F una función. Las derivadas parciales de f en
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el punto (a, b) ∈ U son aplicaciones lineales ∂1f(a, b) : E1 → F , ∂2(a, b) : E2 → F , definidas
por las siguientes relaciones:
f(a+ h, b) = f(a, b) + ∂1(a, b)h+ r1(h), l´ım
h→0
r1(h)
|h| = 0,
f(a, b+ k) = f(a, b) + ∂2f(a, b) + r2(k), l´ım
t→0
r2(k)
|k| = 0.
Observación 2.8.
1. Note que la función f puede poseer una, ambas, o ninguna de las derivadas parciales
∂1f(a, b), ∂2f(a, b) en un punto (a, b) ∈ U.
2. También usamos las notacionesD1f(a, b) =
∂f
∂x
(a, b) ∈ L(E1, F ) eD2f(a, b) = ∂f∂x(a, b) ∈
L(E2, F ) para las derivadas parciales.
3. La derivada parcial D1f(a, b), caso exista, es la derivada de la “función parcial” g :
E1 ∩ U → F, g(x) = f(x, b) en el punto a ∈ E1, analogamente para D2f(a, b) si existe
la derivada de la “función parcial” h : E2 ∩ U → F, h(x) = f(a, x).
4. Si la función f : U → F es diferenciable en el punto c ∈ U, entonces, para cualquier
descomposición en suma directa E = E1 ⊕ E2, con c = (a, b), a ∈ E1, b ∈ E2, las
derivadas parciales ∂1f(x), ∂2f(x) existen, y
f ′(c).(h, k) = ∂1f(c).h+ ∂2f(c).k
En otras palabras, ∂1f(c) = f ′(c)|E1 , ∂2f(c) = f
′(c)|E2 .
La reciproca es falsa, si consideramos la descomposición en suma directa usual R2 =
E ⊕ F , onde E = eje x y F = eje y. La función f : R2 → R, definida por:
f(x, y) =

x2y
(x2 + y2)
, (x, y) 6= (0, 0)
0, (x, y) = (0, 0),
tiene en el origen c = (0, 0) las derivadas parciales ∂1f(c) = 0 y ∂2f(c) = 0, mas f no
es diferenciable en el origen.
Lema 2.1. Sea F un espacio de Banach y sean las funciones diferenciables f : [a, b] → F y
g : [a, b]→ R, con ‖f ′(t)‖ ≤ g′(t) para todo t ∈ [a, b] y g′(t) > 0 para todo t ∈ (a, b); entonces
‖f(b)− f(a)‖ ≤ g(b)− g(a).
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Demostración: Consideremos el conjunto
X = {t ∈ [a, b]; ‖f(t)− f(a)‖ ≤ g(t)− g(a) + ǫt+ ǫ}.
Notemos que 0 ∈ X, así X 6= ∅. Por otro lado por la continuidad de f y g, entonces existe un
c > a tal que [a, c]. De ahí obtenemos que el supX > a.
Vamos a verificar que supX = b. De hecho, tenemos que a < supX ≤ b y por la con-
tinuidad de f y g que X es un conjunto cerrado. Así, desde que, supX ∈ X = X , entonces
supX ∈ X .
Afirmación: Si a < s = sup < b, entonces existe h > 0 tal que s+ h ∈ X.
Si la afirmación es probada, esto nos lleva a una contradicción con la definición de supre-
mo. Esto prueba que b ∈ X , obteniendo el resultado deseado.
Ahora, vamos a probar la Afirmación. Como f es diferenciable en s, entonces para ǫ > 0
existe un δ > 0 tal que se 0 < h < δ de modo que∥∥∥∥f(s+ h)− f(s)h − f ′(s)
∥∥∥∥ < ǫ2 .
De aquí, ∥∥∥∥f(s+ h)− f(s)h
∥∥∥∥− ǫ2 < ‖f ′(s)‖. (2.1)
De forma similar, obtenemos
− g(s+ h)− g(s)
h
+ g′(s) <
ǫ
2
. (2.2)
Por tanto de la Ecs. (2.1) y (2.2) y la condición ‖f ′(t)‖ ≤ g′(t) tenemos,
‖f(s+ h)− f(s)‖
h
<
ǫh+ g(s+ h)− g(s)
h
,
lo que nos lleva a ∥∥∥∥f(s+ h)− f(s)h
∥∥∥∥ < ǫh+ g(s+ h)− g(s).
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De aquí y del hecho que s ∈ X, obtenemos que
‖f(s+ h)− f(s) + f(s)− f(a)‖ ≤ ‖f(s+ h)− f(s)‖+ ‖f(s)− f(a)‖
< ǫh+ g(s+ h)− g(s) + ‖f(s)− f(a)‖
< ǫh+ g(s+ h)− g(s) + g(s)− g(a) + ǫs+ ǫ
< ǫ(s+ h) + g(s+ h)− g(a) + ǫ.
Entonces s+ h ∈ X, lo que prueba la afirmación. Por tanto, terminamos la demostración
del lema.

Teorema 2.2 (Desigualdad del valor médio I). Sea F un espacio de Banach y f : [0, 1] → F
un camino continuo y diferenciable en el abierto (p, q). Si |f ′(t)| ≤M para t ∈ (p, q), entonces
‖f(p)− f(q) |≤M.(q − p)‖.
Demostración: Se sigue inmediatamente del Lema anterior, considerando la función g(t) =
Mt. 
Teorema 2.3 (Desigualdade del valor médio II). Considere los espacios de Banach E, F y
f : U ⊂ E → F una función. Si f es continua en el segmento de recta [a, a + h] ⊂ U y f
diferenciable en todos los puntos del segmento abierto (a, a+ h), entonces
‖f(a+ h)− f(a)‖ ≤| h | . sup
0<t<1
‖f(t)‖.
Demostración: Definamos el camino g : [0, 1] → F , g(t) = f(a + th), tenemos que g es
continua en [0, 1] y diferenciable em (0, 1), con g(0) = f(a), g(1) = f(a + h). Por la regla de
la cadena, g′(t) = f ′(a+ th)h y tomando la norma en ambos lados obtenemos
‖g′(t)‖ ≤ ‖f ′(a+ th)h‖ ≤ sup
0<t<1
‖f ′(a+ th)‖‖h‖.
Por el teorema del valor médio para caminos obtenemos que
‖g(1)− g(0)‖ ≤ sup
0<t<1
‖f ′(a+ th)‖‖h‖.
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Corolário 2.3. Sea U ⊂ F abierto y convexo. Si f : U → F es diferenciable, tal que ‖f ′(x)‖ ≤
M para todo x ∈ U, entonces f es Lipschitziana, con
‖f(y)− f(x)‖ ≤M‖x− y‖,
para cualquier x, y ∈ U .
Demostración: En efecto, desde que f es continua en U y x, y ∈ U. Entonces [x, y] ⊂ U , por
la convexidad. Luego por la desigualdad del valor médio obtenemos el resultado deseado. 
Teorema 2.4 (Teorema fundamental del cálculo). Sean E,F espacios de Banach, y sea U un
abierto tal que U ⊂ E. Considere f : U → F una función de clase C1 y [x, y] ⊂ U . Entonces
f(x+ y) = f(x) +
∫ 1
0
Df(x+ ty)dt.
Demostración: Defina la función g(t) : [0, 1]→ F , dada por g(t) = f(x+ ty), entonces por la
regla de la cadena se tiene que g′(t) = Df(x + ty)y. Ahora, considere la función h : [0, 1] →
F, h(t) = f(x)+
∫ t
0
f(x+sy)ds. Así para 0 < t < 1 se tiene que h′(t) = Df(x+ ty).y. Luego,
por la continuidade de Df y por el o Corolário 2.3 se obtiene que g − h es constante, pues g, h
son continuas sobre [0, 1], desde que g(0) = h(0) = 0, entonces g(1) = h(1). 
2.3 Operadores Lineales Acotados
En esta sección presentaremos algunas definiciones y resultados principales de operadores
lineales acotados en espacio de Banach, que nos servirán de apoyo para los siguientes capítulos.
Para este fin, usaremos de manera próxima los libros de Diudonné [Die69], Irwin [Irw01], las
notas de Alves [Alv14] y el artículo de Cabré-Fontich-de la Llave [Cab03].
Definición 2.17. Considere un espacio de Banach sobre R o C con norma ‖.‖. Decimos que un
operador lineal es acotado si
‖T‖ ≡ sup
x 6=0
‖Tx‖
‖x‖ = sup‖x‖≤1‖Tx‖ <∞,
y definimos
L(E) = {T : E → E | T es lineal y acotado}.
Notemos que el conjunto L(E) es un espacio de Bancach con la norma ‖T‖, pues E es un
espacio de Banch
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Lema 2.2. Sean E un espacio de Banach, T ∈ L(E) y S ∈ L(E) isomorfismo. Entonces,
1. si
∑∞
n=0 T
n converge, entonces (I − T ) es invertible y (I − T )−1 =∑∞n=0 T n;
2. si ‖T‖ ≤ a < 1, entonces (I−T ) es invertible y (I−T )−1 =∑∞n=0 T n y ‖(I−T )−1‖ ≤
1/(1− a);
3. si ‖S−1‖ ≤ a < 1, entonces (I − S) es invertible y ‖(I − S)−1‖ ≤ a/(1− a).
Definición 2.18 (Espectro y resolvente de un operador lineal). Sea E un espacio vectorial
normado complejo y sea T : E → E un operador lineal acotado. Definimos el espectro de T
como el conjunto
σ(T ) := {µ ∈ C : (I − µT ) no es invertible}
y el conjunto resolvente de T como ρ(T ) := C\σ(T ).
Dado λ ∈ ρ(T ), el operador resolvente de T en µ es definido como Rµ(T ) = (µI − T )−1.
Observación 2.9.
Note que la definición de espectro de T es independiente de la métrica o norma deE, mas
apenas de T , esto es, si (T − µI) es o no sobrejetivo e inyectivo.
De la misma forma que en dimensión finita, el complejicado de T es el operador lineal
TC : E×E → E×E definido por: TC(v, w) = (Tv, Tw). Además, vemos EC := E×E
como un espacio complejo, de la forma x+ iy, x ∈ E e y ∈ E, con norma ‖x+ iy‖C =√‖x‖2 + ‖y‖2.
Se puede probar que ‖.‖C define una norma en EC, tal que
ma´x{‖x‖, ‖y‖} ≤ ‖x+ iy‖ ≤ ‖x‖+ ‖y‖.
Considere es un espacio de Banach real E con norma ‖.‖, entonces EC es también un
espacio de Banach complejo con norma ‖.‖C.
Se tiene que ‖TC‖C = ‖T‖.
Si E es un espacio de Banach real. La aplicación L(E) ∋ T 7→ TC ∈ L(EC) es continua.
Sea T ∈ L(E), donde E es un espacio de Banach real, definimos su espectro σ(T ) como
o espectro de su complejización, esto es,
σ(T ) := σ(TC).
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Vamos a identificar T con TC|E×0. En algunas momentos de este trabajo, quando no haya
posibilidad de confusión, usaremos la misma letra para T y su complejicado.
Vale la pena señalar que por el Teorema de la aplicación abierta tenemos que Rλ(T ) es
un operador lineal acotado para cualquier T ∈ L(E) y λ ∈ ρ(T ). Además, si λ es un
autovalor de T , entonces λ ∈ σ(T ).
Recordando que un aplicación lineal de un espacio dimensional finito en si mismo es
invertible si y solo si la aplicación es inyectiva, tenemos que el espectro de un operador
lineal en un espacio vectorial complejo de dimensión finita coincide con el conjunto de
autovalores de ese operador. Sin embargo, en espacios dimensionales infinitos podemos
tener elementos en el espectro de un operador que no son autovalores, como lo ilustra el
siguiente ejemplo.
Ejemplo 2.3. Considere el espacio vectorial de sucesiones absolutamente sumables en C
l1 = {(x1, x2, x3, . . .) : xn ∈ C y
∑
n≥1
|xn| <∞}.
Se tiene que ‖(x1, x2, x3, . . .)‖ =
∑
n≥1
|xn| define una norma en l1, y con esta norma l1 es
un espacio de Banach. Definamos el operador lineal T : l1 → l1, donde T (x1, x2, . . .) =
(0, x1, x2, . . .). Es claro que 0I − T= −T no es invertible, por lo que 0 ∈ σ(A). Sin
embargo, 0 no es un un autovalor de A.
Sea E un espacio de Banach. Denotamos por GL(E) el conjunto de todos los elementos en
L(E) que son invertibles. Teniendo en cuenta el teorema de la aplicación abierta tenemos que
A−1 ∈ GL(E), siempre que A ∈ GL(E).
A continuación, damos un resultado sobre el espectro de operadores inversos y conjugados,
que es bien conocido para isomorfismos de espacios en dimensión finita.
Lema 2.3. Sea F un espacio vectorial normado complejo y sean S, T : F → F isomorfismos
lineales. Entonces:
1. σ(S−1) = { 1
µ
: µ ∈ σ(S)};
2. σ(S) = σ(TST−1).
Demostración: En primer lugar, observe que como T es invertible, entonces 0 /∈ σ(T ). Ade-
más, tenemos para µ 6= 0
µI − S = −µS
(
1
µ
I − S−1
)
.
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Por lo tanto, si S ∈ GL(E), entonces (Iµ− S) es invertible si y solo si
(
1
µ
I − S−1
)
es inver-
tible. Esto Prueba la primera afirmación.
Dados T ∈ GL(E) y µ ∈ C, tenemos que
µI − TST−1 = T (µI − S)T−1.
De aquí, µI − TST−1 es invertible si y solo si µI − S es invertible. 
En el siguiente resultado consideramos funciones analíticas definidas en algún conjunto
abierto del plano complejo y tomando valores en un espacio de Banach complejo. Esencial-
mente todas las definiciones principales y resultados de la teoría de funciones complejas, como
Integrales de contorno, Teorema de Residuos y el Teorema de Liouville siguen siendo válidos
en este contexto más general; ver [Die69].
Teorema 2.5. Considere un espacio de Banach complejo E y T ∈ L(E). Entonces:
1. ρ(T ) es un conjunto abierto y {λ ∈ C : |λ| > ‖T‖} ⊂ ρ(T );
2. Rλ(T ) = 1λ
∑∞
n=0
Tn
λn
, para |λ| > ‖T‖;
3. λ ∈ ρ(T ) 7→ Rλ(T ) es una función analítica;
4. σ(T ) es compacto y σ(T ) ⊂ {|z| ≤ ‖T‖}.
Definición 2.19. Considere un espacio de Banach complejo E. Definimos el radio espectral de
un operador lineal A ∈ L(E) como
r(A) := sup
µ∈σ(A)
|µ|.
Observación 2.10. Del Teorema anterior tenemos que r(A) ≤ ‖A‖.
Sea E un espacio de Banach complejo y T ∈ L(E). Entonces el siguiente resultado muestra
que si el espectro de un operador en un espacio complejo de Banach se puede dividir en dos
partes compactas disjuntas, entonces correspondiendo a dicha división en el espectro hay una
división en el espacio.
Teorema 2.6 (Descomposición espectral). SeaE un espacio de Banach complejo y T ∈ L(E).
Asuma que σ(T ) = σ1 ∪ σ2 son conjuntos compactos disjuntos. Entonces, existen espacios
cerrados E1, E2 con
1. E = E1 ⊕ E2;
2. T (E1) ⊂ E1 y T (E2) ⊂ E2;
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3. σ(T|E1) = σ1 y σ(T|E2) = σ2.
En el siguiente resultado, establecemos una caracterización útil de las contracciones en es-
pacios complejos de Banach.
Proposición 2.2. SeaE un espacio de Banach complejo y T ∈ L(E). La siguientes condiciones
son equivalentes:
1. σ(T ) < 1;
2. existe una norma |.| equivalente a ‖.‖ tal que |T | < 1;
3. existen C > 0 y 0 < λ < 1 tal que ‖T nx‖ ≤ Cλn‖x‖ para todo x ∈ E y n ∈ N.
Teorema 2.7 (Fórmula de radio espectral de Gelfand [NJD58]). SeaE un espacio de Banach
complejo y T ∈ L(E). Entonces
r(T ) = l´ım
n→∞
‖T n‖1/n = ı´nf
n≥1
‖T n‖1/n.
2.3.1 Normas Adaptadas
A seguir daremos algunos teoremas con respecto a normas adaptadas que serán muy útiles
en la prueba del Teorema Principal.
Teorema 2.8 (Fórmula de radio espectral de Holmes [Hol68]). Sea N el conjunt o de todas
las normas en L(E) inducidas por las normas en E equivalente a la norma dada |.|. Entonces
r(T ) = ı´nf{‖T‖ : ‖.‖ ∈ N}.
Como una consecuencia de este Teorema tenemos el siguiente resultado bastante útil.
Corolário 2.4. Sea E un espacio de Banach complejo y T ∈ L(E). Entonces, dado ǫ > 0
podemos encontrar una norma ‖.‖ǫ equivalente a la norma original, tal que
‖T‖ǫ < r(T ) + ǫ.
Decimos que la norma ‖.‖ǫ es ǫ-adaptada para T
Combinando este Corólario y la fórmula de radio espectral de Gelfand tenemos el siguiente
corolário.
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Corolário 2.5 ([Cab03]). Sea E un espacio de Banach complejo y T ∈ L(E) un isomorfismo.
Entonces, podemos encontrar una norma ‖.‖ǫ ǫ-adaptada para T y T−1 simultaneamente, esto
es,
‖T‖ǫ ≤ r(T ) + ǫ, ‖T−1‖ǫ ≤ r(T−1) + ǫ.
A seguir tenemos un resultado más general.
Teorema 2.9 ([Cab03]). SeaX un espacio de Banach, tal queX = X1⊕X2 es la suma directa
de dos espacios cerrados, y sea A ∈ L(X) tal que
A =
(
A1 B
0 A2
)
,
con respecto a la descoposición arriba. Entonces,
(a) r(A) = ma´x{r(A1), r(A2)}.
(b) A−1 =
(
A−11 A
−1
1 BA
−1
2
0 A−12
)
.
(c) r(A−1) = ma´x{r(A−11 ), r(A−12 )}.
(d) Asuma A1 y A2 invertibles. Entonces, para cualquier ǫ > 0, existe una norma ‖.‖ǫ en X
el cual es equivalente a la norma original y tal que
‖A1‖ǫ ≤ r(A1) + ǫ, ‖A−11 ‖ǫ ≤ r(A−11 ) + ǫ,
‖A2‖ǫ ≤ r(A2) + ǫ, ‖A−12 ‖ǫ ≤ r(A−12 ) + ǫ,
‖A‖ǫ ≤ r(A) + ǫ ‖A−1‖ǫ ≤ r(A−1) + ǫ,
y
‖B‖ǫ ≤ ǫ.
2.3.2 Isomorfismos Hiperbólicos
A continuación pasaremos a estudiar una clase importante de subconjunto de GL(E), lla-
mado de isomorfismos hiperbólicos. Recuerde que que GL(E) denota el conjunto de todos los
elementos en L(E) que son invertibles.
Definición 2.20 (Isomorfismos hiperbólicos). Sea E un espacio de Banach. Decimos que A ∈
GL(E) es hiperbólico si
σ(A) ∩ S1 = ∅,
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donde S1 = {z ∈ K : ‖z‖ = 1}.
Definimos H(E) = {A ∈ GL(E) : A es hiperbólico}.
Observación 2.11. Usando el Lema 2.2, tenemos que si H ∈ H(E), entonces (I − H) es
invertible y
‖(I −H)−1‖ ≤ ‖H
−1‖
1− ‖H‖−1 .
Proposición 2.3. Considere E un espacio de Banach. Entonces H(E) es un conjunto abierto
de GL(E)
Definición 2.21. Definimos el espacio estable de A ∈ GL(E) como
Es = {x ∈ E : l´ım
n→∞
Anx = 0},
y espacio inestable de A ∈ GL(E) como
Eu = {x ∈ E : l´ım
n→∞
A−nx = 0}.
Observación 2.12. Podemos verificar que los espacios Es y Eu son subespacios lineales inva-
riantes por A,
A(Es) = Es, A(Eu) = Eu.
El siguiente resultado muestra que los espacios estables e inestables son complementarios
cuando el isomorfismo es hiperbólico. Claramente, esto no es necesariamente cierto sin la hi-
pótesis de la hiperbolicidad, incluso en dimensión finita.
Teorema 2.10 (). Sea E un espacio de Banach y A ∈ H(E). Entonces E = Es ⊕ Eu, donde
Es y Eu son conjuntos cerrados.
Definición 2.22. Sea E un espacio de Banach y A ∈ H(E). Vamos a llamar E = Es ⊕ Eu de
descompisción hiperbólica de A, y denotamos As = A|Es y Au = A|Eu .
Definición 2.23. Considere (E, ‖.‖) un espacio normado y E = Es ⊕ Eu la descomposición
hiperbólica de A ∈ H(E). Decimos que la norma |.| en E es adaptada para A si tenemos las
siguientes condiciones:
1. |.| es equivalente a ‖.‖;
2. |xs + xu| = ma´x{|xs|, |xu|}, para todo xs ∈ Es y xu ∈ Eu;
3. |As| < 1 y |(Au)−1| < 1.
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Teorema 2.11. Seja E un espacio de Banach y A ∈ H(E). Entonces A tiene una norma
adaptada.
Corolário 2.6. Sea E espacio de Banach con norma ‖.‖ y E = Es ⊕ Eu la descomposición
hiperbólica de A ∈ H(E). Entonces existe C > 0 y 0 < λ < 1 tal que
1. ‖An‖ ≤ Cλ‖x‖ para todo x ∈ Es;
2. ‖A−n‖ ≤ Cλ‖x‖ para todo x ∈ Eu.
2.4 Nociones de Sistemas Dinámicos
En esta sección presentaremos algunas definiciones y algunos principales resultados de sis-
temas dinámicos, los cuales servirán como motivación para nuestros resultados principales.
Definición 2.24. Considere un espacio topológicoM . Llamamos sistema dinámico discreto en
M a una función H : Z×M →M continua que satisface las siguientes condiciones:
1. H(0, x) = x,
2. H(m,H(n, x)) = H(m+ n, x), param,n ∈ Z y x ∈M.
Observación 2.13. Para cada número entero m ∈ Z podemos definir la aplicación Hm : M →
M , con Hm(x) = H(m, x). Por definición se tiene que Hn ◦ Hm = Hn+m, para n,m ∈ Z.
Así, particularmente tenemos que h = H1 es un homeomorfismo con inversa h−1(x) = H−1(x)
y se cumple Hn = hn. Esto nos dice, que un sistema dinámico discreto es generado por un
homeomorfismo h : M →M.
Definición 2.25. Decimos que una aplicaciónϕ : R×M →M continua es un sistema dinámico
continuo o flujo si satisface las siguientes condiciones:
1. ϕ(0, x) = x,
2. ϕ(t, ϕ(s, x)) = ϕ(t+ s, x), para t, s ∈ R y x ∈M.
Observación 2.14. De la misma forma al caso discreto para cada t ∈ R podemos definir una
función ϕt : M →M por ϕt(x) = ϕ(t, x) se tiene que ϕt ◦ ϕs = ϕs+t, para todo t, s ∈ R.
Definición 2.26. Consideremos h : M → M un homeomorfismo, x ∈ M. Entonces, definimos
los siguientes conjuntos:
1. Órbita de x ∈M, O(x) := {hn(x) : n ∈ Z}.
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2. Órbita positiva o futura de x ∈M, O+(x) := {hn(x) : n ≥ 0}.
3. Órbita negativa o pasada de x ∈M, O−(x) := {hn(x) : n ≤ 0}.
De forma similar definimos para el caso continuo.
Definición 2.27. Sea ϕ : R × M → M un flujo, x ∈ M. Entonces, se define los siguintes
conjuntos
1. Órbita de x ∈M, O+(x) := {ϕ(t, x) : t ∈ R},
2. Órbita positiva o futura de x ∈M, O+(x) := {ϕ(t, x) : t ≥ 0},
3. Órbita negativa o pasada de x ∈M, O(x)− := {ϕ(t, x) : t ≤ 0}.
Ejemplo 2.4. A seguir daremos algunos ejemplos de sistemas dinámicos
1. Consideremos la aplicación de Hénon Ha,b : R2 → R2, dada por
Ha,b(x, y) = (1 + y − ax2, bx).
Tenemos que si b 6= 0 esta aplicación tiene inversa, y es dada porH−1a,b : R2 → R2, donde
H−1a,b (x
′, y′) =
(
y′
b
, x′ − 1 + ay
′2
b2
)
.
De ahí, Ha,b genera un sistema dinámico discreto. Para el caso b = 0, tenemos que Ha,b
puede ser identificado con el sistema unidimensional fa(x) = 1− ax2.
2. Identificando el conjunto M = S1 = {z ∈ C : |z| = 1} con R/Z, mediante la función
exp : R/Z→ S1, con exp(t) = e2πit.
Definimos la rotación del ángulo α porRα = x+α(mod1), o equivalentemente,Rα(e2πit) =
e2πi(t+α).
3. Consideremos una variedad compacta M y un campo de vectores tangentes de clase
Ck, k ≥ 1, X : M → TM . En este caso, sabemos por la teoría de ecuaciones dife-
renciales que, para cada x ∈ M , existe una única función ϕx : R → M Ck+1 de modo
que ϕx(0) = x y
∂ϕx(t)
∂t
= X(ϕx(t)), para t ∈ R.
Definiendo ϕ(t, x) = ϕx(t) tenemos un flujo enM .
Definición 2.28. Consideremos un sistema dinámico discreto h : M →M. Entonces,
Decimos que un punto q ∈M es fijo, si h(p) = p.
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Figura 2.1: Atractor de Hénon para a = 1,4 y b = 0,3. Fuente:https://bit.ly/2OeO5xB
Decimos que un punto q ∈ M es periódico, si existe k ≥ 1 con hk(p) = p. En este caso
definimos el período de q como mı´n{k ≥ 1 : hk(q) = q}.
De forma similar definimos para el caso continuo.
Definición 2.29. Consideremos un flujo ϕ : R×M →M .
Se dice que p ∈M es punto de equilíbrio (o singularidad), si ϕt(p) = p, para t ∈ R.
Decimos que la órbita que pasa por p ∈ M es periódica, si existe un número t > 0 tal
que ϕt(p) = p, para algún t > 0. Llamamos período de p al mı´n{t > 0 : ϕt(p) = p}.
Definición 2.30. Considere un sistema dinámico discreto h : M → M y un punto x ∈ M.
Definimos los siguientes conjuntos ω-límite y α-límite respectivamente,
ωh(x) := {y ∈M : existe {ni}i∈N, ni →∞ tal que l´ım
i→∞
hni(x) = y},
αh(x) := {y ∈M : existe {ni}i∈N, ni →∞ tal que l´ım
i→∞
h−ni(x) = y}.
De forma similar definimos para el caso continuo definimos los conjuntos ω-límite y α-
límite respectivamente,
ω(x) := {y ∈M : existe tk → +∞ tal que ϕ(tk, x)→ y},
α(x) := {y ∈M : existe tk → −∞ tal que ϕ(tk, x)→ y}.
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Observación 2.15.
1. En general omitimos el sub-índice h, denotando apenas por ω(x), α(x) cuando no hay
duda sobre cual es la función que estamos trabajando.
2. Considere h : M →M y p un punto periódico de h, se tiene que ω(p) = α(p) = O(p).
3. Considere un homeomorfismo creciente h : R → R y x ∈ R. Entonces, ω(x) = ∅; o
ω(x) es un punto fijo.
Definición 2.31. Definimos el conjunto limite L(f) por L(f) = L+(f)
⋃
L−(f), donde
L+(f) =
⋃
x∈M
ω(x)
y
L−(f) =
⋃
x∈M
α(x).
Si nada es dicho vamos asumir que X es un espacio topológico, localmente compacto y
Hausdorff.
Definición 2.32. Sea h : M → M un sistema dinámico discreto. Un punto x ∈ M es llamado
no-errante, si dada una vecindad U de x, se tiene que existe n ∈ N de modo que hn(U)∩U 6= ∅.
Caso contrário, x será llamado de errante. El conjunto Ω = Ω(h) denota el conjunto de todos
los puntos no errantes de h.
Considere el flujo ϕ : R×M →M , se dice que x ∈M es no errante si dada una vecindad
U de x, existe t ≥ 1 tal que ϕt(U) ∩ U 6= ∅.
Definición 2.33 (Conjuntos minimales). Consideremos un sistema dinámico en M. Un sub-
conjunto G ⊂M es llamdo minimal (según el sistema dinámico) si:
1. G es invariante y cerrado,
2. no existe un subconjunto propio de G no vacío que sea invariante y cerrado (entonces, si
A ⊂ G, A 6= ∅ ; A invariante y cerrado, entonces A = G).
Observación 2.16.
ωh es cerrado y h(Ω) ⊂ Ω.
Si h es un homeomorfismo h(Ω) = Ω. Un punto es no-errante para h si, y solamente si,
es no errante para h−1.
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Si x ∈M, entonces Ω(x) ⊂ ωh y α(x) ⊂ ω(h).
L(h) ⊂ ωh.
Sea Per(h) el conjunto de los puntos periódicos de h. Tenemos que
Per(h) ⊂ L(h) ⊂ Ωh.
2.4.1 Breve Introducción de Conjugación
A seguir vamos a definir y dar algunas propiedades de una noción importante en el área de
sistemas dinámicos.
Definición 2.34 (Conjugación). SeanM yN dos espacios métricos. Decimos que dos sistemas
dinámicos f : M → M y g : N → N son tópologicamente (respect. Ck) conjugados, si existe
un homeomorfismo (respect. un difeomorfismo Ck) h : M → N tal que
h ◦ f = g ◦ h.
En tal caso se dice que h conjuga a g con f .
Ejemplo 2.5. Sean f : (0,∞) → (0,∞) y g : R → R las funciones dadas por f(x) = tx y
g(x) = x + log(t), con t ∈ R. Se tiene que f y g son conjugadas mediante el homeomorfismo
h : (0,∞)→ R, donde h(x) = log(x). En efecto,
h(f(x)) = log(tx) = log(t) + log(x) = g(h(x)).
Ejemplo 2.6. La función logística f4 : [0, 1]→ [0, 1], dado por f4(x) = 4x(1− x) y la función
tienda T : [0, 1]→ [0, 1], dado por T (x) = 2x, x ≤ 1
2
y T (x) = 2− 2x, x ≥ 1
2
son conjugadas
mediante el homeomorfismo h : [0, 1]→ [0, 1] dada por h(x) = sen2(πx
2
).
Ejemplo 2.7. Sea la aplicación A : R2 → R2, A(x, y) =
(
7
8
x− 9
8
y,−9
8
x+
7
8
y
)
. Tenemos
que las órbitas de está aplicación son {(xn+1, yn+1), n ∈ N}, donde
xn+1 =
7
8
xn − 9
8
yn,
yn+1 = −9
8
xn +
7
8
yn.
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Figura 2.2: Funciones logística y tienda [Nee18].
Sea la aplicación lineal B : R2 → R2, B(x, y) = (2x, −1
4
y) tipo “silla” (ver Ejemplo 4.1).
Tenemos que las órbitas de está aplicación son {(xn+1, yn+1), n ∈ N}, donde
xn+1 = 2xn,
yn+1 =
−1
4
yn.
Se puede verificar que la rotación de 45◦, h(x, y) = 1√
2
(x+ y,−x+ y) , es un una función
analítica con inversa analítica h−1(x, y) = 1√
2
(x− y, x+ y) tal que,
A(h(x, y)) = h(B(x, y)).
Ejemplo 2.8. Sea la aplicación f : R2 → R2, f(x, y) = (2x, 1
2
y − 15
8
x3). Tenemos que las
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Figura 2.3: Conjugación de dos sillas.
órbitas de está aplicación son {(xn+1, yn+1), n ∈ N}, donde
xn+1 = 2xn,
yn+1 =
1
2
yn − 15
8
x3n.
Sea la aplicación lineal A : R2 → R2, A(x, y) = (2x, 1
2
y) tipo “silla” (ver Ejemplo 4.1).
Tenemos que las órbitas de está aplicación son {(xn+1, yn+1), n ∈ N}, donde
xn+1 = 2xn,
yn+1 =
1
2
yn.
Se puede verificar que h(x, y) =
(
x, y + x
3
4
)
es un una función analítica con inversa analítica
h−1(x, y) = (x, y − x3
4
) tal que
A(h(x, y)) = h(f(x, y)).
Teorema 2.12. Sean M y N espacios métricos. Si f : M → M y g : M → M son dos
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Trayectorias de las órbitas de A. Trayectorias de las órbitas de f.
h
Figura 2.4: Conjugación de dos sillas, siendo una no-lineal.
funciones continuas tales que f y g son conjugadas mediante el homeomorfismo h : M → M,
entonces se cumplen las siguientes condiciones:
1. El conjunto Per(f) es denso enM , si sólo si el conjunto Per(g) es denso en N .
2. Si p es un punto periódico para f de periodo n, entonces h(p) es un punto periódico para
g de periodo n.
3. B es un conjunto minimal por f si, solamente si h(B) es un conjunto minimal por g.
4. h(Ωf (x)) = Ωg(h(x)).
5. Para un punto x se define el conjunto estable como
W sg (x) = {y ∈M : l´ım
n→∞
d(gn(y), gn(x)) = 0}
y si g es invertible, el conjunto inestable comoW ug (x) = W
s
g−1(x).
Tenemos que
h(W sf (x)) = W
s
g (h(x)).
Analogamente para el inestable.
Capítulo
3
Teorema de Grobman-Hartman Para
Sistemas Dinámicos Discretos
En este capítulo probaremos el Teorema de Grobman-Hartman para difeomorfismos, que
nos dice que el comportamiento dinámico alrededor de un punto fijo hiperbólico es cualitati-
vamente, al menos de homeomorfismos, el mismo que el comportamiento de su linealización
cerca de este punto de equilibrio, donde la hiperbolicidad significa que ningún autovalor de
la linealización tiene norma igual a uno. Por lo tanto, cuando se trata de este tipo de sistemas
dinámicos se puede utilizar la linealización, que es más simple de ser tratada, para analizar su
comportamiento en torno de puntos fijos hiperbólicos. Para tal fin, vamos a seguir de manera
próxima los artículos de Hartman [Har60b], [Har63], Palis [Pal68] y los libros de Burns-Giedea
[BG05], Castro [Cas09], Nitecki [Nit71], Palis-de Mello [JPJ82] y Teschl [Tes12].
Definición 3.1 (Isomorfismos Hiperbólicos). Sea E un espacio de Banach. Decimos que A ∈
GL(E) es hiperbólico si
σ(A) ∩ S1 = ∅,
donde S1 = {z ∈ K : ‖z‖ = 1}.
Definición 3.2. SeaE un espacio de Banach y V una vecindad del punto 0 ∈ E y f : V → E un
difeomorfismo sobre su imagen. Decimos que z es un punto fijo hiperbólico de f si y solamente
si:
(1) f(z) = z,
(2) Df(z) : E → E es hiperbólica.
A continuación enunciaremos y probaremos el Teorema de Grobman-Hartman para Difeomor-
fismos.
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Teorema 3.1 (Teorema de Grobman-Hartman para difeomorfismos [Gro59], [Har60a],
[Pal68],[Nit71]). Sea E un espacio de Banach y V una vecindad del punto 0 en E, y sea
f : V → E un difeomorfismo de clase Ck, k ≥ 1 donde 0 es un punto fijo hiperbólico de f .
Entonces, existe una vecindad U de 0 y un homeomorfismo h : U → h(U) tal que h(U) es una
vecindad de 0 en E, con h(U) ⊂ V , tal que
h ◦ L(z) = f ◦ h(z), para z ∈ U.
Donde L = Df(0).
Trayectorias de las órbitas de L. Trayectorias de las órbitas de f cercanas a 0.
h
0
0
Figura 3.1: Interprertación geométrica del Teorema de G-H para difeomorfismos.
3.1 Prueba del Teorema de Grobman-Hartman Para Difeo-
morfismo
A continuación probaremos el Teorema de Grobman-Hartman.
Considere los espacios de Banach E1 y E2. Ahora definamos los siguientes conjuntos,
C0b (E1, E2) = {v : E1 → E2 |v es una función continua y acotada}.
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Para C0b (E1, E2) definimos una norma
‖v‖ = sup
x∈E1
‖v(x)‖E2 , para v ∈ C0b (E1, E2).
Se puede verificar que (C0b (E1, E2), ‖.‖) es un espacio de Banach.
Lema 3.1. Considere L : E → E una transformación lineal acotada invertible. Si ϕ : E → E
es una función Lipschitz con
Lip(ϕ) < ‖L−1‖−1,
entonces L+ ϕ es invertible, con inversa Lipschitz, y
Lip
[
(L+ ϕ)−1
] ≤ ‖L−1‖−Lip(ϕ)‖L−1‖+ 1 .
Demostración:
Afirmación 1: L + ϕ es inyectiva. Usando la desigualdade (2.1) se tiene que si x, y ∈ E,
entonces
‖(L+ ϕ)(x)− (L+ ϕ)(y)‖ ≥ (‖L−1‖−1‖x− y‖ − Lip(ϕ)‖x− y‖)
≥ (−Lip(ϕ) + ‖L−1‖−1)‖x− y‖.
Desde que (−Lip(ϕ) + ‖L−1‖−1) > 0 se llega a ver que,
‖(L+ ϕ)(x)− (L+ ϕ)(y)‖ > 0.
Entonces, si x 6= y implica, (L + ϕ)(x) 6= (L + ϕ)(y). Esto prueba que (L + ϕ) es
inyectiva.
Afirmación 2: Ahora, probaremos que L + ϕ es sobreyectiva (de manera que (L + ϕ)−1 este
definida en todo E), esto es, dado y ∈ E necesitamos encontrar un x ∈ E tal que
(L+ ϕ)(x) = y. (3.1)
Observemos que, si ϕ ≡ 0 la ecuación se convierte en L(x) = y
Lx0 = y,
la cual tiene solución x0 = L−1y. La Ecuación (3.1) es equivalente a encontrar un δ ∈ E
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tal que
y = (L+ ϕ)(x0 + δ), (3.2)
que puede ser expandido
L(x0) + L(δ) + ϕ(x0 + δ) = y
L(δ) = −ϕ(x0 + δ)
δ = −L−1 (ϕ(x0 + δ)) .
Esto quiere decir que resolver la ecuación y = (L+ϕ)(x0+δ), es equivalente a encontrar
un δ de modo que
L−1(x0 + δ) = δ.
Para este fin, vamos usar el Teorema del Punto fijo de Banach-Caciopoli 2.1 para
T : E −→ E
v −→ −L−1 (ϕ(x0 + v)) .
Probaremos que T tiene un punto fijo. Para esto vamos a verificar que Lip(T ) < 1.
De hecho,
‖T (a)− T (b)‖ = ‖L−1ϕ(x0 + a)− L−1ϕ(x0 + b)‖
≤ ‖L−1‖Lip(ϕ)‖(x0 + a)− (x0 + b)‖
= ‖L−1‖Lip(ϕ)‖a− b‖.
Desde que ‖L−1‖Lip(ϕ) < 1, tenemos que T es una contracción. Desde que E es un
espacio de Banach entonces T tiene un punto fijo. Esto es, existe un δ tal que
y = (L+ ϕ)(x0 + δ).
Lo cual muestra que (L+ ϕ) es sobreyectiva. Por tanto de las Afirmaciones (3.1) y (3.1)
concluimos que L+ ϕ es una función biyectiva con
Lip (L+ ϕ)−1 <
‖L−1‖
−Lip(ϕ)‖L−1‖+ 1 .
Esto concluye la prueba.

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Lema 3.2. Si L : E → E un isomorfismo lineal hiperbólico. Entonces, existe una norma
‖.‖2 sobre E equivalente equivalente a la norma original y una descomposición directa de E
satisfaciendo
(1) E = Es ⊕ Eu,
(2) L(Es) = Es y L(Eu) = Eu,
(3) Si Ls := L|Es : Es → Es y Lu := L|Eu : Eu → Eu. Entonces se tiene que Ls es una
contracción ‖Ls‖2 = λ < 1 y si v ∈ Es implica ‖L(v)‖2 ≤ λ‖v‖2.
También se tiene que Lu es una expansión ||L|Eu ||2 = 1λ y entonces si v ∈ Eu implica
‖L(v)‖2 ≥ 1λ‖v‖2.
Demostración: Esta prueba puede encontrarse en los trabajos [Pal68, JPJ82, Alv14, Irw01]. 
Teorema 3.2. Sea L : E → E una oplicación lineal hiperbólica y acotada. Entonces, existe
ǫ > 0 de modo que cualquier función ϕ ∈ C0b (E,E) con Lip(ϕ) < ǫ existe una única función
hϕ ∈ C0b (E,E) satisfaciendo
(Id + hϕ) ◦ L = (L+ ϕ) ◦ (Id + hϕ).
Además, si ǫ es suficiente pequeño Id + hϕ : E → E es un homeomorfismo.
Lema 3.3. Sea L : E → E una aplicación lineal acotada hiperbólica, entonces existe ǫ > 0 tal
que para toda ϕ, σ ∈ C0b (E,E) con Lip(σ), Lip(ϕ) < ǫ, existe una única hϕ,σ ∈ C0b (E,E) de
modo que
(Id + hϕ,σ) ◦ (L+ ϕ) = (L+ σ) ◦ (hϕ,σ + Id). (3.3)
Demostración: La Ec. (3.3) es equivalente a encontrar una solución de la siguiente ecuación
funcional
(Id + h) ◦ (L+ ϕ) = (L+ σ) ◦ (Id + h)
L ◦ h− h(L+ ϕ)︸ ︷︷ ︸
Lϕ(h)
= ϕ− σ(Id + h). (3.4)
Ahora, definamos la transformación lineal
Lϕ : C
0
b (E,E) −→ C0b (E,E)
v → L ◦ v − v(L+ ϕ),
Este Lema será verificado con los siguientes pasos.
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Paso 1: Probar que Lϕ es inversible.
Paso 2: Usando el Paso 1, la Ec.(3.4) es equivalente a encontrar un punto fijo de la función
Lϕ(h) = ϕ− σ(Id + h), entonces
Lϕ(h) = ϕ− σ(Id + h)
h = Lϕ
−1(ϕ− σ(Id + h)).
Para verificar vamos a mostrar que si
Av = Lϕ
−1(ϕ− σ(Id + v)),
entonces A tiene un punto fijo. Para tal hecho, vamos a probar que A es una contracción
en C0b (E,E). Así, A tiene un único punto fijo, lo que concluiría la prueba del Lema.
Afirmación 1: Lϕ es una transformación invertible. Si tomamos un ǫ suficientemente pequeño,
tenemos por el Lema 3.1 que la aplicación L+ ϕ es invertible. Así, podemos definir
L∗ϕ : C
0
b (E,E) −→ C0b (E,E)
f → L ◦ f ◦ (L+ ϕ)−1.
Note que,
Lϕ(f) = (L
∗
ϕ − Id)(f ◦ (L+ ϕ)).
De hecho,
(L∗ϕ − Id)(f ◦ (L+ ϕ)) = (L ◦ f ◦ (L+ ϕ))(L+ ϕ)−1 − f(L+ ϕ)
= L ◦ f − f(L+ ϕ)
= Lϕ(f).
Sub afirmación: L∗ϕ es un operador hiperbólico. En efecto.
Notemos que Cs = C0b (E,E
s) y Cu = C0b (E,E
u) son invariantes por L∗ϕ. De ahí,
podemos escribir
L∗ϕ = L
∗
ϕ
s + L∗ϕ
u,
donde
L∗ϕ
s := L∗ϕ|Cb
0
(E,Es)
, L∗ϕ
s : Cb0(E,E
s) → Cb0(E,Es);
L∗ϕ
u := L∗ϕ|Cb
0
(E,Eu)
, L∗ϕ
u : Cb0(E,E
u) → Cb0(E,Eu).
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Note que, si h : E → E es un homeomorfismo y f : E → E es una función cualquier,
entonces
‖f ◦ h‖∞ = sup
x∈E
‖(f ◦ h)(x)‖ = sup
y∈E
‖f(y)‖ = ‖f‖∞.
De ahí, si f : E → Es entonces
‖L∗ϕf‖∞ = ‖L ◦ f ◦ (L+ ϕ)−1‖∞ = ‖L ◦ f‖∞ ≤ λ‖f‖∞.
Si f : E → Eu, entonces
‖L∗ϕf‖∞ = ‖L ◦ f‖∞ ≥
1
λ
‖f‖∞.
De ahí, tenemos que L∗ϕ : E → E es hiperbólico. Tenemos por la Observación 2.11 que
siH es un operador lineal e hiperbólico, entonces (H − Id) es invertible. Esto nos lleva a
ver que L∗ϕ − Id, es invertible. Por tanto, Lϕ es invertible, pues
Lϕ
−1f = (L∗ϕ − Id)−1(f ◦ (L+ ϕ)−1).
Afirmación 2: Vamos a verificar que
1
||L||+ 1 ≤ ||L
−1
ϕ || ≤
1
mı´n{1− λ, 1
λ
− 1} .
Para esto, probaremos que:
‖Lϕ(f)‖∞ ≥ mı´n
(
1− λ, 1
λ
− 1
)
‖f‖∞.
Si f ∈ Cs, entonces f ◦ (L+ ϕ) ∈ Cs.
‖Lϕ(f)‖∞ = ‖(L∗ϕ)− Id(f ◦ (L+ ϕ))‖∞
≥ ‖f ◦ (L+ ϕ)‖∞ − ‖L∗ϕ(f ◦ (L+∞))‖∞
≥ ‖f‖∞ − λ‖f‖∞ = (1− λ)‖f‖∞.
Si v ∈ Cu, entonces
‖Lϕ(f)‖∞ ≥ ‖L∗ϕ(f ◦ (L+ ϕ))‖ − ‖f ◦ (L+ ϕ)‖
≥ 1
λ
‖f‖∞ − ‖f‖∞ =
(
1
λ
− 1
)
‖f‖∞.
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De donde, obtenemos que, si f ∈ C0b (E,E) entonces
‖Lϕ(f)‖∞ ≥ mı´n
(
1− λ, 1
λ
− 1
)
‖f‖∞.
Afirmación 3: Ahora vamos a verificar que
A : C0b (E,E) → C0b (E,E)
v → Lϕ−1(ϕ− σ(Id + v)),
es una contracción, esto es, Lip(A) < 1.
|Av − Aw| = |L−1ϕ (ϕ− σ(Id + v))− Lϕ−1(ϕ− σ(Id + w))|
≤ 1
mı´n
(
1− λ, 1
λ
− 1) |σ(Id + v)− σ(Id + w)|
≤ 1
mı´n
(
1− λ, 1
λ
− 1)Lip(σ)|v − w|.
Asumiendo que Lip(σ) < mı´n{1− λ, 1
λ
− 1}, se sigue que A es una contracción.
Por tanto, hemos mostrado que si
Lip(ϕ) < ‖L−1‖−1,
y
Lip(σ) < mı´n
(
1− λ, 1
λ
− 1
)
,
entonces A es una contracción.
Así, tenemos que A tiene un único punto fijo h ∈ C0b tal que
Ah = h,
que es equivalente a
(L+ σ)(Id + h) = (Id + h)(L+ ϕ).
Lo que concluye la prueba del Lema.

Ahora vamos a probar el Teorema 3.2, cuyo enunciado es el siguiente.
Teorema: Sea L : E → E una oplicación lineal hiperbólica y acotada. Entonces, existe
ǫ > 0 de modo que cualquier función ϕ ∈ C0b (E,E) con Lip(ϕ) < ǫ existe una única función
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hϕ ∈ C0b (E,E) satisfaciendo
(Id + hϕ) ◦ L = (L+ ϕ) ◦ (Id + hϕ).
Además, si ǫ es suficientemento pequeño Id + hϕ es un homeomorfismo de E en E.
Demostración: Usando el Lema 3.1 anterior, primero para ψ = 0 y luego para ϕ = 0, tene-
mos que existen funciones únicas hϕ,0, h0,ϕ ∈ C0b (E) tal que se tiene los siguientes diagramas
conmutativos .
E L //
Id+hϕ,0

E
Id+hϕ,0

E
Id+h0,ϕ

L+ϕ
// E
Id+h0,ϕ

E
L
// E
Esto quiere decir que
(Id+ hϕ,0) ◦ L = (L+ ϕ) ◦ (Id+ hϕ,0) (3.5)
y
(Id+ h0,ϕ) ◦ (L+ ϕ) = (L) ◦ (Id+ h0,ϕ) (3.6)
Así aplicando h0,ϕ en Ec.(3.5) y luego usando Ec.(3.6) obtenemos
(Id + h0,ϕ) ◦ (Id + hϕ,0) ◦ L = L ◦ (Id + h0,ϕ) ◦ (Id + hϕ,0). (3.7)
Luego, aplicando las respectivas composiciones tenemos
(Id + h0,ϕ) ◦ (Id + hϕ,0) = Id + hϕ,0 + h0,ϕ + ho,ϕ ◦ hϕ,0︸ ︷︷ ︸
h˜
,
luego
(Id + h˜) ◦ L = L ◦ (Id + h˜). (3.8)
Por definición h˜ ∈ C0b (E). Note que, también tenemos
(Id + 0) ◦ L = L ◦ (Id + 0). (3.9)
Entonces de las Ecs.(3.8), (3.9) y por la unicidad del Lema anterior se tiene que
h˜ = 0.
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Por tanto
(Id + h0,ϕ) ◦ (Id + hϕ,0) = Id.
De forma análoga, se verifica que:
(Id + hϕ,0) ◦ (Id + h0,ϕ) ◦ (L+ ϕ) = (L+ ϕ) ◦ (Id + hϕ,0) ◦ (Id + h0,ϕ).
Lo que nos lleva a probar que,
(Id + hϕ,0) ◦ (Id + h0,ϕ) = Id.
Por lo cual concluímos,
(Id + hϕ,0)
−1 = (Id + h0,ϕ).
Así finalizamos la prueba del Teorema. 
El Teorema 3.2 es nuestra herramienta básica para probar el Teorema de Grobman-Hartman.
Solamente necesitamos verificar las hipótesis del teorema en nuestra situación. Esto lo hacemos
con el siguiente Lema.
Lema 3.4. Sea E un espacio de Banach y f : N ⊂ E → E una función Ck, k ≥ 1 en el abierto
N tal que 0 ∈ N , con f(0) = 0. Denote por A = Df(0). Entonces, dado ǫ > 0 existe una
vecindad U = U(0) y una función φ ∈ C0b (E) Lipschitziana con constante de Lipschitz global
acotada por ǫ tal que (A+ φ) : E 7−→ E es la extensión de f|U .
Demostración: Considere una función de clase C∞ β : R → [0, 1] con las seguintes proprie-
dades: 
β(t) = 0, t ≥ 1,
β(t) = 1, t ≤ 1
2
,
|β′(t)| ≤ k, t ∈ R,
donde k es cualquier número real mayor que dos.
Se tiene que f = A+σ, con σ(0) = 0 yDσ(0) = 0. Desde queDσ es una función continua
podemos encontrar una bola Br de centro 0 y radio r > 0 de modo que ‖Dσ(x)‖ < ǫ2k , para x
∈ Br.
Definamos
φ(x) =
{
β
(
‖x‖
r
)
σ(x), ‖x‖ < r
0, ‖x‖ ≥ r.
De aquí φ es acotada en E, pues ‖φ‖ ≤ ‖σ‖ y usando la desigualdad del valor médio, y la
constante de Lipschitz de σ|Br que es menor que
ǫ
2k
.
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En resumen :
‖φ(x)‖ ≤ ‖σ(x)− σ(0)‖ ≤ ǫ
2k
r, para x ∈ Br.
Mas aún, tenemos que σ(x) = φ(x) si ‖x‖ < r
2
. De ahí, se tiene que A+ φ es una extensión de
f|Br .
Ahora, vamos a probar que φ es Lipschitziana, con Lip(φ) < ǫ.
La prueba será divida en tres casos:
Caso 1: Si x1, x2 ∈ Br, tenemos:
∥∥∥φ(x1)− φ(x2)∥∥∥ = ∥∥∥∥β (‖x1‖r
)
σ(x1)− β
(‖x2‖
r
)
σ(x2)
∥∥∥∥
=
∥∥∥∥(β (‖x1‖r
)
− β
(‖x2‖
r
))
σ (x1)− β
(‖x2‖
r
)
(σ(x2)− σ(x1))
∥∥∥∥
≤
∥∥∥∥(β (‖x1‖r
)
− β
(‖x2‖
r
))
σ(x1)
∥∥∥∥+ ∥∥∥∥β (‖x2‖r
)
(σ(x2)− σ(x1))
∥∥∥∥ .
Desde que | β′(t) |≤ k entonces
| β(| a |)− β(| b |) |≤ k | |a| − |b| |≤ k | a− b | .
Así, ∣∣∣∣β (‖x1‖r
)
− β
(‖x2‖
r
)∣∣∣∣ ≤ k ∣∣∣∣‖x1‖r − ‖x2‖r
∣∣∣∣ .
Luego, obtenemos
‖φ(x1)− φ(x2)‖ ≤ k
∥∥∥∥‖x1‖ − ‖x2‖r
∥∥∥∥ ǫ2kr + ǫ2‖x1 − x2‖
= ǫ‖x1 − x2‖.
Por tanto,
‖φ(x1)− φ(x2)‖ ≤ ǫ‖x1 − x2‖, para x1, x2 ∈ Br.
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Caso 2: Si x1 ∈ Br y x2 /∈ Br, obtenemos a partir de las mismos cuentas del Caso 1:
‖φ(x1)− φ(x2)‖ = ‖φ(x1)‖ =
∥∥∥∥β (‖x1‖r
)
φ(x1)− β
(‖x2‖
r
)
φ(x1) + β
(‖x2‖
r
)
φ(x1)
∥∥∥∥
≤
∥∥∥∥(β (‖x1‖r
)
− β
(‖x2‖
r
))
φ(x1)
∥∥∥∥+ ∥∥∥∥β (‖x2‖r
)
φ(x1)
∥∥∥∥ .
Note que β
(
‖x2‖
r
)
= 0, desde que ‖x2‖ ≥ r. Por lo tanto concluimos
‖φ(x1)− φ(x2)‖ ≤ k
∥∥∥∥‖x1‖ − ‖x2‖r
∥∥∥∥ ǫr2k
≤ ǫ‖x1 − x2‖
2
≤ ǫ‖x1 − x2‖.
Caso 3: Finalmente, si x1 /∈ Br y x2 /∈ Br, entonces ‖x1‖ ≥ r, ‖x2‖ ≥ r. Así, tenemos que:
‖φ(x1)− φ(x2)‖ = ‖0− 0‖ ≤ ǫ‖x1 − x2‖.
Lo que concluye la prueba del Lema.

Observación 3.1. Si E es un espacio de Hilbert( espacio de Banach cuya norma proviene de
un producto interno), entonces la aplicación φ es de clase Ck. En tal contexto, la norma es C∞,
excepto en el origen, pero en torno al origen la función β es constante, implicando que β ◦ ‖.‖
sea C∞, por consiguiente φ tiene la misma clase de diferenciabilidad que f.
Teorema 3.3 (Grobman-Hartman para difeomorfismos [Gro59], [Har60a], [Pal68], [Nit71]).
Sea E un espacio de Banach y V una vecindad del punto 0 en E y sea f : V → E un difeo-
morfismo de clase Ck, k ≥ 1 donde 0 es un punto fijo hiperbólico de f . Entonces, existe una
vecindad U de 0 y un homeomorfismo h : U → h(U) tal que h(U) es una vecindad de 0 en E,
con h(U) ⊂ V , tal que
h ◦ L(z) = f ◦ h(z), para z ∈ U.
Donde L = Df(0).
Demostración: Consider la siguiente función:
ϕ(z) = f(z)− L(z).
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Por definición, tenemos que ,
ϕ(0) = 0,
Dϕ(0) = Df(0)− L = 0.
Por el Lema 3.4 tenemos que para todo ǫ > 0 existe una vecindad U˜ de 0, y una función ϕ˜ tal
que
ϕ˜ : E → E,
con Lip(ϕ˜) < ǫ de modo que
ϕ˜|U˜ = ϕ|U˜ .
Defina la función
f˜ := L+ ϕ˜.
Por definición, se tiene que
f˜|U˜ = f|U˜ .
Por el Teorema 3.2 existe un h˜ : E → E tal que
h˜ ◦ L = f˜ ◦ h˜.
Finalmente, si definimos
h = h˜|U˜ ,
se tiene que
h ◦ L = f ◦ h.
Lo cual prueba el Teorema de Grobman-Hartman. 
Observación 3.2. Si en el Teorema de Grobman-Hartman consideramos un punto fijo de f con
a 6= 0, podemos hacer una translación y llevarlo al origen. En efecto, considere T : E → E,
T (x) = x + a y sea g = T−1fT , entonces g satisface las condiciones del Teorema 3.3. Así, si
k es tal que kL = gk, localmente,donde L = Df(a). Lo que nos lleva a Tk︸︷︷︸
h
L = f Tk︸︷︷︸
h
.
3.2 Contra-Ejemplos Para El Caso Discreto
El siguiente ejemplo, nos muestra que la condición de hiperbólicidad en el Teorema 3.3(
Teorema Grobman-Hartaman) es esencial.
Ejemplo 3.1 ([BG05]). Considera la función f : R2 → R2 definida por f(x, y) = (x2(y2 +
1), y). Entonces,
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(a) El punto (0, 0) es un punto fijo que no es hiperbólico.
(b) No existe una función lineal A : R2 → R2 tal que f ◦ h = h ◦ A, para algún homeomor-
fismo local de (0, 0), h.
Demostración:
(a) Vamos a probar que (0, 0) es un punto fijo no hiperbólico.
1. Tenemos que f(0, 0) = (0, 0), luego es un punto fijo.
2. Note que
Df(x, y) =
[
2x(y2 + 1) x22y
0 1
]
.
Así
Df(0, 0) =
[
0 0
0 1
]
.
Por tanto tenemos que 0 y 1 son los autovalores deDf(0, 0), entonces por definición
el punto fijo (0, 0) no es hiperbólico.
(b) Supongamos que exista una aplicación lineal A tal que
f ◦ h = A ◦ h. (3.10)
Sea h = (h1, h2). De Ec.(3.10) obtenemos
(h1(x, y)
2(h2(x, y)
2 + 1), h2(x, y)) = (h1(A(x, y)), h2(A(x, y))), (3.11)
de donde
h1(x, y)
2(h2(x, y)
2 + 1) = h1(A(x, y)). (3.12)
y
h2(x, y) = h2(A(x, y)). (3.13)
La Ec. (3.12) es equivalente a la equación
h1(x, y)
2(h2(x, y)
2 + 1)− h1(A(x, y)) = 0. (3.14)
Luego, haciendo las mudanzas de variables
h1(x, y) = z, h2(x, y)
2 + 1 = a, −h1(A(x, y)) = c,
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obtenemos:
az2 + c = 0. (3.15)
Desde que h1 es una función, tenemos que h1(x, y) asume un único valor, esto quiere
decir que la Ec.(3.15) tiene una única solución, esto es equivalente al discriminante ser
cero, esto es, 4ac = 0, de donde obtenemos:
4(h2(x, y)
2 + 1)h1(A(x, y) = 0. (3.16)
Entonces, como h2(x, y)2 + 1 > 0, tenemos que
h1(A(x, y)) = 0. (3.17)
Substituyendo Ec. (3.17) en Ec. (3.14) nos lleva a h1(x, y)2(h2(x, y)2 + 1) = 0, o sea
h1(x, y) = 0. (3.18)
Note que f no es una función inyectiva, pues f(x, 0) = (x2, 0). Esto nos muestra que f
no es inyectiva en una vecindad del cero. De ahí y de la Ec. (3.10) nos lleva a ver que A
no es inyectiva en una vecindad del cero. Entonces, existe un punto (a, b) 6= (0, 0) tal que
A(a, b) = (0, 0).
Así, por Ec. (3.13) tenemos que h2(a, b) = h2(A(a, b)) = h(0, 0) y por Ec. (3.18) tene-
mos que h1(a, b) = (0, 0). Luego, tendríamos que h(0, 0) = h(a, b), para (a, b) 6= (0, 0)
por tanto, h no es inyectiva, lo que no lleva a una contradicción, con el hecho que h es un
homeomorfismo en una vecindad del cero. Así, concluimos el ejemplo.

El siguiente ejemplo nos muestra que con las hipótesis del Teorema de Grobman-Hartaman
3.3, mismo siendo f una función analítica puede no existir una conjugación de clase C1 con la
parte linear Df(0).
Ejemplo 3.2 (Hartman [Har60b]). Existe una función analítica f : R3 → R3, tal que (0, 0, 0)
es un punto fijo hiperbólico, mas no existe una conjugación de clase C1 con su parte lineal
Df(0, 0, 0), esto es, no existe un difeomorfismo h de clase C1 entre dos vecindades del origen
tal que, h(0, 0, 0) = (0, 0, 0) y
h ◦ f = Df(0, 0, 0) ◦ h.
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Demostración: Considere la función
f : R3 −→ R3
x 7−→ f(x, y, z) = (f1, f2, f3),
donde
f1(x, y, z) = ax,
f2(x, y, z) = ac(y + ǫxz), (3.19)
f3(x, y, z) = cz,
con a = eα, c = e−γ y ǫ 6= 0. Note que
a > 1 > c > 0 y ac > 1. (3.20)
Por definición tenemos que
Df(x, y, z) =
 a 0 0ac(ǫz) ac acǫx
0 0 c
 ,
de modo que
Df(0, 0, 0) =
 a 0 00 ac 0
0 0 c
 .
Luego por (3.20) tenemos que (0, 0, 0) es un punto fijo hiperbólico de f.
La prueba de la no existencia de una conjugación de clase C1 será hecha por el método
del absurdo, vamos a suponer que f tenga una conjugación de clase C1, esto quiere decir que,
existe un difeomorfismo h de modo que
f ◦ h−1 = h−1 ◦Df(0, 0, 0).
Sea h−1 = (h−11 , h
−1
2 , h
−1
3 ). Ahora el objetivo es mostrar que la derivada parcial
∂h−12 (0, 0, w)
∂u
no existe para todo w 6= 0
o
∂h−12 (u, 0, 0)
∂w
no existe para todo u 6= 0.
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Las cuentas que vamos hacer a seguir son para v = 0 y (‖u‖, ‖w‖) suficientemente peque-
ños. Para simplificar la notación, para cualquier función J vamos a usar la notación
J(u, w) := J(u, 0, w).
Ahora por hipótesis tenemos que h−1 ◦Df(0, 0, 0) = f ◦ h−1. De donde obtenemos,
(h−11 (au, acv, cw), h
−1
2 (au, acv, cw), h
−1
3 (au, acv, cw)) = (ah
−1
1 , ac(h
−1
2 + ǫh
−1
2 h
−1
3 ), ch
−1
3 ).
Entonces, si v = 0, tenemos que
ah−11 = h
−1
1 (au, cw),
ac(h−12 + ǫh
−1
2 h
−1
3 ) = h
−1
2 (au, cw),
ch−13 = h
−1
3 (au, cw).
Así, por inducción obtenemos que
anh−11 = h
−1
1 (a
nu, cnw). (3.21)
ancn(h−12 + nǫh
−1
1 h
−1
3 ) = h
−1
2 (a
nu, cnw). (3.22)
cnh−13 = h
−1
3 (a
nu, cnw). (3.23)
Para ‖u‖, ‖w‖ pequeños, por Ec. (3.21) tenemos que
h−11 (0, w) = a
−nh−11 (0, c
nw)
l´ım
n→∞
h−11 (0, w) = l´ım
n→∞
a−nh−11 (0, c
nw)→ 0,
de donde obtenemos que
h−11 (0, w) ≡ 0. (3.24)
De ahí, usando Ec. (3.22) y ac > 1, obtenemos de forma similar al paso anterior que
h−12 (0, w) = 0. (3.25)
Ahora, usando la mudanza de variable u por u/an en la Ec. (3.23) obtenemos
cnh−13
( u
an
, 0
)
= h−13 (u, 0).
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Haciendo n→∞ en la ecuación anterior, obtenemos
h−13 (u, 0) = 0 (3.26)
Seguidamente, multiplicando Ec. (3.22) por c−n, usando el cambio de variable u por u/an, y
usando Ec. (3.21) para obtener
anh−12 (u/a
n, w) + nǫh−11 (u, c
nw)h−13 (u/a
n, w) = c−nh−12 (u, c
nw). (3.27)
Ahora, supongamos que existan
∂h−12 (0, w)
∂u
y
∂h−12 (u, 0)
∂w
. (3.28)
Entonces
∂h−12 (0, w)
∂u
= l´ım
t→0
h−12 ((0, w) + t(u, 0))− h−12 (0, w)
t
.
Desde que h−12 (0, w) = 0, entonces
∂h−12 (0, w)
∂u
= l´ım
t→0
h−12 (tu, w)
t
.
Desde que a > 1, entonces xn = ( 1a)
n y l´ım
n→∞
xn = 0, luego por la caracterización del limite
por sucesiones tenemos que:
∂h−12 (0, w)
∂u
= l´ım
n→∞
h−12
(
u
an
, w
)
1
an
= l´ım
n→∞
anh−12
( u
an
, w
)
. (3.29)
Haciendo w = 0 en Ec. (3.27), obtenemos
ancn
(
h−12
( u
an
, 0
)
+ nǫh−11 (u, 0)h
−1
3
( u
an
, 0
))
= h−12 (a
nu, 0). (3.30)
Por Ec. (3.26)
h−11 (u, 0)h
−1
3
( u
an
, 0
)
= 0.
De ahí y usando Ec. (3.30), llegamos a que
an
(
h−12
( u
an
, 0
))
= c−nh−12 (u, 0). (3.31)
Por Ec. (3.29), en el caso w = 0, deducimos que
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∂h−12 (0, 0)
∂u
= l´ım
n→∞
anh−12
( u
an
, 0
)
.
De ahí y usando Ec. (3.31) obtenemos
∂h−12 (0, 0)
∂u
= l´ım
n→∞
c−nh−12 (u, 0). (3.32)
Luego, usando la ecuación anterior llegamos a que
h−12 (u, 0) = h
−1
2 (u, 0)c
−ncn
l´ım
n→∞
h−12 (u, 0) = l´ım
n→∞
(h−12 (u, 0)c
−n) l´ım
n→∞
cn
h−12 (u, 0) =
∂h−12 (0, 0)
∂u
l´ım
n→∞
cn.
Lo que prueba que
h−12 (u, 0) = 0. (3.33)
Por último asumiendo que
∂h−12 (u, 0)
∂w
existe,
tenemos que
∂h−12 (u, 0)
∂w
= l´ım
t→0
h−12 ((u, 0) + t(0, w))− h−12 (u, 0)
t
= l´ım
t→0
h−12 ((u, 0) + t(0, w)))
t
(por Ec.(3.33)).
Desde que c < 1, entonces xn = cn→ 0 quando n→∞, luego por la caracterización del limite
por sucesiones tenemos que
∂h−12 (u, 0)
∂w
= l´ım
n→∞
h−12 (u, c
nw)
cn
. (3.34)
De Ec. (3.27)
1
n
anh−12 (u/a
n, w) + ǫh−11 (u, c
nw)h−13 (u/a
n, w) =
1
n
c−nh−12 (u, c
nw).
Entonces,
1
n
anh−12 (u/a
n, w) + ǫh−11 (u, c
nw)h−13 (u/a
n, w) =
1
n
c−nh−12 (u, c
nw). (3.35)
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Por tanto, haciendo n→∞ y usando las Ecs. (3.32) y (3.34) deducimos que
ǫh−11 (u, 0)h
−1
3 u(0, w) = 0.
Lo cual es imposíble para uw 6= 0. Pues, por ejemplo si h−11 (u, 0) = 0 y u 6= 0, entonces por
Ec. (3.22) obtenemos
h−12 (u, 0) = 0,
y por Ec. (3.26) tenemos que
h−13 (u, 0) = 0,
de donde llegamos a que
h−11 = h
−1
2 = h
−1
3 = 0,
para (u, 0, 0) 6= (0, 0, 0) lo que contradice el hecho que h−1 es inyectiva.
Si h−13 (0, w) = 0 y juntando las Ecs. (3.24) y (3.25), obtenemos que
h−11 = h
−1
2 = h
−1
3 = 0,
cuando (0, 0, w) 6= (0, 0, 0) lo que contradice el hecho de que h−1 es inyectiva. Luego, esa
contradicción viene del hecho de asumir la existencia de una conjucación C1. Por lo tanto, no
existe una h de clase C1 que linealize la función f en una vecindad del punto fijo hiperbólico
(0,0,0). Lo que concluye el ejemplo. 
Capítulo
4
Teorema de Linealización Cα-Hölder
Grobman-Hartman
En esta sección probaremos el Teorema de Linealización Cα-Hölder Grobman-Hartman
para difeomorfismos. Para tal fin, vamos a usar de manera próxima el artículo de Belitski-
Rayskin [BR11].
4.1 Enunciado del Teorema
Sea E un espacio de Banach. Un homeomorfismo local Φ : (E, 0) −→ (E, 0) es llamado
α-Hölder si
‖Φ(x′)− Φ(x′′)‖ ≤ C ‖x′ − x′′‖α
y ∥∥Φ−1(x′)− Φ−1(x′′)∥∥ ≤ C ‖x′ − x′′‖α
en una vecindad del origen.
Sea Λ : E −→ E una aplicación lineal hiperbólica. Entonces por el Lema 3.2, existe una
norma equivalente, ‖.‖2, sobre E y una descomposición directa de E satisfaciendo
(1) E = E− ⊕ E+
(2) Λ(E−) = E− y Λ(E+) = E+
(3) Sean Λ− := Λ|E− : E− → E− y Λ+ := Λ|E+ : E+ → E+. Entonces se tiene que Λ− es
una contracción ‖Λ−‖2 = λ < 1 y si v ∈ E− implica ‖Λ(v)‖2 ≤ λ‖v‖2.
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También se tiene que Λ− es una expansión ||Λ|E+ ||2 = 1λ > 1 y si v ∈ E+ implica
‖Λ(v)‖2 ≥ 1λ‖v‖2.
Vamos a denotar por r(Λ) el radio espectral de la aplicación Λ. Además denotamos
α0(Λ) := mı´n
(
− ln r(Λ−)
ln r(Λ−1)
,− ln r(Λ
−1
+ )
ln r(Λ)
)
. (4.1)
Vamos asumir
α0(Λ) := − ln r(Λ)
ln r(Λ−1)
. (4.2)
Si Λ es una contracción, esto es E− = E, y
α0(Λ) := − ln r(Λ
−1)
ln r(Λ)
. (4.3)
Si Λ es una expansión, esto es E+ = E. En cualquier caso α0(Λ) ⊂ (0, 1].
Teorema 4.1 (Teorema de Linealización Cα-Hölder Grobman-Hartman). Consideremos
un difeomorfismo F (x) = Λx + f(x), local en E tal que f(0) = 0, f ′(0) = 0 con punto
fijo hiperbólico en el punto cero. Entonces, para cualquier α < α0(Λ), existe un α-Hölder
homeomorfismo local h : (U, 0) −→ (h(U), 0), tal que
h ◦ Λ(z) = F ◦ h(z), para z ∈ U.
4.2 Lema Principal-Belitski-Rayskin [BR11]
Sea
E = E1 ⊕ . . .⊕ En
una descomposición en suma directa.
Considere el sistema de ecuaciones
ϕi(x) = Λiϕi(Gi(x)) + hi(x, ϕ(Hix)), (4.4)
para i = 1, 2, . . . , n.
Donde Λi : Ei 7−→ Ei es una transformación lineal, mientras que Gi, Hi : E 7−→ E son
funciones satisfaciendo las condiciones de Lipschitz∥∥∥Gi(x′)−Gi(x′′)∥∥∥ ≤ Li∥∥∥x′ − x′′∥∥∥ (4.5)
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y ∥∥∥Hi(x′)−Hi(x′′)∥∥∥ ≤ L∥∥∥x′ − x′′∥∥∥. (4.6)
También, vamos a considerar que las funciones hi son “pequeñas” en el siguiente sentido
sup
i
‖hi(u)‖ ≤ δ, (4.7)
‖hi(u′)− hi(u′′)‖ ≤ δ‖u′ − u′′‖, (4.8)
para todo u, u′, u′′ ∈ E × E.
Vamos considerar la Ec.(4.4) como un sistema con respecto a las aplicaciones
ϕ = (ϕ1, . . . , ϕn),
con ϕi : E 7−→ Ei, para i = 1, 2, . . . , n.
Lema 4.1. [Lema Principal-Belitski-Rayskin [BR11]] Asumamos que
ma´x
i
‖Λi‖i + δ < 1 (4.9)
y
ma´x
i
‖Λi‖Lαi + δLα < 1. (4.10)
Entonces la Ec. (4.4) tiene una única solución φ : E 7−→ E α-Hölder.
Demostración:
Considere la función T : C0b (E) 7−→ C0b (E), definido como en Ec. (4.4), esto es
(Tϕ)i = Λiϕi(Gi(x)) + hi(x, ϕ(Hix)) , i = 1, . . . , n.
Recordemos que C0b (E) esta unida de la norma
‖ϕ‖ = sup
x
‖ϕ(x)‖. (4.11)
A continuación, verificaremos que
‖T (ϕ)− T (ψ)‖ ≤ (ma´x
i
‖Λi‖i + δ)‖ϕ− ψ‖. (4.12)
Para probar está afirmación, note que,
T (ϕ) = (Λ1ϕ1(G1x) + h1(x, ϕ(H1x)), . . . ,Λn(Gnx) + hn(x, ϕ(Hnx))).
58 Teorema de Linealización Cα-Hölder Grobman-Hartman
y
T (ψ) = (Λ1ψ1(G1x) + h1(x, ψ(H1x)), . . . ,Λn(Gnx) + hn(x, ψ(Hnx))).
De ahí, y usando la linealidad de las aplicaciones Λi resulta
T (ϕ)− T (ψ) = (Λ1(ϕ1(G1x)− ψ1(G1x), . . . ,Λn(ϕn(Gnx)− ψn(Gnx) (4.13)
+ (h1(x, ϕ(H1x))− h1(x, ψ(H1x)), . . . , hn(x, ϕ(Hnx))− hn(x, ψ(Hnx))).
Ahora, utilizando la Ec. (4.13) y la desigualdad triangular, obtenemos
‖T (ϕ)(x)− T (ψ)(x)‖ ≤ ‖(Λ1(ϕ1(G1x)− ψ1(G1x)), . . . ,Λn(ϕn(Gnx)− ψn(Gnx)))‖+
‖(h1(x, ϕ(H1x))− h1(x, ψ(H1x)), . . . , hn(x, ϕ(Hnx))− hn(x, ψ(Hnx)))‖ .
De aquí, y usando definición de norma en el espacio E,
‖T (ϕ)(x)− T (ψ)(x)‖ ≤ ma´x
1≤i≤n
‖(Λi(ϕi(Gix)− ψi(Gix)))‖+
ma´x
1≤i≤n
‖(hi(x, ϕ(Hix))− hi(x, ψ(Hix)))‖ ,
luego, usando la propiedad de la norma de las aplicaciones lineales y las condiciones (4.8)
obtenemos
‖T (ϕ)(x)− T (ψ)(x)‖ ≤ ma´x
1≤i≤n
‖Λi‖ ‖ϕi(Gix)− ψi(Gix)‖+ ma´x
1≤i≤n
δ ‖ϕ(Hix)− ψ(Hix)‖
≤ ma´x
1≤i≤n
‖Λi‖ ‖ϕ− ψ‖+ ma´x
1≤i≤n
δ ‖ϕ− ψ‖ .
Así,
‖T (ϕ)(x)− T (ψ)(x)‖ ≤ ma´x
1≤i≤n
‖Λi‖ ‖ϕ(Gix)− ψ(Gix)‖+ ma´x
1≤i≤n
δ ‖ϕ(Hix)− ψ(Hix)‖
≤ ma´x
1≤i≤n
‖Λi‖ ‖ϕ− ψ‖+ ma´x
1≤i≤n
δ ‖ϕ− ψ‖ .
Por tanto, probamos la afirmación
‖T (ϕ)− T (ψ)‖ ≤ (ma´x
i
‖Λi‖i + δ)‖ϕ− ψ‖. (4.14)
Por consiguiente, teniendo en cuenta la condición (4.9) tenemos que T es una contracción en
C0b (E), entonces pelo o Teorema 2.1 (Teorema del Punto Fijo para Contracciones ), tenemos
que la Ec. (4.4) tiene una única solución φ ∈ C0b (E).
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A continuación, vamos a probar que φ es α-Hölder. Por la Observación 2.4 tenemos que
K(M) es un subconjunto cerrado de las aplicaciones ϕ ∈ C0b (E), satisfaciendo
‖ϕ(x′)− ϕ(x′′)‖ ≤M‖x′ − x′′‖α, (4.15)
donde
M >
2δ
1− δLα − ma´x
1≤i≤n
‖Λi‖ . (4.16)
Ahora, vamos a verificar queK(M) es invariante por la aplicación T.
En efecto, de forma análoga a los cálculos anteriores obtenemos,
‖T (ϕ)(x′)− T (ϕ)(x′′)‖ ≤ ma´x
1≤i≤n
‖Λi‖ ‖ϕ(Gi(x′))− ϕ(Gi(x′′))‖
+ ma´x
1≤i≤n
‖hi(x′, ϕ(Hix′))− hi(x′′, ϕ(Hix′′))‖ .
De donde, dado que ϕ es α-Hölder (4.15) y hi satisfaz (4.7), resulta que
‖T (ϕ)(x′)− T (ϕ)(x′′)‖ ≤ ma´x
1≤i≤n
‖Λi‖M ‖Gi(x′)−Gi(x′′)‖α
+ ma´x
1≤i≤n
‖hi(x′, ϕ(Hix′))− hi(x′′, ϕ(Hix′′))‖ .
Desde que las funciones Gi son Lipschitzianas ( Condición (4.5)), tenemos
‖T (ϕ)(x′)− T (ϕ)(x′′)‖ ≤ ma´x
1≤i≤n
‖Λi‖MLαi ‖x′ − x′′‖α (4.17)
+ ma´x
1≤i≤n
‖hi(x′, ϕ(Hix′))− hi(x′′, ϕ(Hix′′))‖ .
Si asumimos ‖x′ − x′′‖ ≥ 1, entonces usamos la desigualdad triangular, la condición (4.7) y, la
Ec. (4.17) deducimos que
‖T (ϕ)(x′)− T (ϕ)(x′′)‖ ≤ ma´x
1≤i≤n
(‖Λi‖.Lαi M + 2δ)‖x′ − x′′‖α. (4.18)
Ahora, vamos asumir que ‖x′ − x′′‖ ≤ 1. Primero note que si usamos la condición (4.48) y Ec.
(4.17), se obtiene
‖T (ϕ)(x′)− T (ϕ)(x′′)‖ ≤ ma´x
1≤i≤n
‖Λi‖MLαi ‖x′ − x′′‖α+ma´x
1≤i≤n
δ ‖(x′ − x′′, ϕ(Hix′)− ϕ(Hix′′))‖ .
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Así
‖T (ϕ)(x′)− T (ϕ)(x′′)‖ ≤ ma´x
1≤i≤n
‖Λi‖MLαi ‖x′ − x′′‖α+‖x′−x′′‖+ma´x
1≤i≤n
δ ‖ϕ(Hix′)− ϕ(Hix′′)‖ .
Luego, usando el hecho que ϕ es α-Hölder y la condición, (4.6), se tiene que
‖T (ϕ)(x′)− T (ϕ)(x′′)‖ ≤ ma´x
1≤i≤n
‖Λi‖MLαi ‖x′ − x′′‖α
+ ‖x′ − x′′‖+ ma´x
1≤i≤n
δM ‖Hi(x′)−Hi(x′′)‖α .
≤ ma´x
1≤i≤n
‖Λi‖MLαi ‖x′ − x′′‖α
+ ‖x′ − x′′‖+ δMLα ‖x′ − x′′‖α .
De ahí y usando el hecho que ‖x′ − x′′‖ ≤ 1 implica que ‖x′ − x′′‖ ≤ ‖x′ − x′′‖α , obtenemos
que
‖T (ϕ)(x′)− T (ϕ)(x′′)‖ ≤ ma´x
1≤i≤n
‖Λi‖MLαi ‖x′ − x′′‖α + δ‖x′ − x′′‖α + δMLα ‖x′ − x′′‖α .
Luego,
‖T (ϕ)(x′)− T (ϕ)(x′′)‖ ≤
(
ma´x
1≤i≤n
‖Λi‖MLαi + δ + δMLα
)
‖x′ − x′′‖α .
Consecuentemente, por Ecs. (4.16), (4.18) y (4.6), se tiene que
ϕ ∈ K(M)⇒ T (ϕ) ∈ K(M) (4.19)
Por último, vamos a verificar que la única solución de la Ec. (4.4) φ es α-Hölder, esto es, vamos
probar que φ ∈ K(M).
Para esto, sea ϕ ∈ K(M), entonces T n(ϕ) ∈ K(M). Luego, por el teorema del punto fijo
para contracciones tenemos que l´ım
n→∞
T n(ϕ) converge para el punto fijo φ, esto es,
l´ım
n→∞
T n(ϕ) = φ. (4.20)
Esto quiere decir que φ ∈ K(M). Esto implica que φ ∈ K(M), puesto que K(M) es cerrado
(K(M) = K(M)).
Lo que termina la prueba del Lema principal. 
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4.3 Prueba del Teorema Principal 4.1
En esta sección daremos la prueba de nuestro Teorema Principal 4.1 (Teorema de Lineali-
zación Cα-Holder Grobman-Hartman).
Lema 4.2. Sea α ∈ R tal que α < α0(Λ), entonces existe una norma ‖.‖ en E la cual es
equivalente a la norma original, tal que
ma´x{‖Λ−‖.‖Λ−1‖α, ‖Λ−+‖.‖Λ‖α} < 1.
Demostración: Desde que α0(Λ) = mı´n
(
− ln r(Λ−)
ln r(Λ−1)
,− ln r(Λ
−
+)
ln r(Λ)
)
. Entonces,
α < − ln r(Λ−)
ln r(Λ−1)
y α < − ln r(Λ
−
+)
ln r(Λ)
.
De aquí, y aplicando la propiedades de logaritmo obtenemos que
r(Λ−1)αr(Λ−) < 1
y
r(Λ)αr(Λ−1+ ) < 1
De aquí, podemos encontrar un ǫ > 0 suficientemente pequeño tal que
(
r(Λ−1) + ǫ
)α
(r(Λ−) + ǫ) < 1 (4.21)
y
(r(Λ) + ǫ)α
(
r(Λ−1+ ) + ǫ
)
< 1. (4.22)
Combinando los Teoremas 2.10 y 2.9, obtenemos para el ǫ > 0 arriba y para Λ, E = E−⊕E+,
Λ− : E− → E− y Λ− : E− → E− existe una norma adaptada ‖.‖ǫ tal que
‖Λ−‖ǫ ≤ r(Λ−) + ǫ, ‖Λ−1− ‖ǫ ≤ r(Λ−1− ) + ǫ,
‖Λ+‖ǫ ≤ r(Λ+) + ǫ, ‖Λ−1+ ‖ǫ ≤ r(Λ−1+ ) + ǫ, (4.23)
‖Λ‖ǫ ≤ r(Λ) + ǫ, ‖Λ−1‖ǫ ≤ r(Λ−1) + ǫ.
Si hacemos ‖.‖ = ‖.‖ǫ, entonces de las Ecs. (4.22) y (4.23) obtenemos
ma´x{‖Λ−‖.‖Λ−1‖α, ‖Λ−+‖.‖Λ‖α} < 1.
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
A seguir probaremos el Teorema Principal 4.1, cuyo enunciado es el siguiente.
Teorema: Consideremos un difeomorfismo F (x) = Λx+f(x), local enE tal que f(0) = 0,
f ′(0) = 0 con punto fijo hiperbólico en el punto cero. Entonces, para cualquier α < α0(Λ),
existe un α-Hölder homeomorfismo local h : (U, 0) −→ (h(U), 0), tal que
h ◦ Λ(z) = F ◦ h(z), para z ∈ U.
Demostración: Por el Lema 3.4, tenemos que, dado δ > 0, podemos asumir que F˜ : E → E es
un homeomorfismo tal que F˜ y F coinciden en una vecindad del origen y tal que las funciones
f(x) = F˜ (x)− Λx, (4.24)
f1(x) = F˜
−1(x)− Λ−1x, (4.25)
son Lipschitzianas con constante de Lipschitz menor que δ. Vamos a suprimir la tilde para
simplificar la notación.
Queremos encontrar una conjugación Φ(x) = x+ ϕ(x) entre F y Λ que sea un homeomor-
fismo α-Hölder Para este fin,comenzaremos probando la siguiente afirmación.
Afirmación 1: Existe una aplicación Φ(x) = x+ ϕ(x) α-Hölder que satisface
Λ ◦ Φ(x) = Φ ◦ F (x)
Λ ◦ (I + ϕ)(x) = (I + ϕ) ◦ F (x)
Λ(x) + Λ ◦ ϕ(x) = F (x) + ϕ ◦ F (x).
De donde, deducimos que,
ϕ(Fx) = Λϕ(x)− f(x). (4.26)
Luego, teniendo en cuenta la descomposición E = E− ⊕ E+, la invariancia de las apli-
caciones lineales Λ∓ = Λ|E∓, se deduce que
ϕ+(Fx) + ϕ−(Fx) = Λϕ+(x) + Λϕ−(x)− f−(x)− f+(x)
de donde resulta que
ϕ−(Fx) = Λ−ϕ−(x)− f−(x).
y
ϕ+(Fx) = Λ+ϕ+(x)− f+(x).
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Lo que implica que la Ec. (4.26) es equivalente al sistema
ϕ−(x) = Λ−︸︷︷︸
Λ1
ϕ−(F−1x)− f−(F−1x). (4.27)
y
ϕ+(x) = Λ
−1
+︸︷︷︸
Λ2
ϕ+(Fx) + Λ
−1
+ f+(x) (4.28)
Aquí f∓ : E → E∓, f = (f−, f+) y ϕ∓ : E → E∓. De acuerdo con ello, buscamos una
solución ϕ = (ϕ−, ϕ+).
Afirmación 1.1: Existe la función ϕ y α-Hölder.
Para probar esta afirmación vamos hacer uso del Lema 4.1, considerando para esto las
siguientes funciones
G1(x) = F
−1(x);G2(x) = F (x);h1(x, y) = f−(F−1(x));h2(x, y) = Λ−1+ f+(x),
H1(x, y) = H2(x, y) = 0.
Agora vamos a verificar que estas funciones satisfacen las condiciones del Lema 4.1. En
efecto, por el Lema 4.2 podemos tomar una norma en E la cual es equivalente a la norma
original, tal que
ma´x{‖Λ−‖.‖Λ−1‖α, ‖Λ−+‖.‖Λ‖α} < 1. (4.29)
Además, por el Lema 3.4, dado δ > 0, tenemos que
Lip(f) ≤ δ. (4.30)
Así
Lip(F ) ≤ (‖Λ‖+ δ).
Esto quiere decir que para un δ > 0 suficientemente pequeño tenemos que
Lip(F ) ≈ ‖Λ‖. (4.31)
Por el Lema 3.1, para un δ > 0 suficientemente pequeño tenemos que
Lip(F−1) <
( ‖Λ−1‖
1− δ‖Λ−1‖
)
.
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Así, si tomamos un δ > 0 bien cerca de cero, tenemos que
Lip(F−1) ≈ ‖Λ−1‖. (4.32)
Luego, por la Ec. (4.32) tenemos que
‖G1(x)−G1(x′)‖ ≤ ‖F−1(x)− F−1(x′)‖
≤ ‖Λ−1‖︸ ︷︷ ︸
L1
‖x− x′‖.
Ahora, por la Ec. (4.31) tenemos que
‖G2(x)−G2(x′)‖ ≤ ‖F (x)− F (x′)‖
≤ ‖Λ‖︸︷︷︸
L2
‖x− x′‖.
En seguida, por Ec. (4.30) y Ec. (4.32) obtenemos
‖h1(x, y)− h1(x′, y′)‖ = ‖f−(F−1(x))− f−(F−1(x′))‖
≤ δ‖F−1(x)− F−1(x′)‖
≤ δ‖Λ−1‖‖x− x′‖
≤ δ‖Λ−1‖‖(x− x′, y − y′)‖.
También tenemos, por Ec. (4.30) y Ec. (4.32) lo siguiente
‖h2(x, y)− h2(x′, y′)‖ = ‖Λ−1+ f+(x)− Λ−1+ f+(x′)‖
≤ ‖Λ−1+ ‖‖f+(x)− f+(x′)‖
≤ δ‖Λ−1+ ‖‖x− x′‖
≤ δ‖Λ−1+ ‖‖(x− x′, y − y′)‖.
Por el Lema (3.4) tenemos que
sup‖h1(x, y)‖ ≤ δ y sup‖h2(x, y)‖ ≤ δ‖Λ−1+ ‖ ≤ δ.
Luego, combinando las ecuaciones anteriores, para un δ > 0 suficientemente pequeño,
tenemos que
ma´x{‖Λ1‖, ‖Λ2‖}+ δ < 1.
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y
ma´x{‖Λ1‖Lα1 , ‖Λ2‖Lα2}+ δLα < 1.
Por tanto, por el Lema 4.1, el sistema (4.27) y (4.28) tiene una única solución acotada ϕ
que es α- Hölder. Lo que prueba la Afirmación 1.1.
Luego tenemos probado la Afirmación 1. Esto quiere decir que encontramos una función
Φ(x) = x+ ϕ(x) que es α-Hölder y satisface
Φ(Fx) = ΛΦ(x).
Afirmación 2: La función Φ es un α-Hölder homeomorfismo.
Para este fin, vamos a encontrar una aplicación Ψ(x) = x+ ψ(x) que satisfaga
F (Ψ(x)) = Ψ(Λx). (4.33)
Desde que Ψ(x) = x+ ψ(x), entonces
F (x+ ψ(x)) = (I + ψ)(Λ(x))
(f + Λ)(x+ ψ(x)) = Λ(x) + ψ(Λx).
Esto implica,
f(x+ ψ(x)) + Λ(x+ ψ(x)) = Λ(x) + ψ(Λx).
Lo que nos lleva a
ψ+(Λx) = f+(x+ ψ(x)) + Λ+(ψ+(x)), (4.34)
y
ψ−(Λx) = f−(x+ ψ(x)) + Λ−(ψ−(x)). (4.35)
Así, de Ec. (4.34) obtenemos
ψ+(x) = Λ
−1
+︸︷︷︸
Λ1
(ψ+(x))− Λ−1+ f+(x+ ψ(x)), (4.36)
y de Ec. (4.35) obtenemos
ψ−(x) = Λ−︸︷︷︸
Λ2
(ψ−(Λ−1x)) + f−(Λ−1x+ ψ(Λ−1(x))). (4.37)
Afirmación 2.1: La función ψ es α-Hölder.
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Para probar esta afirmación vamos hacer uso del Lema 4.1, considerando para esto las
siguientes funciones
G1(x) = x;G2(x) = Λ
−1(x); h1(x, y) = −Λ−1+ f+(x+ y);
h2(x, y) = f−(Λ−1x+ y); H1(x) = x;H2(x) = Λ−1(x).
Ahora vamos a verificar que estas funciones satisfacen las condiciones del Lema 4.1. En
efecto, por el Lema 4.2 podemos tomar una norma en E tal que
ma´x{‖Λ−‖.‖Λ−1‖α, ‖Λ−+‖.‖Λ‖α} < 1 (4.38)
Además, por el Lema 3.4, dado δ > 0, tenemos que
Lip(f) ≤ δ. (4.39)
Tenemos que
‖G1(x)−G1(x′)‖ ≤ ‖x− x′‖
≤ 1︸︷︷︸
L1
‖x− x′‖.
y
‖G2(x)−G2(x′)‖ ≤ ‖Λ−1(x− x′)‖
≤ ‖Λ−1‖︸ ︷︷ ︸
L2
‖x− x′‖.
En seguida, por Ec. (4.39) obtenemos
‖h1(x, y)− h1(x′, y′)‖ = ‖−Λ−1+ f+(x+ y)− (−Λ−1+ f+(x′ + y′))‖
≤ δ‖Λ−1+ ‖‖(x− x′) + (y − y′)‖
≤ δ‖Λ−1+ ‖‖(x− x′, y − y′)‖
≤ δ‖(x− x′, y − y′)‖.
También tenemos, por Ec. (4.39)
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‖h2(x, y)− h2(x′, y′)‖ = ‖Λ−1+ f+(x)− Λ−1+ f+(x′)‖
≤ δ‖Λ−1+ ‖‖f+(x)− f+(x′)‖
≤ δ‖Λ−1+ ‖‖x− x′‖
≤ δ‖Λ−1+ ‖‖(x− x′, y − y′)‖
≤ δ‖(x− x′, y − y′)‖
Por el Lema (3.4) tenemos que
sup‖h1(x, y)‖ ≤ δ y sup‖h2(x, y)‖ ≤ δ‖Λ−1+ ‖ ≤ δ.
También se tiene que
‖H1(x)−H1(x′)‖ ≤ ‖x− x′‖
≤ ‖Λ−1‖︸ ︷︷ ︸
L
‖x− x′‖.
y
‖H2(x)−H2(x′)‖ ≤ ‖Λ−1(x− x′)‖
≤ ‖Λ−1‖︸ ︷︷ ︸
L
‖x− x′‖.
Luego, combinando las ecuaciones anteriores, para un δ > 0 suficientemente pequeño
tenemos que,
ma´x{‖Λ1‖, ‖Λ2‖}+ δ < 1.
y
ma´x{‖Λ1‖Lα1 , ‖Λ2‖Lα2}+ δLα < 1.
Por tanto, por el Lema 4.1, el sistema (4.27) y (4.28) tiene una única solución acotada
ψ = (ψ−, ψ+) α-Hölder. Lo que prueba la Afirmación 2.1.
Afirmación 2.2: La aplicación Ψ(x) es la inversa de la función Φ.
Tenemos que la aplicación Ψ(x) = x+ ψ(x) satisface
F (Ψ(x)) = Ψ(Λx).
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Además, la aplicación H(x) = Φ(Ψ(x)) es α-Hölder; y la función continua acotada h
satisface la equación
h(Λx) = Λh(x). (4.40)
De hecho, tenemos que
Φ(Fx) = ΛΦ(x). (4.41)
F (Ψ(x)) = Ψ(Λx). (4.42)
Así, de Ec. (4.41) obtenemos
φ(F (Ψ(x))) = ΛΦ(Ψ(x)). (4.43)
De Ecs. (4.42) Y (4.43) tenemos que
φ(ψ(Λ(x))) = Λφ(ψ(x))
(I + h)(Λx) = Λ(x+ h(x))
Λx+ h(Λx) = Λx+ Λh(x).
De donde, obtenemos que
h(Λx) = Λh(x).
Así, por unicidad del Lema 4.1, h = 0.
Similarmente, la aplicación H˜(x) = Ψ(Φ(x)) = x+ h˜(x). De Ec. (4.41)
F (Ψ(Φ(x))) = ΨΛ(Φ(x)). (4.44)
De aquí y de Ec. (4.40) obtenemos que
F (Ψ(Φ(x))) = ΨΦ(Fx). (4.45)
De está igualdad y de la definición de h˜ obtenemos
F (x+ h˜(x)) = F (x) + h˜(F (x)). (4.46)
Lo que implica,
f(x+ h˜(x)) + Λ(x+ h˜(x)) = F (x) + h˜(F (x))
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f(x+ h˜(x)) + Λx+ Λh˜(x) = f(x) + Λx+ h˜(F (x)). (4.47)
De donde obtenemos
f+(x+ h˜(x)) + Λh˜+(x) = f+(x) + h˜+(F (x)). (4.48)
f−(x+ h˜(x)) + Λh˜−(x) = f−(x) + h˜−(F (x)). (4.49)
Lo que nos lleva a,
h˜+(x) = Λ
−1
+ h˜+(Fx)− Λ−1+ f+(x+ h˜(x)) + Λ−1+ f+(x). (4.50)
y
h˜−(x) = −Λ−h˜−(F−1(x)) + f−(F−1x+ h˜(F−1x))− f−(F−1x). (4.51)
Afirmación 2.2.1: La función h˜ es α-Hölder.
Para probar esta afirmación vamos hacer uso nuevamente del Lema 4.1, considerando
para esto las siguientes funciones
G1(x) = F (x);G2(x) = F
−1(x); h1(x, y) = −Λ−1+ f+(x+ y) + Λ−1+ f+(x);
h2(x, y) = f−(F−1(x) + y); H1(x) = x;H2(x) = F−1(x).
Ahora vamos a verificar que estas funciones satisfacen las condiciones del Lema 4.1. En
efecto, por el Lema 4.2 podemos tomar una norma en E tal que
ma´x{‖Λ−‖.‖Λ−1‖α, ‖Λ−+‖.‖Λ‖α} < 1. (4.52)
Tenemos que
‖G1(x)−G1(x′)‖ ≤ ‖F (x)− F (x′)‖
≤ ‖Λ‖︸︷︷︸
L1
‖x− x′‖.
y
‖G2(x)−G2(x′)‖ ≤ ‖F−1(x− x′)‖
≤ ‖Λ−1‖︸ ︷︷ ︸
L2
‖x− x′‖.
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En seguida, por Ec. (4.39) obtenemos
‖h1(x, y)− h1(x′, y′)‖ = ‖−Λ−1+ f+(x+ y) + Λ−1+ f+(x′ + y′)‖
+ ‖Λ−1+ f+(x)− Λ−1+ f+(x′)‖
≤ δ‖Λ−1+ ‖‖(x− x′) + (y − y′)‖+ δ‖Λ−1+ ‖‖(x− x′)‖
≤ δ‖Λ−1+ ‖‖(x− x′, y − y′)‖+ δ‖Λ−1+ ‖‖(x− x′, y − y′)‖
≤ 2δ‖Λ−1+ ‖‖(x− x′, y − y′)‖
≤ 2δ‖(x− x′, y − y′)‖.
También tenemos, por Ec. (4.39)
‖h2(x, y)− h2(x′, y′)‖ ≤ ‖f−(F−1(x) + y)− (f−(F−1(x′) + y′))‖
+ ‖f−(F−1(x))− f−(F−1(x′))‖
≤ δ‖F−1((x) + y)− F−1((x′) + y′)‖+ ‖F−1(x)− F−1(x′)‖
≤ δ(‖Λ−1‖‖x− x′‖+ ‖y − y′‖) + δ‖Λ−1‖‖x− x′‖
≤ δ(‖Λ−1‖‖x− x′‖+ ‖Λ−1‖‖y − y′‖) + δ‖Λ−1‖‖x− x′‖;
≤ 2δ‖Λ−1‖‖(x− x′, y − y′)‖.
Por el Lema (3.4) tenemos que
sup‖h1(x, y)‖ ≤ δ y sup‖h2(x, y)‖ ≤ δ‖Λ−1+ ‖ ≤ δ.
También se tiene que
‖H1(x)−H1(x′)‖ ≤ ‖x− x′‖
≤ ‖Λ−1‖︸ ︷︷ ︸
L
‖x− x′‖.
y
‖H2(x)−H2(x′)‖ ≤ ‖F−1(x)− F−1(x′)‖
≤ ‖Λ−1(x− x′)‖
≤ ‖Λ−1‖︸ ︷︷ ︸
L
‖x− x′‖.
Luego, combinando las ecuaciones anteriores, para un δ > 0 suficientemente pequeño
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tenemos que,
ma´x{‖Λ1‖, ‖Λ2‖}+ δ < 1.
y
ma´x{‖Λ1‖Lα1 , ‖Λ2‖Lα2}+ δLα < 1.
Por tanto, por el Lema 4.1, el sistema (4.27) y (4.28) tiene una única solución acotada
h˜ = (h˜−, h˜+) α-Hölder. Lo que prueba la Afirmación 2.2.1.
Así, usando los mismos argumentos anteriores tenemos que H˜ es la aplicación identidad.
Lo que concluye la prueba de la Afirmación 2.
Entonces usando las Afirmaciónes 1 y 2, nos lleva a mostar que Φ es un homeomorfismo
α-Hölder y Ψ es sua inversa. Lo que concluye la prueba de nuestro Teorema principal.

Observación 4.1. Devemos tener en cuenta que el Teorema de LinealizaciónCα-Hölder Grobman-
Hartman 4.1 tiene dos limitaciones serias. Primero, no nos dice nada cuando la linealización
tiene autovalor con norma uno. En segundo lugar, cuando se aplica, proporciona información
solo en una vecindad de los puntos fijos hiperbólicos.
Observación 4.2. Note que por el Teorema de Linealización Cα-Holder Grobman-Hartman
4.1, obtenemos que todo punto fijo hiperbólico de un difeomorfismo es aislado. Pues f ′(0)
solamente el cero es un punto fijo hiperbólico, lo que nos lleva a ver h(U) f tiene un único
punto fijo hiperbólico.
Teorema 4.2 (Estabilidad local de Puntos fijos hiperbólicos). Sea f : V ⊂ E → E una
aplicación de clase Cr, r ≥ 1 tal que 0 ∈ V, Df(0) es invertible y 0 es un punto fijo hiperbólico
de f . Entonces existe una vecindadN de f en C1(V,E) de modo que para toda función g ∈ N
es conjugada localmente a f en 0, esto es, existe un abierto 0 ∈ U y un Cα homeomorfismo
h : U → E tal que
h ◦ g(z) = f ◦ h, para z ∈ U.
Además, h(0) es el único punto fijo hiperbólico de g en una vecindad.
Demostración: Por Lema (3.4) tenemos que, para todo ǫ > 0, existe φ : E → E, Lip(φ) < ǫ y
una vecindad de 0 ∈ U tal que
f(z) = ( Lf︸︷︷︸
Df(0)
+φ)(z) para z ∈ U.
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Sea g ∈ C1(V,E) tal que g es suficientemente próxima de f en C1(V,E).
Desde que g ∈ C1(V,E) entonces para todo ǫ > 0, existe una función ϕ : E → E con
Lip(ϕ) < ǫ, tal que
g(z) = (Lg + ϕ)(z), para z ∈ U.
Como g esta bien próxima de f entonces
|Lf − Lg| < ǫ.
Luego,
g = Lg + ϕ
= Lf + (Lg − Lf ) + ϕ︸ ︷︷ ︸
ϕ˜
,
donde Lip(ϕ˜)≤ ǫ+ ǫ ≤ 2ǫ. Por el Teorema de Linealización Cα-Hölder Grobman-Hartman 4.1
existe un homeomorfismo hg, de claseCα en una vecindad de 0 ∈ Ug tal que
hg ◦ Lf = g ◦ hg
en Ug. Entonces
Lf = hg
−1 ◦ g ◦ hg (4.53)
en una vecindad de 0.
Mas, usando nuevamente el Teorema de Grobman-Hartman existe un homeomorfismo hf ,
de clase Cα una vecindad de 0 ∈ Uf tal que
hf ◦ Lf = f ◦ hf . (4.54)
Así, substituyendo Ec. (4.53) en Ec. (4.54), obtenemos
hf ◦ hg−1 ◦ g ◦ hg = f ◦ hf ,
en una vecindad de 0. Por tanto
hf ◦ hg−1︸ ︷︷ ︸
h
◦g ◦ hg ◦ hf−1︸ ︷︷ ︸
h−1
= f,
en una vecindad de 0. Lo que concluye la prueba. 
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4.4 Ejemplos
Ejemplo 4.1 (Puntos Fijos Hiperbólicos de Difeomorfismos del Plano [BG05]). Usando el
Teorema de Linealización Cα-Holder Grobman-Hartman 4.1, tenemos que los puntos fijos hi-
perbólicos p de difeomorfismos del plano se pueden clasificar locamente de acuerdo con la
naturaleza de los valores propios de Df(p). Esto es, si el espectro es σ(Df(p)) = {λ1, λ2}.
Entonces tenemos la siguiente clasificación:
Figura 4.1: Puntos fijos hiperbólicos en el plano. [BG05].
1. Punto de silla. Si λ1 y λ2 son autovalores reales, tal que |λ1| > 1 y |λ2| < 1, entonces
las órbitas cercanas siguen trayectorias como se muestra en la Figura 4.1 (a).
2. Atractor/repulsor de punto fijo. Si λ1 y λ2 son autovalores reales e iguales con los
autovectores independientes. Las trayectorias cerca de tal repulsor punto fijo se muestra
en la Figura 4.1 (b).
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3. Atractor/repulsor de punto fijo. Si λ1 y λ2 son autovalores reales e iguales con los au-
tovectores dependientes. Las trayectorias cerca de tal atractor punto fijo como se muestra
en la Figura 4.1 (c).
4. Atractor/repulsor de punto fijo. Si |λ1| < |λ2| < 1 o |λ1| > |λ2| > 1. Trayectorias
cerca de tal punto fijo que se repelan se muestran en la Figura 4.1 (d).
5. Atractor/repulsor de punto fijo. Si λ1 y λ2 son autovalores complejo, conjugados. Se
muestran trayectorias cerca de un punto fijo atractor. Figuras 4.1 (e) y (f): el signo de
la parte imaginaria determina la dirección a lo largo de las órbitas en sentido horario o
anti-horario.
Ejemplo 4.2 (Aplicación de Hénon). En el año 1976,M. Henón definió la funciónHab : R2 →
R
2 dada por
Hab = (−ax2 + 1 + y, bx).
Ejemplo 4.3 (Algunas propiedades de la aplicación de Hénon ). La aplicación de HénonHab
tiene las siguientes propiedades:
1. Podemos verificar que Hab = f3 ◦ f2 ◦ f1 donde
f1(x, y) =(x,−ax2 + y + 1),
f2(x, y) =(bx, y),
f3(x, y) =(y, x).
2. La aplicación Hab es inyectiva. Si b 6= 0, la inversa de Hab es
H−1ab (x, y) =
(
1
b
y,−1 + a
b2
y2 + x
)
.
3. La función Hab tiene los siguientes puntos fijos.
p± =
1
2a
(
b− 1±
√
4a+ (1− b)2
)
(1, b)
Por tanto para cada b existe a0(b) = −14(1− b)2 de forma que:
(i) Si a < a0(b), entonces la función Hab no tiene puntos fijos.
(ii) Si a = a0(b), entonces la función Hab tiene un único punto fijo.
(iii) Si a > a0(b) entonces la función Hab tiene dos puntos fijos p+ y p−.
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4. Tenemos que los autovalores de la matriz jacobiana de Hab en un punto (x0, y0) son
λ1,2 = −ax0 ±
√
(ax20 + b).
Tenemos que ,
(i) si a > a0, entonces p− es un punto de silla;
(ii) si a1(b) = 34(1 − b)2 > a0(b), entonces p+ es un punto atractor si a0 < a < a1 y
para p+ es un punto de silla.
Ejemplo 4.4. Considere la aplicación de Hénon en el caso a = b = 1, esto es,
H11(x, y) = (1 + y − x2, x).
Note que las órbitas de la aplicación de Hénon son {(xn+1, yn+1)}, donde
xn+1 = 1 + yn − x2n,
yn+1 = xn+1.
Usando el Ejemplo 4.3,item (3), tenemos que H11 tiene dos puntos fijos (1, 1) y (−1,−1.).
Ahora, usando nuevamente por el Ejemplo (3), item (4), tenemos que espectro σ(DH11(1, 1))
es
λ1 = −1 +
√
2 ≈ 0, 4142, λ2 = −1−
√
2 ≈ −2, 4142.
También, tenemos que el espectro σ(DH11(−1,−1)) es
λ1 = 1 +
√
2 ≈ 2, 4142, λ2 = 1−
√
2 ≈ −0, 4142.
Luego, usando el Teorema de Linealización Cα-Hölder Grobman-Hartman 4.1, tenemos que
existen conjugaciones h1 y h2 de clase Cα, de modo que
h1 ◦H11 = DH11(1, 1) ◦ h1
y
h2 ◦H11 = DH11(−1,−1) ◦ h2.
Esto quiere decir que en las vecindades de (1, 1) y (−1,−1) el comportamiento de la aplicación
H11 son de tipo “silla”. Ver Ejemplo 4.1 y Gráfico 4.1
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(1,1)
x
(-1,-1)
en una vecindad del punto (1,1)
en un vecindad del punto (-1,-1)
Comportamiento de las trajectorias 
Comportamiento de las trajectorias 
Figura 4.2: Trayectorias de la aplicación de Hénon H11 alrededor de sus puntos fijos .
Capítulo
5
Teorema de Linealización Cα-Hölder
Grobman-Hartman para Ecuaciones
Diferenciales
En esta sección probaremos el Teorema de Grobman-Hartman para difeomorfismos. Para tal
fin, vamos a seguir de manera próxima los artículos de Hartman [Har60b], [Har63], Palis [Pal68]
y los libros de Sotomayor[Sot79], Castro [Cas09], Palis-de Mello [JPJ82] y Teschl [Tes12].
Definición 5.1. (Conjugación de campos). Sean X y Y dos campos vectoriales de Rn, X :
U → Rn e Y : V → Rn, y sean φ : D → U y ψ : D̂ → V los flujos deX e Y, respectivamente.
Decimos que X es topológicamente conjugado a Y (resp. Ck-conjugado) cuando existe un
homeomorfismo (resp, un difeomorfismo Ck) h : U → V tal que
h(φ(t, x)) = ψ(t, h(x)),
para todo (t, x) ∈ D. En este caso, se tiene necesariamente Ima´x(x) = Ima´x(h(x)), donde
Ima´x(x) y Ima´x(h(x)) denotan los intervalos máximos de las respectivas soluciones máximas.
El homeomorfismo h se llama conjugación topológica (resp. Cr-conjugación) entre X e Y .
Ejemplo 5.1. Considere las matrizes
A =
[
−1 −3
−3 −1
]
, B =
[
2 0
0 −4
]
, R =
1√
2
[
1 1
−1 1
]
y R−1 =
1√
2
[
1 −1
1 1
]
.
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Sea el campo X(x, y) = A(x, y)t = (−x− 3y,−3x− y). Tenemos que el flujo es dado por
ϕ(t, (a, b)) = eAt(a, b), donde t ∈ R y (a, b) ∈ R2.
Sea ψ(t, p) el flujo de tipo “silla” Y = B(x, y)t = (2x,−4y) (ver Subsección 5.3.1). Se
puede verificar que la rotación de 45◦,h(x, y) = R(x, y)t = 1√
2
(x+ y,−x+ y) , es una función
analítica con inversa analítica h−1(x, y) = R−1(x, y)t = 1√
2
(x− y, x+ y) . Desde que B =
h−1Ah, implica eBt = h−1eAth, tenemos que
h(ψ(t, p)) = ϕ(t, h(p)).
- 0.10 - 0.05 0.00 0.05 0.10
- 0.10
- 0.05
0.00
0.05
0.10
- 0.10 - 0.05 0.00 0.05 0.10
- 0.10
- 0.05
0.00
0.05
0.10
Retrato de fase de Y Retrato de fase de X
h
Figura 5.1: Conjugación de dos sillas.
Ejemplo 5.2 ([Sot79]). Sea el campo X = (x,−y + x3). Tenemos que el flujo es dado por
ϕ(t, (a, b)) =
(
aet, (b− a
3
4
)e−t +
a3
4
e3t
)
,
donde t ∈ R y (a, b) ∈ R2.
Sea ψ(t, p) el flujo de tipo “silla” Y = (x,−y) (ver Subsección 5.3.1). Se puede verificar
que h : (x, y) −→
(
x, y + x
3
4
)
es un una función analítica con inversa h−1(x, y) = (x, y − x3
4
)
tal que
h(ψ(t, p)) = ϕ(t, h(p)).
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x
x
h
Retrato de fase de Y Retrato de fase de X
Figura 5.2: Conjugación de dos sillas, siendo una no-lineal. [Sot79].
Teorema 5.1 (Desigualdad de Gronwall Generalizado). Sean α : [a, b) → R y κ : [a, b) →
R
+ funciones continuas. Supongamos que u : [a, b)→ R satisface
u(t) ≤ w(t) +
∫ t
a
κ(s)u(s)ds, (5.1)
para todo t ∈ [a, b). Entonces,
u(t) ≤ w(t) +
∫ t
a
κ(s)w(s) exp
(∫ t
s
β(r)dr
)
ds. (5.2)
Demostración: Considere la función r(t) =
∫ t
a
κ(s)u(s)ds. Por el teorema fundamental del
cálculo 2.4 tenemos r′(t) = k(t)u(t). Luego
r′(t)− κ(t)r(t) = κ(t)[u(t)− r(t)].
Por hipótesis u(t) ≤ w(t) + r(t). Dado que κ(t) ≥ 0, entonces
κ(t)[u(t)− r(t)] ≤ κ(t)w(t).
Así, obtenemos
r′(t)− κ(t)r(t) ≤ κ(t)w(t).
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Multiplicando por el factor integrante exp
(
− ∫ t
a
κ(r)dr
)
se obtiene:
d
dt
[exp(−
∫ t
a
κ(r)dr)] ≤ exp
(
−
∫ t
a
κ(r)dr
)
κ(t)w(t).
Ahora, integrando de a hasta t :
exp
(
−
∫ t
a
κ(r)dr
)
r(t) ≤
∫ t
a
κ(s)w(s) exp
(
−
∫ t
a
κ(r)dr
)
ds.
De donde, obtenemos que
r(t) ≤
∫ t
a
κ(s)w(s) exp
(∫ t
a
κ(r)dr
)
exp
(
−
∫ t
a
κ(r)dr
)
ds,
el cual se puede escribir de forma equivalente
r(t) ≤
∫ t
a
κ(s)w(s) exp
(∫ t
s
κ(r)dr
)
ds.
Por tanto, sustituyendo en la hipótesis
u(t) ≤ w(t) +
∫ t
a
κ(s)w(s) exp
(∫ t
s
κ(r)dr
)
ds.

Corolário 5.1 (Desigualdad de Gronwall). Sean α : [a, b) → R y κ : [a, b) → R+ funciones
continuas con α creciente (α(s) ≥ α(t), s ≥ t). Supongamos que u : [a, b)→ R satisface
u(t) ≤ w(t) +
∫ t
a
κ(s)u(s)ds, (5.3)
para todo t ∈ [a, b). Entonces,
u(t) ≤ w(t) exp
(∫ t
s
κ(r)dr
)
ds. (5.4)
Lema 5.1. Sea X : V ⊂ Rm → Rm un campo de vectores de clase Ck, (k ≥ 1) con X(0) = 0.
Sea L = DX(0). Entonces, dado ǫ > 0 existe un campo Y : Rm → Rm con las siguientes
propiedades :
1. Se tiene Lip(Y ) ≤ K y, de donde obtenemos, que el flujo de Y es definido en R× Rm;
2. Se tiene que Y = L fuera de una bola B(0, r);
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3. Existe un abierto U ⊂ V conteniendo cero tal que Y = X en U ;
4. Si Yt = Lt + φt, existeM > 0 tal que ‖φt‖ ≤M , para todo t ∈ [−2, 2] y L(φ1) ≤ ǫ.
Demostración: Desde que L = X ′(0), se tiene que X = L + γ, donde γ : V → Rm con
γ(0) = 0 y Dγ(0) = 0. Sea β : R → R una función de clase C∞ tal que β(R) ⊂ [0, 1],
B(t) = 1 si t ≤ r
2
y β(t) = 0 si t ≥ r.
Considere Γ : Rm → Rm definida por
Γ(x) =
{
β(‖x‖)γ(x), x ∈ V ;
0, x ∈ Rm − V .
Sea δ > 0, por el Lema 3.4, podemos encontrar r > 0 de tal forma que Γ sea de clase Ck y sea
δ-Lipschitz. Por definición de Γ, tenemos que,Γ = γ en B(0, r
2
) y Γ ≡ 0 fuera de B(0, r).
Definamos el campo Y : Rm → Rm por Y := L + Γ. De ahí, X = Y en B(0, r
2
), Y = L
fuera de B(0, r) e Y satisface ítem (1).
Ahora nos resta verificar ítem (4). De hecho, como consecuencia de la Desigualdad de Gron-
wall 5.1, tenemos que:
‖Yt(x)− Yt(y)‖ ≤ ek|t|.‖x− y‖ ≤︸︷︷︸
|t|≤2
e2K .‖x− y‖.
Sea φt(y) := Yt(y)− Lt(y), entonces,
φt(x)− φt(y) = [Yt(x)− Yt(y)] + [Lt(x)− Lt(y)].
De ahí
φt(x)− φt(y) =
∫ t
0
[Γ(Ys(x))− Γ(Ys(y))]ds+
∫ t
0
L(φs(x)− φs(y))ds.
Luego, aplicando norma, obtenemos
‖φt(x)− φt(x)︸ ︷︷ ︸
:=u(t)
‖ ≤ δǫ2k‖x− y‖2 + |
∫ t
0
L(φs(x)− φs(y))|ds
≤ δ.e2K‖x− y‖2︸ ︷︷ ︸
:=α(t)
+
∫ t
0
‖L‖|︸︷︷︸
:=v(s)
|κs(x)− φs(y)|︸ ︷︷ ︸
:u(s)
ds.
De la desigualdade de Gronwal, tenemos que
|φt(x)− φt(y)| ≤ δe2K‖x− y‖2e‖L‖
∫ t
0
ds ≤ δe2K |x− y|2e‖L‖2.
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Por el Lema 3.4, podemos considerar que Lip(Γ) ≤ ǫ
(e2Ke‖L‖2)
. Esto implica en particular, que
Lip(φ1) ≤ ǫ.
Finalmente vamos a verificar que φt es acotada para todo t ∈ [−2, 2] .
Si x /∈ B(0, r) :
‖φt(x)‖ = ‖φt(x)− φt(0)‖ ≤ ǫ‖x− 0‖ ≤ ǫr.
Si x /∈ B(0, r) : Primero note que Γ(Ys(x)) = 0, si Ys(x) /∈ B(0, r), tenemos que
|φt(x)| = |φt(x)− φt(0)|
=
∣∣∣∣∫ t
0
[Γ(Ys(x))− Γ(Ys(0))ds] +
∫ t
0
L(φs(x)− φs(0))ds
∣∣∣∣
≤
∫ t
0
ǫ.rds+ |
∫ t
0
L(φs(x)− φs(0))ds| ≤ 2.ǫ.r + ‖L‖.
∫ t
0
|φs(x)− φs(0)|ds.
Lo que implica nuevamente usando la desigualdade de Gronwall que existe M > 0 tal
que
|φt(x)| ≤M, para todo x ∈ Rm,
para todo t ∈ [−2, 2]. Lo que implica la prueba del ítem (4).

Observación 5.1. Por el Lema 5,1, tenemos que para cualquier campo X : V ⊂ Rn → Rn de
clase Ck, k ≥ 1, se puede considerar localmente Lipschitz, con cualquier k > r(X ′(0)), donde
r(X ′(0)) = ma´x{|µ| : µ ∈ σ(X ′(0))}.
5.1 Teorema de Grobman-Hartman para Campos
Definición 5.2 (Singularidad Hiperbólica). Dado un campo de vectores X : U → Rm, de
clase Ck una singularidad p ∈ U de X es llamada hiperbólica si la ecuación determinada por
su parte lineal DX(p) ∈ L(Rm) es hiperbólica (esto es, si los autovalores de DX(p) tienen
parte real no nula).
Lema 5.2. SeaX : U → Rm un campo de vectores y ϕt su flujo. Entonces p es una singularidad
hiperbólica de X si, y solamente si, p es un punto fijo hiperbólico del difeomorfismo ϕ1, en el
tiempo 1 de X .
Demostración: (⇐) Si p es un punto fijo del tiempo 1 de X y es hiperbólico, en particular,
por la estabilidade de puntos fijos hiperbólicos , es aislado. Se observa que el punto p no puede
pertenecer a alguna órbita de período 1, pues en esta situación, los otros puntos de la órbita
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periódica serían puntos fijos para ϕ1, y p no sería punto fijo aislado. Esto, es bastante intuitivo,
basta seguir la trayectoria de un punto arbitráriamente próximo de p y el resultado es inmediato.
Luego, desde que ϕ(n, p) = p, si n ∈ N y ϕ(., p) no es periodo regular, sigue de la clasificación
de las trayectórias para campos tenemos que ϕ(t, p) = p, para p ∈ R, entonces p es singularidad
(aislada) de X . Ahora, probaremos que p es singularidad hiperbólica, esto es,los elementos de
σ(X ′(p)) tienen parte real diferente de cero. De la dependencia diferenciable en relación a las
condiciones iniciales tenemos que ∂xϕ es solución de Z ′(t) = X ′(p).Z(t); Z(0) = I . Por tanto,
∂xϕ(x, t) = e
t.X′(p), de donde obtenemos
f ′(p) = ∂xϕ(1, p) = eX
′(p),
y por tanto, el espectro σ(f ′(p)) = eσ(X
′(p)). Así, desde que |λ| 6= 1, para todo λ ∈ σ(Df(p)),
esto implica que ℜ(w) 6= 0, para todo w ∈ σ(DX(p)).
(⇒) Si p es singularidad hiperbólica de X , es inmediato que es punto fijo de f = ϕ1 (pues
p, es estacionario ϕt(p) = p, para todo t). Como visto arriba, de la dependencia diferenciable
en relación a las condiciones iniciales, tenemos que ∂xϕ es solución de Z ′(t) = X ′(p).Z(t);
Z(0) = I . De donde, ∂xϕ(x, t) = et.DX(p). Así,
Df(p) = ∂xϕ(1, p) = e
DX(p),
y por tanto, el espectro σ(Df(p)) = eσ(DX(p)). Desde queℜ(w) 6= 0, para todow ∈ σ(DX(p)),
esto implica que |λ| 6= 1, para λ ∈ σ(Df(p)), esto es, p es punto fijo hiperbólico de la función
f . 
Teorema 5.2 (Teorema de Grobman-Hartman para Campos). SeanW ⊂ Rn un abierto,X :
W → Rn un campo de claseCk(k ≥ 1) y p una singularidad hiperbólica deX . Sea L = X ′(p).
EntoncesX es localmente Cα conjugado L, en una vecindad de p y cero respectivamente. Esto
significa que si Φt(z) y ϕt(z) son respectivamente las soluciones de los problemas de valor
inicial {
x˙ = X(x),
x(0) = z
y
{
y˙ = L(y),
y(0) = z,
(5.5)
entonces existe un homeomorfismo de clase Cα, h : V → U, donde V y U son vecindades
respectivamente de p y 0, tal que h(p) = 0 y
h(Φt(z)) = ϕt(h(z)),
siempre que z,Φt(z) ∈ V. Esto nos garantiza, que a menos del homeomorfismo Cα, h, los
retratos de fase de las ecuaciones (5.5), son los mismos respectivamente en vecindades de p
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Figura 5.3: Interpretación geométrica del T-G-H para campos [Sot79].
Demostración: Sin perdida de generalidad supongamos que p = 0.
Sea Y : Rn → Rn un campo Ck como en el Lema 5,1. Como Y = X en una vecindad U de
cero, tenemos que la identidad conjuga localmenteX e Y . Como la conjugación es una relación
de equivaléncia, por tanto transitiva, nos resta probar que los flujos Yt y Lt son conjugados, para
todo t ∈ R.
Desde que DY (0) = L, de la dependencia diferenciable en relación a las condiciones ini-
ciales, tenemos que la derivada DY1(0) del difeomorfismo inducido en el tiempo 1 es eL = L1.
De hecho, escribiendo ϕ(t, x) = Yt(x), tenemos que
DYt(x) =
∂ϕ(t, x)
∂x
es solución de {
Z ′(t) = DY (ϕ(t, x)).Z(t)
Z(0) = Im.
Como Y (0) = 0 entonces ϕ(t, 0) = 0, y la ecuación anterior queda :{
Z ′(t) = DY (0).Z(t) = LZ(t)
Z(0) = Im.
De esa forma DYt(0) = etL, entonces DY1(0) = eL = L1.
Luego, el difeomorfismo Y1 = L1 + φ1 tiene al origen como punto fijo hiperbólico y φ1 el
resto de su derivada L1 en el origen. De esa forma, usando el Teorema de Linealización Cα-
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Hölder Grobman-Hartman 4.1, existe un homeomorfismo de classe Cα, h : Rn → Rn tal que
h◦Y1(x) = L1 ◦h(x). Mostraremos que este mismo h también conjuga todos los otros tiempos,
esto es,
h ◦ Yt(x) = Lt ◦ h(x),
para t ∈ R y para x ∈ Rm. Lo que significa que Y y L son conjugados.
En efecto, sea t ∈ R un punto arbitrário. Definimos la función
h˜(x) = Lt ◦ h ◦ Y−t(x).
Como h˜ es la composición de dos homeomorfismos de clase Cα se tiene que h˜ es un homeo-
morfismo de clase Cα.
Afirmación 1. h = h˜. En efecto,
h˜(Y1(x)) = Lt ◦ h ◦ Y−t ◦ Y1(x)
= Lt ◦ L1 ◦ h ◦ Y−t(x) = L1 ◦ Lt ◦ h ◦ L−t(x)
= L1 ◦ h˜.
Por la unicidad del Teorema 4.1 tenemos que h = h˜.
Afirmación 2. h ◦ Yt = Lt ◦ h, para t ∈ R. De hecho,
h˜ ◦ Yt(x) = Lt ◦ h ◦ Y−t ◦ Yt(x) = Lt ◦ h˜(x).
Desde que h = h˜ se tiene probado la Afirmación 2, y como fue tomado un t ∈ R arbitrário
hemos probado el Teorema. 
5.2 Contra-Ejemplo Para El Caso Continuo
El siguiente ejemplo, nos muestra que, con las hipótesis del Teorema de Grobman-Hartaman
3.3, mismo siendo X un campo analítico puede no tener una conjugación de clase C1 con la
parte linear DX(0).
Ejemplo 5.3 (Hartman [Har60b]). Existe un campo analíticoX : R3 → R3 tal que (0, 0, 0) es
un punto fijo hiperbólico, mas no existe una conjugación de clase C1 con su parte linealDX(0).
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Demostración: Considere el sistema
x˙ = αx
y˙ = (α− γ)y + ǫxz
z˙ = −γz.
Donde α > γ > 0 y ǫ 6= 0. Sea X(x, y, z) = (αx, (α− γ)y + ǫxz,−γz). Entonces,
L = DX(0, 0, 0) =
 α 0 00 (α− γ) 0
0 0 −γ
 .
También tenemos que la función F (x, y, z) = φ(1, (x, y, z)) es dado por:
F (x, y, z) = (ax, ac(y + ǫxz), cz),
donde a = eα y c = e−γ. De ahí, tenemos que a > ac > 1 > c > 0 y
eL = DF (0, 0, 0) =
 a 0 00 ac 0
0 0 c
 .
Si suponemos que existe una C1 linealización para el sistema, entonces existiria un difeomor-
fismo de clase C1, h : U → h(U) tal que
h(φ(t, (x, y, z))) = etLh(x, y, z).
Si t = 1, tenemos que
h(φ(1, (x, y, z))) = eLh(x, y, z)
h(F (x, y, z)) = DF (0, 0, 0)h(x, y, z),
lo que contradice el Ejemplo 3.2. Lo que concluye el ejemplo. 
5.3 Aplicaciones para Campos Vectoriales
En esta sección vamos a dar algunas aplicaciones del Teorema de Linealización Cα-Holder
Grobman-Hartman para Ecuaciones Diferenciales
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5.3.1 Sistemas Bidimensionales
s
Figura 5.4: Sistemas Bidimensionales lineales. Fuente: https://bit.ly/2O9LGUD.
A seguir vamos a dar una descripción para sistemas bidimensionales simples. Para esto
consideremos ahora sistemas reales de la forma{
x˙ = Ax+By,
y˙ = Cx+Dy,
con A,B,C,D ∈ R y AD − CB 6= 0. O, equivalentemente, ecuaciones lineales homogéneas
del tipo
X ′ = HX, con H =
(
A B
C D
)
y det(H) = AD − CB 6= 0. (5.6)
Estas ecuaciones son asociadas a campos vectoriales linealesH en R2. La condición det(H) 6=
0 es equivalente a que el origen 0 ∈ R2 sea el único punto donde H se anula, o sea, el único
punto fijo del flujo lineal φ(t, x) = etHx. Este punto fijo, o todo el sistema, se llama simple si
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detH 6= 0. El polinómio característico de A es
λ2 − qλ+ q = 0,
donde p = A+D y q = detH = AD − CB.
Luego, tenemos que los valores propios son
λ1, λ2 =
p±√p2 − 4q
2
.
Sea△ = p2 − 4q. Distinguimos los siguientes casos:
(a) Si△ > 0, los autovalores λ1, λ2 de H son reales distintos diferentes de cero.
• Si λ1 < λ2 < 0, el punto de equilibro se llama nodo estable.
• Si λ1 > λ2 > 0, el punto de equilibro se llama nodo inestable.
• Si λ1 < 0 < λ2, el punto de equilibro se llama punto silla.
(b) Si△ < 0, los autovalores son complejos conjugados: λ1,2 = α± iβ, con β 6= 0.
• Si λ1,2 = α± iβ, el punto de equilibro se llama centro.
• Si λ1,2 = α± iβ, con α < 0, el punto de equilibro se llama foco estable.
• Si λ1,2 = α± iβ, con α > 0, el punto de equilibro se llama foco inestable.
(c) Si△ = 0, entonces λ = λ1 = λ2 6= 0.
• Si λ < 0, H diagonal, el punto de equilibro se llama nodo estelar estable.
• Si λ > 0, H diagonal, el punto de equilibro se llama nodo estelar inestable.
• Si λ < 0, H no diagonal, el punto de equilibro se llama nodo de una tangente
estable.
• Si λ > 0, H no diagonal, el punto de equilibro se llama nodo de una tangente
inestable.
A seguir, damos dos ejemplos de sistemas autónomos bidimensional No-lineal y estudiaremos
sus órbitas usando el Teorema de Grobman-Hartman 3.3.
Ejemplo 5.4 ([GN92]). Consideremos ahora sistemas reales de la forma{
x˙ = 2x− 2x2 − xy,
y˙ = y − y2 − 2xy. (5.7)
5.3 Aplicaciones para Campos Vectoriales 89
1. El sistema tiene como puntos de equilibrio: (0, 0), (0, 1), (1, 0).
2. Para encontrar la linealización de estos puntos fijos, encontramos los autovalores de la
matriz
DX(x, y) =
(
2− 4x− y −x
−2y 1− 2y − 2x
)
.
3. Así, las matrizes linealizadas y sus autovalores son los siguientes:
DX(0, 0) =
(
2 0
0 1
)
; λ1 = 1, λ2 = 2,
DX(0, 1) =
(
1 0
−2 −1
)
; λ1 = −1, λ2 = 1,
DX(1, 0) =
(
−2 −1
1 −1
)
; λ1 = −2, λ2 = −1.
4. Entonces, por el Teorema de Linealización Cα-Holder Grobman-Hartman para Ecuacio-
nes Diferenciales 5.2 tenemos que el campo de la Ec. (5.7), es:
localmente topológicamente conjugado (via un homeomorfismo h1 de clase Cα ), a
DX(0, 0) en una vecindad de (0, 0) y (0, 0), respectivamente.
localmente topológicamente conjugado (via un homeomorfismo h2 de clase Cα ), a
DX(0, 1) en una vecindad de (0, 1) y (0, 0), respectivamente.
localmente topológicamente conjugado (via un homeomorfismo h3 de clase Cα), a
DX(1, 0) en una vecindad (1, 0) y (0, 0) , respectivamente.
En la Figura 5.6 hemos bosquejado el retrato de fase del sistema (5.7) directamente.
Observe la semejanza cerca del equilibrio con los retratos en la Figura 5.5.
Ejemplo 5.5 ([GN92]). Consideremos ahora sistemas reales de la forma{
x˙ = x− x2 − xy,
y˙ = −y + 2xy. (5.8)
1. El sistema tiene como puntos de equilibrio: (0, 0), (1, 0), (1
2
, 1
2
).
2. Para encontrar la linealización de estos puntos fijos, encontramos los autovalores de la
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Figura 5.5: Linealización del sistema (5.7). [GN92]
Figura 5.6: Retrato de fase del sistema (5.7). [GN92]
5.3 Aplicaciones para Campos Vectoriales 91
matriz jacobiana
DX(x, y) =
(
1− 2x− y −x
2y −1 + 2x
)
.
3. Así, las matrizes linealizadas y sus autovalores son los siguientes:
DX(0, 0) =
(
1 0
0 −1
)
; λ1 = −1, λ2 = 1,
DX(1, 0) =
(
−1 −1
0 1
)
; λ1 = −1, λ2 = 1,
DX
(
1
2
,
1
2
)
=
(
−1
2
−1
2
1 0
)
; λ1 =
−1 + i√7
4
, λ2 =
−1− i√7
4
.
4. Entonces, por el Teorema de Linealización Cα-Holder Grobman-Hartman para Ecuacio-
nes Diferenciales 5.2 tenemos que el campo de la Ec. (5.11), es:
localmente topológicamente conjugado (via un homeomorfismo h1 de clase Cα), a
DX(0, 0) en una vecindad de (0, 0) y (0, 0), respectivamente.
localmente topológicamente conjugado (via un homeomorfismo h2 de clase Cα), a
DX(1, 0) en una vecindad de (1, 0) y (0, 0), respectivamente.
localmente topológicamente conjugado (via un homeomorfismo h3 de clase Cα), a
DX
(
1
2
, 1
2
)
en una vecindad
(
1
2
, 1
2
)
y (0, 0), respectivamente.
En la Figura 5.8 hemos bosquejado el retrato de fase del sistema (5.8) directamente.
Observe la semejanza cerca del equilibrio con los retratos en la Figura 5.7.
5.3.2 Ecuaciones de Lorenz
En 1963, el meteorólogo y matemático E.N. Lorenz publicó un conocido artículo llamado
Flujo Determinístico no periódico (Deterministic Nonperiodic Flow [Lor63]) en la tentativa de
establecer un sistema de ecuaciones diferenciales que explicara el comportamiento imprevisible
del clima, después de experimentar con varios ejemplos, derivados de ecuación de B.Saltzmann
sobre la convección del fluido térmico, las siguientes ecuaciones diferenciales ordinarias poli-
nómiales
(x˙, y˙, z˙) = (σ(y − x), ρx− y − xz,−βz + xy), (5.9)
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Figura 5.7: Linealización del sistema (5.8). [GN92]
Figura 5.8: Retrato de fase del sistema (5.8). [GN92]
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donde (σ, ρ, β) = (10, 20, 8
3
). Lorenz encontró soluciones numéricas que permanecen limitado
para siempre y las soluciones comenzaron de manera muy diferente, pero finalmente tienen más
o menos el mismo destino: las soluciones parecen girar alrededor de un par de puntos, alternan-
do en momentos en que punto rodean. Este es el primer hecho importante sobre los sistemas de
Lorenz: todas las soluciones de no-equilibrio tienden eventualmente al mismo conjunto compli-
cado, el llamado “Atractor de Lorenz”. Otro hecho que fue señalado por Lorenz en la Ec. (5.9);
fue que el atractor de Lorenz tiene sensibilidad a las condiciones iniciales o también conocido
como “efecto mariposa”, es decir, no importa cuán próximas estén dos soluciones en el inicio,
ellas tendrán un comportamiento en el futuro diferente, una de las principales características de
un “Sistema caótico”. Este fue uno de los primeros ejemplos de lo que ahora se conoce como
“caos.”
A seguir, vamos a presentar un estudio más detallado de la ecuación de Lorenz cuando los
parámetros (σ, ρ, β) mudan
Considere el sistema de Lorenz
x′ = −ax+ ay, a > 0
y′ = rx− y − xz, r > 0
z′ = xy − bz, b > 0,
(5.10)
donde, a es el número de Prandtl, r es el número de Rayleigh, y b constante de proporcionali-
dad. Como usualmente, para análisar el sistema (5.10),vamos a comenzar a encontrar los puntos
de equilibrio de X(x, y, z) = (−αx + αy, rx − y − xz). Es útil observar que el campo vec-
torial X posee una simetría. De hecho, si S(x, y, z) = (−x,−y, z) entones S(X(x, y, z)) =
X(S(x, y, z)). Es decir, la reflexión a través del eje z preserva el campo vectorial. En particu-
lar, si (x(t), y(t), z(y)) es una solución de las ecuaciones de Lorenz, entonces también lo es
(−x(t),−y(t), z(t)) y entonces las soluciones se alejan de este eje en pares simétricos. En par-
ticular, cualquier punto de equilibrio (x, y, z), x 6= 0, y 6= 0 tiene un par (−x,−y,−z) en el
otro lado del eje z. Desde que α 6= 0, b 6= 0, y (−ax+ ay, rx− y − xz, xy − bz) = 0, implica
x = y, x2 = bz, y xy − bz = 0. Esta última ecuación puede escribirse
rx− x− x
3
b
= 0;
por lo tanto, el sistema siempre tiene un punto de equilibrio en 0, y cualquier otro punto de
equilibrio debe satisfacer
x2
b
= r − 1.
Por lo tanto, para 0 < r < 1, el único punto de equilibrio es el origen. En r = 1, se produce
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una bifurcación de “horquilla”, aparecen dos puntos fijos más:
p1 = (
√
b(r − 1),
√
b(r − 1), r − 1)
y
p2 = (−
√
b(r − 1),−
√
b(r − 1), r − 1).
Para verificar la estabilidad de estos puntos de equilibrio, encontramos los autovalores de la
matriz
DX(x, y, z) =
 −a a 0r − z −1 −x
y x −b
 .
Así, el equilibrio en el origen tiene la estabilidad lineal determinada por el jacobiano
DX(0, 0, 0) =
 −a a 0r −1 0
0 0 −b
 .
La dirección z corresponde a un vector propio con valor propio λ3 = −b y, por lo tanto, siempre
atrae a b > 0. Los otros dos valores propios están determinados por
λ2 + (α + 1)λ+ α(1− r) = 0.
Así,
λ± =
1
2
(−(α + 1)±
√
(α + 1)2 − 4α(1− r)).
1. Teniendo en cuenta que ambos λ± son negativos cuando r < 1. Por lo tanto, conocemos
que el origen es estable y globalmente un atractor.
2. Cuando r > 1 uno de estos valores propios son negativos y el otro es positivo, por lo
que el origen es un fijo hiperbólico con dos direcciones de contracción y una dirección
de expansión. Las trayectorias que se mueven a lo largo de las últimas direcciones son
atraídas a uno de los dos puntos fijos p1 y p2, que existen precisamente cuando r > 1,
esta es la situación que se muestra en la Figura 5.9.
5.3 Aplicaciones para Campos Vectoriales 95
 
 
 
 
 
 
Figura 5.9: Interpretación geométrica numérica de la ecuación de Lorenz. [GH83]
Ejemplo 5.6 ( Linealización Cα-Hölder para las Ecuaciones de Lorenz). Considere el siste-
ma de Lorenz
x′ = −αx+ αy, α > 0
y′ = rx− y − xz, r > 0
z′ = xy − bz, b > 0.
(5.11)
Entonces, si r 6= 1, usando los itens (1), (2) y el Teorema de LinealizaciónCα-Hölder Grobman-
Hartman para Ecuaciones Diferenciales 5.2 tenemos que el campo de la Ec. (5.11) es localmente
topológicamente conjugado (via un homeomorfismo h, de clase Cα), al sistema
DX(0, 0, 0) =
 −a a 0r −1 0,
0 0 −b
 ,
en una vecindad de (0, 0, 0) y (0, 0, 0) respectivamente.
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