Abstract. Let q > 2 be a prime power and f = x q−2 + tx q 2 −q−1 , where t ∈ F * q . It was recently conjectured that f is a permutation polynomial of F q 2 if and only if one of the following holds: (i) t = 1, q ≡ 1 (mod 4); (ii) t = −3, q ≡ ±1 (mod 12); (iii) t = 3, q ≡ −1 (mod 6). We confirm this conjecture in the present paper.
Introduction
Let q be a prime power and F q the finite field with q elements. A polynomial f ∈ F q [x] is called a permutation polynomial (PP) of F q if the mapping x → f (x) is a permutation of F q . Nontrivial PPs in simple algebraic forms are rare. Such PPs are sometimes the result of the mysterious interplay between the algebraic and combinatorial structures of the finite field. Permutation binomials over finite fields are particularly interesting for this reason, and they have attracted the attention of many researchers over decades; see [1, 8, 9, 10, 13, 14, 15] . In these references, the reader will find not only many interesting results on permutation binomials but also plenty challenges that remain.
The main result of the present paper is the following theorem:
, where q > 2 and t ∈ F *
q . Then f is a PP of F q 2 if and only if one of the following occurs:
(i) t = 1, q ≡ 1 (mod 4); (ii) t = −3, q ≡ ±1 (mod 12); (iii) t = 3, q ≡ −1 (mod 6).
In fact, Theorem 1.1 was conjectured in [2] ; it originated from a recent study of certain permutation polynomials over finite fields defined by a functional equation. We will briefly describe this connection in Section 4.
The attempt to prove Theorem 1.1 has led to the discovery of a curious hypergeometric identity stated in Theorem 1.2. In return, Theorem 1.2 clears the last hurdle in the proof of Theorem 1.1.
The proofs of Theorems 1.2 and 1.1 are given in Sections 2 and 3, respectively.
Remark. For q > 2, we can write the polynomial f as f ≡ x
if and only if x q 2 −2 h(x) q−1 permutes the (q − 1)st powers in F * q 2 . This observation, though interesting in its own right, does not seem to be useful in our approach.
Proof of Theorem 1.2
Let
Using Zeilberger's algorithm [12, Ch. 6] , [11] , we find that
where
By the same algorithm, we have
Therefore, both S 1 (n) and S 2 (n) satisfy the same second order recurrence relation:
It is easy to check that
Hence S 1 (n) = −S 2 (n) for all n ≥ 0, which completes the proof of Theorem 1.2.
Remark. The hypergeometric sums S 1 (n) and S 2 (n) cannot be expressed in closed forms (in the sense of [12, Definition 8.1.1]). This fact has been proved using Algorithm Hyper [12, Ch. 8] .
The identity in Theorem 1.2 can be expressed in the standard notation of hypergeomtric series. For an integer k ≥ 0 and an element a in any ring, let (a) k = a(a + 1) · · · (a + k − 1) denote the rising factorial. We have
In the above,
Similarly,
In the above, 2n + 1
Therefore, Theorem 1.2 can be stated as
3. Proof pf Theorem 1.1
Let Q p denote the field of p-adic numbers and Z p the ring of p-adic integers. For an integer a ≥ 0 and an element z ∈ Q p , we define
. If z ∈ Q, we also define
Lemma 3.1. Let q be a power of a prime p and a an integer with 0 ≤ a ≤ q − 1.
Proof. Write z 1 = z + qw, where z ∈ Z, w ∈ Z p . It suffices to show that (mod p). There exists a sequence w n ∈ Z such that w n → w as n → ∞. We have
Letting n → ∞ in the above, we have 
Proof. We have
This sum is 0 unless −qα − β ≡ 0 (mod q − 1), i.e., α + β ≡ 0 (mod q − 1). Assume α + β ≡ 0 (mod q − 1). Since 0 < α + βq < q 2 − 1, we must have α + β = q − 1. Then −qα − β = −qα − (q − 1 − α) = −(α + 1)(q − 1). Thus we have
When 0 ≤ i ≤ α and 0 ≤ j ≤ q − 1 − α, we have
So the condition 2(i−j) ≡ α+1 (mod q+1) is satisfied if and only if 2(i−j) = α+1 or α + 1 − (q + 1). Hence
This completes the proof of Lemma 3.2.
To prove Theorem 1.1, we will use the following criterion [7, Lemma 7.3] : A function g : F q → F q is a permutation of F q if and only if
Proof of Theorem 1.1. (⇒) 1
• We first show that q must be odd. Otherwise, let α = 1 and β = q − 2 in (3.1), and note that the second sum at the right side does not occur since
Note that f (0) = 0 since q > 2. Thus we have x∈F q 2 f (x) 1+(q−2)q = 1 = 0, which is a contradiction. 2 • Again, let α = 1 and β = q − 2 in (3.1). We have
where η is the quadratic character of F q . Let ǫ = (−1) q+1 2 η(t) = ±1. Then the above equation becomes t 2 − 2ǫt − 3 = 0,
i.e., (t + ǫ)(t − 3ǫ) = 0.
Thus t = −ǫ or 3ǫ. First assume t = −ǫ. Then
So ǫ = −1 and q ≡ 1 (mod 4). This is case (i). Next assume t = 3ǫ. Then
i.e., f (x)
Write s = α + βq, where 0 ≤ α, β ≤ q − 1. By Lemma 3.2, it suffices to assume that α + β = q − 1 and α is odd. First we consider case (i) in Theorem 1.1. By the second line of (3.2), we have
Now we consider cases (ii) and (iii) of Theorem 1.1. By Lemma 3.2, it suffices to show that for each odd integer α with 0 < α < q − 1 we have
In case (ii), t = −3 and (−1) q+1 2 η(t) = −1; in case (iii), t = 3 and (−1) q+1 2 η(t) = 1. So it suffices to show that
Write α = 2n + 1. In Z p /pZ p (= F p ), the left side of (3.3) equals
(Lemma 3.1 is used to obtained the second sum in the above.) By Theorem 1.2, the above expression is 0, and we are done. 
The Polynomial g n,q
In this section, we briefly discuss the connection of Theorem 1.1 to a recent study of a class of PPs defined by a functional equation.
Let q be a prime power and n ≥ 0 an integer. The functional equation
defines a polynomial g n,q ∈ F p [x], where p = char F q . Frequently, g n,q is a PP of F q e ; when this happens, the triple (n, e; q) is called desirable. (i) 2i ≡ 1 (mod p) and q ≡ 1 (mod 4); (ii) 2i ≡ −1 (mod p) and q ≡ ±1 (mod 12); (iii) 4i ≡ 1 (mod p) and q ≡ −1 (mod 6).
