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Remarks Concerning the Asymptotic Stability and 
Stabilization of Linear Delay Differential Equations 
R. DATKO 
This note concerns the asymptotic stability for all values of the delays of con- 
trolled and uncontrolled linear delay differential equations. In the case of uncon- 
trolled systems it is shown by example that structural considerations must be 
accounted for. In the controlled case, although arbitrary pole placement may not be 
possible, there is an algorithm which sometimes reduces the spectrum of the feed- 
back system to one which is finite and is contained in the left half plane. 1 19x5 
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In recent years there have been a number of papers concerning linear 
delay differential equations which are uniformly asymptotically stable 
independent of their delays. (See, e.g., [24, 6, 9-141 to mention a few.) 
Sometimes these systems are controlled and at other times they are uncon- 
trolled. In the uncontrolled case when the underlying phase space is R” the 
most comprehensive results for retarded systems have been obtained by 
Cooke and Ferreira [2]. They consider the general system in R” described 
by the equation 
-i(r)=jO dq(cJ)x(t-r(a))dcJ, (0.1) -I 
where the delay function r( cJ j > 0 is continuous on [ - 1 , 0] and yl( rr) is an 
n x n matrix whose elements are of bounded variation. One problem dis- 
cussed in [2] is that of determining those r] for which (0.1) is exponentially 
stable for all r. In [ 143 Kamen et al., among other results, find a criterion 
for determining when a linear control system of the form 
i(t)=A,x(t)+ f A,x(t-jj)+~Bju(t-hj) (0.2) 
,= I .I 
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has a dynamic feedback which stabilizes the system for all values of the 
delays and has arbitrary pole placement. The purpose of this note is similar 
to that of Cooke and Ferreira [2], Hale, Infante, and Tsen [9], and 
Kamen, Khargonekar, and Tannenbaum [ 143. It concerns phenomena 
which may occur to certain linear functional equations when the delays are 
known only approximately. For example, the scalar family of equations 
i(r)= -.Y(r)-.Y(I-h)-t.Y(l-lIh). (0.3 1 
/j >O and h 20 constants, is asymptotically stable for all h 2 0 if /I = 2. 
However, there exist a sequcncc (/I,,}, which decreases monotonically to 2, 
and a sequence {fin ), which increases montonically to 2, such that for each 
fl, and p, (0.3) is not asymptotically stable for all h. In fact for each /I,, and 
fl,, there are values of h for which the system is unstable. Similarly there are 
control systems of the form 
a(f)=A,,.u(()+A,.r(r-lz)+A~.~((--Bh)+Bu(t), (0.4 1 
,0>0 but fixed, which have for certain values of /I feedback controls 
producing a fixed decay rate independent of /I, whereas for nearby values of 
/I this is not possible. 
The family of equations described by (0.3) is a simple example of the 
main difference between the work in this note and that of Cooke and 
Ferreira [2], although we also consider similar but less genera) problems 
than they do. To illustrate this statement consider the system 
.S( I ) = -s( t ) - .x( r - h , ) - $.Y( I -- h, ). (0.5) 
where It, 20 and hz > 0 arc arbitrary. Equation (0.5) does not satisfy the 
necessary and sufftcient conditions of Theorem 3.3 in [2] and is therefore 
not asymptotically stable for all values of the delays. On the other hand if 
h2 = 2/r, , i.e., Eq. (0.3) is satisfied where p= 2, then the system is 
asymptotically stable for all values of the delay. Moreover as is shown in 
Example 1.4 of this note Theorem 3.3 in [Z] is also not satislied when 
h, = Zh,. 
This note has two sections. The first section establishes the necessary 
preliminaries and discusses asymptotic stability independent of the delay 
for uncontrolled delay systems. The second section concerns the 
stabilization, by use of linear feedback controls, of such systems indepen- 
dent of the delay. In this section we also present a situation which 
heretofore has received little or no attention. Namely, a linear control 
system with discrete multiple delays which is such that pole placement is 
possib!c by means of a feedback control only if the delays lie in some con- 
vex cone, .%” in the delay space. Furthermore this placement is not 
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necessarily arbitrary in X but may vary from one part of X to another. 
Eample 2.1 is a simple demonstration of this phenomenon. In Section 2 an 
algorithm is presented to handle this problem. The algorithm determines 
the cone X and the placeable poles, if any. It is computational in that the 
Laplace transform of the feedback is obtained. 
1. PRELIMINARIES 
1. V? will denote the complex plane and arbitrary points in %? will 
be denoted by the symbols 1 and s. 
2. For any positive integer n, R” denotes n-dimensional Euclidean 
space and %Y the complex extension. The zero vector in R” is denoted by 0. 
3. If r is a positive integer then 
Rr+ = {(h ,,..., h,)~R’:h~3Oforallj}. 
The vectors in R; are denoted by fi= (h ,,..., h,). 
4. The IZ x n identity matrix is denoted by I. If A is an n x n matrix, 
then a(A) will denote the spectrum of A and r(A) its spectral radius. If 
a(A) lies in Re s < 0, A will be termed Hurwitzian. A complex matrix, Q, is 
positive definite if Q = Q* = Q’ and a(Q) has only positive values. Such a 
matrix will be denoted by Q > 0. 
5. If P(A) is a complex square matrix, its determinant will be 
denoted by det(P(i)). 
6. The Laplace transform of any matrix or vector function, s(t), 
which is defined for 220 will be denoted by S(s). 
7. i(t) = (dx/dt)(t) for any n-vector. 
Consider the delay differential equations in R” defined for t 3 0 by 
i(t)=A,x(t)+ i A,x(t-h,) (1.1) 
/=I 
and 
i(t) =&x(r) + i y  A,x(t - j?,,h,), (1.2) 
/=I r,=l 
where in (1.1) and (1.2) I;= (h , ,..., h,) E R’+ is an arbitrary vector, A,, {A,}, 
and (A,} are constant n x n real matrices, and {p,} are fixed positive num- 
bers. Notice system (1.1) is a special case of (1.2) for ri = qi = 1 and fir, = 1. 
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DEFINITION 1.1. System ( 1.1) or (1.2) is termed asymptotically stable, 
abbreviated a.s., if all solutions decay to the zero vector as t tends to 
infinity. 
Remark 1.1. For systems of the type (1.1) and (1.2) asymptotic stability 
and uniform asymptotic stability are equivalent. This is not the situation 
for neutral systems. (See, e.g., [S] or [lo].) 
The following result is a special application first of Theorem 3.2 and then 
Theorem 3.1 in [S]. A similar result may be found in [2, Theorem 2.31. 
THEOREM 1.1. System (1.2) is a.s. for all t? in RI+ if and only if it is a.s. 
for A= (O,..., 0) = 0 and there exists no o > 0 and & = (hy,..., hy) in RI+ such 
that 
(1.3) 
Sketch sf the proof. For k in R’+ fixed (1.2) is a.s. if and only if the 
equation 
det sI-A,- i r’fq’Ar,e-.dJ I =o ,=I ?-,=I (1.4) 
has all roots in Re s < 0 (see, e.g., [S]). For each k in R’+ define 
u(L) = sup{Re .F: (1.4) is satisfied}. (1.5) 
It can be shown that u(h) is continuous on R’+ . Thus if we assume o(O) < 0, 
it follows that (1.2) is a.s. if and only if zero is not in the range of u(h), i.e., 
that (1.4) has no solution for s = io, w > 0, and any k in R’+ Notice we 
need consider only w  > 0 since if s is a root of (1.4) so is S. 
Theorem 1.1 may be phrased in a more suitable manner. 
COROLLARY. System (1.2) is a.s.,for all h^ in RI+ if and only if it is a.s..for 
k= 0 and there exists no o > 0 and <= (CC,,..., a,) in RI+ such that 
iwl- A,- i 2 A,,e ibaj =O. 
,=I r,=l I 
(1.6) 
ProoJ: Let u be defined as in (1.5) and assume u(O) < 0. If (1.6) is 
satisfied for some w  > 0 and & = (0~~ ,..., IX,) in R’+ then setting h.p = CYJO we 
see that (1.3) is also satisfied. Conversely if (1.3) is satisfied then so is (1.6) 
by setting 01, = h,Ow. 
The following example demonstrates the necessity of considering the 
structural nature of stability in delay systems. Notice it is an example of 
system (1.1). 
LINEAR DELAY DIFFERENTIAL EQUATIONS 575 
EXAMPLE 1.1. Consider the parameteric family of scalar delay 
equations 
i(t)= -x(t)-x(t-iz-~x(t-ph), (1.7) 
where h >, 0 is allowed to vary, but j3 > 0 is fixed. For h = 0 (1.7) is clearly 
asymptotically stable. If for some h > 0 the system loses this property, then 
by the corollary to Theorem 1.1 there exists w  > 0 and a 2 0 such that 
jcJj + 1 + e ‘2 + $e w  = 0. 
For p = 2 Eq. (1.8) reduces to the two equations 
0=~+c0scc+c0s251 
and 
0 = sin c( + +in 2cr, 
(1.8) 
which have no solution for LX real. Thus (1.7) is a.s. for all h 2 0 if /j’ = 2. 
Now let 
and 
Then Eq. (1.3) is satisfied for co0 = f and h = 2(2n + 1) 7c in the case of both 
p, and p^,. Thus we have two sequences {p,,} + 2 + and {fl,,} -+ 2 ~ such 
that for these values of B Eq. (1.7) is not a.s. for all h 3 0. 
Actually more may be shown. For example, if /J = 2 + f( 1/(2n + 1)) there 
is an E >O such that (1.7) is unstable for all h in the open interval 
(2(2n + 1) n, 2(2n + 1) n + E). To see this consider the implicitly defined 
function h: [0, co) + %? described by the relationship 
Using the implicit differentiation we find at the point sO= i/2 and 
h, = 2(2n + 1) 7~ that 
i 
ds 2 
v -+;h” 1\q2 
-=-= 
dh 1 +h,v ]1+h0vj2 ’ 
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Thus, at s = i/2 and h, = 2(2n + 1) K, Re(ds/&) > 0 from which follows the 
instability statement. 
The next theorem, when it applies, reduces the study of stability for 
systems of the form (1.1) to determining where a certain family of matrices 
is Hurwitzian. 
THEOREM 1.2. Suppose 
1 
#O (1.9) 
for any oi in R’+ , then system ( 1 .l ) is a.s. for all 6 in R’+ if and only [f the 
family of matrices 
I 
Ao+ i A,e- “’ 
/=I 1 (1.10) 
is Hurwitzian for all oi = (CC, ,..,, a,) in RI+ . 
Proof (i) If (1.9) holds and (1.10) is Hurwitzian for all oi in R’+ , then 
(1.1) is as. when I;= 0 and it is impossible for ( 1.3) to hold for any h in R’+ 
and w  > 0. Thus by Theorem 1.1 the system ( 1.1) is a.s. for all h in R’+ . 
(ii) If (1.9) is satisfied and (1.1) is as. for all L in R’+, then (1.1) is 
Hurwitzian for k= 0. Suppose there exists oi, = (NY,..., o$‘) in R’+ such that 
(1.10) is not Hurwitzian. Let r be the straight line from 0 E R’+ to c?,. By a 
simple continuity argument there must exist a point 6i, = (of ,..., c(:) on f 
and a real number w1 #O such that (1.6) is satisfied. If w1 >O this leads to 
a contradiction. If o, ~0, we have, since A,, A, ,..., A, are real matrices, 
-iw,Z--A,-xA,e+“y]=det -iw,Z-A,- i AjepiYf 
I 
=o 
,=I 
where {v, > 0 > are determined by the condition e Pi%; = e”,. But this is also a 
contradiction. 
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Remark 1.2. A sufficient condition for the as. of (1.2) for all 6 in R’+ is 
that 
be Hurwitzian for all oi in R’+ 
The following example is of a family of delay differential equations, as. 
for all h 2 0, which does not satisfy condition (1.9). 
EXAMPLE 1.2. Consider the two-dimensional system 
Clearly (1.11) is as. for h = 0. However, 
det[A,+A;‘“]=det 
when c( = 742. If we apply the corollary to Theorem 1.1 to ( 1.11) we obtain 
= -o*+ 1$2iO$P 2i2#o 
for any ~30 or o>O. Thus (1.11) is as. for all h30. 
Another criterion for as. independent of the delay is the following 
theorem, which is a special case of Theorem 3.3 in [2]. 
THEOREM 1.3. Assume A, is Hurbvitzian and (1.1) is a.s. for fi= 0. Then a 
necessary and sufficient condition for ( 1.1) to he a.s. independent of the 
delays is that for all w > 0 and B in RI+ 
(1.12) 
EXAMPLE 1.3. The system in Example 1.2 satisfies Theorem 1.3. For in 
this case all w > 0 satisfy 
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EXAMPLE 1.4. Theorem 1.3 does not in general apply to system of the 
form (1.2) if r, > 1 for at least one index j. For consider the scalar system 
x(.t - 2h) 
i(t)= -x(t)-x(t-h)- 2 
of example 1.2. This system is a.s. independent of the delay. However, in 
this case 
r[(iOJ-Ao)p’ (A,& ‘sr+~2ep2’“)]= e “+” 211 = 1 
io + 1 
if cl=2rc and w*=$ 
2. FEEDBACK STABILIZATION OF LINEAR DELAY SYSTEMS 
In this section we discuss the stabilization by means of feedback controls 
of systems of the form 
i(t)=A,x(t)+ t: f A,x(t-&h,)+Bu(t), (2.1) 
,=lr,=l 
where A, and {A,} are real n x n matrices, {B,,} and (A,} are as in 
Eq. (1.2), B is a real n x m matrix, and u(t) is an m-vector. 
DEFINITION 2.1. System (2.1) will be said to have a stabilizing dynamic 
feedback if: 
(i) there is a control u(t) of the form 
u(t)= -g Kjx(t-z,), (2.2) 
/=O 
where (0 <z,} are linear combinations of {p,,hil and K, are real constant 
m x n matrices; and 
(ii) the resulting feedback system 
i(t)=Aox(t)+ 2 f A,x(t-&h,)+B 
1 
(2.3) 
j=l f-,=1 
is as. for al delays in some convex cone, X, in Ri+ which contains the 
origin. 
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For each /;= (h, ,..., h,) in R’+ the Laplace transform of the fundamental 
matrix associated with (2.3) is 
(See, e.g., [l] or [S].) For each fi the poles of S(s, I?) determine the 
stability of (2.3) (see, e.g., [S]). These occur where 
det[S(s, h) ‘1 = 0. (2.5) 
What we wish to show in this section is that the matrices {K,} and the con- 
stants {z, = z,(h) 1 in the feedback control (2.2) can often be determined by 
algebraic relations. Moreover these relationships permit one to consider 
arbitrary delays in some convex cone, X, in R’, We now state a theorem 
whose proof is obvious. 
THEOREM 2.1. System (2.1) with ,feedhack (2.2) is stabilized .for all I? in 
some convex cone, X, in RI+ which contains the origin, [ f  there is a 
polynomial, PI;, with real coefficients and all roots in Re s < 0 such that 
det[S(s, h^) ‘]= PI; (2.6) 
for all h X. A m 
Remark 2.1. Kamen [ 131 has considered a similar type of feedback 
problem for systems of the type 
,t(t)=A,x(t)+ i A,x(t-,jh)+ i G,u(t-kh). 
/x1 k=O 
(2.7) 
He has obtained an interesting sufficient condition for the feedback 
stabilization of (2.7) independent of the delay. This condition permits one 
to choose the polynomial P in (2.6) arbitrarily. As we shall show in Exam- 
ple 2.1 there exist systems of the form (2.7) which satisfy Theorem 2.1 but 
for which the polynomial is severely restricted. 
EXAMPLE 2.1. Consider the two-dimensional system 
z?(t)= -x(t)-y(t-h,)-x(t-hh2) 
b(t) = +24(t). 
(2.8) 
If a dynamic feedback exists then its Laplace transform must be of the form 
U(l) = K,(A) x(n) + K*(A) Y(A), (2.9) 
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where K, and K2 are finite Dirichlet series of the form 
K,(A) = ,f qjke ‘ii”, 
k=l 
zjk > 0. Thus Eq. (2.6) for this example has the form 
(2.10) 
epAhl 
;I - K*(i) I 
=A*+al+b (2.11) 
where the polynomial on the right side has a > 0 and b > 0. Equating like 
powers of A. on both sides of (2.11) we obtain 
K,(I) = 1 + e Ih2 - a (2.12a) 
and 
K,(A) = elhl( 1 -a + b) + (2 -a) ei(hl ph2) + ek(hl *AZ). (2.12b) 
From (2.12b) we see that Theorem 2.1, to be satisfied, must have 
b = a - 1 > 0. In addition if 2h, >, h, 3 h, we need a = 2. Hence the follow- 
ing situations occur 
(i) If h, ,< h, <2h,, the polynomial in (2.6) is P(A) = A* + 2). + 1, and 
the feedback is 
u(t)=x(t-2h2+h,)+ -,l(t-h2)-y(t). 
(ii) If h, <h, then 
P(A)=A*+aA+a- 1, a-l>O. 
The roots of this polynomial are 1= -a + 1, - 1, and the feedback is 
u(t)=(2-a)x(t-h2+h,)+x(t-2h2+h,)+y(t-h2)+(-a+l)y(t). 
(iii) If 2h2 <h, there is no feedback satisfying Theorem 2.1. Hence 
the cone of stabilization in R: for (2.8) which satisfies Theorem 2.1 is 
defined by the relationship 
X={h,,h,):06h,d2h2}. 
If h, >2h,, Theorem 2.1 cannot be satisfied. However, there exists a 
dynamic feedback which stabilizes the system for all values of the delays. 
To see this observe that if we set 
K,(A) = epAh2, K,(A) = -a, a > 0, 
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then the left-hand side of (2.11) reduces to 
(i+a)(A+ 1 +e+“h2)=f(A). (2.13) 
Notice that in (2.13) the equation 
A+ 1 +epih2=0 
has, for all h, 30, no roots with Re 120. Thus all roots off(A) in (2.13) 
have Re I. < 0, no matter what value of h, 20 is chosen. Hence the 
resulting system is a.s. for all I%E R: if we select the feedback 
u(t) = -uy( t). 
The methods used in Example 2.1 are formalized into the following 
algorithm. 
Stabilization algorithm for (2.1). Let h= (h, ,..., h,) E RI+ be arbitrary. 
(i) Let 
(2.14) 
be an arbitrary nth-degree polynomial with real coefficients. We solve the 
equation 
det AZ-A,- 
[ 
i f A,e- 
,=I ‘,=I 
lb,+. _ 
for K(A). The general solution has the form 
Lx(A) 1 = P(i) (2.15) 
K(A) = y  Rj(u ,,..., a,) e”‘,, 
j= -x 
(2.16) 
where S, = f,(h, ,..., h,) are linear combinations of the components of vectors 
k in R’+ . We assume that for certain values of I? it is possible that ti > 0 if 
j> 0. 
(ii) We attempt to find a convex cone, X, containing the origin in 
R’, and a region, M, in R” such that 
K(A)= ,$ K,(a, ,..., a,) e “r, (2.17) 
r=l 
where r,( h 1 ,..., h,) > 0 on X and all Z?, in (2.16) are zero for (a, ,..., a,) in 
A?, except those appearing in (2.17). 
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(iii) If possible we now select (a,,..., a,) from J# such that the 
polynomial P&(A) in (2.6) which has these {a,} as its coefficients has all 
roots in Re Jb < 0. 
The next example is one in which the algorithm fails. 
EXAMPLE 2.2. Consider the system 
i(t)() ;)xw+(-; ;)x(t-h,+(;).w. (2.18) 
This is Example 4.3 in [ 123 which is Euclidean and &-approximately con- 
trollable. For the above system Eq. (2.15) yields 
/22+(-3-K,-3K,)i+2+3K2-K,+emh(-1-3K,+K,)-cm2”h 
=i”2+a~“+h. (2.19) 
After some simplification we obtain the equations for K, and Kz in the 
form 
K,+3K,= -3-u 
6(1--c’ ih) K? = ( 1 - e ;.A )(-3-a)+h-2+e ““+p ~2ih. 
Thus 
- 3 - a + h _ 2 + e 2~ + e 2j.h 
K,=--- 
6 fj(1 -,--A”) 
-3-u 1 
=-+de 
h 
6 
3 - 2 ) + 
6(1 -ePAh) 
(2.20) 
If we want a dynamic feedback, we see from (2.20) that h must equal zero. 
But then P(L) = A2 + u;~ = A()” + a) and the best we can obtain is a system 
which is stable for all values of h, but not asymptotically stable. In this case 
-3-u 1 
K,(i) = 6 +---e~ jJ-2) 
-3-u 1 
K,(i) =2 +-j (e ih + 2) 
and the feedback becomes 
-3-u 
u(t)= 2 ---x(t)+; [x(t-h)+2]+ v(t) 
+;(-y(t-h)-2y(t)). 
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Remarks on neutral systems. Consider an n-dimensional neutral system 
of the form 
$x(t)-Cx(t-h)]=A,x(t)+A,x(t-h)+&(t). (2.21) 
Assume the eigenvalues of C in (2.21) lie in the interior of the disc 1 i 1 < 1. 
If we attempt to obtain the analog of Theorem 2.1 for system (2.21), we 
shall in general be disappointed. The reason for this is that if h # 0 an 
infinite number of eigenvalues of any system of the form 
f [x(t)-Cx(t-h)]=A,x(t)+A,x(t-h) (2.22) 
will be contained in vertical strips of % about the points a, = (l/h) In 1 ,I, 1 
where lj # 0 are the eigenvalues of C (see, e.g., [lo]). 
However, there is a weak analog of Theorem 2.1 for systems of the form 
(2.21). This is to look for a feedback of the form 
u(t)=K,x(r)+K,x(t-h) (2.23) 
such that 
det[s(Z-Ce~~.‘h)-((Ao+BKo)-(A,+BKI)e~~”’]=det(l-Ce “h)P(s) 
(2.24) 
where P(s) is an n th-degree polynomial with all roots in Re I < 0. 
EXAMPLE 2.3. Consider 
In this case P(s) = s + a, a > 0, and (2.24) becomes 
- 1 -k,-klepAh= 
Hence 
k,= -1 -a 
k, = a/2 
(2.25) 
and the feedback is 
u(t) = ( - 1 - a) x(t) + a/2x( t - h). 
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