Guided sparse depth upsampling aims to upsample an irregularly sampled sparse depth map when an aligned high-resolution color image is given as guidance. Many neural networks have been designed for this task. However, they often ignore the structural difference between the depth and the color image, resulting in obvious artifacts such as texture copy and depth blur at the upsampling depth. Inspired by the normalized convolution operation, we propose a guided convolutional layer to recover dense depth from sparse and irregular depth image with an depth edge image as guidance. Our novel guided network can prevent the depth value from crossing the depth edge to facilitate upsampling. We further design a convolution network based on proposed convolutional layer to combine the advantages of different algorithms and achieve better performance. We conduct comprehensive experiments to verify our method on real-world indoor and synthetic outdoor datasets. Our method produces strong results. It outperforms state-of-the-art methods on the Virtual KITTI dataset and the Middlebury dataset. It also presents strong generalization capability under different 3D point densities, various lighting and weather conditions.
Related Work
Since the emergence of active sensors with depth capabilities, depth completion has become a fundamental task in computer vision. In this section, we review previous literatures on this topic. Depending on whether there is an RGB image to guide the depth completion, previous methods can be roughly divided into two categories: non-guided methods and guided methods. We briefly review these techniques.
Non-guided Depth Upsampling
Methods for non-guided depth upsampling are closely related to those for single image superresolution. Early methods were usually based on interpolation [28] , sparse representation [29] , and other traditional techniques. Recently, methods utilizing deep learning have achieved great success in both deep [8, 9] and color [30, 31] image super-resolution. Dahl et al. [32] presented a pixel recursive super resolution model that synthesizes realistic details into images while enhancing their resolution. Ma et al. [33] utilized an encoder-decoder architecture with self-supervised framework to predict the dense output. All of the above methods can handle regular low-resolution images but are not suitable for sparse data with irregular sampling. To pay special attention to irregular sparse data, Chodosh et al. [34] used compressive sensing to handle sparsity, while using binary masks to filter out missing values. Uhrig et al. [9] proposed a sparse invariant convolution layer, which uses a binary effective mask to normalize sparse inputs. This layer is used to train a sparse depth mapping network with binary effective mask as input and dense depth mapping as output. Similarly, Hua and Gong [35] proposed a similar layer that uses a trained convolution filter to normalize sparse inputs. Instead, Jaritz et al. [36] compared different architectures and thought that using effective masks would degrade performance because masks in earlier layers in CNNs were saturated. However, this effect can be perfectly avoided by treating the binary validity masks as continuous confidence fields describing the reliability of the data proposed by Eldesokey et al. [27] . In addition, this supports confidence propagation, which helps track the reliability of data throughout the processing pipeline.
Guided Depth Upsampling
Due to the sub-optimal performance of unguided methods on the edges, some recent methods urge the use of guidance from auxiliary data, such as RGB images or surface normals. Traditional methods mainly rely on local filtering techniques such as joint bilateral filtering and global optimization techiniques such as Markov random fields. Tomasi et al. [10] proposed bilateral filtering which produces no phantom colors along edges in color images, and reduces phantom colors where they appear in the original image. Diebel et al. [12] exploited the fact that discontinuities in range and coloring tend to co-align to generate high-resolution, low-noise range images by integrating regular camera images into the range data. By relying on the assumption that pixels with similar colors are likely to belong to the same surface, Favaro et al. [37] proposed a novel scheme to recover depth maps containing thin structures based on nonlocal-means filtering regularization. Inspired by [37] , the framework in [13] extended this regularization with an additional edge weighting scheme based on several image features based on the additional high-resolution RGB input in order to maintain fine detail and structure. These methods are able to deal with both regularly and irregularly sampled data, but they use hand-crafted features that limit their performance. In recent years, researchers have come up with various deep learning methods. Ma et al. [33] adopted an early fusion scheme, combining sparse depth input with corresponding RGB images, and achieved good results. On the other hand, Jaritz et al. [36] argued that late fusion performed better on the architecture they proposed, which was also demonstrated in [35] . Wirges et al. [38] used a combination of RGB images and surface normals to guide the process of depth upsampling. Konno et al. [39] used residual interpolation to combine low-resolution depth maps with high-resolution RGB images to generate high-resolution depth maps. Based on [9] , Huang et al. [40] utilized the sparsity-invariant layer to design a sparsity-invariant multi-scale encoder-decoder network for sparse depth completion with RGB guidance. Zhang et al. [41] proposed to predict surface normal and occlusion boundary from a deep network and further utilize them to help depth completion in indoor scenes. Qiu et al. [42] extended a similar surface normal as guidance idea to the outdoor environment and recovered dense depth from sparse LiDAR data. The aforementioned approaches are usually based on the assumption that depth edges consistently appear at the edges of the RGB images. However, although there is a close connections between the depth map and the color image, the discontinuity (especially the texture) of the image is not always consistent with the depth map. Using the single color image as guidance, they ignore the structural difference between the depth and the guidance color image, and much irrelevant information such as textures on the color image will mislead upsampling task on the depth image. To address these problems, in this study, we implement depth edge map guided convolution as a layer in CNNs for sparse inputs inspired by [43] and [35] . Benefited from the guidance of depth edge information, our model gains better performance than other CNNs.
The Proposed Method
We propose a edge guided convolutional neural network (EGCNN) to perform sparse depth upsampling. Figure 1 illustrates the entire architecture. It consists of three major components: edge information extraction component, depth upsampling subnetwork, and depth fusion subnetwork. The input to the pipeline is a very sparse projected LiDAR point cloud, an input confidence map which has zeros at missing pixels and ones otherwise, and a corresponding high-resolution RGB image. The color image is fed to an edge information extraction component to extract depth edge information. Afterwards, the continuous output depth edge map from the edge information extraction component, the sparse point cloud input and the input confidence are fed to a depth upsampling network, where we replace the standard convolutional layer by our modified edge guided convolutional layer. The outputs from the upsampling network are weighted and fed to a fusion network which produces the final dense depth map. To explain our edge guided convolutional network, we first elaborate the design of the edge information extraction component in subsection 3.1. Then we introduce a novel convolution layer(EGCL) in subsection 3.2. In the next, we explain how EGCL can be used in a common convolution network, which is our depth upsampling network, in subsection 3.3. Finally, we elaborate architecture details about fusion network in subsection 3.4.
Edge Information Extraction Component
As we observe, edges information is of especially importance in textureless depth map. Therefore, we design the edge information extraction component to obtain a continuous edge distance field from the color image, which guides the depth upsampling to generate sharp edges in the proposed method. As illustrated in Figure 2 , the generation of edge-dist fields consists of two steps: 1) generating edge maps using edge extraction component from color images; 2) converting the edge map into our edge-dist field. Edge extraction component is consist of multiple edge extraction nodes. Everyone of them takes color images I as input and outputs different edge maps P . Depth map mainly contains smooth regions separated by small amounts of edges. Around the depth edge, there are always sudden change of depth value. Thus, we design a continuous edge distance field used to prevent the depth value from crossing the depth edge to facilitate upsampling. In order to make the depth values near the edge have less influence on the other side of the depth edge, we set smaller weights near that. For the edge map P , given a location (i, j) which point P i,j is a depth edge, the rule of the edge-dist field E is defined as:
where E i,j is the edge-dist value of the depth edge point. As is shown in Figure 2 , the minima in an edge-dist field are on the depth edges. From the depth edges, the value increases gradually to the maximum value E max in the edge-dist field. As the weight of data confidence, the E i,j and E max span:
Please note that the EGCL evaluates to a normalized convolution layer [27] when values E of the edge-dist field are all 1.
Edge Guided Convolutional Layer
Based on the edge-dist field defined above, we propose a novel convolution layer, the edge guided convolutional layer, which using data confidence to dealing sparse inputs and continuous edge-dist fields as the guidance of depth filling. The edge guided convolutional layer can replace standard convolutional layer in the CNN framework. An illustration of the edge guided convolutional layer is shown in Figure 3 . First, the layer receives three inputs simultaneously, the sparse data, its confidence and edge-dist field. The forward pass is then modified according to 3, which is shown in Figure 3 as the blue area:
where Z l i,j is the output of the l th layer at locations i, j depending on the weight elements W l m,n , Z l−1 is the output data from the previous layer, C l−1 is the output confidence from the previous while E l−1 is the output edge-dist from the previous. b l is the bias and is a constant to prevent division by zero. Please note that this is formally a correlation, as it is a common notation in CNNs. Similar to the method proposed in [46] , our confidence output measure is shown in Figure 3 as the yellow area, which is defined as:
As described in [36] , using effective masks would degrade performance because masks in earlier layers in CNNs were saturated, which affects several methods in [9, 47, 35] . However, 4 allows propagating confidence between CNN layers without facing the above "validity mask saturation" problem.
To allow propagate edge-dist between CNN layers, as the same as what is illustrated in the yellow area of Figure 3 , we define the edge-dist output measure as:
l m,n is the specified weight elements, different from W l m,n which is utilized in 4. In order to keep the consistency of the position of the edge information, W l m,n is des igned as a filtering kernel which the intermediate element is 1 and 0 otherwise. This is expressed as:
Depth Upsampling Network
The depth upsampling subnetwork is a common seven-layered convolutional neural network, but we replace all stand convolutional layers by our edge guided convolutional layers. The EGCLs in the depth upsampling subnetwork play two roles: on one hand, they are able to extract features directly from an irregularly sampled sparse depth map; on the other hand, the EGCLs also perform interpolation or upsampling for sparse data so that the produced feature maps are dense. The complete architecture of our network is illustrated in Figure 4 . 
Fusion Network
Different edge extraction algorithms have their own limits and deficiencies, so do the dense depth images which guided by their different edge maps. The depth fusion subnetwork takes the weighted dense depth images from depth upsampling network which guided by different edge maps as the input. As is shown in Figure 5 , the edge maps generated by the Canny operator (the upper threshold is 150, the lower threshold is 50, kernel size is 3) lose some depth edge details such as outline of cars compared with our handcrafted depth map(red rectangle in Figure 5 ). Although it contains much more details, the maps generated by the Canny operator (the upper threshold is 150, the lower threshold is 50, kernel size is 5) suffer from too much misleading edges made by textures on the object surface (yellow rectangle in Figure 5 ). These local dense edges will make the edge maps meaningless locally. So we design the fusion subnetwork. It can improve upsampling ability by combining multiple results guided by different edge maps into a single new result. It makes us to combine the advantages of different algorithms and achieve better performance.
Experiments
To demonstrate the capabilities of our proposed approach, we evaluate our proposed networks on the Virtual KITTI [48] dataset and the Middlebury [44, 45] dataset for the task of sparse depth upsampling.
Datasets
Virtual KITTI is a photo-realistic synthetic video dataset designed to learn and evaluate computer vision models for several video understanding tasks.Virtual KITTI contains 50 high-resolution monocular videos (21,260 frames) generated from five different virtual worlds in urban settings under different imaging and weather conditions.These worlds were created using the Unity game engine and a novel real-to-virtual cloning method. These photo-realistic synthetic videos are at the pixel level with depth labels. The Middlebury is a high-resolution stereo datasets of static indoor scenes with highly accurate ground-truth disparities. Please note that all the disparities images have been converted to depth images. Figure 5 : Qualitative comparison for different edge maps. Color image is shown in the top row. Our handcrafted depth map is 'Handcraft'. The edge map which generated by the Canny operator (the upper threshold is 150, the lower threshold is 50, kernel size is 3) is 'Canny(k=3)', while 'Canny(k=5)' is the edge map which generated by the Canny operator (the upper threshold is 150, the lower threshold is 50, kernel size is 5).
Experimental Setup
Both datasets provide us with dense depth maps and aligned color images. For experiments we synthetically generate sparse depth maps with different sampling rates by randomly sampling a percentage of points from the provided dense depth maps.
Evaluation Metrics
For the Virtual KITTI dataset, we compute the Mean Absolute Error (MAE) and the Root Mean Square Error (RMSE) on the depth values. The MAE is an unbiased error metric, takeing an average of the error across the whole image and it is defined as:
where Z(i, j) is the data output from our method and T (i, j)is the data ground truth. The RMSE penalizes outliers and it is defined as:
Additionally, we also use iMAE and iRMSE, which are calculated on the disparity instead of the depth. The 'i' indicates that disparity is proportional to the inverse of depth. For the Middlebury dataset, we compute the RMSE, the MAE, and the inliers ratio δ i as descriped in [49] , which means the percentage of predicted pixels where the relative error is less a threshold i. Specifically, i is chosen as 1.25,1.25 2 and 1.25 3 separately for evaluation. Here, a higher i indicates a softer constraint and a higher δ i represents a better prediction. δ n is defined as:
with n(·) as the cardinality of a set. 
Evaluating Edge Guided Convolution Layer
We run a number of experiments to analyze our proposed convolution layer. To investigate the effectiveness of EGCL, we compare our models with those replacing EGCLs with either normalized convolutional layers [27] or sparse convolutional layers [9] . These models are, respectively, denoted using the suffixes 'Edge', ' Norm' and ' Sparse'.
In experiments, to compare the performance on sparse data whose sampling rate is not more than 5%, we train all models at various sampling rates and test them at corresponding rates. Experiments are conducted on both datasets, from which consistent phenomena can be observed. We present the quantitative results on the Virtual KITTI dataset in Table 1 and the results on the Middlebury dataset in Table 2 . The value in bold is the best. Our model is improved on the basis of the normalized convolutional layer to generate sharper edges so that we can get less errors in the area around depth edges. From the tables, we can conclude that our method rank the first in the test results. Especially, at 5% sampling density, our MAE decreased by 28.5% and 16.8% on the Virtual KITTI dataset and the Middlebury dataset respectively. Figure 6shows some qualitative results on the Virtual KITTI dataset while Figure 7 shows some on the Middlebury dataset. The predictions from 'Sparse' and 'Normal' are very blurry especially along depth edges. However,with the help of guidance by edge-dist field, our methods EGCL produce remarkably better reconstructions of the dense map, in particular with respect to edges sharpness and the level of details. Figure 6 : Qualitative comparison with state-of-the-art methods on the Virtual KITTI dataset under the 'rain' conditions. The depth images are colorized along with depth range. Our results are shown in the bottom row and compared with top-ranking methods 'Sparse' [9] , 'Normal' [27] . In the zoomed regions, our method preserves sharper edges. [9] , 'Normal' [27] . In the zoomed regions, our method recovers better 3D details.
Evaluating Edge Guided CNNs
To investigate the effectiveness of EGCNN, we then compare our full model EGCNN-Full to other ablation network structure which do not have fusion subnetwork, denoted as EGCNN-Ablations. Among them, the ablation network which use Canny(the upper threshold is 150, the lower threshold is 50,kernel size is 3) as the edge extraction algorithm is EGCNN-Ablation(k=3), while EGCNN-Ablation(k=5) uses Canny(the upper threshold is 150, the lower threshold is 50, kernel size is 5). Table 3 and 4 report the experimental results at five sampling rates (5%, 0.8%, 0.2%) on both datasets. As the same as the above, experiments are trained and tested at the same rate. From Table 3 and 4 we get the following observations: (1)In most cases, EGCNN-Ablation(k=5) achieve better results than EGCNN-Ablation(k=3). As we can see in Figure 5 , although there are more useful details in 'Canny(k=5)', it do contains much more wrong edge information even very dense misleading edge lines. Quantitative experimental results show that wrong edge information can hardly make the performance of EGCL wrose but correct edge information do improve it. (2) With the help of fusion subnetwork, EGCNN-Full can combine the advantages of different edge extraction algorithms and achieve further better performance. Both tables show that our proposed model outperforms both ablation models in most cases, especially in RMSE. 
Conclusion
We propose a guided convolutional layer to recover dense depth from sparse and irregular depth image with an depth edge image as guidance. Our novel guided network can prevent the depth value from crossing the depth edge to facilitate upsampling. We further design a convolution network based on proposed convolutional layer to combine the advantages of different algorithms and achieve better performance. Extensive experiments and ablation studies verify the superior performance of our guided convolutional layer and the effectiveness of the convolution network on sparse depth upsampling. Our method not only shows strong results on both indoor and outdoor, virtual and realistic scenes, but also presents strong generalization capability under different point densities, various lighting and weather conditions. While this paper specifically focuses on the problem of sparse depth upsampling, we believe that other tasks in computer vision involving image edges can also benefit from the design of our edge guided convolution layer and the convolution network in this paper.
