Abstract. In this paper, we present a probabilistic algorithm to compute the coefficients of modular forms of level one. Focusing on the Ramanujan's tau function, we give the explicit complexity of the algorithm. From a practical viewpoint, the algorithm is particularly well suited for implementations.
Introduction and Main Results
In the book [13] , Couveignes, Edixhoven et el. described an algorithm for computing coefficients of modular forms for the group SL 2 (Z), and Bruin [7] generalized the method to modular forms for the congruence subgroups of the form Γ 1 (n). Their methods lead to polynomial time algorithms for computing coefficients of modular forms. However, efficient ways to implement the algorithms and explicit complexity analysis are still being studied. Working with complex number field, Bosman's explicit computations show the power of these new methods, see [13] . As one of the applications, he largely improved the known result on Lehmer's nonvanishing conjecture for Ramanujan's tau function. For the recent progress in this direction see [20] . Following Couveignes's idea [9] , we give a probabilistic algorithm, which seems to be more suitable to deal with complexity analysis. Instead of using Brill-Noether's algorithm, we work with the function field of the modular curve, using Heß's algorithm to make computations in the Jacobian of the modular curve.
We illustrate our method on the discriminant modular form, which is defined as
where z ∈ H, q = e 2πiz . Let p be a prime, using Deligne's bound we have |τ (p)| ≤ 2p 11/2 , therefore to compute τ (p) it suffices to compute τ (p) mod ℓ for all primes ℓ bounded above by a constant in O(log p). Let ℓ be a prime, the mod-ℓ Galois representation associated to ∆(q) is denoted as ρ ℓ : Gal(Q/Q) → GL 2 (F ℓ ), which satisfying that for any prime p = ℓ, the characteristic polynomial of the Frobenius endomorphism Frob p is x 2 − τ (p)x + p 11 mod ℓ. Therefore, to compute τ (p) mod ℓ it suffices to compute the Galois representation ρ ℓ . It is well known that ρ ℓ can be realized by the subspace V ℓ in the ℓ-torsions J 1 (ℓ)(Q) [ℓ] of the Jacobian variety J 1 (ℓ) of the modular curve X 1 (ℓ), which can be written as a finite intersection 6 are Hecke operators. Indeed V ℓ is a group scheme over Q of order ℓ 2 , which is called the Ramanujan subspace [9] . As showed in [13] , the heights of the elements of V ℓ are well bounded, which enables us to know V ℓ explicitly. More precisely, we have function ι : V ℓ → A 1 Q , such that the heights of the coefficients of P (X) := α∈V ℓ \O (X − ι(α)) are bounded above by O(ℓ δ ), where the constant δ is independent of ℓ and the function ι is constructed explicitly in [7] . Our approach is to compute V ℓ mod p for sufficiently many auxiliary small primes p as in Schoof's algorithm, and then reconstruct V ℓ by the Chinese Remainder Theorem. The main results of the paper are as follows. Theorem 1.1. Let ℓ ≥ 13 be a prime and p an s-good prime. Given the Zeta function of the modular curve X 1 (ℓ) Fp , then V ℓ mod p can be computed in time O(ℓ 4+2ω+ǫ log 1+ǫ p · (ℓ + log p)).
Corollary 1.2.
(1)The Ramanujan subspace V ℓ can be computed in time O(ℓ 5+2ω+δ+ǫ ).
(2) For prime p, τ (p) can be computed in time O(log 6+2ω+δ+ǫ p).
Remark 1.3. See 4.1 for the definition of s-good prime. The constant ω refers to that, the complexity of a single group operation in the Jacobian variety J 1 (ℓ) is in O(g ω ), where g is the genus of the modular curve X 1 (ℓ). Using Khuri-Makdisi's algorithm, the constant ω can be 2.376. Using Heß's algorithm, ω is known to be in [2, 4] . The constant δ is bigger than dimV ℓ = 2.
Theorem 1.4. The nonvanishing of τ (n) holds for all n such that n < 982149821766199295999 ≈ 9 · 10 20 .
Remark 1.5. In [5] the nonvanishing of τ (n) was verified for all n such that n < 22798241520242687999 ≈ 2 · 10 19 .
Notation:
The running time will always be measured in bit operations. Using FFT, multiplication of two n-bit length integers can be done in O(n 1+ǫ ) time. Multiplication in finite field F q can be done in O(log 1+ǫ q). The paper is organized as follows. In Section 2 we provide some necessary background on computing a convenient plane model and the function field of the modular curve, results for computing isogenies of elliptic curve over finite fields are also recalled. A better bound on the generators of the maximal ideal of Hecke algebra is proved, which is used to reduce the complexity of the algorithm.
Section 3 contains the application of Heß's algorithm to the computation in the Jacobian of the modular curve over finite fields. Here, we introduce methods to find the correspondence between the places of the function field and the cusps of the modular curve, and compute the action of Hecke operators on places of the function field.
The main algorithm is given in Section 4, including complexity analysis. Section 5 is concerned with some real computations of the Ramanujan's tau function. All of our computations are based on Magma computational algebra system [4] .
Function field of modular curves
In this section we study the plane model and the function field of the modular curve X 1 (ℓ). Let Γ 1 (ℓ) be a congruence subgroup of SL 2 (Z), defined as
(where " * " means " unspecified ") and H the upper half complex plane. The modular curve Y 1 (ℓ) is defined as the quotient space of orbits under Γ 1 (ℓ),
We can add cusps P 1 (Q) to Y 1 (ℓ) to compactify it and obtain the modular curve
This complex algebraic curve is defined over Q, denoted by X 1 (ℓ) Q . Moreover, for ℓ ≥ 5, X 1 (ℓ) has natural model over Z [1/ℓ] . Let K be a number field, then K-valued points of Y 1 (ℓ) Q can be interpreted as
where E is an elliptic curve over K, P is a K-rational point of order ℓ, and (E 1 , P 1 ) ∼ (E 2 , P 2 ) means that, there exists a K-isomorphism φ : E 1 → E 2 , such that φ(P 1 ) = P 2 . Such a moduli interpretation implies a way to obtain a plane model of the modular curve, as the following proposition (see [3] ), Proposition 2.1. Suppose that ℓ ≥ 4. Then every K-isomorphism class of pairs (E, P ) with E an elliptic curve over K and P ∈ E(K) a torsion point of order ℓ contains a unique model of the Tate normal form
Thus, points of X 1 (ℓ) can be represented as pairs (b, c) in a unique way. The ℓ-th division polynomial gives a polynomial in b and c, which defines a plane curve birationally equivalent to X 1 (ℓ). The defining equation becomes much simpler, through a carefully chosen sequence of rational transformations. We use the table listed in [24] , for example a plane model of
where So the function field of X 1 (19) over Q is
Cusps of X 1 (ℓ) correspond to those pairs (b, c) such that the j-invariant j(E (b,c) ) = ∞. For ℓ an odd prime, the modular curve X 1 (ℓ) has ℓ − 1 cusps, half of which are in X 1 (ℓ)(Q) and the rest are defined over the maximal real subfield of Q(ζ ℓ ). Accordingly, every Q-rational cusp corresponds to a degree one place of Q(X 1 (ℓ)), denote the rational cusps as O 1 , . . . , O (ℓ−1)/2 , the Q(ζ ℓ )-cusps corresponds to a degree ℓ−1 2 place of Q(X 1 (ℓ)). It is easy to get these places after writing down the exact expression of j(E (b,c) ) in variables x, y. As in the above example, one of the Q-rational cusps looks like
where the place O 1 is represented by a prime ideal of the maximal orders of the function field Q(X 1 (ℓ)). It's well known that, the modular curve X 1 (ℓ) has good reduction at prime p ∤ ℓ, see [10] . The reduction curve is denoted by X 1 (ℓ) Fp . Having a nonsingular affine model of X 1 (ℓ), we can easily get an affine model for X 1 (ℓ) Fp and then have the function field of X 1 (ℓ) Fp . For simplicity, the plane model of X 1 (ℓ) Fp and the F p -rational cusps of X 1 (ℓ) Fp , which are the reductions of the Q-rational cusps of X 1 (ℓ), are also denoted by f (x, y) and O i , i ∈ {1, . . . ,
The Ramanujan subspace V ℓ mod p is a subgroup scheme of the Jacobian variety J 1 (ℓ) Fp of X 1 (ℓ) Fp . Similarly, it can be written as a finite intersection
where
are Hecke operators, the number
follows from [23] . In fact, the Hecke algebra
. After representing each Hecke operator as a matrix, see [13] , the generators can be extracted from T 1 , . . . , T (ℓ 2 −1)/6 by solving linear equations. For example, when the level ℓ = 17, the Hecke algebra T is equal to ZT 1 +. . .+ZT 48 as an Z-module, which can be replaced by ZT 1 +ZT 2 +ZT 3 +ZT 4 +ZT 6 as a free Z-module, so there are fewer Hecke operators and isogenies of lower degrees needed to take into account. But, in practice, we can do much better, notice that our goal is to find nonzero elements in
can be represented by a matrix over finite field F ℓ , and the existence of φ k is equivalent to the existence of some matrix
). For example, when the level ℓ ∈ {13, 17, 19, 23, 29, 37, 41, 43}, for any k ≥ 3, we have
), for some matrix M k over finite field F ℓ , while ℓ = 31, T 3 − τ (3) also satisfies this property. In fact, we proved the following proposition. Proposition 2.2. Let ℓ be a prime bigger than 3 and S 2 (Γ 1 (ℓ)) the space of cusp modular forms of weight 2 level ℓ over C. Let T = Z[T n : n ≥ 1] ⊂ End(S 2 (Γ 1 (ℓ))) be the Hecke algebra and m the maximal ideal generated by ℓ and the T n − τ (n) with n ≥ 1. Then m can be generated by ℓ and the T n − τ (n) with 1 ≤ n ≤ ⌈ where ℘ runs through all maximal ideals of R, and R ℘ is the localization of R at ℘.
Letm be the image of m in R. Then, it is enough to provem can be generated by the T n − τ (n) with n ≤ b ℓ , which is equivalent to show that any T k − τ (k), k > b ℓ can be represented as
where ℘ runs through all maximal ideals of R, and S 2 (Γ 1 (ℓ); F ℓ ) ℘ is the localization of S 2 (Γ 1 (ℓ); F ℓ ) at ℘, which is an R ℘ -module. To show (2.5), it's enough to show for each ℘, the action
where B i are operators in R ℘ .
The maximal ideal ℘ of R corresponds to a Gal(F ℓ /F ℓ )-conjugate class [f ] of normalized eigenforms in S 2 (Γ 1 (ℓ); F ℓ ), they are newforms of level ℓ. Thus the localization S 2 (Γ 1 (ℓ); F ℓ ) ℘ is a vector space spanned by these newforms, so R ℘ is a field isomorphic to the field F ℓ (f ), which is generated by the coefficients of f over F ℓ .
Let a i (f ) be the i-th coefficient of the Fourier expansion of f , to show (2.6) it is enough to show a k (f ) − τ (k) is always equal to zero, or there exists at least one nonzero element among the
is always equal to zero. Now suppose f is not congruent to ∆(q) modulo ℓ and a i (f ) − τ (i) = 0 for 1 ≤ i ≤ b ℓ . The Proposition 4.10(b) of [14] together with Theorem 3.5(a) of [1] imply that f comes from a level one newform of weight k 1 with
is a newform of level one weight k 1 , and
12 , the theorem of Sturm [23] (or see [8] ) tells that f 1 is congruent to f , that is ∆(q) is congruent to f modulo ℓ, which is a contradiction. So the proposition is proved..
Since ℓ and a subset of
12 ⌉} may also suffice to generate m, we introduce the optimal subset as follows.
Definition 2.3. Let S be a set of positive integers, such that ℓ and T n − τ (n), n ∈ S generate m. The set S is called optimal if n∈S n is minimal among all the S.
In practice only those operators in the optimal subset need to be considered, which will accelerate the algorithm.
Let n ≥ 2 be a prime not equal to ℓ, and Q a point of
), the computation of T n (Q) comes down to computing isogenies of elliptic curves over some finite extension fields of
where C runs over all the order n subgroups of E (b,c) . The following result about the complexity of computing n-isogeny is in [6] , when n is small compared to the characteristic of the field, Proposition 2.4. Let F q be a finite field of characteristic p, n a prime not equal to p, E andẼ two elliptic curves over F q in Weierstrass form. Assume there is a normalized isogeny φ : E →Ẽ of degree n, then φ can be computed in O(n 1+ǫ ) multiplications in the field F q .
We give two notices here: The first is that, the original elliptic curve E (b,c) is defined over some finite field F, but the isogeny may lie in the extension field of F. The exact definition field of the isogeny can be obtained by computing the n-th classical modular polynomial Φ n (X, Y ), and solving the equation Φ n (X, j(E (b,c) )) = 0, so the extension degree is less or equal to the degree of Φ n (X, j(E (b,c) )). The second is that, in general the isogenous curveẼ is not in Tate normal form (2.1). Using the map φ, or rather the point φ((0, 0)) ∈Ẽ,Ẽ can be transformed into Tate normal form after some coordinate changes, this gives a new point on the modular curve X 1 (ℓ) Fp .
Computing in the jacobian of modular curves
Let F q be a finite extension of the finite field F p and X 1 (ℓ) Fq the base change of X 1 (ℓ) Fp to F q . One of the most important tasks of our algorithm is computing in the Jacobian J 1 (ℓ) Fq of the modular curve X 1 (ℓ) Fq . For general curves, we already have polynomial time algorithms to perform operation (addition and subtraction) in their Jacobians [17] [25] [18] [19] . For the Jacobian of modular curve, Couveignes uses Brill-Noether algorithm to do the computation [9] , while Bruin uses Khuri-Makdisi's algorithm [7] . We choose Heß's algorithm, with the advantage that it's easy know the correspondences between points of the modular curve and places of its function field.
Let's recall the main idea of Heß's algorithm, for the detail see [18] . Let K = F q (x)[y]/(f (x, y)) be the function field of the modular curve X 1 (ℓ) Fq . There are isomorphisms
Notice that, there are some calculations behind the second isomorphism, i.e. computing the change of representations. Heß's algorithm is based on the arithmetic of the function field K. Let P be the set of all places of K and S the set of the places of K over the infinite place ∞ of F q (x). The ring of elements of K being integral at all places of S and P \ S are denoted by O S and O S , respectively. They are Dedekind domains, called infinite and finite order of K, whose divisor groups are denoted by Div(O S ) and Div(O S ), respectively. Place of K corresponds to prime ideal of O S or O S . In fact, let Div(K) be the divisor group of K, then Div(K) can be decomposed as [18] Div(K)
Notice that the plane model of X 1 (ℓ) given in [24] has singularities above x = 0 and x = −1, we can check that places of K over the places (x),(x + 1) and ( 1 x ) of F q (x) are cusps of X 1 (ℓ). We will discuss how to compute the action of Hecke operators on these places in Section 3.2. Now, let's focus on how to compute the action of Hecke operators on the place corresponding to a set of smooth points of f (x, y) = 0. Such a place ℘ can be represented by two elements of K × , which can be normalized as
, with degrees less than d. So the point set corresponding to ℘ can be computed as follows. Let f 1 (x) and f 2 (x, y) be the normalized generators of ℘. We first compute the roots of f 1 (x) = 0, denoted by 
The second one can be recovered as follow:
where c ik are parameters belong to F q , after interpolating the points (x i , y ij ), we have linear equations of md variables, the second generator can be known by solving these equations.
So, a degree d place ℘ as in above corresponds to a point set, denoted by {(x i , y i ) : 1 ≤ i ≤ d}, which forms a complete Gal(F q d /F q )-conjugate set. Using the coordinate transformation formulae (2.3), for each point (x i , y i ), the corresponding point on
is an elliptic curve in Tate normal form, and (0, 0) is a point of order ℓ. As discussed in Section 2, the action of Hecke operator T n on each point (E (b i ,c i ) , (0, 0)) leads to a sequence of elliptic curves. Using the inverse transformation formulae these curves give the point sets on the affine curve f (x, y) = 0. Further, we have the corresponding places of the function field K.
For P a place of K = F q (X 1 (ℓ)), which is not equal to any of the cusps of X 1 (ℓ), and D a divisor of K consists of such places, we define Definition 3.1. Let P , D as above and T n a Hecke operator. T n (P ) is defined to be the divisor of K, corresponding to the point set
Let D 0 be a fixed degree one place of K, which will be served as an origin. The following definition in [18] is very useful in our algorithm. If deg(A) = 1, then the reduction divisorD is effective and unique.
3.1.
Searching an ℓ-torsion point. One of the main steps in computing the Ramanujan subspace V ℓ mod p is to find an ℓ-torsion point in J 1 (ℓ). In order to do that we have to work with some large enough extension field F q /F p , such that J 1 (ℓ)(F q ) contains ℓ-torsion points. A direct way to get such a point is, pick a random point Q 0 in J 1 (ℓ)(F q ) and then compute Q 1 := N ℓ Q 0 , where N ℓ is the prime-to-ℓ part of #J 1 (ℓ)(F q ). If Q 1 is nonzero and ℓ-torsion, then we succeed. Otherwise, try Q 2 := ℓQ 1 , check again, after several steps, we can obtain a nonzero ℓ-torsion point. As #J 1 (ℓ)(F q ) is bounded above by q g , using fast exponentiation, the running time of getting an ℓ-torsion point is about log(q g ) · O(g ω ) = O(g 1+ω log q) multiplications in the field F q or O(g 1+ω log 2+ǫ q) bit operations. The computation is costly, due to the huge factor N ℓ , which is nearly q g . However, we can accelerate the calculation by introducing some tricks.
For each newform f in S 2 (Γ 1 (ℓ)), there is an associated abelian variety A f , and f A f is an isogeny decomposition of J 1 (ℓ), where f runs through a set of representatives for the Galois conjugacy classes of newforms in S 2 (Γ 1 (ℓ)). Let f ℓ be the newform, which is congruent to ∆(q) modulo ℓ. Then the Ramanujan subspace V ℓ lands inside A f ℓ . Let A ′ := ′ f A f be the product of the abelian varieties, except A f ℓ . The minimal polynomial of the Hecke operator T 2 acting on A ′ is denoted by
Similarly, let n ℓ be the prime-to-ℓ part of #A f ℓ (F q ), by computing n ℓ Q 1 , we can obtain an ℓ-torsion point of J 1 (ℓ)(F q ). Since the calculation of P 2 (T 2 )(Q 0 ) is easy and n ℓ is smaller than N ℓ , which is bounded above by q to the dimension of A f ℓ , we can accelerate the algorithm, especially when the dimension of A f ℓ is small compared to g. However, it seems hard to get a theoretical bound of the dimension of A f ℓ . We remark here several small examples We can apply the algorithm to the modular curve X H (ℓ) and the Jacobian variety J H (ℓ) instead of X 1 (ℓ) and J 1 (ℓ), respectively. This useful observation enables us to carry out the calculation of the level ℓ = 31 case.
We now explain how to compute #J 1 (ℓ)(F q ).
Lemma 3.5. (Manin, Shokurov, Merel, Cremona). For ℓ a prime and p ∈ {5, ℓ} another prime, the Zeta function of X 1 (ℓ) Fp can be computed in deterministic polynomial time in ℓ and p.
Remark 3.6. Given this Zeta function we can easily compute #J 1 (ℓ)(F q ), for q is a power of p, see [9] . Similarly, we can compute #A f (F q ) in deterministic polynomial time in ℓ and p, by applying the algorithm to newforms in [f ], where [f ] = {f σ | σ ∈ Gal(Q/Q)}.
3.2.
Distinguishing the rational cusps. In our algorithm, we will compute the action of Hecke operator T n on points of J 1 (ℓ). Especially, we need to know the action of T n on the Q-rational cusps of X 1 (ℓ). Notice that, T n , n ∈ Z + is defined over Q, so it maps Q-rational point to Q-rational point. As far as we know, there is no an easy way to know the action directly from only the places O i , i ∈ {1, . . . , 
2 } leads to knowing the action of T n on O i . In general, it's not easy to know the correspondence [21] . Our strategy is to reduce the problem to finite field, as follows. Choose a prime p, such that #J 1 (ℓ)(F p ) has a small factor d, let g be the genus of the function field F p (X 1 (ℓ)). 
If D n is not of order d, then the assumption is wrong. Replace O i by another . In fact, the correspondence is known up to cyclic permutation, but it is enough for our algorithm. There is one more thing should be noticed, the degree 0 divisors of the form
2 generate a subgroup of J 1 (ℓ)(F p ), which is called cuspidal subgroup, so the chosen factor d should not be a multiple of the order of the cuspidal subgroup.
As the example in Section 2, the correspondence between {O 1 , . . . , O 9 } and { 1 1 , . . . , 
After the above preparation, we can now estimate the complexity of computing T n (Q), where Q is a degree zero F q -divisor of the form m i=1 a i P i − gO, O is fixed to be the cusp O 1 and n is a prime not equal to ℓ.
As mentioned above, we first compute the point set of the degree d i place P i and pick one of them forms a point (E (b i ,c i ) , (0, 0)) on the modular curve, which is defined over F q d i . Denote the factorization of Φ n (X, j(E (b i ,c i ) )) over F q d i [X] as h j=1 F j (X), with F j (X) irreducible of degree f j . Now for each root of F j (X) = 0, there is an isogeny of degree n defined over F q d i f j . Computing this isogeny takes O(n 1+ǫ · (log
bit operations.
We can use the diamond operators instead, which is faster, suggested by Maarten Derickx
Notice that, isogenous curves corresponding to the roots of F j (X) forms a Gal(F q d i f j /F q d i )-conjugate set. So it suffices to compute any one of them. So the complexity of computing
Since h j=1 f j = n + 1, C i is bounded above by O((nd i n log q) 1+ǫ ). The complexity of computing n 2 g log q) 1+ǫ ) bit operations.
Notice that after the action of T n , the divisor T n (Q) becomes complicated. We would like to simplify it before going into further calculation. In general, the reduction of T n (Q) along the degree one divisor O comes down to performing at most n additions in the Jacobian, with a complexity of O(ng ω log 1+ǫ q) bit operations.
Computing the coefficients of modular forms
After some modification, the simplified algorithm proposed in [9] , can be used to compute the Ramanujan subspace V ℓ mod p efficiently. We can even give a complexity analysis of the algorithm. Roughly speaking, the algorithm works as follows:
Step one, pick some random points in J 1 (ℓ)(F q ).
Step two, construct ℓ-torsions points by multiplying these points by some suitable factors of #J 1 (ℓ)(F q ).
Step three, project the ℓ-torsions points into the space V ℓ mod p by the Hecke operators.
Step four, reconstruct V ℓ /Q from sufficiently many V ℓ mod p, by the Chinese Remainder Theorem.
4.1.
Computing the Ramanujan subspace modulo p. The characteristic polynomial of the Frobenius endomorphism Frob p acting on the Ramanujan subspace V ℓ mod p is X 2 − τ (p)X + p 11 mod ℓ and the field of definition of each point of V ℓ mod p is an extension of F p with degree ≤ d p , where
For convenience, we define The following proposition shows that nearly half of the primes are s-good. 
Proof. Let ρ ℓ : Gal(Q/Q) → GL 2 (F ℓ ) be the mod-ℓ representation associated to the discriminant modular form ∆(q). Denote K ℓ the fixed field of ker ρ ℓ . Then ρ ℓ factors through ρ ℓ : Gal(K ℓ /Q) → GL 2 (F ℓ ), which is unramified outside ℓ. Now, for a prime p not equal to ℓ, we have ρ ℓ (Frob p ) ∈ GL 2 (F ℓ ) and d p is the order of the matrix ρ ℓ (Frob p ). By the Chebotarev Density Theorem, we have for any conjugacy class C of G := Gal(K ℓ /Q) the set {p : p a prime, p = ℓ, Frob p ∈ C} has density |C|/|G|. Define C = ∪ ord(C)<ℓ C, where ord(C) represents the order of any element in C, then we have
Hence we would like to know the image of the representation ρ ℓ . If ℓ is an exceptional prime for ∆(q), i.e. ℓ ∈ {2, 3, 5, 7, 23, 691}, then the representation ρ ℓ is reducible or Im(ρ ℓ ) in GL 2 (F 23 ) is dihedral. We can check that
If ℓ is not exceptional, we have Im(ρ ℓ ) = {g ∈ GL 2 (F ℓ ) : det(g) ∈ (F × ℓ ) 11 }. The representatives of conjugacy classes in GL 2 (F ℓ ) are as follow Here c 3 (x, y) = c 3 (y, x) means that the conjugacy classes of these two elements agree. Let C 1 (x) be the conjugacy class with representative c 1 (x), then we have |C 1 (x)| = 1, ord(C 1 (x))|(ℓ − 1) and there are N 1 = ℓ − 1 such classes. Similarly, we have |C 2 (x)| = ℓ 2 − 1, ord(C 2 (x))|ℓ(ℓ − 1),
The subgroup Im(ρ ℓ ) consists of those conjugacy classes whose representative matrices have determinant in (F ×
Now let p be an s-good prime and F q := F p dp , then V ℓ mod p is a subgroup of
. For every integer n ≥ 2, the characteristic polynomial of T n acting on S 2 (Γ 1 (ℓ)) is a degree g monic polynomial belonging to Z[X]. We denote it by A n (X), which can be factored as
with B n (X) monic and B n (τ (n)) = 0 ∈ F ℓ . The exponent e n is ≥ 1 due to the theorem of congruence of modular forms (Thm2.5.7 of [13] ). We call π n :
, and maps bijectively V ℓ mod p onto itself. Assume E := π n (Q) = 0, define the exponent d n as the nonnegative integer satisfying
Letπ n be the composition map of π n and (T n − τ (n)) dn and π S := n∈Sπ n , where S is an optimal set defined in Definition 2.3. Then we have π S (Q) ∈ V ℓ mod p . So, the complexity of finding a nonzero point in V ℓ mod p can be determined as following. As described in Section 3, it takes O(g 1+ω log 2+ǫ q) = O(ℓ 4+2ω+ǫ log 2+ǫ p) bit operations to get an ℓ-torsion point of J 1 (ℓ)(F q ). Denote the ℓ-torsion point as Q 0 = D − gO, where D is an effective divisor of degree g. For n ∈ S, the mapπ n can be written as
, where a i ∈ F ℓ and d < g. The divisorπ n (Q 0 ) can be computed recursively, i.e. compute and simplify(as mentioned in Section 3.2) Q i+1 := T n (Q i ) for i = 0, . . . , d − 1. The complexity of each step is O((n 2 g log q) 1+ǫ ) + O(ng ω log 1+ǫ q), which is O(ℓ 2+2ω+ǫ log 1+ǫ p), since n ∈ O(ℓ), g ∈ O(ℓ 2 ) and ω ∈ [2, 4]. As d is in O(g), computing and simplifying Q 0 , . . . ,
. In summary, the complexity of computingπ n (Q 0 ) is still in O(ℓ 4+2ω+ǫ log 1+ǫ p). So the complexity of computing π S (Q 0 ) = n∈Sπ n (Q 0 ) is bounded above by O(ℓ 5+2ω+ǫ log 1+ǫ p), since
bit operations to get a point in V ℓ mod p. For two nonzero random points
, the probability that π S (Q 1 ) and π S (Q 2 ) are linearly independent is close to 1-1 ℓ . So after several attempts we will get a base of V ℓ mod p. The complexity of checking linearly independence of two elements in V ℓ mod p is O(ℓg ω log 1+ǫ q) = O(ℓ 2+2ω+ǫ log 1+ǫ p). Hence the complexity of getting a base of V ℓ mod p is the same as given in (4.1).
The Frobenius endomorphism Frob p may help us to get a base of V ℓ mod p with lower cost in some cases. Namely, if the characteristic polynomial X 2 − τ (p)X + p 11 mod ℓ is irreducible, then for any nonzero point Q ∈ V ℓ mod p, Frob p (Q) and Q are linearly independent. So V ℓ mod p = F ℓ Q + F ℓ (Frob p (Q) ). If X 2 − τ (p)X + p 11 mod ℓ has two different roots in F ℓ , then for any nonzero point Q ∈ V ℓ mod p the probability that Q and Frob p (Q) are linearly independent is 1 − (1)In practice, the optimal set S contains only small primes, for example, S = {2} for ℓ ∈ {13, 17, 19}. The algorithm takes the main effort to get an ℓ-torsion point.
(2)If without Proposition 2.2, the complexity comes up to . Choose a rational function ψ(x) ∈ Q(X 1 (ℓ)), which has no pole except at O, and define a function ι :
From the uniqueness of D, we have ι(σ(x)) = σ(ι(x)) for any σ ∈ Gal(Q/Q), which is very important. Let ℘ be a prime ideal of Q(x) over p, we hope that the uniqueness property still holds in the reduction world, which means the following: letx,Õ,D andQ i be the reductions of x, O, D and Q i modulo ℘ respectively. The reduction ofx alongÕ is denoted byẼ =x + θ(x)Õ, where θ(x) ≤ θ(x). If θ(x) = θ(x), then by the uniqueness property, we haveẼ =D =Q 1 + . . . +Q d . As we don't know the value θ(x) in advance, an algorithm to determine when θ(x) = θ(x), ∀x ∈ V ℓ is needed. In [7] , Bruin gave such an algorithm and proved that, for at least half of the primes smaller than ℓ O(1) , the following holds: θ(x) = θ(x), ∀x ∈ V ℓ , such primes are called m-good primes. In practice, since θ(x) is less or equal to the genus of X 1 (ℓ), if θ(x) is equal to the genus for everyx ∈ V ℓ mod p, then θ(x) = θ(x) automatically for all x ∈ V ℓ . We remark here that our computation suggests that most of the primes are m-good. A prime p is called good if it simultaneously satisfies: m-good and s-good. It is reasonable to assume that there exists an absolute constant c such that the density of good primes is bigger than c. Here we make no attempt to prove this. Now for any good prime p
is a polynomial in Q[X] of degree ℓ 2 − 1, whose reduction modulo p is exactly the polynomial
whereι is the reduction map of ι.
Given V ℓ mod p = F ℓ e 1 +F ℓ e 2 , the computation ofP (X) comes down to performing ℓ 2 additions in the Jacobian, with a complexity ℓ 2 · O(ℓ 1+2ω log 1+ǫ p) = O(ℓ 3+2ω log 1+ǫ p).
Since the heights of coefficients of P (X) are expected to be in O(ℓ δ ), for some absolute constant δ. Using the fact, there exists a constant c such that
To recover P (X) fromP (X)'s, it suffices to take the upper bound L of good primes to be O(ℓ δ ). So the complexity of computing P (X) will be p≤L,prime
In practice, it would be better to choose the function ψ(x) ∈ Q(X 1 (ℓ)), such that the degree is equal to the gonality of the curve X 1 (ℓ). For ℓ ≤ 40, ψ(x) have been computed by Derickx and Hoeij, see [22] and [11] .
4.3.
Finding the Frobenius endomorphism. The Galois representation associated to ∆(q) is denoted by ρ ℓ : Gal(Q/Q) → GL 2 (F ℓ ). Let K ℓ := Q ker ρ ℓ be the field cut out by the representation, then K ℓ is the splitting field of the polynomial P (X). For any prime p = ℓ, the trace of Frobenius Tr(ρ ℓ (Frob p )) is equal to τ (p) mod ℓ. So we would like to identify the conjugacy class of the Galois group Gal(K ℓ /Q), where the Frobenius Frob p lands inside. The algorithm described in [12] can be used perfectly to do the computation. Let (a i ) 1≤i≤ℓ 2 −1 be the roots of P (X) in K ℓ and h(X) some polynomial in Q[X]. Then for each conjugacy class C ⊂ Gal(K ℓ /Q),
where the polynomial Γ C (X) is given by
Our strategy for computing Γ C (X) is using Hensel lifting.
Proposition 4.4. Let p be a prime such that the extension degree d p is in O(1). Given the polynomial P (X) as in Section 4.2 and the Ramanujan subspace V ℓ mod p. Then for any conjugacy class
Proof. Set F q := F p dp . We can lift each rootι(x) ∈ F q ofP (X) ∈ F p [X] to the root ι(x) ∈ Q q of P (X) ∈ Q p [X] by Hensel's lemma, where Q q is the unramified extension of Q p with extension degree d p . Since the heights of coefficients of Γ C (X) are bounded above by N := |C|(1 + deg h)ℓ δ , to recover Γ C (X), it suffices to lift eachι(x) to ι(x) with precision N . The complexity of a single lifting is about O ((|C|(d p N ) ) 1+ǫ ) bit operations, see [2] . The length of the conjugacy class C is in O(ℓ 2 ), the extension degree d p is in O(1) and h(X) can be chosen to be a polynomial with small degree (e.g. deg h(X) = 2 ) showed in [12] , so the complexity of lifting a single root is in O(ℓ 4+δ+ǫ ). There are ℓ 2 − 1 roots need to be lifted, so the complexity of computing Γ C (X) is O(ℓ 6+δ+ǫ ).
Remark 4.5. The Galois group Gal(K ℓ /Q) is a subgroup of GL 2 (F ℓ ), and the action of Gal(K ℓ /Q) on the roots a i , 1 ≤ i ≤ ℓ 2 − 1 can be computed from the action of GL 2 (F ℓ ) on V ℓ mod p. In practice, we would like to choose the prime p with large size and small extension degree d p at the same time.
4.4.
Complexity analysis. Now we can prove Theorem 1.1 and Corollary 1.2. As shown in above, the complexity of computing P (X) is O(ℓ 5+2ω+δ+ǫ ). There are ℓ 2 − 1 conjugacy classes in GL 2 (F ℓ ). So the complexity of computing Γ C (X) for all the conjugacy classes C ⊂ GL 2 (F ℓ ) is O(ℓ 8+δ+ǫ ).
Let p be a prime not equal to ℓ. Denote the polynomial P (X) as
The trace in (4.3) can be interpreted as a trace of a matrix
Using Coppersmith-Winograd algorithm, the complexity of multiplying two ℓ 2 ×ℓ 2 matrices over F p is in O(ℓ 4.752 log 1+ǫ p) bit operations. So t := Tr Fp [x]
Given t, the complexity of checking whether Γ C (t) mod p is equal to zero for all the conjugacy classes C is bounded above by O(ℓ 4 log 1+ǫ p). So, for any prime p = ℓ, the complexity of computing τ (p) mod ℓ consists of the complexity of computing P (X), Γ C (X), Tr(h(x)x p ) and Γ C (Tr(h(x)x p )) for all conjugacy classes C ⊂ GL 2 (F ℓ ), which sums up to
For prime p, we have τ (p) ∈ O(p 6 ). Therefore it suffices to recover τ (p) from τ (p) mod ℓ with ℓ ≤ L, where L is in O(log p). So the total complexity of computing τ (p) is about ℓ<L,prime
Remark 4.6. If the constant ω reaches 2.376, the complexity of the algorithm is O(log 10.752+δ+ǫ p). Moreover, if δ is bounded above by 3, the complexity is O(log 13.752+ǫ p).
Implementation and results
The algorithm has been implemented in MAGMA. One big advantage of the algorithm is that, it is rather straightforward to implement, where the major work is dealing with the action of Hecke operators on divisors of the function field. The following computation was done on a personal computer AMD FX(tm)-6200 Six-Core Processor 3.8GHz.
Let Q ℓ (x) be the polynomial corresponding to the projective representation, defined as
which can be used to check whether τ (p) ≡ 0 mod ℓ. More precisely, we have the following lemma, see [5] Lemma 5.1. Let Q ℓ (X) be the polynomial defined as above and p ∤ Disc(Q ℓ (X)) a prime. Then τ (p) ≡ 0 mod ℓ if and only if Q ℓ (X) mod p has an irreducible factor of degree 2 over F p .
Example 5.2. ℓ = 13. To recover Q 13 (X), it suffices to take a good prime set as The computation took several minutes. The product of the primes needed to recover P 13 (X) is about 130 digits and the computation took nearly one hour.
In order to recover the polynomials Γ C (X) for C ⊂ GL 2 (F 13 ), we first choose a good prime p = 34939 with d p = 2, and then compute the roots of P 13 (X) mod p by computing V ℓ mod p. Notice that all of the roots are in F p 2 . Using Hensel lemma, we lift each root to the p-adic field Q p 2 with a precision nearly 5000 digits and then reconstruct Γ X (X) by the formula (4.4). The computation took several hours.
We summarize the results in the following table, where the matrices in the last column are the representatives of the conjugacy classes where the Frobenius endomorphism Frob p land inside and prime p is set to be 10 1000 + 1357. The Magma code of our algorithm can be downloaded from the web at the address http://faculty.math.tsinghua.edu.cn/~lsyin/publication.htm
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