因子分析モデルにおける構造正則化 (高次元量子雑音の統計モデリング) by 廣瀬, 慧
Title因子分析モデルにおける構造正則化 (高次元量子雑音の統計モデリング)
Author(s)廣瀬, 慧

















基準(Carroll1953)に着目する.Hirose and Terada (2016)は， Quartimin基準に基
づく構造正則化が，正則化パラメータ pをp→ooとしたとき，完全箪純構造とよば
れる望ましい性質を持ち，さらに，その完全単純構造推定は， k-meansによる変数ク





Lasso (Least absolute shrinkage and selection operator, Tibshirani 1996)をはじめとす
るL1正則化法は，パラメータのいくつかを正確に 0とスパース推定することによって，モ
デルの構造を抽出する手法である.Lassoは有用な手法ではあるが，実際問題，スパース
な構造とは別の構造を推定する必要がある場合が多い．例えば， GroupLasso (Yuan and 














知られている (Hiroseand Yamamoto 2015). Hirose and Yamamoto (2015)は， Lassoタ
イプの因子回転である Componentloss criterion (Jennrich 2004, 2006)に着目し， MCP




本稿では， Componentloss criterionとは違った因子回転基準として， Quartimin基準
(Carroll 1953)に着目する.Hirose and Terada (2016)は，この正則化項に基づいて正則
化パラメータ pをp→ooとすると，推定された囚子負荷行列は完全単純構造 (Perfect




























以A,'1!)=£(A,'1!) + pP(A) (2.3) 





（たとえばLawleyand Maxwell 1971; Bai et al. 2012)が用いられることが多い．しかし，
因子分析における Discrepancyfunctionは複雑であり，因子同転と k-meansとの関係性を
議論する際，本質を理解しづらい．そこで，次の 2乗損失関数を考える．








化問題を考える．任意の mxm 直交行列 T に対し，~= AAT + w = (AT)(AT)T + w 
88
が成り立っため， £(A,w) =£(AT, w)となり， (2.4)式を最小化する因子負荷行列Aは無
数に存在する．
そこで，無数の囚子負荷行列から最も解釈しやすい因子負荷行列を推定する因子回転を
行う．具体的に，まず， (2.4)式の損失関数£(A,w)を最小にする A,wの1つを A。，屯。
とおく．次に，回転基準Q(A)を最小（もしくは最大）とする回転行列Tを求めるという
以下の最適化問題を解く．
minQ(A), subject to A=ふT,TE O(m). 
A 
(2.5) 








Hirose and Yamamoto (2015)は，因子匝転よりも解釈しやすい因子負荷行列を推定す
るために，最小2乗推定値を求めることを妥協した以下の問題を考えた．





以A,¥fl) =£(A, ¥fl)+ pQ(A). (2.8) 
ただし， p>Oは£*に対応するパラメータである．ここで， (2.8)式のQ(・)とpは，それ
ぞれ(2.3)式の正則化項と正則化パラメータとみなすことができる．すなわち，因子回転





およそ 15年前， Jennrich(2004, 2006)は，因子回転の基準として，パラメータの各成
分に対して独立に制約を置く Componentloss criterionとよばれる基準
P m 
P(A) =LL Po(I心I) (2.9) 
i=l k=l 
を提案した．ただし， Po(・)は， componentloss functionとよばれるもので，この関数を
変えることにより様々な正則化項が得られる．たとえば， P0(x)= xのとき，ム正則化法








pP(A; p; 1) =苫苔1(1-~)+dx 







大きく異なる．実際， Lassoを用いると， Aの成分のうち一部を「ぴったり」 0にしよう




本稿では，直交回転・斜交回転でよく用いられる Quartimin基準 (Carroll1953) 
m m p 
QQMIN(A) = LL L砧碍 (3.1) 
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閑3.1:Perfect simple structureを持つ囚子負荷行列（左）と対応するパス圏（右）．左図
の＊は非ゼロ要素を表す．また，それぞれの因子がクラスターと対応しており，この場合
は， 1~4変数， 5~8変数， 9~11変数それぞれがクラスターになっている．
に韮づく以下の関数







(Browne 2001). たとえば，図3.1はp= 1, m = 3のときの完全単純構造を表している．
実際， 1~4変数， 5~8変数， 9~11変数それぞれが1つのクラスターになっているため，
観測される 11変数を 3つのクラスターに分けたとみなすことができる．
なお， Hiroseand Terada (2016)は， (3.1)式に絶対値に甚づく項を追加したPrenet(Prod-
uct elastic net)正則化














することを考える． □(k = l,.. ,m)を第Kクラスターに属する変数の番号を集めた集合




N-1LLII叫ー亨=Lsiiー文；LL Sij (4.1) 
k=l iECk i=l k=l iECk jECk 
で与えられる．ただし，四=#{Cふ μk= *~iECk x; (k = l, .. , m)とする．また，
Sijは，標本分散共分散行列 Sの第 (i,j)成分であり，データが中心化されているため，
Sij = Xゾぢ/(N-1)で表される．





0 i (/_Ck, 
実際， (4.2)式の目的関数を展開すると， ATA= Imを満たすため，
IIS-AATI仕=11s11~-2tr(SAAT) + IIAATII~ 
m 
1 
= 11s11 デー 2L — L LBij+m 
k=l Pk iECk jECk 
m 
1 
=-2L — L Lsij+c 
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まず， (4.3)式が成り立てば，入Tk入Tz= 0 (k=/ l)が成り立つ．そこで， (4.2)式の問題を
ゆるめ，さらに目的関数に Wを加えた以下の最適化間題を考える．
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