We focus on the calculation of the Fisher information contained in a random sample with type II censored data from a Dagum distribution. Unlike the decomposition methods already known in the literature, we provide a direct calculation of the information matrix using one reparametrization of the density of the Dagum variable. The inverse of this matrix can be used to determine analytically the asymptotic variance-covariance matrix of the maximum likelihood estimates of the unknown parameters.
Introduction
In this work, we provide the mathematical tools for computing the entries of the Fisher information matrix from samples with type II doubly censored data of a Dagum distribution. The inverse of this matrix supplies researchers with analytical means to determine the asymptotic variance-covariance matrix of the maximum likelihood estimates of the unknown parameters. This result allows us to avoid the widely spread numerical approximations.
Fisher information is mainly known for the role it plays in the Cramér − Rao lower bound and the asymptotic properties of the maximum likelihood estimators. Nevertheless, its relevance is not confined to the classical concepts of the statistical inference, but research still provides new developments concerning theory and applications of Fisher information in many areas of statistical analysis.
Recently, the Fisher information in studies involving ordered data has attracted considerable attention, the work of Zheng et al. [13] gives a comprehensive review on the most recent developments in this sense. As regards, we focus on calculation of Fisher information contained in a random sample with type II censored data from a Dagum distribution. Unlike the decomposition methods described in [13] , we provide a direct calculation of the information matrix. The inverse of this matrix has been used to determine the asymptotic variance-covariance matrix of the estimates on real data analyzed in [5] . In this cited paper, the Dagum distribution has been shown to provide a good fit to censored data that often occur in survival and reliability problems.
The paper is organized as follows: the motivating aim is sketched in Section 2, the Dagum model and its features are described in Section 3, Section 4 reports the log-likelihood function in presence of type II doubly censored data. The Fisher information matrix is calculated in Section 5. An example and some concluding remarks in the last sections complete the work.
Through the paper we use the following notation:
k, while B(., .), Ψ (.) and Ψ (.) indicate beta, digamma and trigamma functions, respectively.
The Dagum distribution
The Dagum distribution [2, 3] has been extensively used to model income data and its feature have been appreciated in economics and financial studies. The Dagum distribution belongs to the Burr system and, specifically, it is a Burr III distribution with an additional scale parameter. Kleiber and Kotz [11] and Kleiber [10] provided an excellent review on the origin and applications of this family of distributions.
Recent contributions from Quintano and D'Agostino [12] adjusted the Dagum model for income distribution to account for individual characteristics, while Domma [4] studied the asymptotic distribution of the maximum likelihood estimators of the parameters of the right-truncated Dagum model. García Pérez and Prieto Alaiz [8] interpreted the parameters of the Dagum distribution as economic indicators of changes in income distribution. Recently, some authors have extended the use of this model or its transformations beyond the income studies. For example, Domma and Perri [7] studied several features of the log-Dagum distribution and applied this distribution in a financial framework to model daily stock returns; in [6] the reversed hazard rate, the mean residual life, the mean waiting time function, the variance of random variables residual life and reversed residual life and their monotonic properties are presented. Domma et al. [5] proposed the Dagum distribution as a competitive model for describing data which include censored observations in lifetime and reliability problems.
Some notation is needed. The random variable T , continuous and non negative, is Dagum distributed T ∼ Da(β, λ, δ) if its distribution function is
with survival function S T (t; θ) = 1 − 1 + λt −δ −β and probability density function
where θ = (β, λ, δ), and β > 0, λ > 0 and δ > 0. The parameter λ is a scale parameter, while β and δ are shape parameters. The Dagum distribution has positive asymmetry, it is unimodal for βδ > 1 and zero-modal for βδ ≤ 1. Moreover, it is easy to verify that the q-th quantile of the Dagum distribution is t(q) = λ
δ , whereas the r-th moment (Dagum, 1977 ) is
The probability density function of the k-th order statistic, T (k) , of a random sample of size n in the general case is
and its expression for n observations from a Dagum distribution is obtained by substituting (1) and (2) in (3)
3 Maximum likelihood estimation on type II doubly censored data
In this section, we provide the log-likelihood function of the Dagum distribution and its derivatives for type II doubly censored data.
Type II double censoring is used to mean that, in an ordered sample of size n, a known number of observations is missing at both ends. In many applications, especially in reliability analysis or in biomedical studies, a number of extreme sample values, below or above a certain level, often occurs through the negligence of inexperienced observers or other factors. It may be reasonable, therefore, to remove these observations from the original dataset. The remaining sample, where the lowest and the highest values have been censored or discarded, is often called type II doubly censored sample. For an exhaustive description of censoring mechanisms refer to the monograph by Lawless [9] .
To this purpose, suppose that the r smallest and n−m largest observations are censored from a sample of size n by (1) .
The likelihood function, L(θ), of the type II doubly censored sample t (r+1) , ..., t (m) from a distribution with density, cumulative and survival functions f (·; θ), F (·; θ) and S(·; θ) respectively, can be written as
Thus, the log-likelihood function, (θ), for a type II doubly censored sample (1) is given by
Equating to zero the partial derivatives of (θ) with respect to β, λ and δ we have
The system does not admit any explicit solution, therefore the maximum likelihood estimatesθ n = (β n ,λ n ,δ n ) can be obtained only by means of numerical procedures. Under the usual regularity conditions, the well-known asymptotic properties of the maximum likelihood method ensure that
is the asymptotic variance-covariance matrix and I (θ) is the Fisher information matrix whose entries will be calculated in the next section.
Calculation of the Fisher information matrix
In order to derive the entries of the Fisher information matrix I (θ), we preliminarily obtain the second partial derivatives of the log-likelihood function (5)
Then, the entries of I (θ) are the negative of the expectations of the above second derivatives, listed below
(m) + βλE
.
where E
(k) are particular cases of the following expectation
with non negative integers i 1 , i 2 , i 3 , i 4 , i 5 , i 6 and for k = r, r + 1, ..., m, m + 1.
For example, E 6 with
(k) = E 0,1,0,0,2,1 . Analogously, other combinations of the six indices correspond to the rest of expectations involved and the remaining part of this section will be devoted to illustrate the details of the calculation of all these expectations.
A simplified version of the above (6) without the order statistics can be obtained after some algebra. We get this result using the expression (4) of f k:n (t; θ), the cumulative function (1) and the binomial theorem S(t) n = n j=0 C n,j F (t) j ; the parameters vector θ is omitted for simplicity. In details, we have
dt in particular, in the last integral we easily recognize the density function of a Dagum variable T with parameters β 1 = β j + i 2 + i 3 β + k , λ, δ, and consequently the expectation (6) is equivalently written as weighted sum of the moments E(.|β 1 
Moreover, putting y = 1 + λt −δ −1 in E (.|β 1 , λ, δ) , after some algebra, we get
Special cases of (8) are obtained by specifying the indices i 1 , i 4 , i 5 . In particular,
• setting i 4 = 0 and i 5 = 2 in (8), we obtain
• with i 4 = i 5 = 0, expectation (8) becomes
• setting i 4 = 2 and i 5 = 0 in (8), we have
• putting i 4 = 0 and i 5 = 1 in (8), we have
• with i 1 = i 4 = 1 and i 5 = 0 in (8), after some algebra, we obtain
where I 1 (.) and I 2 (.) are in the appendix
• with i 1 = 2, i 4 = 1 and i 5 = 0 in (8), after some algebra, we simply deduce
The above special cases will be hereafter employed to calculate the expectations E (1) (k) , ...., E (18) (k) , for k = r, r + 1, .., m, m + 1, for specifying the entries of the Fisher information matrix.
So that, using (9) in (7), the expectation E
By (10) in (7), we can easily calculate E
(k) and E
The expectation (11) is used to compute E
(k) , E
where the integrals I j (.), with j = 1, ..., 10 are reported in the Appendix.
Putting (12) in (7), we determine E (10) (k) and E
Using expectation (13) in (7), we can calculate E
Starting form (14), we can determine E (13) (k) and E
where the integrals I 1 (.), I 3 (.) and I 5 (.) are specified in the Appendix. Finally, by means of expectation (15), we compute E
An example
The data are taken from Lawless [9] and represent failure times (in minutes) for a specific type of electrical insulation In this example, the experimenter failed to observe the two smallest values and the experiment finished when the 9-th failure time was observed. Thus, the data include type II doubly censored observations, n = 12, r = 2, m = 9.
We fitted a Dagum distribution to these censored data. The maximum likelihood estimates (MLE ) of the unknown parameters and the corresponding value of the log-likelihood function (l) are calculated by means of numerical iterative methods and listed in Table 1 . On the other hand, the asymptotic standard errors (St.d ) are calculated as the square root of the diagonal entries of the inverse of the Fisher information matrix, provided in Section 5, where the unknown parameters are substituted by their estimates.
See Domma et al. [5] for the comparison of the fitting of different distributions on the same data. 
Final Remarks
The optimization with type II doubly censored data where factorial numbers are involved is a computationally demanding problem. The optimization algorithm usually approximates the hessian, to calculate numerically the standard errors of the estimates, but this can be very expensive for some problems, so it is worth the effort to determine analytically the variance-covariance matrix. In our approach the unknown parameters of a Dagum distribution on a sample of type II doubly censored data are obtained using the constrained nonlinear optimization routine of Matlab, while the Fisher information matrix, here analytically calculated, serves the need to determine the asymptotic variance-covariance matrix of the estimates.
