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INTRODUCTION
This dissertation is devoted to study of some structures appearing in represen-
tation theory of simple Lie algebras (quantum groups, affine Lie algebras) and
their relations with the theory of special functions and mathematical physics. This
subject, of course, has a long history. A representation-theoretic approach to spe-
cial functions was developed in the 40-s and 50-s in the works of I.M.Gelfand,
M.A.Naimark, N.Ya.Vilenkin, and their collaborators (see [V], [VK]). The essence
of this approach is the fact that most classical special functions can be obtained as
suitable specializations of matrix elements or characters of representations of groups.
In geometrical terms, interesting special functions appear as spherical functions on
symmetric spaces associated with G, which was studied by Harish-Chandra and
Helgason (see [HC], [W]).
However, this approach does not cover all interesting cases. For example, it
was shown in recent works on representations of (quantum) affine Lie algebras that
matrix elements of intertwining operators between certain representations of these
algebras are interesting special functions – (q-)hypergeometric functions and their
generalizations [TK, FR].
In this dissertation we present a more general scheme, which includes both the
classical theory of characters and matrix elements and intertwining operators. This
scheme was suggested in the joint paper of the author and Pavel Etingof [EK1] and
developed in papers [EK2– EK5, E1, K1, K2]. Briefly it can be described as “theory
of characters for intertwining operators”, which we call generalized characters. This
approach allows to get in a natural way many interesting special functions (for
example, Lame´ functions, Macdonald’s polynomials) and easily prove a number of
their properties.
Here are the main ideas of this approach. Let g be a simple finite-dimensional Lie
algebra over C, and let G be the corresponding compact real Lie group. An impor-
tant role in the representation theory of G play the characters of finite-dimensional
representations; in particular, they form a distinguished basis in the space of func-
tions on G invariant with respect to conjugation; in other words, they are zonal
spherical functions on the symmetric space G × G/Gdiag . We can generalize this
considering equivariant functions, i.e. functions on G with values in a representation
U which satisfy
2
f(gxg−1) = gf(x).
This is a particular example of so-called µ-spherical functions which were studied
in papers of Harish-Chandra (see [HC, W]).
It turns out that this space has equally natural description. Namely, let V be
any finite-dimensional representation of G, and Φ : V → V ⊗ U be an intertwining
operator. Define the corresponding generalized character χΦ by
χΦ(g) = TrV (Φg).
This is a natural generalization of usual characters; however, it takes values not
in C but in the representation U . It is easy to see that χΦ is equivariant; moreover,
every equivariant function is a linear combination of generalized characters. Note
that due to the equivariance, the generalized character is completely determined by
its values on the elements of the form g = eh, h from Cartan subalgebra of g. For
this reason, from now on we consider χΦ as a function on Cartan subalgebra.
In the classical case many properties of representations could be expressed in
terms of their characters. The same holds here: many properties of intertwining
operators can be expressed in terms of corresponding generalized characters. For
example, the natural inner product on the space of intertwining operators gives
an inner product on generalized characters and an analogue of the orthogonality
theorem for them. Similarly, the fact that Φ commutes with the center of Ug
yields differential equations satisfied by the χΦ – each element of the center gives a
differential equation. Thus, the generalized characters are common eigenfunctions
of a family of commuting differential operators, obtained from the center of Ug.
These generalized characters are a rich source of special functions. In general,
these functions have not been studied before. However, in some special cases they
coincide with well-known objects. For example, if U is a trivial module then this is
nothing but the usual characters and thus we recover the classical theory.
More generally, the generalized characters (considered as functions on the Cartan
subalgebra) take values in the zero-weight subspace U [0]; thus, if we consider the
case of Lie algebra sln and take U to be the space of homogeneous polynomials in n
variables of degree (k − 1)n then U [0] is one-dimensional and thus the generalized
characters can be considered as complex-valued. In this case we show that the ratio
χΦ/δ
k−1, where δ is the Weyl denominator, is the Jack symmetric polynomial. The
simplest way to describe Jack polynomials – or more generally, Jacobi polynomials,
which are generalization of Jack polynomials to the case of arbitrary root systems
introduced by Heckman and Opdam – is to say that they are eigenfunctions of
(conjugated by certain function) Sutherland operator:
Lk = ∆− 2k(k − 1)
∑
α∈R+
1
(2 sinh (α,h)
2
)2
,
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where ∆ is the Laplace operator on h. For special values of k this operator is
just the radial part of the Laplace operator on certain symmetric spaces associated
with the group G, and the eigenfunctions are zonal spherical functions. Heckman
and Opdam have showed that for any k, these polynomials have a number of re-
markable properties. In particular, they showed that the Sutherland operator can
be included in a commutative family of differential operators, isomorphic to the
algebra S(h)W ≃ Z(Ug) of Weyl group invariant polynomials on h; also, these
polynomials are orthogonal with respect to a certain inner product. All of these
results are highly non-trivial and required a good deal of ingenuity. We will show
that our representation-theoretic approach allows to obtain both these properties
immediately as a corollary of the general results about the generalized characters.
This new interpretation also suggests new generalizations, such as vector-valued
analogue of these polynomials or affine analogue (see below).
In a similar way, the generalized characters can be defined for the quantum
group Uqg, corresponding to g. All the constructions above can be generalized to
this case with some minor changes; most importantly, differential operators should
be replaced by difference operators. We will show that for the case g = sln and U
chosen as above we get the famous Macdonald’s polynomials – a family of symmetric
polynomials which was recently introduced by I. Macdonald and has been the object
of intensive study since that time. Again, this approach allows us to reprove many
properties of Macdonald’s polynomials (inner product identity, symmetry identity)
in a very simple way.
In a similar way, we can define generalized characters for affine Lie algebras. It
turns out that if we take U to be tensor product of evaluation representations then
these characters are precisely the correlation functions on the torus of the Wess-
Zumino-Witten (WZW) model of conformal filed theory. We deduce differential
equations, describing dependence of these generalized characters on the modular
parameter of the torus and the parameters of the evaluation representations; we
call these equations elliptic Knizhnik-Zamolodchikov equations (this was first done,
in a different language, by Bernard [Be]) and study their monodromies.
Again, in the case g = sln, U – evaluation representation corresponding to the
representation U of sln described above we get an affine analogue of the theory
of Jacobi polynomials. This is closely related with the elliptic analogue of the
Sutherland operator. We can generalize to this case some results from the theory
of usual Jacobi polynomials; there are also arise new phenomena, such as modular
properties of these polynomials (as functions of the modular parameter of the torus).
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CHAPTER I
BASIC DEFINITIONS
1.1 Simple Lie algebras and their representations
In this whole work, all the objects are always defined over the ground field C of
complex numbers or its extensions. In this section we briefly list the main facts on
the simple Lie algebras and their representations which we are going to use; all of
these facts are quite standard and can be found in any textbook on Lie algebras
(see, for example, [Hu, B]).
Let g be a simple Lie algebra over C of rank r, h ⊂ g – its Cartan subalgebra,
Ug – its universal enveloping algebra. Then g has the root decomposition:
g = h⊕
⊕
α∈R
gα,
where R ⊂ h∗ is the corresponding root system. We fix a polarization of R: R =
R+⊔−R+, where R+ is the subset of positive roots. We denote by α1, . . . , αr ∈ R
+
the basis of simple roots. The polarization of roots gives rise to polarization of
g : g = n− ⊕ h ⊕ n+, where n± =
⊕
α∈R± gα, and corresponding polarization of
Ug : Ug = Un− ⊗ Uh⊗ Un+.
We fix an invariant symmetric bilinear form ( , ) on g by the condition that for
the associated bilinear form on h∗ we have (α, α) = 2 for long roots; this form allows
us to identify h∗ ≃ h : λ 7→ hλ. Abusing the language, we will also use the notation
( , ) for the associated bilinear form on h∗. We denote by 〈 , 〉 the canonical pairing
h⊗ h∗ → C.
As usual, for every α ∈ R we define the dual root α∨ = 2hα
(α,α)
∈ h and introduce
the following notions:
Q =
⊕
Zαi – root lattice;
Q+ =
⊕
Z+αi;
Q∨ =
⊕
Zα∨i ⊂ h – coroot lattice;
P = {λ ∈ h∗|〈λ, α∨〉 ∈ Z} – weight lattice;
P+ = {λ ∈ h∗|〈λ, α∨i 〉 ∈ Z+} – cone of integer dominant weights;
ωi – fundamental weights: 〈ωi, α
∨
j 〉 = δij ;
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P∨ = {h ∈ h|〈h, α〉 ∈ Z} – coweight lattice;
ρ = 1
2
∑
α∈R+ α =
∑
ωi;
θ ∈ R – the highest root: θ − α ∈ Q+ for every α ∈ R;
h∨ = 〈ρ, θ∨〉+ 1 – dual Coxeter number for g;
We have a (partial) order on P defined as follows: λ ≤ µ if µ− λ ∈ Q+.
We denote by C[P ] the group algebra of the abelian group P , i.e. the algebra
over C spanned by formal exponents eλ, λ ∈ P with relations e0 = 1, eλ+µ = eλeµ.
If an element f ∈ C[P ] can be written in the form f =
∑
µ≤λ aµe
µ, aλ 6= 0 then we
say that aλe
λ is the highest term of f and write f = aλe
λ + lower order terms.
As usual, we denote by W the Weyl group of R and by l(w) length of an element
w ∈ W with respect to the generators si = sαi . This group acts naturally on h
∗,
preserving R; thus, it acts on P and C[P ]. Of special interest for us will be the
algebra C[P ]W of W -invariant elements in C[P ]. We will often use the fact that the
orbitsums
(1.1.1) mλ =
∑
µ∈Wλ
eµ, λ ∈ P+
form a basis in C[P ]W , which follows from the fact that for every λ ∈ P the orbit
Wλ contains precisely one element from P+.
We choose a basis eα ∈ gα, fα ∈ g−α for α ∈ R
+ such that (eα, fα) = 1; then
[eα, fα] = hα. In particular, if α = αi is a simple root then the elements
ei =
2
(αi, αi)
eαi , fi =
2
(αi, αi)
fαi ,
hi = α
∨
i =
2
(αi, αi)
hαi
satisfy the usual relations of the Lie algebra sl2. Moreover, ei, fi, hi, i = 1 . . . r
generate g.
Let ai be any orthonormal basis in g. Define the Casimir element C ∈ Ug by
C =
∑
a2i . This element is central and does not depend on the choice of orthonormal
basis. Therefore, it is easy to check that it can be written as follows: let xl, l = 1 . . . r
be an orthonormal basis in h; then C =
∑
α∈R+ eαfα + fαeα +
∑
x2l .
We will also use the following useful identity:
(1.1.2) ∆(C) = C ⊗ 1 + 1⊗ C + 2Ω,
where
(1.1.3) Ω =
∑
ai ⊗ ai =
∑
α∈R+
eα ⊗ fα + fα ⊗ eα +
∑
xl ⊗ xl
is the g-invariant element in g⊗ g, and ∆ : Ug→ Ug⊗ Ug is the comultiplication:
∆(x) = x⊗ 1 + 1⊗ x, x ∈ g and ∆(ab) = ∆(a)∆(b).
In general, there is no explicit construction of the whole center of Ug. However,
its structure as a graded algebra (and more over, as a module over Ug) is known.
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Theorem 1.1.1.
Z(Ug) ≃ (Sh)W .
We will construct the isomorphism (Harish-Chandra isomorphism) later; now
we only say that under this isomorphism the Casimir element C 7→ p2 : p2(λ) =
(λ, λ)− (ρ, ρ). Note that since it is known that (Sh)W is a free polynomial algebra,
the same is true for Z(Ug).
Also, there exists a unique involutive algebra automorphism (Chevalley involu-
tion) ω : g→ g such that
(1.1.4)
ω(ei) = −fi,
ω(fi) = −ei,
ω(h) = −h, h ∈ h.
Let us now consider the representation theory of g. If V is a g-module then we
denote an action of x ∈ g in V by πV (x). We will always consider modules with a
weight decomposition: V =
⊕
λ∈h∗ V [λ], where V [λ] are finite-dimensional spaces
such that hv = 〈λ, h〉v if v ∈ V [λ], h ∈ h. We will call v ∈ V [λ] vectors of weight λ.
For every λ ∈ h∗ we define the Verma module Mλ by the following conditions:
1. Mλ is spanned over Ug by a single vector vλ (highest weight vector) such that
eαvλ = 0, vλ has weight λ.
2. Mλ is a free module over Un
−.
These modules are simplest examples of modules from category O. By definition,
a g-module V is said to be from categoryO, if it has weight decomposition, is finitely
generated and satisfies the following condition: for every v ∈ V , the space Un+v is
finite-dimensional.
Let Iλ is the maximal ideal in Mλ which does not contain vλ (it exists and
is unique); denote by Lλ = Mλ/Iλ the corresponding irreducible highest-weight
module. For generic λ (that is, for all λ except a subvariety of codimension 1),
Mλ = Lλ. Moreover, it is known that there is a unique bilinear form on Mλ
(Shapovalov form) such that (vλ, vλ) = 1 and (v1, xv2) = −(ω(x)v1, v2) for all x ∈ g.
This form is symmetric and its kernel is Iλ; thus, it descends to a non-degenerate
form on Lλ.
It is known that Lλ is finite-dimensional iff λ ∈ P
+, and every finite-dimensional
irreducible representation of g is obtained in this way. Moreover, if λ ∈ P+ then
the dual representation L∗λ is also finite-dimensional irreducible: L
∗
λ = Lλ∗ , where
λ∗ = −w0(λ),
w0 being the longest element in the Weyl group.
If c ∈ Z(Ug) is a central element, then c|Mλ = χ(c)(λ + ρ) IdMλ , where χ :
Z(Ug)→ (Sh)W is the Harish-Chandra isomorphism mentioned before. The same
holds for any subquotient of Mλ, in particular, for Lλ. Note that for the Casimir
7
element we have C|Mλ = (λ, λ+2ρ) IdMλ ; thus, in the adjoint representation C acts
by multiplication by 2h∨.
For a finite-dimensional representation V of g let chV =
∑
λ∈h∗ dimV [λ]e
λ ∈
C[P ]. For an irreducible representation, the character is given by the Weyl formula:
(1.1.5) chLλ =
∑
w∈W (−1)
l(w)ew(λ+ρ)
δ
, λ ∈ P+,
where
(1.1.6) δ =
∏
α∈R+
(eα/2 − e−α/2) = eρ
∏
α∈R+
(1− e−α)
is the Weyl denominator. Obviously, chLλ = e
λ + lower order terms.
More generally, if V is a module from category O then we can define its character
by the same formula chV =
∑
λ∈h∗ dimV [λ]e
λ. However, in this case it lies not in
C[P ] but in its completion C[P ], which is defined as follows:
(1.1.7) C[P ] = {
∞∑
n=0
ane
λn | lim(ρ, λn) = +∞}.
In the following we will be especially interested in the case g = sln, i.e. the root
system of type An−1. In this case the root system and related objects admit the
following explicit realization:
h∗ = {(λ1, . . . , λn)|
∑
λi = 0} ⊂ C
n;
R = {εi−εj}i6=j , where εi is the standard basis in C
n: εi = (0, . . . , 0, 1, 0, . . . , 0) ∈
Zn (1 in the i-th place);
(λ, µ) =
∑
λiµi;
R+ = {εi − εj}i<j ,;
αi = εi − εi+1;
Q = Q∨ = {(λ1, . . . , λn) ⊂ Z
n|
∑
λi = 0};
P = {(λ1, . . . , λn) ⊂
1
nZ
n|
∑
λi = 0, λi − λj ∈ Z};
P+ = {(λ1, . . . , λn) ⊂
1
nZ
n|
∑
λi = 0, λi − λi+1 ∈ Z+};
ρ = (n−12 ,
n−3
2 , . . . ,
1−n
2 );
W = Sn;
C[P ] ≃ {homogeneous polynomials in x±11 , . . . , x
±1
n of degree zero} (this isomor-
phism is given by letting eεi = xi).
Note also in this case λ, µ ∈ P, λ < µ with respect to the order on P we defined
before implies that λ ≺ µ, where ≺ is the lexicographic order on Rn.
Many results for the Lie algebra sln are also valid for (reductive) Lie algebra gln
with suitable changes. Namely, the group algebra C[P ] should be replaced by the
algebra C[x1, . . . , xn], P
+ should be replaced by the set of all partitions in n parts,
i.e. sequences (λ1, . . . , λn) such that λi ∈ Z+, λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0, ρ should
be replaced by (n − 1, n − 2, . . . , 0) and Weyl denominator should be replaced by
Vandermonde determinant
∏
i<j(xi − xj).
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1.2 Quantum groups
In this section we briefly list the main definitions from the theory of quantum
groups (see [Dr1, J1,J2]). In this section all the objects are considered over the
ground field Cq = C(q
1/2N), where q1/2N is a formal variable, and N = |P/Q| (this
will be justified below).
Let R,R+, .. be as defined in Section 1.1. Let us renormalize the inner product
in h, introducing (x, y)′ = m(x, y), where m is chosen so that (α, α)′ = 2 for
short roots. Thus, m can take values 1 (for simply-laced root systems), 2 (for
root systems of type B,C, F ) or 3 (for G2). This renormalization is quite standard
in the theory of quantum groups. In this case di =
(αi,αi)
′
2 are positive integers
such that diaij = djaji, where aij = 2(αi, αj)/(αi, αi) is the Cartan matrix, and
g.c.d.(di) = 1.
In this section we will identify h and h∗ using the form ( , )′; (this differs by a
factor of m from the identification of the previous chapter!); then αi = diα
∨
i , and
therefore Q ⊂ Q∨, P ⊂ P∨. Since, by definition, for every λ ∈ P we have Nλ ∈ Q,
this implies (λ, µ)′ ∈ 1NZ for every λ ∈ P, µ ∈ P , which is the reason why have
chosen the ground field to be C(q1/2N).
Define the quantum group Uqg as an associative algebra over Cq with generators
ei, fi, q
h, h ∈ 1
2
P∨ ⊂ h, i = 1 . . . r and relations
(1.2.1)
q0 = 1, qa+b = qaqb,
qhfjq
−h = q−〈h,αj〉fj ,
qhejq
−h = q〈h,αj〉ej ,
[ei, fj] = δij
qdihi − q−dihi
qdi − q−di
,
(1.2.2)
1−aij∑
n=0
(−1)n
[n]i![1− aij − n]i!
eni eje
1−aij−n
i = 0,
1−aij∑
n=0
(−1)n
[n]i![1− aij − n]i!
fni fjf
1−aij−n
i = 0,
where, as before, hi = α
∨
i and
(1.2.3) [n]i =
qndi − q−ndi
qdi − q−di
, [n]i! = [1]i . . . [n]i.
This is a Hopf algebra with the following comultiplication, counit and antipode:
(1.2.4)
∆ei = ei ⊗ q
−dihi/2 + qdihi/2 ⊗ ei, ∆fi = fi ⊗ q
−dihi/2 + qdihi/2 ⊗ fi,
∆qh = qh ⊗ qh,
ǫ(qh) = 1, ǫ(ei) = ǫ(fi) = 0, S(ei) = −q
−diei, S(fi) = −q
difi, S(q
h) = q−h.
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Often in the literature a smaller algebra is considered, which only contains qh
for h ∈ 1
2
Q∨, in which case the definition is given in terms of generators Ki = q
hi .
Also, one can get many different forms by replacing our ei by q
±dihi/2ei or replacing
q by q−1; however, essentially all these definitions are equivalent (as long as they
are over rational functions of q and not over formal power series).
Many of the facts about Ug can be generalized to Uqg without difficulties. For
example, Uqg has a polarization: Uqg = U
+ · U0 · U−. It also admits a (Cq-linear)
Chevalley involution ω which is defined by ei 7→ −fi, fi 7→ −ei, q
h 7→ q−h; this is
an algebra automorphism and coalgebra antiautomorphism. We will also need the
following property of this involution: Sω = ωS−1.
Similarly, the representation theory of Uqg is quite parallel to the classical case
(see [L1]), the only difference being that all the representations must be considered
as linear spaces over Cq. Namely, for every λ ∈ h
∗ we can define Verma module
Mλ in a way similar to that of Section 1.1. If λ is not an integer weight, then
this module should be considered as a linear space over the field Cq,qλ of rational
functions in q1/2N , ti = q
〈λ,α∨i 〉/2N . Again, each Mλ has a unique (non-trivial)
irreducible quotient Lλ, and Lλ is finite-dimensional iff λ ∈ P
+. Verma modules
and all its subfactors (in particular, Lλ) have weight decomposition, and character
(and therefore, dimension) of Lλ is the same as in the classical case. More generally,
the same is true for the whole category O: every g-module from category O has a
q-analogue.
On eachMλ one can define Shapovalov form ( , ) such that (xv, v
′) = (v, ωS(x)v′);
this form is defined uniquely up to a factor, it is symmetric and its restriction to
Lλ is non-degenerate.
Though it is not literally true that every finite-dimensional irreducible module
is of the form Lλ, it is almost so: if we restrict ourselves to consideration of the
modules with weight decomposition: V =
⊕
V [λ], qh|V [λ] = q
〈h,λ〉 IdV [λ] then the
category of such finite-dimensional representations of Uqg is equivalent to that of
representations of g as a tensor category; in particular, every finite-dimensional
representation is completely reducible, the only irreducible finite-dimensional rep-
resentations are Lλ, λ ∈ P
+, and Lλ⊗Lµ =
∑
NνλµLν , where the multiplicities N
ν
λµ
are the same as in classical case. In this whole work we only consider representations
with weight decomposition.
However, there are several very important differences between the representations
of Uqg and of g. First of all, we have a different notion of dual representation.
Namely, for every finite-dimensional representation V of Uqg we define the action
of Uqg on the space V
∗ of linear functionals on V by the rule 〈xv∗, v〉 = 〈v∗, S(x)v〉
for v ∈ V, v∗ ∈ V ∗, x ∈ Uqg, where S is the antipode in Uqg. This endows V
∗ with
the structure of Uqg representation which we will call right dual to V . In a similar
way, the left dual ∗V is the representation of Uqg in the space of linear functionals
on V defined by 〈xv∗, v〉 = 〈v∗, S−1(x)v〉. Then the following natural pairings and
embeddings are Uqg-homomorphisms (warning: the order is important here!):
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(1.2.5)
V ⊗ ∗V → Cq, V
∗ ⊗ V → Cq
Cq → V ⊗ V
∗, Cq →
∗V ⊗ V
Note that V ∗ and ∗V , considered as two structures of representation of Uqg on the
same vector space, don’t coincide, but they are isomorphic. Namely, q−2ρ : ∗V →
V ∗ is an isomorphism of Uqg-modules (recall that we identified h and h
∗ using the
form ( , )′, so 2ρ ∈ Q ⊂ Q∨). This follows from the relation S2(x) = q−2ρxq2ρ,
which can be easily checked (it suffices to check it for the generators ei, fi).
If V = Lλ is an irreducible finite-dimensional representation, then so is V
∗:
L∗λ ≃ Lλ∗ .
Second, unlike the classical case, if V,W are finite-dimensional representations
of Uqg then V ⊗W and W ⊗ V are isomorphic, but the isomorphism is non-trivial.
More precisely (see [Dr1]), there exists a universal R-matrix R which is an element
of a certain completion of Uqg⊗ Uqg such that
(1.2.6) RˇV,W = P ◦ πV ⊗ πW (R):V ⊗W →W ⊗ V
is an isomorphism of representations. Here P is the transposition: Pv⊗w = w⊗ v.
Also, it is known that R has the following form:
R = q−
∑
ai⊗aiR∗, R∗ ∈ U+⊗ˆU−(1.2.7)
(ǫ⊗ 1)(R∗) = (1⊗ ǫ)(R∗) = 1⊗ 1,
where ai is an orthonormal basis in h with respect to ( , )
′. As we said, R does
not lie in the tensor square of Uqg but in its certain completion; however, for any
pair of finite-dimensional representations V,W of Uqg the operator πV ⊗ πW (R) is
well-defined (this is where we need fractional powers of q in the definition of Cq).
Finally, if V is a representation of Uqg let us consider the action of Uqg in V
given by πV ω (x) = π(ωx), where ω is the Chevalley involution defined above. We
denote V endowed with this action by V ω. One can easily check that if V is finite-
dimensional then V ω ≃ ∗V (which is, of course, equivalent to saying that V ω ≃ V ∗):
if ( , ) is Shapovalov form on V then x ⊗ y 7→ (x, y) is a homomorphism of Uqg-
modules V ⊗V ω → Cq. Note also that (V ⊗W )
ω =Wω⊗V ω and that if Φ:V →W
is an intertwiner then Φ is also an intertwiner considered as a map V ω →Wω.
In certain instances, the structure of Uqg is even simpler than that of Ug. A good
example is the following description of the center of Uqg, due to Drinfeld ([Dr2]) (a
similar construction was independently proposed by N. Reshetikhin [R]).
Theorem 1.2.1.
(1) Let V be a finite-dimensional representation of Uqg. Define
(1.2.8) cV = (Id⊗ TrV )
(
R21R(1⊗ q−2ρ)
)
,
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where R21 = P (R), P (x⊗ y) = y⊗ x. Then cV is a central element in Uqg.
(2)
cV |Mλ = ch V (q
−2(λ+ρ)) IdMλ ,
where f(q2λ) for f ∈ C[P ] denotes the polynomial in q1/2N obtained by
replacing each eµ by q2(λ,µ)
′
.
(3) The elements cLλ , λ ∈ P
+ form a basis in Z(Uqg).
Proof. (1) This is based on the following statement (see [Dr2]): if θ:Uqg→ Cq
is such that θ(xy) = θ(yS2(x)) then the element cθ = (Id⊗θ)(R
21R) is central. On
the other hand, we know that S2(x) = q−2ρxq2ρ, so θ(x) = Tr |V (xq
−2ρ), where V
is any finite-dimensional representation of Uqg, satisfies θ(xy) = θ(yS
2(x)).
(2) Let vλ be a highest-weight vector inMλ; let us calculate cV vλ. Let w ∈ V [µ].
Then (1.2.7) implies
R21R(vλ ⊗ w) = q
−2(λ,µ)′vλ ⊗ w +
∑
v′i ⊗ w
′
i,
where wt w′i < µ. Thus, crvλ = (
∑
µ
(dim V [µ])q−2(λ,µ)
′
q−2(ρ,µ)
′
)vλ, where the sum
is taken over all the weights of V .
(3) This is based on the quantum version of Harish-Chandra isomorphism. Name-
ly, if C is a central element then it acts in Verma module Mλ by some constant;
denote it γ(C)(λ+ ρ). It is easy to see that γ(C)(λ+ ρ) can be uniquely written in
the form f(qλ+ρ) for some f ∈ Cq[
1
2P
∨]W . Moreover, it is known (see [T]) that γ is
an isomorphism Z(Uqg) ≃ Cq[2P ]
W . Since characters of irreducible representations
form a basis in Cq[P ]
W , we obtain the statement (3). 
Remark. Note that though R is defined only in some completion of Uqg
⊗2, the
central elements we constructed belong to Uqg itself.
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CHAPTER II
GENERALIZED CHARACTERS
This chapter is the heart of the whole dissertation. In this chapter we define
for every g-intertwining operator Φ a certain weighted trace χΦ, which we call
generalized character, which is justified by the fact that if Φ : V → V is the identity
operator then χΦ is the usual character of V . We also study basic properties of
these characters: namely, we prove an orthogonality theorem for these characters,
and show that they are eigenfunctions of a large family of commuting differential
operators. We also describe the q-analogue of these generalized characters, which
is defined in a similar way, but g must be replaced with the quantum group Uqg.
All of constructions of this chapter belong to the author, P. Etingof and in some
part I. Frenkel, see [EK1, EK2, EK4, EFK].
2.1 Weighted traces of intertwiners and orthogonality theorem
In this section we define the basic object of our study: the weighted traces of
intertwining operators, which we call generalized characters. All the definitions
and theorems of this section apply equally to the quantum group Uqg and
the usual universal enveloping algebra Ug. To avoid unnecessary repetitions,
we formulate all the results for Uqg; however, the reader should keep in mind that
all of the statements also hold if one replaces Uqg by Ug, and Cq by C.
Definition 2.1.1. Let V be a Uqg-module from category O, U – an arbitrary
Uqg-module with weight decomposition (not necessarily finite-dimensional), and let
Φ:V → V ⊗ U be a non-zero intertwining operator.
A generalized character χΦ ∈ C[P ]⊗ U is defined by
(2.1.1) χΦ =
∑
λ∈P
eλ Tr |V [λ](Φ).
In particular, if V is finite-dimensional then χΦ ∈ C[P ]⊗ U .
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Example. Let U = C be the trivial representation of Uqg, and let Φ : V → V
be the identity operator. Then χId is the usual character of V , which justifies the
name “generalized character”.
For finite-dimensional V , we can consider these traces as functions on h with
values in U by the rule eλ(h) = e2pii〈λ,h〉. This is equivalent to letting
(2.1.2) χΦ(h) = TrV (Φe
2piih),
where e2piih is an operator in V defined by e2piih|V [λ] = e
2pii〈h,λ〉 IdV [λ].
Using the fact that Φ preserves weight, it is easy to see that in fact χΦ takes
values in the zero-weight subspace U [0]. Also, for V = Lλ, λ ∈ P
+ the highest term
of χΦ is ue
λ and the lowest term is u′e−λ
∗
for some u, u′ ∈ U .
Note that in the quantum case (i.e., for Uqg rather than Ug) χΦ has no Weyl
group symmetry if U is a nontrivial representation (see a counterexample in Theo-
rem 4.2.2).
Let us recall the well-known results on the orthogonality of (usual) characters.
Let us introduce the (q-linear) bar involution in Cq[P ] by eλ = e
−λ, and let [ ]0 :
C[P ]→ C be the constant term: [
∑
cλe
λ]0 = c0. Then it is known that characters
of irreducible finite-dimensional representations of Uqg (which are the same as for
g) are orthonormal with respect to the following inner product in C[P ]:
(2.1.3) 〈f, g〉1 =
1
|W |
[f g¯∆]0,
where
(2.1.4) ∆ = δδ¯ =
∏
α∈R
(1− eα).
It turns out that a similar statement holds for generalized characters:
Theorem 2.1.2. (Orthogonality theorem for generalized characters) Let λ, µ ∈
P+, and let U be a finite-dimensional representation of Uqg. Let Φλ : Lλ →
Lλ ⊗ U,Φµ:Lµ → Lµ ⊗ U be Uqg-intertwiners, and λ 6= µ. Then the general-
ized characters χ1 = χΦλ , χ2 = χΦµ are orthogonal with respect to the following
inner product: 〈f, g〉1 =
1
|W |
[(f, g¯)U∆]0, where (·, ·)U is the Shapovalov form in U
and all the other notations are as before.
Proof. As was explained above, we can as well consider Φµ as an intertwiner
Lωµ → U
ω ⊗ Lωµ . This implies that (χ1, χ2)U = χΨ (note the change of sign of h in
the second factor!), where the intertwiner Ψ:Lλ ⊗ L
ω
µ → Lλ ⊗ L
ω
µ is defined as the
following composition
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(2.1.5) Lλ ⊗ L
ω
µ
Φλ⊗Φ
ω
µ
−−−−−→ Lλ ⊗ U ⊗ U
ω ⊗ Lωµ
Id⊗(·,·)U⊗Id
−−−−−−−−→ Lλ ⊗ L
ω
µ .
Since Lλ ⊗ L
ω
µ =
⊕
NνLν , we see that (χ1, χ2)U is a linear combination of
usual characters chLν . But since these characters are the same as for g, we know
that 1
|W |
[χν∆]0 = δν,0. On the other hand, it is known that if λ 6= µ then the
decomposition of Lλ⊗L
ω
µ does not contain the trivial representation (i.e. N0 = 0);
thus, in this case χ1 and χ2 are orthogonal. 
Remark. Note that the calculation of the norm 〈χΦ, χΦ〉1 (which is trivial for
U = C) in general case is very complicated, since it requires calculation of restriction
of the intertwiner Ψ defined above to the trivial subrepresentation in Lλ ⊗ L
ω
λ . In
some simplest cases (where the space of intertwiners is one-dimensional) it can be
calculated explicitly (we will do it in Chapter 5), and the answer is quite non-trivial;
it coincides with so-called Macdonald inner product identities for root system An,
see [M2].
2.2 Center of Ug and commuting differential operators
In this section we consider some properties of generalized characters for Ug,
following the paper of Etingof [E1]. In this section, the words “representation” and
“intertwiner” stand for representation of g and g-intertwiner. In this section we
always consider the case when V, U are finite-dimensional, though in fact all the
results can be easily generalized (see remark in the end of this section).
Let C[P ](eα − 1)−1 denote the ring of fractions f
g
, where f, g ∈ C[P ] and g is a
product of linear terms of the form eα − 1, α ∈ R. Let us introduce the following
ring of differential operators:
DO = {differential operators on h with coefficients from C[P ](eα − 1)−1}.
These operators can be also considered formally, as derivations of the ring of
fractions C[P ](eα − 1)−1. In particular, we will use the following differential oper-
ators:
∆h – Laplace operator in h normalized so that ∆he
λ = (λ, λ)eλ;
∂α, α ∈ h
∗ – differentiation along the vector 12piihα, so that ∂αe
λ = (α, λ)eλ.
Theorem 2.2.1. Let us denote by I the left ideal in Ug generated by h. Then
for any u ∈ Ug there exists a unique differential operator Du ∈ DO ⊗ Ug/I, such
that for any intertwiner Φ : V → V ⊗ U we have
(2.2.1) TrV (Φue
2piih) = Du TrV (Φe
2piih).
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Note that Duf is well defined for any function f with values in U [0] .
We do not give the proof of this theorem (which can be found in [E1]) here,
since the proof is quite similar to the proof in the q-case, which we give later (see
Theorem 2.3.1). The main idea of the proof will be quite clear from the example of
Casimir element, which we discuss below.
Corollary 2.2.2. Let c be a central element: c ∈ Z(Ug), V, U be finite-
dimensional representations of g such that c acts in V by multiplication by a constant
c(V ), and Φ : V → V ⊗U be a non-zero intertwiner. Then the generalized character
χΦ satisfies the following differential equation
(2.2.2) DcχΦ = c(V )χΦ,
where the differential operator Dc is defined in Theorem 2.2.1.
Proof. Let us consider f(h) = TrV (Φce
2piih). On one hand, since c acts by
multiplication by c(V ), we see that f(h) = c(V )χΦ(h). On the other hand, by
Theorem 2.2.1, f(h) = DcχΦ. 
In general, u 7→ Du is not an algebra homomorphism. However, it becomes a
homomorphism when restricted to the center:
Theorem 2.2.3. Let us keep the notations of Theorem 2.2.1. Let c, c′ ∈ Z(Ug).
Then Dcc′ = DcDc′ ; thus, c 7→ Dc is a homomorphism Z(Ug)→ DO⊗ Ug/I.
Proof. By definition, Dcc′χΦ = Tr(Φcc
′e2piih). On the other hand, since c
is central, Φc is also an intertwiner, and therefore we can write Tr(Φcc′e2piih) =
Dc′χΦc = Dc′DcχΦ.
Let us apply the construction of Theorem 2.2.1 to the Casimir element C defined
in Section 1.1. In this case the answer can be written down explicitly:
Proposition 2.2.4.
(1) Let C be the Casimir element. Then
(2.2.3) DC = ∆h − 2
∑
α∈R+
eαfα
(eα/2 − e−α/2)2
−
∑
α∈R+
1 + eα
1− eα
∂α
= δ−1 ◦
(
∆h − 2
∑
α∈R+
eαfα
(eα/2 − e−α/2)2
− (ρ, ρ)
)
◦ δ,
where δ is Weyl denominator.
(2) Let Φ : Lλ → Lλ⊗U be an intertwiner. Then the corresponding generalized
character χΦ satisfies the following equation:
(2.2.4)
(
∆h − 2
∑
α∈R+
eαfα
(eα/2 − e−α/2)2
)
(δχΦ) = (λ+ ρ, λ+ ρ)δχΦ.
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Proof. Recall that the Casimir element was defined by: C =
∑
α∈R+(eαfα +
fαeα) +
∑
x2l , where eα ∈ gα, fα ∈ g−α are such that (eα, fα) = 1, and xl is an
orthonormal basis in h with respect to ( , ). Therefore, (1) follows from the following
identities:
TrV (Φ(
∑
x2l )e
2piih) = ∆hχΦ,(2.2.5)
TrV (Φeαfαe
2piih) = −
eαfα
(eα/2 − e−α/2)2
χΦ −
eα
1− eα
∂αχΦ,(2.2.6)
TrV (Φfαeαe
2piih) = −
fαeα
(eα/2 − e−α/2)2
χΦ −
1
1− eα
∂αχΦ.(2.2.7)
The first of these identities is immediate corollary of the definition of χΦ. Let
us prove the second one. Denote X = TrV (Φeαfαe
2piih). Then, using the identities
Φeα = (1⊗ eα + eα ⊗ 1)Φ, e
2piiheα = e
2pii〈α,h〉eαe
2piih and the cyclic property of the
trace, we can write:
X =TrV (Φeαfαe
2piih) = eα Tr(Φfαe
2piih) + Tr(Φfαe
2piiheα)
=eα Tr(Φfαe
2piih) + e2pii〈α,h〉Tr(Φfαeαe
2piih)
=eα Tr(Φfαe
2piih) + eα Tr(Φ(eαfα − hα)e
2piih)
=eα Tr(Φfαe
2piih) + eα(X − ∂αχΦ),
(recall that eα denotes both the element of C[P ] and a function on h given by
eα(h) = e2pii〈α,h〉). Therefore,
X =
1
1− eα
(
eα Tr(Φfαe
2piih)− eα∂αχΦ
)
.
Similar arguments show that
Tr(Φfαe
2piih) =
fα
1− e−α
χΦ,
which gives us (2.2.6). Proof of (2.2.7) is quite similar.
This proves the first identity in (1); the second identity can be checked by direct
calculation or deduced from Proposition 3.1.1 (see below).
(2) obviously follows from (1) and Corollary 2.2.2 along with the fact that C|Lλ =
(λ, λ+ 2ρ).
Example. Let U = C be the trivial representation, Φ = IdLλ . Then Proposi-
tion 2.2.4 implies that the character chLλ satisfies the following equation:
(2.2.8) ∆(δ chLλ) = (λ+ ρ, λ+ ρ)δ chLλ;
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in particular,
(2.2.9) ∆δ = (ρ, ρ)δ.
These equations are well-known and have a nice geometric interpretation – as
the heat equation on the compact Lie group G associated with g.
Remarks.
(1) Note that the theorems of this section can be easily generalized to the case
when V is from category O. In this case, we must consider the differential
operators with coefficients from the ring C[P ]: since for α ∈ R−, (1−eα)−1 =
1 + eα + e2α + . . . converges in C[P ], there is no need to extend this ring.
(2) The equations (2.2.3), (2.2.4) are special cases of the formulas for radial
part of Laplace operator in the theory of µ-special functions, due to Harish-
Chandra (see [W, Chapter 9]). We discuss the relation between generalized
charcters and spherical functions in Section 2.4 below.
2.3 Center of Uqg and difference operators
In this section we discuss the analogue of the construction of Section 2.2 in the
q-case. The construction is quite parallel to the classical case, but the differential
operators should be replaced by difference operators. In this section, the words “rep-
resentation” and “intertwiner” stand for representation of Uqg and Uqg-intertwiner,
and the ground field is the field Cq of rational functions in q
1/2N (see Section 1.2)
Introduce the following ring of difference operators, acting on the functions f ∈
Cq[P ]:
DOq = {D =
∑
α∈ 12P
∨
aαTα| almost all aα = 0},
where Tαe
λ = q〈α,λ〉eλ, and aα ∈ Cq[P ](q
meµ − 1)−1 are fractions of the form
f
g , f, g ∈ Cq[P ] such that g is a product of factors of the form q
meµ − 1 for some
µ ∈ Q,m ∈ Z.
Note that if we consider elements of Cq[P ] as functions on h then Tα can be
rewritten as follows: (Tαf)(h) = f(h + α
log q
2pii ); however, to avoid difficulties with
proper definition of log q when q is a formal variable, we prefer not to use this
language and by “function” we always mean an element of Cq[P ] (or a its field of
fractions). However, to simplify the notations we sometimes will write the general-
ized character χΦ as Tr(Φe
2piih) meaning by this the element of Cq[P ] defined by
(2.1.1). One can check that in fact all our arguments can be carried in this formal
language.
As in the previous section, let V, U be finite-dimensional representations of Uqg.
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Theorem 2.3.1. Let I be the left ideal in Uqg generated by q
h − 1. Then for
any u ∈ Uqg there exists a unique difference operator Du ∈ DOq ⊗Uqg/I such that
for any intertwiner Φ : V → V ⊗ U we have
(2.3.1) TrV (Φue
2piih) = Du TrV (Φe
2piih).
Again, Duf is well defined for any function f with values in U [0] .
Proof. Without loss of generality we can assume that u is a monomial in the
generators ei, fi, q
h of the form u = u−u0u+, u± ∈ U±, u0 ∈ U0. Define sdeg u =
deg u+− deg u−, where deg ei = −deg fi = 1. We prove the theorem by induction
in sdeg u.
If sdeg u = 0 then u = u0 = qα for some α ∈ 1
2
P∨. Then it follows immediately
from the definition that Du = Tα, so the theorem holds.
Let us make the induction step. Assume that sdeg u > 0; then either deg u+ 6= 0
or deg u− 6= 0. We can assume that u− ∈ U [µ], µ ∈ −Q+, µ 6= 0.
Since Φ is an intertwiner, Tr(Φu−u0u+e2piih) = Tr(∆(u−)Φu0u+e2piih). From the
definition of comultiplication one easily sees that ∆(u−) = u− ⊗ qµ/2 +
∑
uj ⊗ vj
for some uj , vj ∈ U
0U− such that sdeg (uju0u
+) < sdeg u. Thus,
Tr(Φue2piih) = qµ/2 Tr(Φu0u+e2piihu−) +
∑
vj Tr(Φu
0u+e2piihuj).
Since commuting with e2piih does not change sdeg uj , by the induction assump-
tion we can write
Tr(Φue2piih) =qµ/2 Tr(Φu0u+e2piihu−) +D′ Tr(Φe2piih)
=q(µ,µ)
′/2eµ Tr(Φu0u+u−e2piih) +D′ Tr(Φe2piih)
=q(µ,µ)
′/2eµ Tr(Φ(u+ [u0u+, u−])e2piih) +D′ Tr(Φe2piih)
for some D′ ∈ DOq ⊗ Uqg. Since sdeg of all terms in [u
0u+, u−] is less than
sdeg u−u0u+, we can again apply induction assumption and get
Tr(Φue2piih) =
1
1− q(µ,µ)′/2eµ
D′′ Tr(Φe2piih).
This proves the existence part of the theorem. Uniqueness follows from the
following lemma:
Lemma 2.3.2. Let us fix a finite-dimensional Uqg-module U . Suppose that D ∈
DO ⊗ Hom(U [0], U [µ]) is such that for any Uqg-intertwiner Φ : V → V ⊗ U, V –
finite-dimensional Uqg-module we have DχΦ = 0. Then D = 0.
Proof of the lemma. Let us assume that D 6= 0. Multiplying D by a
suitable element from Cq[P ] we can assume that D has polynomial coefficients:
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D =
∑
λ∈P e
λD(λ), D(λ) being difference operators with constant matrix-valued
coefficients. Let us take the maximal (with respect to the standard order in P )
λ such that D(λ) 6= 0. Then if we have a generalized character χ such that
χ = eµu + lower order terms then, taking the highest term of Dχ, we see that
D(λ)(e
µu) = 0. On the other hand, if we take µ such that 〈µ, α∨i 〉 ≫ 0 then for
every u ∈ U [0] there exists a non-zero intertwiner Φ:Lµ → Lµ ⊗ U such that the
corresponding generalized character has the form χΦ = e
µu + lower order terms.
Thus D(λ)(e
µu) = 0 for all µ ≫ 0, u ∈ U [0]. It is easy to show that it is only
possible if D(λ) = 0, which contradicts the assumption D(λ) 6= 0. 
Proposition 2.3.3. Let us keep the notations of Theorem 2.3.1. Then c 7→ Dc
is an algebra homomorphism of Z(Uqg) to DOq ⊗ Uqg[0]/I.
Proof. The same as in the classical case (Theorem 2.2.3)
Unlike the classical case, in the quantum case we have an explicit construction of
central elements (see Theorem 1.2.1). Applying the previous construction to those
central elements, we get the following theorem:
Theorem 2.3.4. Let V be a finite-dimensional representation of Uqg, cV – the
corresponding central element in Uqg (see Theorem 1.2.1), and DcV – the corre-
sponding difference operator constructed in Theorem 2.3.1. Let Φ : Lλ → Lλ ⊗ U
be a Uqg-intertwiner, and χΦ– the corresponding generalized character. Then χΦ
satisfies the following difference equation:
(2.3.2) DcV χΦ = chV (q
−2(λ+ρ))χΦ.
Proof. The same as in classical case (see Corollary 2.2.2); the value of cV in
Lλ is taken from Theorem 1.2.1.
Remark. As in the classical case, all the constructions of this section can be
easily generalized to the case where V is an arbitrary module from category O.
2.4 Generalized characters as spherical functions
In this section we show that generalized characters for g can be interpreted as
spherical functions on the space G×G/G. The constructions of this section are due
to the author, I. Frenkel and P. Etingof (see [EFK]).
As before, let g be a simple Lie algebra over C, and let G be the compact real
simply connected Lie group corresponding to g. It is known that every finite-
dimensional complex representation of g can be lifted to G. Also, it is known that
every finite-dimensional representation V of G is unitary: there exists a positive
definite hermitian form ( , )V on V such that (gv1, gv2)V = (v1, v2)V .
Let us fix some finite-dimensional representation U of g. Let C∞(G,U) be the
space of all smooth functions on G with values in U . We can define a (hermitian)
inner product in C∞(G,U) by
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(2.4.1) (f1, f2) =
∫
G
(f1(g), f2(g))U dg,
where ( , )U is the inner product in U and dg is the Haar measure on G. It is easy
to see that the inner product defined by (2.4.1) is positive-definite. We denote by
L2(G,U) the closure of the space C∞(G,U) with respect to the norm ‖f‖ =
√
(f, f).
Definition 2.4.1. A function f ∈ C∞(G,U) is called equivariant (notation:
f ∈ C∞(G,U)G) if for every g, x ∈ G we have
(2.4.2) f(gxg−1) = gf(x).
The same applies to f ∈ L2(G,U).
This definition can be rewritten as follows. Let us consider the group G×G, and
let Gd ⊂ G × G be the diagonal subgroup. Consider the functions f : G ×G → U
such that for every k ∈ Gd, x ∈ G×G we have
(2.4.3)
f(xk) = f(x),
f(kx) = kf(x).
This is a special case of what is called µ-spherical functions (see [W]) on the
group G×G with respect to the subgroup Gd. On the other hand, it is easy to see
that
f(x, y) 7→ f(xy−1)
establishes isomorphism between the space of spherical functions on G×G/Gd de-
fined by (2.4.3) and the space of equivariant functions in the sense of Definition 2.4.1.
Here is yet another description of the same space. Let f ∈ C∞(G,U)G, and let
u ∈ U∗. Define a complex-valued function on G by fu(g) = 〈u, f(g)〉. Define the
action of G on scalar functions on G by (Tgf)(x) = f(g
−1xg). Then it is easy to
see that Tgfu = fgu, and thus fu satisfies the following condition:
(2.4.4)
Under the action of G defined above, fu spans a finite-dimensional subspace
in C∞(G), and as a representation of G, this space is isomorphic to U∗.
Vice versa, it is easy to see that every scalar function onG satisfying the condition
(2.4.4) can be obtained as fu(g) for some f ∈ C
∞(G,U)G, u ∈ U∗.
Now, let V be a finite-dimensional representation of G and let Φ : V → V ⊗ U
be a G-intertwiner. Define coresponding generalized character χΦ ∈ C
∞(G,U) by
(2.4.5) χΦ(g) = TrV (Φg).
Note that for g = e2piih this coincides with the previously given definition of the
generalized character (see (2.1.2)).
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Lemma 2.4.2.
(1) For every intertwiner Φ : V → V ⊗ U , the generalized character χΦ defined
by (2.4.5) is equivariant: χΦ ∈ C
∞(G,U)G.
(2) Assume that V is irreducible. Then χΦ = 0 iff Φ = 0.
Proof. (1) is quite trivial:
TrV (Φgxg
−1) = Tr((g ⊗ g)Φxg−1) = gTr(Φx).
(2) Let us consider χΦ on the maximal torus, i.e. on the points of the form
e2piih, h ∈ hR. As was explained in Section 2.1, we can as well consider it as an
element of C[P ] ⊗ U , and χΦ = 0 as a function on h iff χΦ = 0 as an element
of C[P ] ⊗ U . Let vλ be a highest-weight vector in V . Then Φvλ = vλ ⊗ u0 +
lower order terms for some u0 ∈ U [0]. It is known that u0 = 0 iff Φ = 0. On the
other hand, χΦ = e
λ ⊗ u0 + lower order terms, which proves the theorem. 
Let λ ∈ P+. Recall that Lλ is the irreducible highest-weight module over g
with highest weight λ, which in this case is finite-dimensional and thus can be
considered as a module over G. Let Hλ = HomG(Lλ, Lλ⊗U) (note that this space
is finite-dimensional). Due to Lemma 2.4.2, we have an injective map
Hλ → C
∞(G,U)G : Φ 7→ χΦ.
We will denote the image of Hλ in C
∞(G,U)G also by Hλ.
Theorem 2.4.3.
(1) For λ 6= µ, Hλ and Hµ are orthogonal with respect to the inner product in
C∞(G,U) (see (2.4.1)).
(2)
L2(G,U)G =
⊕
λ∈P+
Hλ.
(direct sum should be understood in the sense of Hilbert spaces).
We refer the reader to [EFK] for the proof of this theorem.
Example. Let U = C be the trvial representation. Then Theorem 2.4.3 coin-
cides with well-known Peter-Weyl theorem.
Finally, since the conjugacy classes in G are the same asW -orbits in the maximal
torus
(2.4.6) T = exp(ihR) ≃ hR/Q
∨, hR =
⊕
Rα∨i ,
it is easy to see that every equivariant function on G is uniquely defined by its
values on T . More precisely, we have the following isomorphism:
(2.4.7) C∞(G,U)G ≃ C∞(T, U [0])W ,
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i.e. functions on T with values in U [0] satisfying f(wt) = wf(t) for every element
from the Weyl group.
Thus, restriction of the inner product defined by (2.4.1) to the space of equivari-
ant functions can be rewritten in terms of integral over T . The answer is given by
the following theorem:
Theorem 2.4.4. If f1, f2 ∈ C
∞(G,U)G then
(2.4.8) (f1, f2) =
1
|W |
∫
T
(f1(t), f2(t))Uδδ¯ dt,
where, as before, dt is the Haar measure on T , ( , )U is the inner product in U , and
δ is the Weyl denominator:
δ(e2piih) =
∏
α∈R+
(
epii〈α,h〉 − e−pii〈α,h〉
)
,
and δ¯ is the complex conjugate of δ.
Remark. Again, in the case U = C this theorem is well known; it was first
proved by H. Weyl.
Proof. It is very easy to check that the scalar function ψ(g) = (f1(g), f2(g))U
is conjugation invariant. Thus, the theorem is reduced to the following statement:
for every central function ψ on G, we have∫
G
ψ(g) dg =
1
|W |
∫
T
ψ(t)δδ¯ dt,
which is well-known (essentially, this is the result of Weyl we referred to above). 
Note that this theorem along with the orthogonality statement of Theorem 2.4.3
gives a new proof of the hermitian version of the orthogonality theorem for gener-
alized characters for g (Theorem 2.1.2); of course, these arguments wouldn’t help
in the q-case.
Also, using the description of the space of equivariant functions as scalar-valued
functions on G transforming under the conjugation as U∗ (see (2.4.4)), it is easy to
see that every conjugation-invariant scalar differential operator D on G defines an
operator in C∞(G,U)G, acting by a scalar in every Hλ (see details in [EFK]). Since
the space of such operators is isomorphic to (Ug)g ≃ Z(Ug), this gives a natural
action of Z(Ug) by differential operators on C∞(G,U)G. Using the isomorphism
(2.4.7), we can rewrite this action in terms of differential operators on T with coef-
ficients from End U [0] (this operation is often referred to as “taking the radial part
of the Laplacian”). It can be easily shown that the differential operators appearing
in this way coincide with those constructed in Theorem 2.2.1. In particular, the
operator DC given by (2.2.3) is exactly the radial part of the second order Laplace-
Beltrami operator ∆G. We refer the reader to [EFK] for more detailed information.
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Note that it would be quite difficult to calculate this radial part by geometrical
arguments, whereas the algebraic approach makes it very simple.
Again, we note that the radial part of the Laplace operator has been calculated
in more general situation by Harish-Chandra (see [W, Chapter 9]), so (2.2.3) can
be deduced from his results.
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CHAPTER III
JACOBI POLYNOMIALS
In this chapter we show that in some special cases the generalized characters for
the Lie algebra sln coincide with so-called Jack polynomials, which were studied by
Heckman and Opdam (see [HO, O1, H1, H2]). These results are due to the author
and Pavel Etingof (see [EK2, EK4]). In fact, Heckman and Opdam defined and
studied analogues of these polynomials for arbitrary root systems; they called them
Jacobi polynomials associated with a root system, the reason being that for g = sl2
these polynomials coincide with so-called ultraspherical (Gegenbauer) polynomials,
which are a special case of Jacobi polynomials. In this chapter we only consider
classical case, i.e. representations, intertwiners and generalized characters for g
rather than for Uqg.
3.1 Jacobi polynomials and corresponding differential operators
In thie section we give definition and main properties of Jacobi polynomials
associated with an arbitrary reduced irreducible root system R, following papers of
Heckman and Opdam.
Recall (see Chapter 2) that C[P ] denotes the group algebra of the weight lattice,
and C[P ](eα − 1)−1 is the ring obtained by adjoining to C[P ] the expressions of
the form (eα − 1)−1, α ∈ R. Note that the elements of C[P ] may be considered as
functions on h by the rule: eα(h) = e2pii〈α,h〉. Under this identification elements
of C[P ](eα − 1)−1 become functions on the real torus T = hR/Q
∨, hR =
⊕
Rα∨i
with singularities on the hypersurfaces eα(h) = 1, α ∈ R. However, we will use the
formal language as far as possible. Abusing the language, we will call elements of
C[P ] polynomials, and elements of C[P ]W symmetric polynomials. Similarly, we
will talk of divisibility of polynomials meaning divisibility in the ring C[P ].
Recall also (see Section 2.2) that we denote by DO the ring of differential opera-
tors in h with coefficients from C[P ](eα− 1)−1; again, they can be treated formally
as derivations of the ring C[P ](eα−1)−1. In particular, for every α ∈ h∗ we defined
∂α so that ∂αe
λ = (λ, α)eλ and the Laplace operator ∆h so that ∆he
λ = (λ, λ)eλ.
Through this whole chapter, we fix some positive integer k.
Consider the following differential operator
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(3.1.1) L = Lk = ∆h − k(k − 1)
∑
α∈R+
(α, α)
(eα/2 − e−α/2)2
.
This operator for the root system An was introduced by Sutherland ([Su]) and for
an arbitrary root system by Olshanetsky and Perelomov ([OP]) as a Hamiltonian
of an integrable quantum system. We will call L the Sutherland operator.
As before, let δ be the Weyl denominator defined by (1.1.6).
Define the following version of the Sutherland operator:
(3.1.2) Mk = δ
−k(Lk − k
2(ρ, ρ))δk.
Proposition 3.1.1. ([HO])
(1)
(3.1.3) Mk = ∆h − k
∑
α∈R+
1 + eα
1− eα
∂α = ∆h − 2k
∑
α∈R+
1
1− eα
∂α + 2k∂ρ.
(2) Both Lk,Mk commute with the action of the Weyl group.
(3) Mk preserves the algebra of symmetric polynomials C[P ]
W ⊂ C[P ](eα−1)−1.
Proof. We do not give the proof of (1) here, referring the reader to [HO].
Note that the proof involves some non-trivial statement about the root systems,
which we will discuss later in the proof of the affine analogue of this statement
(Theorem 7.1.2).
(2) is obvious, and (3) immediately follows from (1).
Recall (see 1.1.1) that we denoted by mλ the basis of orbitsums in C[P ]
W : mλ =∑
µ∈Wλ
eµ, λ ∈ P+.
Lemma 3.1.2.
(3.1.4) Mkmλ = (λ, λ+ 2kρ)mλ +
∑
µ<λ
µ∈P+
cλµmµ.
Proof. Explicit calculation.
Now we can consider the eigenfunction problem for Mk. Let us consider the
action of Mk in the finite-dimensional space spanned by mµ with µ ≤ λ. Then the
eigenvalue (λ, λ+2kρ) has multiplicity one in this space due to the following trivial
but very useful fact:
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Lemma 3.1.3. Let λ, µ ∈ P+, µ < λ. Then (µ+ ρ, µ+ ρ) < (λ+ ρ, λ+ ρ).
Thus, we can give the following definition:
Definition 3.1.4. Jacobi polynomials Jλ, λ ∈ P
+ are the elements of C[P ]W
defined by the following conditions:
(1) Jλ = mλ +
∑
µ<λ
cλµmµ.
(2) MkJλ = (λ, λ+ 2kρ)Jλ.
Due to Lemma 3.1.3, these properties determine Jλ uniquely. Note that this
definition is valid for any complex k, and components of Jλ are rational functions
of k.
Let us introduce an inner product in C[P ]W . Let
(3.1.5) 〈f, g〉0 =
1
|W |
[f g¯]0,
where, as in Section 2.1, [ ]0 is the constant term of a polynomial, and the bar
involution is defined by eλ = e−λ. More generally, let
(3.1.6) 〈f, g〉k = 〈fδ
k, gδk〉0.
Note that for k = 1 this definition coincides with previously given (2.1.3).
Lemma 3.1.5. Mk is self-adjoint with respect to the inner product 〈·, ·〉k.
Proof. This is equivalent to Lk being self-adjoint with respect to the inner
product 〈·, ·〉0, which is obvious.
Corollary 3.1.6. 〈Jλ, Jµ〉k = 0 if λ < µ.
In fact, one has a stronger result:
Theorem 3.1.7. ([O1]) 〈Jλ, Jµ〉k = 0 if λ 6= µ.
We will prove this theorem for the root system An in the next section – see
Theorem 3.2.4.
In fact, the operator Mk can be included in a large commutative family of dif-
ferential operators. Define
(3.1.7) D = {D ∈ DO|D is W -invariant, [D,Mk] = 0}.
Then we have the following theorem:
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Theorem 3.1.8.
(1) Every operator D ∈ D preserves the space C[P ]W , and Jλ is a common
eigenbasis for the action of D in C[P ]W : there exists a map γ : D→ (Sh)W
such that
(3.1.8) DJλ = γ(D)(λ+ kρ)Jλ.
(2) γ is an isomorphism D ≃ (Sh)W .
We do not give the proof of this theorem here, referring the reader to the above
mentioned papers of Heckman and Opdam (in fact, for the root system An this
theorem was known before). However, we note here that part (1) is relatively easy,
and so is injectivity of γ; the difficult part is to prove surjectivity, or to construct
γ−1. Again, we will reprove it by representation-theoretic methods for the root
system An in the next section.
3.2 Jack polynomials as generalized characters
In this section we show that one can get Jacobi polynomials for the root system
An−1, in which case they are also known under the name “Jack polynomials”, as
generalized characters. This construction is due to the author and Pavel Etingof
([EK2, EK3]). In this section, we only consider the case g = sln.
Recall that we have fixed a positive integer k. Define the representation U = Uk−1
(which we will later use to define the generalized characters) as the irreducible
representation of sln with the highest weight (k− 1)nω1; it can be described as the
symmetric power of the fundamental representation:
(3.2.1) U = S(k−1)nCn.
In other words, U can be identified with the space of homogeneous polynomials
in x1, . . . , xn of degree (k−1)n. The action of sln is given by the following formulas:
(3.2.2)
ei 7→ xi∂i+1, fi 7→ xi+1∂i
hi 7→ xi∂i − xi+1∂i+1,
where ∂i =
∂
∂xi
.
It is very important for us that all weight subspaces of U are one-dimensional. In
particular, the same is true for U [0]; we fix an element u0 = (x1 . . . xn)
k−1 ∈ U [0],
which allows us to identify
(3.2.3) U [0] ≃ C : u0 7→ 1.
Also, we will use the fact that
eαfα|U[0] = k(k − 1) IdU[0] .
28
Lemma 3.2.1. Let λ ∈ P+. A non-zero sln-homomorphism Φ:Lλ → Lλ ⊗ U
exists iff λ− (k − 1)ρ ∈ P+; if it exists, it is unique up to a factor.
Proof. Standard exercise.
For brevity, from now on we use the following notation:
(3.2.4) λk = λ+ (k − 1)ρ.
For every λ ∈ P+ fix an intertwiner
(3.2.5) Φλ : Lλk → Lλk ⊗ U
by the condition Φλ(vλk) = vλk ⊗ u0 + lower order terms, where vλk is the highest
weight vector in Lλk .
Define by ϕλ the corresponding generalized character:
(3.2.6) ϕλ = χΦλ = TrLλk (Φλe
2piih).
It takes values in the space U [0]; since this space is one-dimensional, we can
identify it with C using (3.2.3) and consider ϕλ as scalar-valued function. Under
this identification, ϕλ has the following form: ϕλ = e
λ+(k−1)ρ + lower order terms.
Proposition 3.2.2.
(3.2.7) ϕ0 = δ
k−1.
The proof of this proposition will be given later in a more general case (see
Proposition 4.2.2).
Now we can prove the main theorem of this section:
Theorem 3.2.3. Let ϕλ, λ ∈ P
+ be the generalized characters for sln defined
by formulas (3.2.6), (3.2.7). Then ϕλ is divisible by ϕ0, and the ratio ϕλ/ϕ0 is the
Jack polynomial Jλ (see Definition 3.1.4).
Proof. Let us first prove that ϕλ is divisible by ϕ0, and the ratio is a symmetric
polynomial with highest term eλ. Consider the tensor product V = Lλ ⊗ L(k−1)ρ.
It decomposes as follows: V = Lλ+(k−1)ρ +
∑
µ<λNλµLµ+(k−1)ρ. Consider the
intertwiner Φ = IdLλ ⊗Φ0 : V → V ⊗U . On one hand, it follows from the definition
that χΦ = chLλ · ϕ0, where chLλ is the (usual) character of Lλ. On the other
hand, the decomposition of V implies that χΦ = ϕλ +
∑
µ<λ aλµϕµ, and thus
ϕλ/ϕ0 = chLλ+
∑
µ<λ aλµϕµ/ϕ0. Since chLλ is a symmetric polynomial, it follows
by induction in λ that ϕλ/ϕ0 is also a symmetric polynomial.
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Let us prove that ϕλ/ϕ0 satisfies the equationMk(ϕλ/ϕ0) = (λ, λ+2kρ)(ϕλ/ϕ0).
Since ϕ0 = δ
k−1 (see Proposition 3.2.2), this equation is equivalent to
(3.2.8) Lkδϕλ = (λ+ kρ, λ+ kρ)δϕλ.
On the other hand, recall that we have proved in Section 2.2 that the general-
ized characters are eigenfunctions of a certain differential operator DC which was
obtained from the Casimir element C. Comparing the expressions (2.2.3) for DC
and (3.1.1) for Lk, we see that
(3.2.9) Lk = δ ◦ πU (DC) ◦ δ
−1,
since eαfαu0 = k(k − 1)u0. Therefore, (3.2.8) immediately follows from the differ-
ential equation for generalized characters derived in Proposition 2.2.4. 
This immediately implies the orthogonality of Jack polynomials:
Theorem 3.2.4. If Jλ are Jack polynomials then
(3.2.9) 〈Jλ, Jµ〉k = 0 if λ 6= µ.
Proof. It follows immediately from Theorem 3.2.3 and the orthogonality theo-
rem for generalized characters (Theorem 2.1.2).
Thus we have reproved by representation-theoretic arguments the orthogonality
theorem 3.1.7 for Jacobi polynomials for the root system An−1. Note that the proof
given by Heckman and Opdam uses transcendental (i.e., not algebraic) methods;
the representation-theoretic approach outlined above gives probably the simplest
proof of this fact. On the other hand, assuming (3.2.9) we could give an alternative
proof of Theorem 3.2.3 – using the orthogonality theorem for generalized characters
rather than the differential equation satisfied by them. We will use this approach in
the next chapter, where we discuss q-analogue of Jacobi polynomials – Macdonald’s
polynomials.
Our construction also allows one to construct differential operators commuting
with Mk. Namely, it follows from Theorem 2.2.3 that the operators of the form
D = δ−(k−1)πU (Dc)δ
k−1, where c ∈ Z(Ug), commute with each other (and thus,
with Mk, which can be obtained from the Casimir element) and are W -invariant.
This means that the map
Z(Ug) ≃ (Sh)W → D : c 7→ δ−(k−1)πU (Dc)δ
k−1
is the inverse map to the map γ defined by (3.1.8). This proves (for the root system
An−1) surjectivity of γ, i.e. the difficult part of Theorem 3.1.8 on the structure of
D.
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CHAPTER IV
MACDONALD’S POLYNOMIALS
AND GENERALIZED CHARACTERS
In this chapter we develop q-analogue of the constructions of Chapter 3. We de-
fine the q-analogue of Jacobi polynomials, called Macdonald polynomials, and show
that in some special cases the generalized characters for the quantum group Uqsln
coincide with Macdonald’s polynomials for the root system An−1. This construction
is due to the author and Pavel Etingof [EK2].
In this chapter, the words “representation” etc. always stand for representation
of the quantum group Uqg.
4.1 Definition of Macdonald’s polynomials
In this section we give the definition of Macdonald’s polynomials for reduced
irreducible root system, following [M2].
We preserve the notations of Chapter 1. Consider the algebra of W -invariant
polynomials C[P ]W . The main goal of this section is to construct a basis in
Cq,t[P ]
W , where Cq,t = C(q, t) is the field of rational functions in two indepen-
dent variables q, t. Unless otherwise stated, in this section “polynomial” will stand
for an element of Cq,t[P ], and divisibility will stand for divisibility in this ring;
similarly, elements of Cq,t[P ] will be called symmetric polynomials.
Recall (see (1.1.1)) that we denoted by mλ the basis of orbitsums in C[P ]
W :
mλ =
∑
µ∈Wλ
eµ, λ ∈ P+.
Theorem 4.1.1. (Macdonald)
There exists a unique family of polynomials Pλ(q, t) ∈ Cq,t[P ]
W , λ ∈ P+ such
that
(1) Pλ = mλ +
∑
µ<λ cλµmµ.
(2) These polynomials are orthogonal with respect to the following inner product
on Cq,t[P ]:
(4.1.1) 〈f, g〉q,t =
1
|W |
[f g¯∆q,t]0,
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where, as before, the bar involution is defined by eλ = e−λ, [ ]0 is the
constant term: [
∑
cλe
λ]0 = c0, and
(4.1.2) ∆q,t =
∏
α∈R
∞∏
m=0
1− q2meα
1− q2mt2eα
.
These polynomials are called Macdonald’s polynomials (our notation slightly
differs from that of Macdonald: what we denote by Pλ(q, t) in the notations of [M2]
would be Pλ(q
2, t2)).
Remark. In fact, for non simply-laced systems there this theorem can be gen-
eralized, allowing different variables tα for roots of different lengths; see [M2] for
details.
It is often convenient to consider Macdonald’s polynomials for t = qk, k ∈ Z+
(see examples below). In this case, Macdonald’s polynomials lie in C(q)[P ]; we will
write 〈 , 〉k instead of 〈 , 〉q,qk, etc. (note that it agrees with Definition 3.1.6 for
q = 1). However, most of the properties of Macdonald’s polynomials obtained for
t = qk can be generalized to the case when q, t are independent variables. Abusing
the notations, we will sometimes say “t = qk, k is an independent variable” instead
of saying that q, t are independent variables.
Example.
(1) For k = 0, we have Pλ = mλ independently of q; for k = 1, Pλ = chLλ –
also independently of q.
(2) In the limit q, t→ 1 so that t = qk Macdonald’s polynomials tend to Jacobi
polynomials introduced in Section 3.1, which follows from Theorem 3.1.7.
For the case g = sln (that is, when R is the root system of type An−1), one
can slightly modify the above definition and define Macdonald’s polynomials for
the gln as a basis in C[x1, . . . , xn]
Sn labeled by the partitions λ. We will keep the
same notation Pλ(x; q, t) for these polynomials. In this form they were introduced
in [M1].
For the root system An−1 the polynomials Pλ(x; q, t) can be defined in a differ-
ent way; namely, they can be defined as the eigenfunctions of a certain family of
commuting difference operators. Recall that we have identified C[P ]W for the root
system An−1 the space of with symmetric polynomials in x
±1
1 , . . . , x
±1
n of degree
zero (see end of Section 1.1). Let us define the following operators acting in C[P ]W :
(4.1.3) Mr = t
r(r−n)
∑
I⊂{1,... ,n}
|I|=r
(∏
i∈I
j /∈I
t2xi − xj
xi − xj
)
Tq2,I ,
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where (Tq2,if)(x1, . . . , xn) = f(x1, . . . , q
2xi, . . . , xn), Tq2,I =
∏
i∈I Tq2,i and r =
1, . . . , n. It is not too difficult (though it is not quite obvious) to show that these
operators preserve the space of symmetric polynomials. Note that since the total
degree is zero, Mnf = f for every f ∈ C[P ]
W , and any difference operator acting
in polynomials in x1, . . . , xn is defined by its action in C[P ]
W uniquely up to a
multiple of Mn. We could consider the case of gln rather then sln thus replacing
C[P ]W by C[x1, . . . , xn]
Sn ; then all Mi act non-trivially. Let us, however, stick to
the sln case.
Theorem 4.1.2. (Macdonald)
(1) [Mi,Mj] = 0.
(2) Mr is self-adjoint with respect to the inner product 〈·, ·〉q,t.
(3) MrPλ(x; q, t) = c
r
λPλ(x; q, t), and
crλ =
∑
|I|=r
∏
i∈I
q2λit2ρi ,
where ρi =
n+1−2i
2 (see end of Section 1.1).
This characterization of Macdonald’s polynomials is analogous to the definition
of Jacobi polynomials as eigenfunctions of the commuting family D of differential
operators given in Chapter 3. In fact, one can show that any differential operator
D ∈ D can be obtained as a certain linear combinations of coefficients of expansion of
Macdonald’s difference operatorsMi in powers of (q−1). However, these expressions
are rather messy; we will return to this relation later (see remark at the end of the
next section).
We also note (though it is not relevant for our purposes) that the same holds for
an arbitrary root system: Macdonald’s polynomials can be defined as eigenfunctions
of a certain family of commuting difference operators (see [C2]); unfortunately, for
root systems other than An it is very difficult to write these difference operators
explicitly.
4.2 Macdonald’s polynomials of type A as generalized characters
Through this section, we assume t = qk, k ∈ N and show how one gets Macdon-
ald’s polynomials Pλ(x; q, q
k) for the root system An−1 as generalized characters.
The construction is quite parallel to that of Section 3.2. In this section we only con-
sider g = sln; unless otherwise specified, the words “representation”, “intertwiner”,
“generalized character” stand for representation of Uqsln, etc. Also, all the objects
are defined over the field Cq = C(q
1/2n).
Let U be the finite-dimensional representation of Uqg with the highest weight
(k− 1)nω1; this is a q-analogue of the representation U = S
(k−1)nCn considered in
Section 3.2. As before, this representation can be realized explicitly in homogeneous
polynomials of degree (k − 1)n of n variables x1, . . . , xn with the action of Uqsln
given by
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(4.2.1)
hi 7→ xi
∂
∂xi
− xi+1
∂
∂xi+1
,
ei 7→ xiDi+1, fi 7→ xi+1Di,
(Dif)(x1, . . . , xn) =
f(x1, . . . , qxi, . . . , xn)− f(x1, . . . , q
−1xi, . . . , xn)
(q − q−1)xi
.
Since the multiplicities in tensor products for Uqg are the same as for g, we have
the following proposition:
Proposition 4.2.1. Let λ ∈ P+. A non-zero Uqsln-homomorphism Φ:Lλ →
Lλ ⊗ U exists iff λ− (k − 1)ρ ∈ P
+; if it exists, it is unique up to a factor.
As in Chapter 3, we denote λk = λ+ (k− 1)ρ and define the intertwiner Φλ and
the corresponding generalized character ϕλ:
(4.2.2)
Φλ : Lλk → Lλk ⊗ U,
ϕλ = χΦλ .
As before, we consider ϕλ as a scalar-valued function, and choose the identifica-
tion U [0] ≃ C so that ϕλ = e
λ+(k−1)ρ + lower order terms.
Proposition 4.2.2.
(4.2.3) ϕ0 =
k−1∏
i=1
∏
α∈R+
(eα/2 − q2ie−α/2).
Proof. First, we prove the following statement:
Lemma 1. ϕλ is divisible by (1−q
2je−α) for any positive root α and 1 ≤ j ≤ k−1.
The proof is done in several steps. Let us introduce Fi = fiq
−dihi/2; then
∆(Fi) = Fi ⊗ q
−dihi + 1⊗ Fi.
Let F be a (non-commutative) polynomial in F1, . . . , Fn−1 of weight −α, α ∈ Q
+.
Let ϕFλ = TrLλ(ΦλFe
2piih). Also, let us fix a basis in U : U [α] = Cuα, α ∈ Q. Then
Lemma 2. There exists a polynomial PF ∈ C(q)[P ] such that
(4.2.4) ϕFλ =
PFϕλ∏
β≤α
β∈Q+
(1− q(β,β)e−β)
u−α.
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Proof is by induction in α ∈ Q+. For α = 0 the statement is obvious. Now, let
α =
∑
miαi,
∑
mi = m and assume that the statement is proved for all α
′ < α.
Take F = Fj1 . . . Fjm . Then ∆F = ∆(Fj1) . . .∆(Fjm) =
∑
i q
σiF (γi) ⊗ F˜ (α −
γi)q
−hγi + F ⊗ q−hα , where γi ∈ Q
+, γi < α, σi ∈ Z, and F (γ) has weight −γ.
Therefore, using the intertwining property of Φλ and the cyclic property of the
trace, we get
ϕFλ = Tr(∆(F )Φλe
2piih) = q−hα Tr(FΦλe
2piih) +A = q(α,α)e−αϕFλ + A,
where A =
∑
qσi F˜ (α− γi)q
−hγi Tr(F (γi)Φλe
2piih). Thus,
ϕFλ =
1
1− q(α,α)e−α
A.
On the other hand, it follows from the induction assumption that A is an expres-
sion of the form (4.2.4) containing only the factors 1− q(β,β)e−β with β < α in the
denominator. This completes the proof of Lemma 2.
Lemma 3. Let α ∈ R+, and let Fα be a (non-commutative) polynomial in Fi
which in the limit q = 1 becomes a root element of sln. Then PF k−1α is a non-zero
polynomial relatively prime to
k−1∏
j=1
(1− q2je−α).
It suffices to prove this lemma for q = 1. But for q = 1, ∆(Fα) = Fα⊗1+1⊗Fα,
and therefore
ϕ
F k−1α
λ = Tr(ΦλF
k−1
α e
2piih) = FαTr(ΦλF
k−2
α e
2piih) + Tr(ΦF k−2α e
2piihFα)
= Fαϕ
F k−2α
λ + e
−αϕ
F k−1α
λ ,
so
ϕ
F k−1α
λ = (1− e
−α)−1Fαϕ
F k−2α
λ = . . . = (1− e
−α)1−kϕλF
k−1
α u0.
Since F k−1α u0 = cαu(1−k)α for some cα 6= 0, we see that
PF k−1α = cα
∏
β≤(k−1)α
(1− e−β)
(1− e−α)k−1
= cα
∏
β<(k−1)α
β 6=sα
(1− e−β)
k−1∏
s=1
(1 + e−α + . . .+ e(1−s)α).
One can easily see that this polynomial is relatively prime to 1− e−α. Thus, we
have proved Lemma 3.
Now, let us return to the proof of Lemma 1. Let us write
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Tr(ΦλF
k−1
α e
2piih) =
PF k−1α ϕλ
k−1∏
j=1
(1− q2je−α)
.
Since the left-hand side is a non-zero polynomial, and PF k−1α is relatively prime to
k−1∏
j=1
(1− q2je−α), we see that ϕλ must be divisible by
k−1∏
j=1
(1− q2je−α). So, Lemma 1
is proved.
Now it is easy to prove Proposition 4.2.2: Lemma 1 implies that we have the
following identity: ϕ0 = f
k−1∏
j=1
∏
α∈R+
(1− q2je−α) for some polynomial f ; comparing
the highest and the lowest terms on both sides we see that f = e(k−1)ρ. This
completes the proof of Proposition 4.2.2. 
Now we can prove the main theorem of this section:
Theorem 4.2.3. If λ ∈ P+ and ϕλ, ϕ0 are the generalized characters for Uqsln
defined by (4.2.2), (4.2.3) then ϕλ is divisible by ϕ0, and the ratio ϕλ/ϕ0 is the
Macdonald’s polynomial Pλ(q, q
k) for the root system An−1.
Proof. First, the same arguments as in the proof of Theorem 3.2.3 – no changes
are needed – show that ϕλ/ϕ0 is a symmetric polynomial with highest term e
λ.
Therefore, to prove the theorem it suffices to prove that these ratios are orthog-
onal with respect to the inner product 〈·, ·〉k. This immediately follows from
the orthogonality theorem for generalized characters and formula for ϕ0 (Propo-
sition 4.2.2). Indeed, we know from the orthogonality theorem that [ϕλϕ¯µ∆]0 = 0
if λ 6= µ. Therefore, [(ϕλ/ϕ0)(ϕµ/ϕ0)ϕ0ϕ¯0∆]0 = 0. Due to Proposition 4.2.2,
ϕ0ϕ¯0∆ =
∏
α∈ R
k−1∏
i=0
(1 − q2ieα) = ∆q,t, which proves the orthogonality of {ϕλ/ϕ0}
with respect to the inner product 〈·, ·〉k. 
Remark 4.2.4. Note that the proof only uses the following properties of U :
(1) All weight subspaces are one dimensional.
(2) ekαu0 = 0, e
k−1
α u0 6= 0 for every α ∈ R
+.
(we also used Proposition 4.2.1, which ensures existence of intertwiners; however,
it can be deduced from properties (1), (2) above.)
Thus, the same theorem must be true if we replace U by any other representation
satisfying these properties. However, one can check that for Uqsln we have only two
possibilities: U = L(k−1)nω1 (which we used) or U = L(k−1)nωn−1 , which can be
obtained from the previous one by an outer automorphism of g, i.e. by flip of the
Dynkin diagram. For other Lie algebras, such representations do not exist at all
(except some small number of exceptional cases, where such representations exist
only for finite number of values of k), which explains why this theory can not be
generalized to arbitrary root systems in a trivial way.
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Remark. This theorem can be generalized for the case of generic k, i.e., the
case where q, t are independent variables; see details in [EK2].
4.3 The center of Uqsln and Macdonald’s operators
In this section we show how one can get Macdonald’s operators Mr introduced
in Section 4.1 from the quantum group Uqsln. This construction is parallel to the
one for q = 1 (see Section 3.2). As before, in this section we only consider g = sln
and t = qk, k ∈ N.
Recall (see Section 2.3) that we have denoted by DOq the ring of difference
operators, i.e. operators of the form
∑
α∈ 12P
∨
aαTα, where Tαe
λ = q〈α,λ〉eλ, and
aα ∈ Cq[P ](q
meµ − 1)−1. We have also constructed for every element c of the
center of Uqsln a difference operator Dc ∈ DOq such that for every intertwiner Φ
we have Tr(Φce2piih) = DcTr(Φe
2piih). These operators commute, and generalized
characters are their common eigenfunctions.
Let us show that applying this construction to the above case (i.e., g = sln and
U is chosen as in the beginning of Section 4.2) we can get Macdonald’s difference
operators Mr defined by (4.1.3).
Theorem 4.3.1. Define the central elements cr ∈ Z(Uqsln), r = 1 . . . , n− 1 by
(4.3.1) cr = cΛn−rq ,
(cf. Theorem 1.2.1), where Λiq is the q-deformation of the representation of sln in
the i-th exterior power ΛiCn of the fundamental representation, and let Dcr ∈ DOq
be the corresponding difference operator (see Theorem 2.3.1). Then
(4.3.2) Mr = ϕ
−1
0 ◦Dcr ◦ ϕ0,
where Mr is Macdonald’s operator introduced in (4.1.3), and ϕ0 is the operator of
multiplication by the function ϕ0 defined by (4.2.3).
Proof. Let us first prove that
(4.3.3) ϕ−10 Dcr (ϕ0Pλ) =
∑
I
q2
∑
i∈I(λ+kρ)iPλ,
where the sum is taken over all subsets I ⊂ {1, . . . , n} of cardinality r. Indeed, we
know from Theorem 2.3.4 that
Drϕλ = chΛ
n−r(q−2(λ+kρ))ϕλ.
Since chΛn−r = e
n−r
r (1,...,1)
∑
eµ, where the sum is taken over all µ = (µ1, . . . , µn)
such that µi = 0 or 1,
∑
µi = n− r, we get
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chΛn−r(q−2(λ+kρ)) =
∑
I
q2
∑
i∈I(λ+kρ)i .
Since Pλ = ϕλ/ϕ0, we get (4.3.3).
Comparing (4.3.3) with the formula (4.1.4) for eigenvalues of Macdonald’s oper-
ators, we see thatMr and ϕ
−1
0 ◦Dcr ◦ϕ0 coincide on Macdonald’s polynomials, and
thus, on all symmetric polynomials. Repeating the uniqueness arguments outlined
in the proof of Lemma 2.3.2, we see that it is only possible if they are equal. 
Remarks.
(1) Recently a straightforward proof of Theorem 4.3.1 was found by Mimachi
([Mi]).
(2) The central elements cr are closely related to those constructed in [FRT].
Essentially, the central elements constructed in [FRT] are traces of the pow-
ers of L-matrix, whereas cr are coefficients of the characteristic polynomial
of L.
This theorem allows one to see the relation between the differential operators
from D (see (3.1.7)) and Macdonald’s difference operators. This relation is nothing
but the relation between the center of Uqsln (which, as we have seen, is spanned
by the elements cV = (1 ⊗ TrV )(R
21R(1 ⊗ q−2ρ))) and the center of Usln, which
does not have a nice explicit description, but can be described by means of Harish-
Chandra isomorphism Z(Ug) ≃ (Sh)W .
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CHAPTER V
INNER PRODUCT AND SYMMETRY IDENTITIES
FOR MACDONALD’S POLYNOMIALS
In this chapter we use the technique of generalized characters developed in the
previous sections to prove so-called inner product (norm) and symmetry identities
for Macdonald’s polynomials of type An. These results are due to the author and
Pavel Etingof ([EK5]).
Inner product identities express the norm 〈Pλ, Pλ〉 as a certain product over
the positive roots. They have been conjectured by Macdonald for arbitrary root
systems. He also gave a proof for An (unpublished); the proof for arbitrary root
systems was given in a recent paper of Cherednik [C2].
Symmetry identity relates the values of Pλ(q
2(µ+kρ)) and Pµ(q
2(λ+kρ)). For An
it was first proved by Koornwinder (unpublished), so the first published proof is in
[EK5]. Again, recently Cherednik proved this identity for arbitrary root systems
([C3]).
In this chapter we only consider root system of type An−1, i.e. g = sln. Our
proofs use the realization of Macdonald’s polynomials as generalized characters for
Uqsln (see Chapter 4) and the technique of representing identities in the category of
representations of a quantum group by ribbon graphs, developed by Reshetikhin and
Turaev. We refer the reader to their papers [RT1, RT2] or to recent books of Turaev
[T] and Kassel [Kas] for description of this technique; a very brief introduction can
be found in the Appendix to [EK5].
5.1 Inner product identities
Let us fix a positive integer k. Recall (see Chapter 4) that we have defined
Macdonald’s polynomials Pλ ∈ Cq[P ], λ ∈ P
+ and an inner product 〈 , 〉k in Cq[P ]
such that 〈Pλ, Pµ〉k = 0 if λ 6= µ. The goal of this section is to calculate 〈Pλ, Pλ〉k;
our proof is based on Theorem 4.2.3, which shows that Pλ can be expressed in terms
of generalized characters for Uqsln.
Recall the notations U = Uk−1 = S
(k−1)nCn, u0 = u
k−1
0 ∈ U [0], λ
k = λ + (k −
1)ρ,Φλ : Lλk → Lλk ⊗ U, ϕλ = χΦλ = e
λk ⊗ u0 + lower order terms introduced
in Chapter 4; also, recall the Chevalley involution ω and Shapovalov form ( , )V :
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V ⊗ V ω → C, discussed in Section 1.2. We assume that Shapovalov form in U is
normalized so that (u0, u0)U = 1.
Lemma 5.1.1. The inner product 〈Pλ, Pλ〉k can be calculated from
(5.1.1) Ψ1λ = 〈Pλ, Pλ〉k1λ,
where 1λ is an invariant vector in Lλk ⊗ L
ω
λk
and Ψ : Lλk ⊗ L
ω
λk
→ Lλk ⊗ L
ω
λk
is
the following operator:
(5.1.2) Lλk ⊗ L
ω
λk
Φλ⊗Φ
ω
λ−−−−−→ Lλk ⊗ U ⊗ U
ω ⊗ Lωλk
Id⊗(·,·)U⊗Id
−−−−−−−−→ Lλk ⊗ L
ω
λk .
Proof. It follows from Theorem 4.2.3 that 〈Pλ, Pλ〉k = 〈ϕλ, ϕλ〉1, where the
inner product on generalized characters is introduced in Theorem 2.1.2. Now we
can repeat the same arguments we used in the proof of Theorem 2.1.2. 
It will be convenient to rewrite this in a slightly different way as follows:
Theorem 5.1.2. In the notations of previous Lemma, we have:
(5.2.3) 〈Pλ, Pλ〉k = (〈v
∗
λk ,ΦλΦ
◦
λvλk〉)U ,
where the intertwiner Φ◦λ : Lλk → Lλk ⊗ U
ω is defined by the condition Φ◦λ(vλk) =
vλk ⊗ (u0)
ω + lower order terms.
Proof.
The proof is obvious if we use the technique of ribbon graphs. Namely, it follows
from Lemma 5.1.1 that the inner product 〈Pλ, Pλ〉k = Aλ can be defined from the
following identity of ribbon graphs:
Φλ Φλ
ω
-1φ
ψ
n(k-1) ω1
n(k-1) ω*1
φ
λk
λk
λk*
λk*
 A λ λkdim Lq
λk
 A λ= =
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where dimqL = TrL(q
−2ρ), φ : L∗λk → Lλk∗ , ψ : Ln(k−1)ω∗1 → L
∗
n(k−1)ω1
= U∗k−1
are isomorphisms and ψ is chosen so that 〈u0, ψ(u
ω
0 )〉 = 1. It is easy to check that
λk*
λk*
Φλ
ω
n(k-1) ω*1
λk
λk
λk
λkφ
n(k-1) ω*1
-1φ
= Φλ
ο
and thus,
ψ
Φλ
n(k-1) ω1
Φλ
ο
n(k-1) ω*1
λk
λk
 A λ
λkdim Lq
=
1
λkdim Lq
Φολ
ψ
Φλ
n(k-1) ω1
n(k-1) ω*1
λk
=
1
so
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Φολ
ψ
Φλ
n(k-1) ω1
n(k-1) ω*1
λk
λk
 A λλk λk
=

Theorem 5.1.3. In the notations of the previous theorem, we have:
(5.1.4) (ΦλΦ
◦
λ)U =
∏
α∈R+
k−1∏
i=1
1− q2(α,λ+kρ)+2i
1− q2(α,λ+kρ)−2i
IdL
λk
.
This theorem will be proved in the next section, using detailed analysis of the
poles of the intertwining operators.
This theorem, along with Theorem 5.1.2 immediately gives the main result of
this section:
Theorem 5.1.4. (Macdonald)
(5.1.5) 〈Pλ, Pλ〉k =
∏
α∈R+
k−1∏
i=1
1− q2(α,λ+kρ)+2i
1− q2(α,λ+kρ)−2i
.
This is precisely the Macdonald’s inner product identity for the root system
An−1.
Remark. As before, these identities can be easily generalized to the case of
arbitrary k – see [EK5].
5.2 Algebra of intertwiners.
This section is devoted to the proof of Theorem 5.1.3, which expresses product
of two intertwining operators in terms of a single intertwiner. The technique we
use here is considering the intertwining operators for arbitrary value of λ (which,
of course, requires use of Verma modules) and study their behavior (in particular,
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poles) as functions of λ, which can be done using the Shapovalov determinant
formula.
Let us start with more general situation. Consider intertwiners of the form:
(5.2.1) Φµλ :Mλ →Mλ ⊗ Lµ,
where Mλ is Verma module over Uqg, Lµ is the finite-dimensional irreducible mod-
ule; we assume that µ ∈ P+ ∩Q, so Lµ[0] 6= 0. Let u ∈ Lµ[0]. We consider all the
modules over the field of rational functions Cq = C(q
1/2N), where N = |P/Q|; if λ
is not an integral weight then we also have to add q〈λ,α
∨
i 〉/2N to this field.
It is known that if Mλ is irreducible then there exists a unique intertwiner of the
form (5.2.1) such that Φµλ(vλ) = vλ ⊗ u + lower order terms. We will denote this
intertwiner by Φµ,uλ . The same is true if we consider the weight λ as indeterminate,
i.e. if we consider ti = q
〈λ,α∨i 〉/2N as algebraically independent variables over Cq.
Let us identify Mλ with U
− in a standard way. Then we can say that we have a
family of actions of Uqg in the same space M ≃ U
−, and thus we have a family of
intertwiners Φµ,uλ :M →M⊗Lµ, defined for generic values of λ. This identification
also gives rise to Shapovalov form in U−. We fix a homogeneous basis gk in U
−
and denote the matrix elements of Shapovalov form in this basis by Fkl: Fkl =
(gkvλ, glvλ)Mλ = (vλ, (ωS(gk))glvλ)Mλ .
For λ ∈ h∗, let us call a trigonometric rational function of λ a rational function
in q1/2N , qλ/2N (that is, in q1/2N and ti = q
〈α∨i ,λ〉/2N , i = 1, . . . , n) and call a
trigonometric polynomial in λ a polynomial in q±λ/2N with coefficients from Cq.
Note that the ring of trigonometric polynomials is a unique factorization ring, and
invertible elements in this ring are of the form c(q)q〈λ,α〉, α ∈ 12NQ
∨.
Lemma 5.2.1. For fixed µ ∈ P+, u ∈ Lµ[0], u 6= 0 we have
(1) Let λ ∈ h∗ be such that Mλ is irreducible. Then there exists a unique
intertwining operator Φµ,uλ :Mλ →Mλ ⊗ Lµ such that Φ
µ,u
λ (vλ) = vλ ⊗ u+
lower order terms. Its matrix elements are trigonometric rational functions
of λ. Moreover, we have the following formula for Φvλ:
(5.2.2) Φµ,uλ (vλ) =
∑
k,l
(F−1)klgkvλ ⊗ q
λ+2ρω(gl)u,
where gk is a homogeneous basis in U
−, F−1 is the inverse matrix to the
Shapovalov form in Mλ, and as in Section 1.2, q
λ|V [ν] = q
(λ,ν)′ IdV [ν].
(2) Define the operator Φ˜µ,uλ by
(5.2.3) Φ˜µ,uλ = dµ(λ)Φ
µ,u
λ ,
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where
(5.2.4)
dµ(λ) =
∏
α∈R+
nαµ∏
i=1
(
1− q(2(α,λ+ρ)
′−i(α,α)′)
)
,
nαµ = max{i ∈ Z+|Lµ[iα] 6= 0}.
Then matrix elements of Φ˜µ,uλ are trigonometric polynomials, i.e. have
no poles; thus, Φ˜µ,uλ is well defined for all λ.
(3) Consider the special case g = sln, µ = knω1. Recall that in this case Lµ[0]
is one-dimensional. Let u be a non-zero vector in Lµ[0]. Then dµ(λ) is the
least common denominator of matrix elements of Φµ,uλ ; in other words, in
this case matrix elements of Φ˜µ,uλ do not have non-trivial common divisors.
Proof. The proof is essentially the same as in the classical case, which is given
in [ES]; however, we repeat it here marking necessary changes. To prove (1), it
suffices to check that the vector in the right-hand side is the unique highest-weight
vector of weight λ inMλ⊗Lµ of the form v = vλ⊗u+. . . . Suppose v ∈Mλ⊗Lµ is of
the form above. Define Ei = eiq
dihi/2; then v is highest-weight iff ∆Eiv = 0. On the
other hand, explicit calculation shows that ∆Ei = Ei⊗1−q
2di(1⊗SEi)q
dihi⊗qdihi .
Thus,
∆Eiv = (Ei ⊗ 1− q
di(2+〈λ,α
∨
i 〉)1⊗ SEi)v = (Ei ⊗ 1− q
(αi,λ+2ρ)
′
1⊗ SEi)v.
For x ∈ Mλ, w ∈ Mλ ⊗ Lµ define (x, w) by (x, w1 ⊗ w2) = (x, w1)Mλw2 ∈ Lµ.
If Mλ is irreducible, Shapovalov form in Mλ is non-degenerate, and therefore, w =
0 ⇐⇒ (x, w) = 0 for all x ∈ Mλ. Therefore, we can rewrite the condition that v
is a highest-weight vector as follows:
∆Eiv = 0 ⇐⇒ (x,∆Eiv) = 0 for all x ∈Mλ ⇐⇒
(x, (Ei ⊗ 1− q
(αi,λ+2ρ)
′
1⊗ SEi)v) = 0 ⇐⇒
(ωS(Ei)x, v) = q
(αi,λ+2ρ)
′
SEi(x, v).
It is easy to see that the last condition is equivalent to the following: for any
homogeneous F ∈ U−, we have
(Fvλ, v) = q
−(wt F,λ+2ρ)′ω(F )(vλ, v) = q
−(wt F,λ+2ρ)′ω(F )u.
This proves that the highest-weight vector of the desired form exists and is
unique. It is easy to check that the vector given by (5.2.2) satisfies the condition
above.
To prove (2), note that it follows from (5.2.2) that matrix coefficients of Φ may
have poles only at the points where the determinant of Shapovalov form vanishes.
44
The formula for the determinant of the Shapovalov form in the quantum case can
be found in [CK], and the factors occuring there are precisely the factors in formula
(5.2.4) (up to invertible factors). One can check in the same way as it is done in
[ES] for q = 1 – that is, by comparing the order of pole of the matrix of Shapovalov
form and its minors – that in fact all the poles of F−1 are simple.
The restriction on i in (5.2.4) appears because the coefficients (F−1)kl which may
have poles of the form (5.2.4) with i > nαµ appear with zero coefficient.
To prove (3), it suffices to check this statement for q = 1, which is also done in
the paper [ES] (note that it is quite non-trivial!). 
Remark. It is seen from this proof that Φ˜µ,uλ is actually a trigonometric poly-
nomial in λ with operator coefficients, i.e. the degrees of its matrix coefficients, as
trigonometric polynomials, are uniformly bounded (under a suitable definition of
degree).
We will discuss what happens to these intertwiners when λ ∈ P+ and how they
are related with intertwiners Lλ → Lλ ⊗ Lµ later.
We will also need one more technical lemma.
Lemma 5.2.2. Let us write Φ˜µ,uλ = dµ(λ)Φ
µ,u
λ (see (5.2.4)) in the following form:
Φ˜µ,uλ vλ = dµ(λ)vλ ⊗ u+ . . .+ a(λ)vλ ⊗ uµ,
where uµ is the highest-weight vector in Lµ, and a(λ) ∈ Cq[q
±λ/2N ] ⊗ U−[−µ] is a
trigonometric polynomial of λ with values in the universal enveloping algebra. Then
the greatest common divisor of the components of a(λ) is 1.
Proof. It is easy to see, using the irreducibility of Lµ, that if a(λ) = 0 then
Φ˜µ,uλ = 0. On the other hand, we have shown before that the coefficients of Φ˜
µ,u
λ
have no nontrivial common divisors, and thus Φ˜µ,uλ could only vanish on a subvariety
of codimension more than one. Thus, the same must be true for a(λ).
Now we want to define a structure of algebra on these intertwiners. Let Φ1 :
Mλ →Mλ⊗Lµ1 ,Φ2 :Mλ →Mλ⊗Lµ2 be non-zero intertwiners. Let us define their
product Φ1 ∗ Φ2 :Mλ →Mλ ⊗ Lµ1+µ2 as the composition
(5.2.5) Mλ
Φ2−→Mλ ⊗ Lµ2
Φ1⊗1−−−→Mλ ⊗ Lµ1 ⊗ Lµ2
1⊗pi
−−→Mλ ⊗ Lµ1+µ2 ,
where π is a fixed projection π : Lµ1 ⊗ Lµ2 → Lµ1+µ2 .
Now, let us apply these notions to the situation considered in the previous
sections in connection with Macdonald’s theory. That is, assume that g = sln,
µ = knω1 for some k ∈ Z+, so that Lµ = Uk = q − analogue of S
knCn. As before,
we identify Uk with the space of homogeneous polynomials of degree kn in variables
x1, . . . , xn (see (4.2.1)), and let u0 = (x1 . . . xn)
k ∈ Lµ[0]; then Lµ[0] = Cqu
k
0 . For
brevity, we will write Uk for Lknω1 , Φ
k
λ for Φ
µ=knω1,u
k
0
λ , etc. Let us fix the projection
π : Uk ⊗ Ul → Uk+l by π(u
k
0 ⊗ u
l
0) = u
k+l
0 . In this case, n
α
µ = k for all α ∈ R
+ and
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(5.2.6) dk(λ) =
∏
α∈R+
k∏
i=1
(1− q2(α,λ+ρ)−2i).
Here comes the main result of this section:
Theorem 5.2.3.
(5.2.7) Φ˜kλ ∗ Φ˜
l
λ = Φ˜
k+l
λ .
Proof. Let us denote the left-hand side of (5.2.7) by Ψ. Then Ψ is an intertwiner
Mλ → Mλ ⊗ Uk+l, whose matrix coefficients are trigonometric polynomials in λ.
In particular, we can write Ψ(vλ) = f(λ)vλ ⊗ u
k+l
0 + l.o.t. On the other hand
Φ˜k+lλ (vλ) = dk+l(λ)vλ ⊗ u
k+l
0 + l.o.t. Since the intertwining operator is unique for
generic λ, this implies Ψ(λ) = f(λ)
dk+l(λ)
Φ˜k+lλ . Since the greatest common divisor of
the matrix elements of Φ˜k+l is 1, this implies that f(λ) is divisible by dk+l(λ).
Let us now consider the lowest term of Ψ. If we write the lowest term of Φ˜kλ as
ak(λ)vλ⊗uk (cf. Lemma 5.2.2) and lowest term of Φ
l
λ as al(λ)vλ⊗ul then the lowest
term of Ψ will be al(λ)ak(λ)vλ⊗uk+l (up to some power of q). Since we know that
components of ak have no common divisors, and the same is true for al, it follows
that the greatest common divisor of components of ak(λ)al(λ) is 1. Indeed, suppose
that p(λ) is a common divisor of components of ak(λ)al(λ). Passing if necessary
to a certain algebraic extension of Cq we get that ak(λ)al(λ) vanishes on a certain
subvariety of codimension 1. On the other hand, this contradicts the fact that both
ak, al could only vanish on subvarieties of codimension more than one, since U
− has
no zero divisors. Thus, the greatest common divisor of coefficients of Ψ(λ) is one,
which implies that dk+l(λ) is divisible by f(λ).
This proves that Ψ(λ) = c(q)q(λ,α)Φ˜k+lλ for some α ∈
1
2N
Q and rational function
c(q), independent of λ. To calculate α, c, let us consider the limit of both sides of
(5.2.7) as λ→ +ρ∞, i.e. letting ti = q
〈λ,α∨i 〉/2N = 0.
Lemma 5.2.4.
lim
λ→ρ∞
Φk(vλ) = vλ ⊗ u
k
0 .
To prove the lemma, note first that lim Φ˜k = limΦk. Due to Lemma 5.2.1,
we can write Φ(vλ) =
∑
k,l(F
−1)klgkvλ ⊗ (ωgl)u. It is known that if we choose a
basis gk in such a way that g0 = 1, gk has strictly negative weight for k > 0, then
limλ→ρ∞(F
−1)kl = δk,0δl,0 (this follows, for example, from [L2, Proposition 19.3.7],
which gives much more detailed information about the asymptotic behavior of F ;
it states that under a suitable normalization the Shapovalov form in the Verma
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module Mλ formally converges to the Drinfeld’s form on U
− as λ → +∞ρ). This
proves the lemma.
Using this lemma and the fact that in the identification Mλ ≃ M ≃ U
− the
action of U− does not depend on λ, one can show that
limΨ(vλ) = vλ ⊗ uk+l.
Comparing it with the the expression for limΦk+l(vλ), we get the statement of
the theorem. 
Corollary 5.2.5.
(5.2.8) Φk+lλ =
dk(λ)dl(λ)
dk+l(λ)
Φkλ ∗ Φ
l
λ.
So far, we have proved Theorem 5.2.3 only for the case when k, l ∈ Z+. How-
ever, it can be generalized. Let us consider the space U˜k = {(x1 . . . xn)
kp(x), p(x) ∈
Cq[x
±1
1 , . . . x
±1
n ], p(x) is a homogeneous polynomial of degree 0} where k is an arbi-
trary complex number. Formula (4.2.1) defines an action of Uqsln in U˜k. Also,
define uk0 = (x1 . . . xn)
k ∈ U˜k.
Lemma 5.2.6.
(1) The set of weights of U˜k coincides with the weight lattice Q, and each weight
subspace is one-dimensional. In particular, U˜k[0] ≃ Cqu
k
0 .
(2) For generic k, the mapping
(5.2.9) xλ 7→
Γq(λ1 + 1) . . .Γq(λn + 1)
(Γq(k + 1))n
x−1−λ,
defines an isomorphism U˜ωk ≃ U˜−1−k. The normalization is chosen so that
uk0 7→ u
−1−k
0 . Here Γq(λ) is q-gamma function:
Γq(x) =
1
(1− q2)x−1
∞∏
n=0
1− q2(n+1)
1− q2(n+x)
,
so Γ(x+ 1) = qx−1[x]Γ(x), where
[x] =
qx − q−x
q − q−1
.
Note that the factors of the form (1− q2)λ in the product in (5.2.9) can-
cel, and thus we can consider this product as a formal power series in q
with coefficients which are rational functions in qλ, qk (which we consider
as independent variables).
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(3) If k ∈ Z+ then U˜k contains a finite-dimensional submodule, isomorphic to
the module Uk defined above: Uk = U˜k ∩ Cq[x1, . . . , xn]. Also, in this case
U˜−1−k has a finite-dimensional quotient U
k = U˜−1−k/(x
λ such that at least
one λi ∈ Z+). In particular, U−1 can be projected onto U
0 ≃ Cq. Moreover,
formula (5.2.9) above defines an isomorphism Uωk ≃ U
k for k ∈ Z+.
Proof of this lemma is straightforward.
Now, let us assume that λ is generic and consider an intertwiner Φkλ : Mλ →
Mλ⊗ˆU˜k such that Φ
k
λ(vλ) = vλ ⊗ u
k
0 + . . . , and ⊗ˆ is a tensor product completed
with respect to ρ-grading in Mλ. Note that if k ∈ Z+ then image of Φ(vλ) lies in
the submodule Mλ ⊗ Uk (which follows from the explicit formula (5.2.2) for Φ), so
this is consistent with our previous notations. Also, for k ∈ C we define
(5.2.10) dk(λ) =
∏
α∈R+
∞∏
i=0
1− q2(α,λ+ρ)+2iq−2k
1− q2(α,λ+ρ)+2i
,
which we again consider as a formal power series in q with coefficients which are
rational functions in qλ, qk. Note that if k ∈ Z+, this coincides with previously
given definition.
Theorem 5.2.7. For any k ∈ Z+, l ∈ C we have
(5.2.11) Φkλ ∗ Φ
l
λ =
dk+l(λ)
dk(λ)dl(λ)
Φk+lλ = Φ
l
λ ∗ Φ
k
λ,
where dk(λ) is given by formula (5.2.10).
Proof. Let us fix k. Then the matrix elements of the operators on both sides of
(5.2.11) are rational functions in q, ql, qλ, which follows from the fact that dk+l(λ)
dk(λ)dl(λ)
is a rational function in q, ql, qλ. Now the statement of the theorem follows from
the fact that this is true for l ∈ Z+ and the following trivial statement:
If F (q, t) ∈ C(q, t) is such that F (q, ql) = 0 for all l ∈ Z+ then F = 0.

Let us apply this to case when l = −1− k. In this case explicit calculation gives
the following answer:
Corollary 5.2.8. For k ∈ Z+,
Φkλ ∗ Φ
−1−k
λ = Φ
−1
λ
∏
α∈R+
k∏
i=1
1− q2(α,λ+ρ)+2i
1− q2(α,λ+ρ)−2i
.
Now, let us relate these intertwiners with intertwiners for finite-dimensional rep-
resentations.
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Theorem 5.2.9. Let λ, µ ∈ P+, u ∈ Lµ[0], u 6= 0 (note that in this case Lλ is
finite-dimensional). Assume that λ is such that the intertwiner Φµ,uλ :Mλ →Mλ⊗
Lµ defined in Lemma 5.2.1 is well-defined at this point, i.e. does not have a pole.
Let Iλ be the maximal submodule in Mλ: Lλ = Mλ/Iλ. Then Φ
µ,u
λ (Iλ) ⊂ Iλ ⊗ Lµ,
and thus, Φµ,uλ can be considered as an intertwiner Lλ → Lλ ⊗ Lµ. Moreover, this
is the unique intertwiner Lλ → Lλ⊗Lµ such that vλ 7→ vλ⊗u+ lower order terms.
Remark. Note that for λ ∈ P+ the intertwiner Mλ → Mλ ⊗ Lµ such that
vλ 7→ vλ⊗ u+ lower order terms is not unique, so Φ
µ,u
λ is a very special intertwiner
of this form.
Proof. Composing Φµ,uλ with the projection Mλ → Lλ, we get an intertwiner
Mλ → Lλ⊗Lµ. Since the tensor product is finite-dimensional, this intertwiner must
annihilate Iλ. Uniqueness can be proved in the same way as for Mλ for generic λ
(see the proof of Lemma 5.2.1). 
This shows that we can now apply the results of this section to study of products
of intertwiners for finite-dimensional representations. In particular, we can now
prove Theorem 5.1.3 form the previous section. Recall that it was formulated as
follows:
Theorem 5.1.3. Let U = Uk−1 and let Φλ : Lλk → Lλk ⊗ U,Φ
◦
λ : Lλk →
Lλk ⊗ U
ω be such that Φλ(vλk) = vλk ⊗ u
k−1
0 ,Φ
◦
λ(vλk) = vλk ⊗ (u
k−1
0 )
ω, where
λk = λ + (k − 1)ρ, u0 ∈ U [0], (u
k−1
0 )
ω ∈ Uω[0]. Let ( , )U : U ⊗ U
ω → Cq be
Shapovalov form normalized so that (u0, u
ω
0 )U = 1. Then
(ΦλΦ
◦
λ)U =
∏
α∈R+
k−1∏
i=1
1− q2(α,λ+kρ)+2i
1− q2(α,λ+kρ)−2i
IdL
λk
.
Proof. Recall the notation U˜k (see Lemma 5.2.6). Then U = Uk−1 is a sub-
module in U˜k−1, and U
ω is a factormodule of U˜−k; moreover, the Shapovalov form
coincides with the restriction on U⊗Uω of the map U˜k−1⊗ U˜−k → U−1 → Cq. This
together with Corollary 5.2.8 and Theorem 5.2.9 proves the desired statement.
5.3 Symmetry identities
In this section we only consider the case g = sln.
The main goal of this section is to prove Theorem 5.3.3, which establishes cer-
tain symmetry between the values Pλ(q
2(µ+kρ)) and Pµ(q
2(λ+kρ)) (notations will be
explained later). The proof of this theorem is based on the technique of ribbon
graphs.
As before, let Φλ : Lλk → Lλk ⊗ Uk−1 be such that Φ(vλk) = vλk ⊗ u
k−1
0 + . . . ,
λk = λ+ (k − 1)ρ, and let ϕλ = χΦλ be the corresponding generalized character.
49
Lemma 5.3.1.
(5.3.1)
Φµ
λk
kµ
n(k-1) ω1
= ϕµ(q
2(λ+kρ))Φλ.
where ϕµ(q
λ) stands for polynomial in q, q−1 which is obtained by replacing each
formal exponent eα in the expression for ϕµ by q
(α,λ).
Proof. Let us consider the operator F : Lλk → Lλk ⊗ Uk−1 corresponding to
the ribbon graph on the left hand side of (5.3.1). It is some Uqg-homomorphism.
Since we know that such a homomorphism is unique up to a constant, it follows that
F = aΦλ for some constant a. To find a, let us find the image of the highest-weight
vector. First, consider the following part of this picture:
λkkµ
The corresponding operator is the product R21R : Lλk ⊗ (Lµk)
∗ → Lλk ⊗ (Lµk )
∗.
It follows from the explicit form of R-matrix (1.2.7) that if x ∈ L∗µk [α] then
R21R(vλk ⊗ x) = q
−2(λk,α)vλk ⊗ x + . . . . Thus, if xi is basis in Lµk , x
i – dual
basis in L∗µk , xi has weight αi then explicit calculation shows that
Φµ
λk
n(k-1) ω1
kµ
kµ
: vλk 7→
∑
i q
2(αi,λ+kρ)vλk ⊗ x
i ⊗ Φ(xi) + l.o.t.
and thus, F (vλk) = ϕµ(q
2(λ+kρ))vλk ⊗ u
k−1
0 + . . . , which completes the proof. 
Remark. In the case k = 1, i.e. U = C, (5.3.1) reduces to the formula for the
value of the central element cL∗
µk
in Lλk (see Theorem 1.2.1)
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Corollary 5.3.2. Let Φλ : Lλk → Lλk ⊗ Uk−1,Φ
◦
λ : Lλk → Lλk ⊗ U
ω
k−1 be as
in Theorem 5.1.2. Then
(5.3.2)
ψ
Φλ
ο
λk n(k-1) ω*1
n(k-1) ω1kµ
Φµ
= ϕµ(q
2(λ+kρ))〈Pλ, Pλ〉k dimq Lλk .
Proof. This follows from the previous lemma and the arguments used in the
proof of Theorem 5.1.2. 
In a similar way, we can replace everywhere U by U∗ (see Remark 4.2.4), and re-
peating with necessary changes all the steps of previous sections prove the following
theorem:
Theorem 5.3.3. Formula (5.3.2) remains valid if we replace in the graph on the
left hand side Φµ by Φ
◦
µ, Φ
◦
λ by Φλ and interchange ω1 and ω
∗
1 .
Theorem 5.3.4.
(5.3.3)
Pµ(q
2(λ+kρ))
Pλ(q2(µ+kρ))
= q2k(ρ,λ−µ)
∏
α∈R+
k−1∏
i=0
1− q2(α,µ+kρ)+2i
1− q2(α,λ+kρ)+2i
=
∏
α∈R+
k−1∏
i=0
[(α, µ+ kρ) + i]
[(α, λ+ kρ) + i]
.
Proof. The proof is based on the following identity of the ribbon graphs:
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(5.3.4)
ψ
kµ
λk
n(k-1) ω1
n(k-1) ω*1
ψ
Φλ
ο
λk n(k-1) ω*1
n(k-1) ω1kµ
Φµ
Φ
Φο
µ
λ
=
Due to Corollary 5.3.2 and Theorem 5.3.3, this implies:
(5.3.5) ϕµ(q
2(λ+kρ))〈Pλ, Pλ〉k dimq Lλk = ϕλ(q
2(µ+kρ))〈Pµ, Pµ〉k dimq Lµk .
Substituting in this formula explicit expression for 〈Pλ, Pλ〉k (Theorem 5.1.4)
and using the following expression for dimq Lλ:
dimq Lλ = q
−2(λ,ρ)
∏
α∈R+
1− q2(α,λ+ρ)
1− q2(α,ρ)
=
∏
α∈R+
[(α, λ+ ρ)]
[(α, ρ)]
,
which can be easily deduced from the Weyl character formula, we get the statement
of the theorem. 
Corollary 5.3.5. (Macdonald’s special value identity, [M1,M2])
(5.3.6)
Pλ(q
2kρ) = q−2k(ρ,λ)
∏
α∈R+
k−1∏
i=0
1− q2(α,λ+kρ)+2i
1− q2(α,kρ)+2i
=
∏
α∈R+
k−1∏
i=0
[(α, λ+ kρ) + i]
[(α, kρ) + i]
,
Proof. Let µ = 0. Then Pµ = 1, and formula (5.3.3) reduces to (5.3.6). 
We refer the reader to [EK5] for the generalization of this formula for arbitrary
k.
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CHAPTER VI
GENERALIZED CHARACTERS FOR AFFINE LIE ALGEBRAS
In this chapter we start the study of the generalized characters for the affine Lie
algebras. Mostly, the constructions are parallel to the finite-dimensional case, but
since the objects we work with are infinite-dimensional, extra care should be taken.
6.1 Affine Lie algebras
Here we review the notations and facts about affine Lie algebras and root systems.
All of them can be found in [Ka1]. We keep the notations of Chapter 1; as a rule,
we will use hat (ˆ) in the notations of affine analogues of finite-dimensional objects.
Let gˆ be the affine Lie algebra corresponding to g:
gˆ = g⊗ C[t, t−1]⊕ Cc⊕ Cd,
with the commutation rule given by
(6.1.1)
[x⊗ tn, y ⊗ tm] = [x, y]⊗ tm+n + nδm,−n(x, y)c,
c is central,
[d, x⊗ tn] = nx⊗ tn.
Sometimes we will use a smaller algebra g˜ = g ⊗ C[t, t−1] ⊕ Cc. For brevity, we
will use the notation
x⊗ tn = x[n], x ∈ g, n ∈ Z.
Similarly to the finite-dimensional case, we define Cartan subalgebra hˆ = h⊕Cc⊕
Cd, hˆ∗ = hˆ∗⊕Cδ⊕CΛ0, where 〈Λ0, h⊕Cd〉 = 〈δ, h⊕Cc〉 = 0, 〈δ, d〉 = 1, 〈Λ0, c〉 = 1.
It will be convenient to consider affine hyperplanes hˆ∗K = h
∗ ⊕ Cδ +KΛ0, K ∈ C;
we will refer to the elements of hˆ∗K as having level K.
Again, we have a bilinear non-degenerate symmetric form (·, ·) on hˆ∗ which coin-
cides with previously defined on h∗ and (Λ0, δ) = 1, (Λ0, h
∗) = (δ, h∗) = (Λ0,Λ0) =
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(δ, δ) = 0. This gives an identification hˆ∗ ≃ hˆ : λ 7→ hλ, and a bilinear form on hˆ
such that (c, d) = 1. Note that under this identification, Q∨ ⊂ Q.
We define the affine root system R̂ = {αˆ = α + nδ|α ∈ R, n ∈ Z or α = 0, n ∈
Z \ {0}}. Again, we have the notion of positive roots: R̂+ = {αˆ = α+ nδ ∈ R̂|n >
0 or n = 0, α ∈ R+} and the basis of simple roots α0 = −θ + δ, α1, . . . , αr. For
αˆ = α + nδ ∈ R̂+ we define eαˆ = eα[n] if α ∈ R
+, and eα = f−α[n] if α ∈ R
−;
fαˆ are defined similarly. As before, we use the notations ei = 2eαi/(αi, αi), fi =
2fαi/(αi, αi), hi = α
∨
i = 2hαi/(αi, αi), i = 0, . . . , r. This gives the polarization of
gˆ: gˆ = nˆ+ ⊕ hˆ⊕ nˆ−.
As usual, we denote Qˆ =
⊕
Zαi, Qˆ
+ =
⊕
Z+αi.
We define the affine Weyl group Ŵ as the group of transformations of hˆ∗ gener-
ated by the reflections with respect to αi, i = 0 . . . r. We have notion of sign of an
element of Ŵ : ε(w) = (−1)l if w is a product of l reflections. This group preserves
the bilinear form; also, it preserves each of the affine hyperplanes hˆ∗K .
Theorem 6.1.1. (see [Ka1]) Ŵ ≃W ⋉Q∨, where the action of W is the same
as in the classical case, and the action of Q∨ in hˆ∗K is given by
(6.1.2) α∨: λ̂ 7→ λ̂+Kα∨ −
(
〈λ̂, α∨〉+
1
2
K(α∨, α∨)
)
δ.
Now we can define the root lattice P̂ = P ⊕ Zδ ⊕ ZΛ0 ⊂ hˆ
∗ and the cone of
dominant weights P̂+ = {λ̂ ∈ hˆ∗|〈λ̂, α∨i 〉 ∈ Z+, i = 0, . . . , r}. We will also use the
notation P̂+K = P̂
+ ∩ hˆ∗K = {λ + nδ + KΛ0|λ ∈ P
+, (λ, θ) ≤ K}. Note the cone
of dominant weights is invariant with respect to the translations along δ direction,
but if one factors this out then there is only a finite number of dominant weights
for every level K. Abusing the notations, we will write P+K = {λ ∈ P
+|(λ, θ) ≤ K}.
We introduce an order on P̂ as usual: λ̂ ≤ µˆ ⇐⇒ µˆ− λ̂ ∈ Qˆ+.
We define the following affine analogue of ρ:
(6.1.3) ρˆ = ρ+ h∨Λ0;
then 〈ρˆ, α∨i 〉 = 1, i = 0, . . . , r and thus ρˆ ∈ P̂
+.
Lemma 6.1.2.
(1) Ŵ preserves each P̂K = P̂ ∩ hˆ
∗
K .
(2) P̂+K is a fundamental domain for the action of Ŵ in P̂K for K > 0.
Proof. The proof is based on the fact that when we restrict the bilinear form
( , ) to Q∨ we get an integer even lattice – see [Lo].
Let us consider representations of gˆ. Unless otherwise specified, we only consider
representations with weight decomposition. We say that a module V over gˆ is of
level K if c|V = K IdV .
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Since we have polarization of gˆ, we can define Verma modules Mλ̂ over gˆ and
their irreducible quotients L
λ̂
. Note that L
λ̂
is infinite-dimensional unless λ̂ = aδ.
Both of these modules admit weight decomposition.
As usual, we define the category O to be the category of finitely-generated gˆ-
modules with weight decomposition such that for every v ∈ V the space U nˆ+v is
finite-dimensional. Obviously, for every λ̂ the modulesMλ̂, Lλ̂ satisfy this condition.
We say that a module V from category O is integrable if for every simple root
αi, i = 0, . . . , r restriction of V to the Lie algebra sl2 generated by ei, fi, hi is a
direct sum of finite dimensional modules. Integrable modules are natural analogues
of finite-dimensional modules for g. It is known that Lλ̂ is integrable iff λ̂ ∈ P̂
+,
and that every irreducible integrable module has the form L
λ̂
for some λ̂ ∈ P̂+.
We will also need another type of modules, which are called evaluation repre-
sentations. Let V be a finite-dimensional module over g and let z be a non-zero
complex number. Then we can construct an evaluation representation of g˜ (not gˆ!)
in V by
(6.1.4)
πV (z)(a[n]) = z
nπV (a),
πV (z)(c) = 0.
Note that V (z) has no P̂ -grading but has a natural P -grading and V (z) is a
module of level zero.
We will be interested in intertwining operators of the following form, which are
sometimes called vertex operators:
(6.1.5) Φ:L
λ̂
→ L̂
λ̂
⊗ V (z),
where L̂
λ̂
is the completion of the integrable highest-weight module L
λ̂
, λ̂ ∈ P̂+
with respect to the d-grading. To prove the existence of such intertwiners, we use
the following well-known result (see, for example, the arguments in [TK], which
work for general Lie algebra in the same way as for sl2):
Lemma 6.1.3. The mapping Φ 7→ (v
λ̂
,Φv
λ̂
) establishes one-to-one correspon-
dence between the space of all intertwiners of the form (6.1.5) and the subspace in
V [0] formed by the vectors v such that xv = 0 for every x ∈ U nˆ− such that xv
λ̂
= 0
in Lλ̂.
6.2 Group algebra of the weight lattice
One of the most important objects of study for us will be the algebra of Ŵ -
invariants of the (suitably completed) group algebra of P̂ . In the affine case its
definition is much more subtle than in the finite-dimensional case; our exposition
follows the paper of Looijenga ([Lo]).
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Let us consider the group algebra C[P̂ ], i.e. the algebra spanned by the formal
exponentials eλ̂, λ̂ ∈ P̂ . It is naturally Z-graded: C[P̂ ] =
⊕
K∈Z
C[P̂K ]. Consider the
following completion:
(6.2.1)
C[P̂K ] =
{ ∑
λ̂∈P̂K
aλ̂e
λ̂
∣∣∣∣for every N ∈ Z, there exists only finitely many λ̂ ∈ P̂K
such that a
λ̂
6= 0 and (λ̂, ρˆ) ≥ N
}
.
Then C[P̂ ] =
⊕
K
C[P̂K ] is again a Z-graded algebra. This completion is cho-
sen so to include the characters of Verma modules (and more generally, modules
from category O) over gˆ. This algebra has a natural topology with the basis of
neighborhoods of zero given by
XN =
 ∑
λ̂∈P̂K
a
λ̂
eλ̂ ∈ C[P̂K ]
∣∣∣∣ (λ̂, ρˆ) < −N if aλ̂ 6= 0
 .
For our purposes this algebra is too big. We will use a smaller algebra:
(6.2.2) A =
⋂
w∈Ŵ
w
(
C[P̂ ]
)
,
which is a natural analogue of the group algebra C[P ] for finite-dimensional case.
In particular, we have a natural action of Ŵ in A. It is also Z-graded: AK =⋂
w∈Ŵ
w
(
C[P̂K ]
)
. Again, this algebra has a topology, which we describe in terms of
convergence: we say that fn → 0 in A if for every w ∈ Ŵ , w(fn)→ 0 in C[P̂ ].
One of the main objects of our study will be the algebra of Ŵ -invariants AŴ ⊂ A.
We will call elements of AŴK (formal) symmetric theta-functions of level K; indeed,
we will show below that for g = sl2 the condition of Ŵ -invariance coincides with
definition of even theta-function.
For a module V with the weight decomposition define its character by the for-
mula: ch V =
∑
λ̂∈P̂
eλ̂ dimV [λ̂] provided that this sum converges in the sense of
the completion C[P̂ ].
Example 1. For any λ̂ ∈ P̂K , K ≥ 0 the orbitsum
(6.2.3) mλ̂ =
∑
µˆ∈Ŵ λ̂
eµˆ
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belongs to AŴK .
Example 2. For any module V from the category O (in particular, for Mλ̂, Lλ̂)
we have ch V ∈ C[P̂ ].
Example 3. If V is a module from the category O then ch V ∈ A iff V is
integrable, in which case ch V ∈ AW . In particular, chLλ̂ ∈ A
Ŵ iff λ̂ ∈ P̂+.
Example 4. Define the affine Weyl denominator δˆ by
(6.2.4) δˆ = eρˆ
∏
αˆ∈R̂+
(1− e−αˆ) =
1
chM−ρˆ
.
Then δˆ ∈ A. It is easy to see that δˆ is Ŵ -antiinvariant; moreover, it is known
(see [Ka1, Lo]) that every Ŵ -antiinvariant element of A has the form f δˆ, f ∈ AŴ .
Obviously, AŴ is Z-graded. Moreover, the following is well-known:
Lemma 6.2.1. AŴK = 0 for K < 0, and
(6.2.5) AŴ0 =
∑
n≤n0
ane
nδ , an ∈ C
 .
Theorem 6.2.2. (cf. [Lo]) For every K ∈ Z+, the orbitsums mλ+KΛ0 , λ ∈ P
+
K
form a basis of AŴK over the field A
Ŵ
0 .
This theorem follows from the fact that P̂+K is a fundamental domain for the
action of Ŵ in P̂K for K > 0 and from Lemma 6.2.1.
It will be convenient to introduce formal variable p = e−δ; then every element of
A can be written as a formal Laurent series in p with coefficients from C[P ] (note
that this is not so for C[P̂ ]). It is also compatible with convergence: if fn → 0 in
A then fn → 0 in the usual p-adic topology in C((p))[P ]. In particular, in these
notations AŴ0 ≃ C((p)). (Usually, e
−δ is denoted by q; we use the letter p to avoid
confusion with the parameter q of the quantum group).
We will also need the analogues of the ring C[P ](eα − 1)−1, considered in Sec-
tion 2.2. First, note that if αˆ ∈ R̂− then the series (1− eαˆ)−1 = 1 + eαˆ + e2αˆ + . . .
converges in C[P̂ ], so there is no need to extend C[P̂ ] any further.
As for the algebra A defined above, it does not contain (1 − eαˆ)−1. For this
reason, we define the algebra Rˆ as follows. Consider the algebra C[P̂ ](1 − eαˆ)−1,
obtained by adjoining to C[P̂ ] the inverses of (1− eαˆ) (no completion so far). Then
we have a morphism
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(6.2.6) τ :C[P̂ ](1− eαˆ)−1 → C[P̂ ],
given by expanding (1− e−αˆ)−1 = 1+ e−αˆ + e−2αˆ + . . . for αˆ ∈ R̂+. Note that the
image is not in A.
Similarly, for every w ∈ Ŵ we have
τw:C[P̂ ](1− e
α)−1 → w
(
C[P̂ ]
)
,
given by expanding (1− e−α)−1 = 1 + e−α + . . . for α ∈ wR̂+.
Define
(6.2.7) Rˆ =
{∑
an
∣∣ an ∈ C[P̂ ](1− eα)−1,∑
τw(an) converges in w
(
C[P̂ ]
)
for every w ∈ Ŵ
}
.
This algebra obviously contains A. This is the right analogue of the ring of
fractions C[P ](eα−1)−1, introduced in Section 2.2; for example,
∑
αˆ∈R̂+
1
1−eαˆ
∈ Rˆ.
Note that there is a natural action of the Weyl group Ŵ in Rˆ; also note that this
algebra has a natural Z-grading given by level.
6.3 Generalized characters for affine Lie algebras
In this section, we define and study some properties of generalized characters for
affine Lie algebras. Results of this section are due to the author and P. Etingof ([E1,
EK3, EK4]); in less general situation (and different language) some of the results
were found earlier by Bernard ([Be]).
Definition 6.3.1. Let Φ : V → V ⊗U be a g˜-intertwiner, where V is a module
from the category O and U is a finite-dimensional g˜-module of level zero. Define
the corresponding generalized character χΦ by
(6.3.1) χΦ =
∑
λ̂∈P̂
eλ̂ TrV [λ̂]Φ ∈ C[P̂ ]⊗ U [0].
Remark. It is easy to see that if V is integrable then χΦ ∈ A.
As before, we can interpret generalized characters as functions of variables h ∈
h, p ∈ C by the rule
58
(6.3.2) χΦ(h, p) = TrV (Φp
−de2piih),
provided that this sum converges. In the cases we will be interested in this sum
does converge in a certain region (typically, 0 < |p| < 1); however, this requires
proof, which we will give later (see Section 8.1). For this reason, at the moment we
consider generalized characters formally, i.e. as elements of the completed group
algebra of the weight lattice.
Our next goal is to deduce some differential equations satisfied by these gener-
alized characters. Unfortunately, we can not use central elements of U gˆ for this
purpose, since there are no non-trivial central elements in U gˆ except c. However,
we can introduce the following central element in the completion of U gˆ:
(6.3.3)
Ĉ = 2(c+h∨)d+
∑
n∈Z
( ∑
α∈R+
(: eα[n]fα[−n] : + : fα[n]eα[−n] :) +
∑
: xl[n]xl[−n] :
)
,
where xl is an orthonormal basis in h with respect to ( , ) and the normal ordering
is defined by
(6.3.4) : x[n]y[m] :=
{
x[n]y[m] m ≥ n,
y[m]x[n] m < n.
This is the affine analogue of the Casimir element. Though it is an infinite sum,
it is well defined in every module from category O, and Cˆ|M
λ̂
= (λ̂, λ̂+ 2ρˆ) IdM
λ̂
.
Now we can formulate the main result of this section, which is the affine analogue
of Theorem 2.2.4. Similarly to Section 2.2, let us introduce the following differential
operators, which we consider formally, i.e. as derivations of the algebra C[P̂ ]:
(6.3.5)
∆ˆeλ̂ = (λ̂, λ̂)eλ̂,
∂αˆe
λ̂ = (αˆ, λ̂)eλ̂, αˆ ∈ hˆ∗.
If we use the notation e−δ = p and write elements of C[P̂K ] as functions of p
with coefficients from C[P ]: C[P̂K ] = e
KΛ0C[p, p−1][P ] then
(6.3.6)
∆ˆ = −2Kp
∂
∂p
+∆h,
∂α+nδ = ∂α + nK,
where ∆h is the Laplace operator in h defined in Section 2.2.
Note also that both ∆ˆ and ∂αˆ can be extended to the completions C[P̂ ] and A.
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Theorem 6.3.2. ([E1]) Let λ̂ ∈ P̂+, and let Φ : Lλ̂ → Lλ̂⊗U be a g˜-intertwiner,
where U is as in Definition 6.3.1. Denote by χΦ ∈ A ⊗ U [0] the corresponding
generalized character. Then χΦ satisfies the following differential equation:
(6.3.7)
∆ˆ− ∑
αˆ∈R̂+
eαˆfαˆ + fαˆeαˆ
(eαˆ/2 − e−αˆ/2)2
+ 2∂ρˆ − 2
∑
αˆ∈R̂+
1
1− eαˆ
∂αˆ
χΦ
= (λ̂, λ̂+ 2ρˆ)χΦ,
where we use the following convention: if α = nδ ∈ R̂+ then eαˆfαˆ + fαˆeαˆ should be
replaced by
∑
l xl[n]xl[−n], where xl is an orthonormal basis in h. Similarly, in the
second sum each root should be taken with multiplicity: for αˆ = nδ the term 1
1−eαˆ
∂αˆ
must be multiplied by r.
This equation can be rewritten in the following form: if χΦ has level K then
(6.3.8)
∆ˆ− ∑
αˆ∈R̂+
eαˆfαˆ + fαˆeαˆ
(eαˆ/2 − e−αˆ/2)2
 (δˆχΦ)
=
(
∆h − 2(K + h
∨)p
∂
∂p
−
∑
n∈Z
( ∑
α∈R+
pneα
(1− pneα)2
(fα[n]eα[−n] + eα[−n]fα[n])
+
∑
l
pn
(1− pn)2
xl[n]xl[−n]
))
(δˆχΦ)
= (λ̂+ ρˆ, λ̂+ ρˆ)δˆχΦ,
where δˆ is the affine Weyl denominator (6.2.4).
In less general form this equation has first appeared in the papers of Bernard
([Be]).
Remark. It is easy to check that the differential operators written in the right-
hand side of (6.3.7), (6.3.8) are well defined as operators in Rˆ.
Proof. The proof is analogous to the finite-dimensional case (Proposition 2.2.4).
It is based on the following identities, which can be easily proved by the same
methods as their finite-dimensional analogues (2.2.5–2.2.7):
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Tr(Φeαˆfαˆp
−de2piih) =
(
−
eαˆ
(1− eαˆ)2
eαˆfαˆ −
eαˆ
1− eαˆ
∂αˆ
)
χΦ,(6.3.9)
Tr(Φfαˆeαˆp
−de2piih) =
(
−
eαˆ
(1− eαˆ)2
fαˆeαˆ −
1
1− eαˆ
∂αˆ
)
χΦ,(6.3.10)
Tr(Φ(2cd+
∑
x2l )p
−de2piih) = ∆ˆχΦ.(6.3.11)
Since Cˆ|L
λ̂
= (λ̂, λ̂+2ρˆ) IdL
λ̂
, we have Tr(ΦCˆp−de2piih) = (λ̂, λ̂+2ρˆ)χΦ. Substi-
tuting in this formula the expression (6.3.3) for Cˆ and using identities (6.3.9–6.3.11),
we obtain the desired equation (6.3.7). Formula (6.3.8) can be deduced straight-
forwardly; it also follows from more general statement, which we will prove in the
next chapter (Theorem 7.1.2).
Example 6.3.3. Assume that U = U(z) is an evaluation representation. Then
χΦ ∈ U [0], and thus, independently of z we have xl[n]χΦ = 0, eαˆfαˆχΦ = fαˆeαˆχΦ =
eαfαχΦ. Therefore, we can rewrite (6.3.8) as follows:
(6.3.12)
(
∆h−2(K+h
∨)p
∂
∂p
−2
∑
n∈Z
α∈R+
pneα
(1− pneα)2
eαfα
)
(δˆχΦ) = (λ̂+ρˆ, λ̂+ρˆ)δˆχΦ.
Remark. In fact, both Theorem 6.3.2 and Example 6.3.3 are also true if one
replaces the integrable module L
λ̂
by Verma module M
λ̂
or any its subfactor, and
lets λ̂ be an arbitrary (not necessarily dominant) weight. The only difference is that
in this case the generalized character should be understood as an element of C[P̂ ]
rather then A.
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CHAPTER VII
AFFINE JACOBI POLYNOMIALS AND GENERALIZED CHARACTERS
In this chapter we define and study the affine analogue of Jacobi polynomials dis-
cussed in Chapter 3. This definitions is due to the author and Etingof [EK4]. (The
name “polynomials” is not quite good, since they look rather like theta-functions;
still, we use it to stress the analogy with finite-dimensional case).
We also prove that for the root system of type Aˆn−1 these polynomials, which
in this case we call affine Jack polynomials, can be obtained as ratio of generalized
characters for the affine Lie algebra ŝln.
7.1 Definition of affine Jacobi polynomials.
As before, let us fix some positive integer k. Recall that we have defined in
the previous chapter the algebra A, which is a certain completion of the group
algebra C[P̂ ], and the ring of fractions Rˆ, which is a certain completion of the ring
C[P̂ ](eαˆ − 1)−1. Recall also the Laplace operator ∆h defined in Section 2.2.
Definition 7.1.1. The Calogero-Sutherland operator for (affine) root system
R̂ is the differential operator which acts in RˆK by the following formula (all the
notations as before):
(7.1.1) Lˆk = ∆h − 2Kp
∂
∂p
− k(k − 1)
∑
α∈R+
n∈Z
pneα
(1− pneα)2
(α, α).
Remarks.
(1) It is easy to see that the sum does belong to the ring Rˆ, so Lˆk is a well
defined operator in Rˆ.
(2) This operator can be rewritten in the following form:
(7.1.2) Lˆk = ∆ˆ− k(k − 1)
∑
αˆ∈R̂+
(αˆ, αˆ)
(eαˆ/2 − e−αˆ/2)2
,
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which shows that it is a complete analogue of the operator Lk introduced in
Section 3.1. This also shows that Lˆk commutes with the action of Ŵ in Rˆ.
(3) Note that for K = 0 this operator becomes so-called elliptic Calogero-
Sutherland operator (it becomes clear if one rewrites Lˆk in terms of Weier-
strass function – see formula (8.1.6) below).
Define
(7.1.3) M̂k = δˆ
−k ◦ (Lˆk − k
2(ρˆ, ρˆ)) ◦ δˆk,
where δˆ is the affine Weyl denominator (6.2.4).
Theorem 7.1.2.
(1) M̂k is a well defined operator in Rˆ.
(2)
(7.1.4) M̂k = ∆ˆ− 2k
∑
αˆ∈R̂+
1
1− eαˆ
∂αˆ + 2k∂ρˆ.
(3) M̂k commutes with the action of Ŵ .
Proof. It will be convenient to use vector fields in hˆ, i.e. the elements of Rˆ⊗ hˆ.
If v =
∑
viλi, vi ∈ Rˆ, λi ∈ hˆ then we will denote by ∂v =
∑
vi∂λi the corresponding
differential operator. Also, for f ∈ Rˆ denote by grad f ∈ Rˆ ⊗ hˆ its gradient, which
is defined in the usual way, so that grad eλ̂ = eλ̂ · λ̂ (as before, we identify hˆ∗ and
hˆ). Then we have the following obvious formula:
∆ˆ(fg) = (∆ˆf)g + f(∆ˆg) + 2(grad f, grad g) = (∆ˆf)g + f(∆ˆg) + 2∂grad fg,
where ( , ) is the inner product of the vector fields, i.e., the inner product on hˆ
extended by Rˆ-linearity to Rˆ ⊗ hˆ (it has nothing to do with the inner product on
polynomials!). Thus,
(7.1.5) δˆ−1 ◦ ∆ˆ ◦ δˆ = ∆ˆ + 2∂v + (δˆ
−1∆ˆ(δˆ)),
where
(7.1.6) v = δˆ−1grad δˆ = ρˆ+
∑
αˆ∈R̂+
e−αˆ
1− e−αˆ
αˆ.
Note that Ŵ -antiinvariance of δˆ implies Ŵ -invariance of v. Since ∆ˆ(δˆ) = (ρˆ, ρˆ)δˆ,
which follows from the denominator identity for affine root systems, this proves that
δˆ−1∆ˆδˆ is a well defined operator in Rˆ.
It is easy to prove by induction that
δˆ−k ◦ ∆ˆ ◦ δˆk = ∆ˆ + k(ρˆ, ρˆ) + 2k∂v + k(k − 1)δˆ
−1(∂v δˆ).
Obviously, δˆ−1(∂v δˆ) = (v, v).
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Lemma 7.1.3.
(v, v) = (ρˆ, ρˆ) +
∑
αˆ∈R̂+
(αˆ, αˆ)
1
(eαˆ/2 − e−αˆ/2)2
.
Proof. Let us consider X = (v, v) − (ρˆ, ρˆ) −
∑
αˆ∈R̂+(αˆ, αˆ)
1
(eαˆ/2−e−αˆ/2)2
∈ Rˆ.
Obviously, it is Ŵ -invariant. Also, from the explicit expression for v it follows that
X has only simple poles. Consider Xδˆ. It is an element of Rˆ with no poles, thus
it is an element of A. Also, it is antiinvariant. Thus, X ∈ A. Obviously, X ∈ A0;
since X is Ŵ -invariant, Lemma 6.2.1 implies that X ∈ C((p)).
To complete the calculation, let us write the explicit expression for X ; then, let
us expand it in a series in e−αˆ, αˆ ∈ R̂+ (i.e., apply the map τ we used in Section 6.2
to define Rˆ) and keep only the terms of the form enδ in the expansion. This gives:
X = 2
(
rh∨ −
∑
α∈R+
(α, α)
) ∞∑
n=1
npn
1− pn
,
where r is the rank of g. On the other hand, for any simple Lie algebra g we have∑
α∈R+
(α, α) = rh∨.
The simplest way to prove it is to consider the action of the Casimir element
C ∈ Ug in the adjoint representation. On one hand, C|g = 2h
∨ Idg, and thus
Tr |hC = 2rh
∨. On the other hand, it is easy to deduce from the formula C =∑
α∈R+ eαfα + fαeα +
∑
x2l that Trh C = 2
∑
α∈R+(α, α). Thus, X = 0.
This lemma together with previous results immediately implies statements 1 and
2 of the theorem. Statement 3 follows from Ŵ -invariance of the operator Lk. 
Note that Theorem 7.1.2 is a complete analogue of Proposition 3.1.1.
Remarks.
(1) This technique is borrowed from [Ma].
(2) In the simply-laced case the identity
∑
(α, α) = rh∨ becomes dim g = r(h+
1), where h is the Coxeter number for g. This latter identity is well known
and has a beautiful interpretation in terms of the Coxeter automorphism
(see [Kos]).
Theorem 7.1.4. M̂ preserves the algebra of Ŵ - invariant polynomials: M̂AŴK ⊂
AŴK . Moreover, in the basis of orbitsums its action is triangular:
(7.1.7) M̂mλ̂ = (λ̂, λ̂+ 2kρˆ)mλ̂ +
∑
µˆ<λ̂
µˆ∈Pˆ+K
cλ̂µˆmµˆ.
Proof. Proof is based on the following lemma:
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Lemma. Let f ∈ AŴ , f = eλ̂ + lower terms, αˆ ∈ R̂+. Then 1
1−eαˆ
∂αˆf is a
well-defined element of A with highest term −(λ̂, αˆ)eλ̂−αˆ.
Proof of the Lemma. The proof is based on the fact that due to Ŵ -invariance,
f contains terms eµˆ and eµˆ−〈µˆ,αˆ
∨〉αˆ with equal coefficients, and on explicit calcula-
tion.
Now the statement of the theorem follows from the explicit formula (7.1.4) for
Mk. 
Our main objective will be the study of the eigenfunctions of action of this
operator in AŴ , which we will call affine Jacobi polynomials. More precisely, let
us consider the action of M̂ in the linear space spanned by mµˆ with µˆ ≤ λ̂. This
space is not finite-dimensional; however, one can still check that M̂ has a unique
eigenvector with eigenvalue (λ̂, λ̂ + 2kρˆ) in this space (this is based on the affine
analogue of Lemma 3.1.3, and on some standard arguments on convergence). Thus,
we adopt the following definition:
Definition 7.1.5. Affine Jacobi polynomials Jˆ
λ̂
, λ̂ ∈ P̂+ are the elements of
AŴ defined by the following conditions:
(1) Jˆ
λ̂
= m
λ̂
+
∑ˆ
µ<λ̂
c
λ̂µˆ
mµˆ.
(2) M̂kJˆλ̂ = (λ̂, λ̂+ 2kρˆ)Jˆλ̂.
As was said above, these conditions determine Jˆλ̂ uniquely. Note that if µˆ =
λ̂+ nδ then Jˆµˆ = p
−nJˆ
λ̂
. Thus, it suffices to consider only the polynomials J
λ̂
for
λ̂ = λ+KΛ0, λ ∈ P
+
K .
Examples.
(1) Let k = 0; then Jˆλ̂ = mλ̂.
(2) Let k = 1; then Jˆ
λ̂
= chL
λ̂
.
Theorem 7.1.6. For every K ∈ Z+, affine Jacobi polynomials {Jˆλ+KΛ0}λ∈P+K
form a basis over C((p)) in AŴK .
Proof. It follows from the fact that the orbitsums form a basis of AŴK (The-
orem 6.2.2) and the following elementary lemma the proof of which is left to the
reader:
Lemma 7.1.7. Fix K ∈ Z+. Let A = {aλ̂µˆ}λ̂,µˆ∈P̂+K
be a matrix with complex
entries satisfying the following conditions:
(1) aλ̂µˆ = 0 unless µˆ ≤ λ̂.
(2) aλ̂λ̂ = 1.
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Then this matrix has an inverse: there exists a unique matrix B = {bλ̂µˆ} satis-
fying the same conditions such that AB = δλ̂µˆ.
7.2 Affine Jack polynomials as generalized characters
In this section we consider affine Jacobi polynomials (see Definition 7.1.5) for the
root system Aˆn−1, which we call affine Jack polynomials, and show that they can
be obtained from the generalized characters for the Lie algebra ŝln. In this section,
we only consider gˆ = ŝln.
As before, we fix a positive integer k. As in Section 3.1, let U be the finite-
dimensional irreducible representation of sln with highest weight n(k−1)ω1. Recall
that U [0] is one dimensional, and we have fixed an element u0 ∈ U [0], thus identi-
fying U [0] ≃ C : u0 7→ 1. Let U(z) be the corresponding evaluation representation
of s˜ln.
Proposition 7.2.1. Let µ ∈ P̂+. A non-zero intertwiner
Φ:Lµˆ → L̂µˆ ⊗ U(z)
exists iff µˆ = (k − 1)ρˆ+ λ̂, λ̂ ∈ P̂+; if it exists, it is unique up to a scalar. We will
denote such an intertwiner by Φλ̂.
Proof. The proof is based on Lemma 6.1.3.
Let us consider the corresponding generalized characters
(7.2.1) ϕ
λ̂
= χΦ
λ̂
, λ̂ ∈ P̂+.
They take values in U [0], which is one-dimensional, and thus can be considered
as scalar-valued so that
ϕ
λ̂
= eλ̂+(k−1)ρˆ + lower order terms.
Proposition 7.2.2. For every αˆ ∈ R̂+, ϕλ̂ is divisible by (1−e
αˆ)k−1 (divisibility
is to be understood in the algebra A).
Proof. This statement is trivially true for αˆ = nδ, since (1− p−n) is invertible
in C((p)). Therefore, we can assume that αˆ = α + nδ, α ∈ R, in which case we
can repeat the arguments used in finite-dimensional situation (see proof of Propo-
sition 4.2.2). Let us consider the traces of the form
(7.2.2) ϕF
λ̂
=
∑
µˆ∈P̂
eµˆ Tr |L
λ̂
[µˆ](Φλ̂F ),
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where F is an arbitrary element of U ŝln. Let us take F = f
k−1
αˆ . Then, using the
intertwining property of Φ
λ̂
and the identity ∆(fαˆ) = fαˆ⊗ 1+1⊗ fαˆ, we can prove
by induction that
ϕF
λ̂
=
fk−1αˆ ϕλ̂
(1− e−αˆ)k−1
.
Since U [0], U [−(k− 1)α] are one-dimensional, we can identify both of them with
C; then fk−1αˆ :U [0] → U [−(k − 1)α] becomes a non-zero constant. On the other
hand, it is easy to see that ϕF
λ̂
∈ A, which proves the proposition. 
Theorem 7.2.3. Let ϕλ̂ be the generalized character for ŝln, defined by (7.2.1).
Then
(7.2.3) ϕ0 = δˆ
k−1,
where δˆ is the affine Weyl denominator (6.2.4).
Proof. Let us consider the ratio f = ϕ0/δˆ
k−1. It follows from Proposition 7.2.2
that f ∈ A. It has level zero and highest term 1. Moreover, similar arguments
show that if we twist the order on P̂ by the action of the Weyl group: λ̂ ≥w µˆ if
λ̂− µˆ ∈ w(Qˆ+), w ∈ Ŵ then the highest term of f with respect to any such twisted
ordering is still 1. This is only possible if f ∈ C((p)). To complete the proof,
we have to use the differential equation for the characters. Indeed, Example 6.3.3
implies that ϕλ̂ satisfies the following equation:
Lˆ(ϕλ̂δˆ) = (λ̂+ kρˆ, λ̂+ kρˆ)(ϕλ̂δˆ),
since eαfα|U[0] = k(k − 1) IdU[0].
Substituting in this equation ϕ0 = f(p)δˆ
k−1, we see that f satisfies M̂f = 0.
Using formula (7.1.4) for M̂ we get 2kh∨p ∂
∂p
f = 0, which is possible only if f is a
constant. Comparing the highest terms of ϕ0 and δˆ
k−1, we get the statement of the
theorem. 
Now we can prove the main theorem of this section:
Theorem 7.2.4. Let ϕ
λ̂
, λ̂ ∈ P̂+ be the generalized character for ŝln defined by
formula (7.2.1), and let Jˆ
λ̂
be Jack (Jacobi) polynomial for the root system Aˆn−1.
Then
ϕ
λ̂
ϕ0
= Jˆ
λ̂
.
Proof. The proof is again quite similar to the finite-dimensional case (The-
orem 3.2.3). First, we prove that ϕλ̂/ϕ0 ∈ A
Ŵ . Consider the module L =
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Lλ̂ ⊗ L(k−1)ρˆ. This module is unitary (since both factors are unitary); thus, it
is completely reducible and can be decomposed in a direct sum of the modules Lµˆ:
L = L
(k−1)ρˆ+λ̂
+
∑
µˆ∈P̂+
µˆ<λ̂+(k−1)ρˆ
NµˆLµˆ.
This sum is, of course, infinite; however, all multiplicities Nµˆ are finite. In
particular, this implies that the character of this module belongs to the algebra AŴ
(that is, Ŵ -invariants of completed group algebra of P̂ ), so in a certain sense this
sum converges.
Let us construct an intertwiner Ψ:L→ L⊗U(z) as Ψ = IdL
λ̂
⊗Φ0. Consider the
corresponding generalized character χΨ. Then it follows from the decomposition of
L that
χΨ = ϕλ̂ +
∑
µˆ∈P̂+
µˆ<λ̂
aλ̂µˆϕµˆ.
On the other hand, χΨ = ϕ0 chLλ̂. Dividing both sides by ϕ0 we get
chLλ̂ =
∑
µˆ∈P̂+
aλ̂µˆ
ϕµˆ
ϕ0
,
where aλ̂µˆ 6= 0 only if µˆ ≤ λ̂, and aλ̂λ̂ = 1. It follows from Lemma 7.1.7 that we
can invert this matrix, writing
ϕ
λ̂
ϕ0
=
∑
µˆ∈P̂+
b
λ̂µˆ
chLµˆ,
and the coefficients b
λ̂µˆ
satisfy the same conditions as a
λ̂µˆ
. Thus, ϕ
λ̂
/ϕ0 ∈ A
Ŵ and
has highest term eλ̂.
We have proved that ϕλ̂/ϕ0 satisfies the first condition in the definition of Jack
polynomials. Now, using the differential equation for generalized characters (Ex-
ample 6.3.3) along with the fact that eαfα|U[0] = k(k − 1) IdU[0], we get
Lˆ(ϕλ̂δˆ) = (λ̂+ kρˆ, λ̂+ kρˆ)(ϕλ̂δˆ).
Since ϕ0 = δˆ
k−1 we can rewrite this as follows:
Lˆ
(
ϕ
λ̂
ϕ0
δˆk
)
= (λ̂+ kρˆ, λ̂+ kρˆ)
(
ϕ
λ̂
ϕ0
δˆk
)
,
which is precisely the definition of affine Jack’s polynomials. 
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CHAPTER VIII
MODULAR PROPERTIES OF AFFINE JACOBI POLYNOMIALS
In this chapter we consider the affine Jacobi polynomials defined in the previous
chapter from the analytical point of view. We prove that they define an analytic
function in a certain domain, show their connection with theta-functions and study
their modular properties, following the paper [EK4].
All the constructions of this section are valid for arbitrary Lie algebra g.
8.1 Functional interpretation of C[P̂ ].
So far, we have considered elements of C[P̂ ] and its various completions and
extensions formally. In this section we discuss the analytic approach.
Let us define the following domain
(8.1.1) Y = h× C×H,
where H is the upper half-plane: H = {τ ∈ C| Im τ > 0}. Then every element
eλ̂ ∈ C[P̂ ] can be considered as a function on Y as follows: if λ̂ = λ + aδ + KΛ0
then put
(8.1.2) eλ̂(h, u, τ) = e2pii[〈λ,h〉+Ku−aτ ].
Note that this in particular implies that p = e−δ is given by
(8.1.3) p = e2piiτ .
It is easy to see that if f ∈ C[P̂ ] then f(h, u, τ + 1) = f(h, u, τ), so we can
as well consider f as a function of h, u, p, where p ∈ C is such that 0 < |p| < 1
(the reason for this choice of possible values for p will be clear later). Note that
f ∈ C[P̂K ] ⇐⇒ f(h, u, τ) = e
2piiKuf(h, 0, τ); in this case we say that f is a
function of level K.
Of course, we can’t extend this rule to the completion A. However, it turns out
that we can extend it to certain elements of A.
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Definition 8.1.1. Let f =
∑
a
λ̂
eλ̂ ∈ C[P̂ ], and let U ⊂ Y . We say that f is an
analytic function on U (or that f converges on U) if this sum, considered as a sum
of functions on Y by the above rule absolutely converges in U , and this convergence
is uniform on compact subsets in U . Similarly, if f ∈ Rˆ then we say that f is
an analytic function on U if τ(f) converges on U , where τ : Rˆ → C[P̂ ] is the
homomorphism obtained by expanding each (1−eαˆ)−1 = 1+eαˆ+e2αˆ+ . . . , αˆ ∈ R̂−
(see the definition of Rˆ in Section 6.2).
The following theorem is well known (see, for example, [Ka1, Chapters 11,13])
Theorem 8.1.2.
(1) For every λ̂ ∈ P̂+, the orbitsum mλ̂ defined by (6.2.3) is an analytic function
on Y .
(2) The affine Weyl denominator δˆ defined by (6.2.4) is an analytic function in
Y , and
(8.1.4) δˆ(h, u, τ) = e2piih
∨ui|R
+|p−
dim g
24 η(p)r−|R
+|
∏
α∈R+
θ1(〈α, h〉),
where the theta (θ1) and eta (η) functions are defined in the Appendix.
It is easy to rewrite the definition of Ŵ -invariance in analytic terms. Indeed, de-
fine the action of the affineWeyl group Ŵ on Y so that ewλ̂(h, u, τ) = eλ̂(w−1(h, u, τ)).
One easily checks that when restricted to the finite Weyl group W this action co-
incides with the usual action of W on h (leaving u, τ invariant), and the action of
α∨ ∈ Q∨ is given by
α∨(h, u, τ) = (h− α∨τ, u+
1
2
(α∨, α∨)τ − 〈α∨, h〉, τ).
This immediately implies the following proposition:
Theorem 8.1.3. Let f ∈ AK be such that it converges in Y . Define f˜(h, τ) =
e−2piiKuf(h, u, τ). Let us consider the ring AQ
∨
of elements from A invariant with
respect to the action of Q∨ ⊂ Ŵ . Then f ∈ AQ
∨
iff f˜ satisfies the following
conditions: for every α∨ ∈ Q∨,
(8.1.5)
f˜(h+ α∨, τ) = f˜(h, τ),
f˜(h+ α∨τ, τ) = e−2piiK(
1
2 (α
∨,α∨)τ+〈α∨,h〉)f˜(h, τ),
and f ∈ AŴ iff f˜ satisfies (8.1.5) and is W -invariant.
Functions on h × H satisfying (8.1.5) are usually called theta-functions of level
K; thus we see that AŴ is the formal analogue of the ring of W -symmetric theta-
functions (cf. [Lo]).
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Finally, let us consider the questions of convergence of affine Jacobi polynomials
and generalized characters. Recall (see Section 2.2) that we have introduced the
differential operators ∂x, x ∈ h and ∆h acting in functions on h so that
∂xe
2pii〈α,h〉 = 〈α, x〉e2pii〈α,h〉,
∆he
2pii〈α,h〉 = (α, α)e2pii〈α,h〉.
If we choose an orthonormal basis xl, l = 1, . . . , r in h and denote by cl the
corresponding coordinates in h: h =
∑
clxl, cl ∈ C then these operators can be
rewritten as follows:
(8.1.6)
∂xl =
1
2πi
∂
∂cl
∆h = −
1
4π2
∑ ∂2
∂c2l
.
Now we can write the differential operators Lˆ, M̂ defined in Section 7.1 as usual
differential operators in Y with analytic coefficients:
Proposition 8.1.4. The coefficients of the differential operators Lˆ, M̂ defined
by (7.1.1), (7.1.5) respectively are analytic functions in the region
{
0 < Im 〈α, h〉 <
Im τ for all α ∈ R+
}
, and in this region the following formulas hold: if we consider
them as operators acting on functions of level K then
(8.1.7)
Lˆk = ∆h − 2Kp
∂
∂p
+
k(k − 1)
4π2
∑
α∈R+
(℘(〈α, h〉) + c(τ)),
M̂ = ∆h − 2(K + kh
∨)p
∂
∂p
− 2k
∑
α∈R+
σ(〈α, h〉)∂α
−2kK
∑
n≥1
(
r
1
1− p−n
n+
∑
α∈R
1
1− p−neα
n
)
,
where the functions θ1(x), ℘(x), σ(x) are the usual theta-function, Weierstrass p-
function and sigma-function, respectively (see Appendix ), and the constant c(τ) is
defined in the Appendix (formula A4).
Proof. Explicit calculation.
Theorem 8.1.5. For every λ̂ ∈ P̂+, the affine Jacobi polynomial Jˆ
λ̂
converges
in Y .
Proof. Assume λ̂ ∈ P̂K . Due to Theorem 6.2.2, we can write Jˆλ̂ as linear
combination of orbitsums: Jˆλ̂ =
∑
λ∈P+K
fλ(p)mλ+KΛ0 for some fλ ∈ C((p)). Let
us substitute this in the defining equation
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M̂Jˆλ̂ = (λ̂, λ̂+ 2kρˆ)Jˆλ̂.
Since ∆ˆ(mλ̂) = (λ̂, λ̂)mλ̂, it is easy to deduce that fλ(p) satisfy the following
system of first-order differential equations:
−2(K + kh∨)p
∂
∂p
fλ =
∑
µ∈P+K
fµaµλ,
where the coefficients aλµ ∈ C((p)) are defined by
M̂mλ+KΛ0 =
∑
µ∈P+K
aλµmµ+KΛ0 .
It follows from Proposition 8.1.4 that M̂mλ+KΛ0 converges in the region 0 <
Im 〈α, h〉 < Im τ ; this is only possible if each aλµ converges in 0 < |p| < 1. It is
well known that this implies that fλ(p) absolutely converges in the same region.
Since m
λ̂
converges in Y (Theorem 8.1.2), we get the statement of the theorem. 
Corollary 8.1.6. For g = sln, the generalized characters ϕλ̂ defined by (6.2.1),
converge in Y .
In fact, it is a general result, which we prove later (see Chapter 9): if L is an
integrable module over gˆ, U – finite-dimensional representation of g, and Φ : L →
L⊗ U(z) is the g˜-intertwiner then χΦ converges in Y .
8.2 Normalized characters and modular invariance
In this section we study modular properties of affine Jacobi polynomials, con-
sidered – in accordance with the previous section – as functions on h× C×H (see
8.1.1). In this section we fix level K ∈ Z+ and assume that κ = K + kh
∨ 6= 0,
thus excluding the trivial case K = k = 0. Then f ∈ AŴK can be written as
f(h, u, τ) = e2piiKuf(h, 0, τ). For this reason, we can consider f as function of only
h, τ without losing information.
To make our functions modular invariant we need to introduce some factors of
the form pt, t ∈ Q. Thus, we need to consider slightly more general setting than in
the previous sections. Namely, instead of the weight lattice P̂ we consider a bigger
abelian group P̂ ′ = P ⊕Cδ⊕ZΛ0. Also, we can consider the algebra A
′ formed by
finite sums of the form
∑
paifi, ai ∈ C, fi ∈ A, and the subalgebra of Ŵ -invariants
in A′ in a manner quite similar to that of the previous section. All the results of
Chapter 6 hold with obvious changes. Again, we can consider elements of A′ as
functions of h, τ , repeating all the arguments of Section 8.1; the only difference
is that elements of A′ define multivalued functions of p; of course, this ambiguity
vanishes if we consider them as functions of τ .
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Define the normalized analogues of ρˆ and δˆ as follows:
(8.2.1)
ρˆ′ = ρˆ−
(ρ, ρ)
2h∨
δ = ρ−
(ρ, ρ)
2h∨
δ + h∨Λ0,
δˆ′ = eρˆ
′
∏
αˆ∈R̂+
(1− e−αˆ).
This renormalization is chosen so that ∆ˆδˆ′ = 0; another reason for this renormaliza-
tion is that so defined δˆ′ possesses nice modular properties. Indeed, if we consider
δˆ′ as a function then (8.1.4) implies
(8.2.2) δˆ′(h, u, τ) = e2piih
∨ui|R
+|η(p)r−|R
+|
∏
α∈R+
θ1(〈α, h〉),
since it is known that
(ρ, ρ)
2h∨
=
dim g
24
(“strange formula” of Freudenthal–de Vries, see [Ka1, Chapter 12]).
Now, let us define the renormalized operator
(8.2.3) M̂ ′ = δˆ′−kLˆδˆ′k = M̂ −
Kk(ρ, ρ)
h∨
.
It is easy to see that the definition of affine Jacobi polynomials Jˆλ̂ which was given
for λ̂ ∈ P̂+ can be easily extended to λ̂ = λ+KΛ0 + aδ ∈ P̂
′, K ∈ Z+, λ ∈ P
+
K , a–
arbitrary. In particular, the following choice of a is of special interest for us:
Definition 8.2.1. Let K ∈ Z+, λ ∈ P
+
K . Define the normalized affine Jacobi
polynomial Jλ,K by
Jλ,K = Jˆλ+αδ+KΛ0 ,
where
(8.2.4) a =
k(ρ, ρ)
2h∨
−
(λ+ kρ, λ+ kρ)
2(K + kh∨)
.
Note that for k = 1 they are precisely the (usual) characters of integrable highest-
weight modules, and the normalization coincides with that in [Ka1, Chapter 13].
Note that in the case g = sln it follows from Theorem 7.2.4 that these polynomials
can be defined as follows:
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(8.2.5) Jλ,K(h, τ) =
1
δˆ′k−1
TrL
λk,K′
(
Φp−d−
c
24 e2piih
)
,
where, as before, λk = λ + (k − 1)ρ,K ′ = K + (k − 1)h∨, Lλk,K′ = Lλk+K′Λ0+aδ,
where
a = −
(λk, λk + 2ρ)
2(K ′ + h∨)
,
and c is the central charge for the action of Virasoro algebra in Lλk,K′ : c =
K′dim g
K′+h∨
(see [Ka1]). This form is quite usual in the conformal field theory (WZW model on
the torus).
It follows from the definition of affine Jacobi polynomials (see Definition 7.1.5)
that the normalized affine Jacobi polynomials satisfy the following differential equa-
tion:
(8.2.6) M̂ ′Jλ,K = 0.
Theorem 8.2.2. The space of solutions of the equation M̂ ′f = 0 in A′ŴK is
finite-dimensional, and the basis over C in the space of solutions is given by the
normalized affine Jacobi polynomials Jλ,K .
Proof. Let f ∈ A′ŴK be such that M̂
′f = 0. Due to Theorem 7.1.6, we can
write f =
∑
λ∈P+K
fλ(p)Jλ,K . Substituting it in M̂
′f = 0, we get p ∂∂pfλ = 0, which
proves the theorem. 
It follows from Theorem 8.1.5 that Jλ,K converges on h × H. Thus, we can
formulate the analytic version of the theorem above:
Theorem 8.2.3. For any K ∈ Z+, the normalized affine Jacobi polynomials
{Jλ,K}λ∈P+K
form a basis over C of solutions of the equation M̂ ′f = 0 in the space
of W -symmetric theta-functions of level K (see conditions (8.1.5)).
Now let us recall some facts about the modular group and its action. Recall that
the modular group Γ = SL2(Z) is generated by the elements
S =
(
0 −1
1 0
)
, T =
(
1 1
0 1
)
satisfying the defining relations (ST )3 = S2, S2T = TS2, S4 = 1. This group acts
in a natural way on Y as follows:
(8.2.7)
(
a b
c d
)
(h, u, τ) =
(
h
cτ + d
, u−
c(h, h)
2(cτ + d)
,
aτ + b
cτ + d
)
.
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In particular,
T (h, u, τ) = (h, u, τ + 1),
S(h, u, τ) =
(
h
τ
, u−
(h, h)
2τ
,−
1
τ
)
.
Also, for any j ∈ C we will define a right action of Γ on functions on Y as follows:
if α =
(
a b
c d
)
then let
(f [α]j)(h, u, τ) = (cτ + d)
−jf(α(h, u, τ)).
In fact, this is a projective action, which is related to the ambiguity in the choice
of (cτ + d)−j for non-integer j; to make it a true action one must consider a central
extension of SL2(Z); we are not going into details here, only mentioning that the
corresponding cocycle takes values in the unit circle in C. We will call this action
“an action of weight j”. This action obviously commutes with the action of W .
Moreover, it is well known (and is easy to check) that for every K ∈ Z+, this action
preserves the space of theta-functions of level K.
Our main goal will be to find the behavior of the (normalized) affine Jacobi
polynomials under modular transformations. The first result in this direction is
Theorem 8.2.4. Fix κ ∈ N. Then the space of all solutions of the equation
Lˆf = 0 in the space of functions of level κ on Y (i.e., functions f satisfying
f(h, u, τ) = e2piiκuf(h, 0, τ) ) is invariant under the action of Γ of weight j =
r
2
(
1 + k(k−1)h
∨
κ
)
.
Proof. It is easy to see that the operator Lˆ is invariant under the action of
T ∈ Γ. Thus, to prove the theorem, it suffices to prove the following formula:
Lˆ(f [S]j) = τ
−2((Lˆg)[S]j)−
1
2πiτ
(κ(r − 2j) + k(k − 1)rh∨)f [S]j.
This is based on formula (8.1.7) for Lˆ, which we rewrite in the following form:
Lˆk = ∆h − 2κp
∂
∂p
− k(k − 1)
∑
α∈R+
(α, α)ϕ(〈α, h〉, τ),
where
ϕ(x, τ) =
∑
n∈Z
pne2piix
(1− pne2piix)2
=
1
4π2
∂2x log θ1(x)
= −
1
4π2
℘(x) + c(τ) for some constant c(τ).
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(see formula (A4) in the Appendix).
Using modular properties of the theta-function (see, for example, [Mu]), we can
show that ϕ(x
τ
,− 1
τ
) = τ2ϕ(x, τ) + i
2pi
τ .
Also, it is not too difficult to check that
∆ˆ (f [S]j) = τ
−2((∆ˆf)[S]j)−
κ
2πiτ
(r − 2j)(f [S]j),
using the expression for ∆ˆ given in Section 8.1
Since
∑
α∈R+(α, α) = rh
∨ (see proof of Lemma 7.1.3), we get the desired for-
mula. 
Corollary 8.2.5. The space of solutions of the equation M̂ ′f = 0, where f is
a theta-function of level K, is invariant under the action of modular group with the
weight j = − K(k−1)r2(K+kh∨) .
Proof. First recall that the space of W -invariant theta-functions of level K
is preserved by this action. Now the statement of the theorem follows from the
previous theorem and the following well known fact (see [Ka1, Chapter 13]):
δˆ′[α]r/2 = l(α)δˆ
′,
for some function (not a character) l : Γ→ C× such that l24 = 1.
Since we know that the basis of W -invariant solutions is given by the normalized
affine Jacobi polynomials, we can rewrite Corollary 8.2.5 in the following form:
Theorem 8.2.6. Let K ∈ Z+. Denote
(8.2.8) VK =
⊕
λ∈P+K
CJλ,K .
We consider elements of VK as functions on Y . Then VK is preserved by the ac-
tion of Γ with weight j = − K(k−1)r
2(K+kh∨)
. In particular, this means that VK is naturally
endowed with a structure of a projective representation of Γ, and the corresponding
cocycle takes values in the unit circle S1 = {z ∈ C||z| = 1}.
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CHAPTER IX
CORRELATION FUNCTIONS ON THE TORUS
AND ELLIPTIC KZ EQUATIONS
In this chapter we consider generalized characters for affine Lie algebras with
values in a tensor product of evaluation representations. These characters have
appeared in the (twisted) Wess-Zumino-Witten (WZW) model of conformal field
theory as correlation functions on the torus, and the differential equation for the
generalized characters deduced in Chapter 6 can be interpreted as describing their
dependence on the modular parameter τ of the torus. It turns out that their depen-
dence on the parameters zi of evaluation representations can also be described by
a simple differential equation, which was first derived by Bernard ([Be]). We derive
rigorously these equations and study their monodromies, which has not been done
before. We call them elliptic Knizhnik-Zamolodchikov (KZ) equations, the reason
being that in the limit τ → i∞ these generalized characters become the usual cor-
relation functions on the sphere, i.e. certain matrix coefficients of product of inter-
twining operators, and the equations reduce to well known Knizhnik-Zamolodchikov
equations (see [KZ, TK, FR]).
9.1 Intertwiners and currents
In this section we briefly review the facts about intertwining operators, commu-
tation relations and (usual) KZ equation we are going to use. We refer the reader
to [TK, FR] for the proofs. We keep all the notations of Chapters 6,7. Recall that
we have defined for every λ̂ ∈ hˆ∗ Verma module Mλ̂ and irreducible highest-weight
module L
λ̂
. In this chapter we always assume that we have fixed level K so that
we only consider weights of the form λ̂ = λ+ aδ +KΛ0. Moreover, we will always
assume that λ,K satisfy the following condition:
(9.1.1) λ ∈ P+, K /∈ Q.
This condition ensures that Lλ̂ is equal to the module over gˆ obtained by induc-
tion from the module Lλ over g. Note that this condition implies that K + h
∨ 6= 0.
We discuss possible generalizations later.
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It is known that the structure of the module Lλ+aδ+KΛ0 does not depend on the
choice of a. It will be convenient for us to fix a as follows: we let a = −∆(λ), where
(9.1.2) ∆(λ) =
(λ, λ+ 2ρ)
2(K + h∨)
.
We denote the corresponding irreducible module by Lλ,K and Verma module by
Mλ,K . The reason for such a choice is that in this case the action of d can be written
in terms of action of g˜ as follows (see [Ka1]):
(9.1.3)
d = −
1
2(K + h∨)
∑
n∈Z
( ∑
α∈R+
(: eα[n]fα[−n] : + : fα[n]eα[−n] :) +
∑
: xl[n]xl[−n] :
)
,
(compare with (6.3.3)), where normal ordered product is defined by (6.3.4).
Also, we have defined evaluation representations V (z). It will be convenient to
change this definition, considering z as a formal variable rather than a complex
number, as follows:
Definition 9.1.1. Let V be a module over g. The evaluation module V (z)
is the representation of gˆ in the space V ⊗ z−∆C[z, z−1], where ∆ is an arbitrary
complex number, with the action defined as follows:
(9.1.4)
πV (z)(x[n]) = z
nπV (x),
πV (z)(c) = 0, πV (z)(d) = z
d
dz
.
Note that so defined evaluation representations are indeed modules over the full
affine Lie algebra gˆ, not only g˜, and they have weight decomposition: V (z) =⊕
λ̂∈hˆ∗
V (z)[λ̂] if V has a weight decomposition as g-module.
We will be interested in the intertwining operators of the form
(9.1.5) Φ : Lλ,K → Lν,K⊗ˆLµ(z).
where the completed tensor product is defined as follows: if V,W are gˆ-modules
then
(9.1.6)
(V ⊗ˆW )[λ̂] =
{∑
ai ⊗ bi, ai ∈ V [λ̂i], bi ∈W [λ̂
′
i]
∣∣∣∣ λ̂i + λ̂′i = λ̂, (λ̂i, ρˆ)→ −∞}.
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Lemma 9.1.2.
(1) Let Φ be a g˜ intertwining operator of the form (9.1.5). Then it can be
uniquely written in the form
(9.1.7) Φ =
∑
n∈Z
Φ[n]z−n−∆,
where ∆ is the complex number used in the definition of evaluation repre-
sentation, and Φ[n] are g-intertwiners Lλ,K → Lν,K ⊗ Lµ such that
Φ[0](Lλ) ⊂ Lν ⊗ Lµ,
where Lλ is the g-submodule in Lλ,K generated by the highest-weight vector,
and similarly for ν.
(2) The map Φ 7→ Φ[0] establishes isomorphism between the space of g˜ (not
gˆ!) intertwiners of the form (9.1.5) and the space of g-intertwiners Lλ →
Lν ⊗ Lµ.
(3) A g˜-intertwiner Φ defined above is a gˆ intertwiner iff ∆ = ∆(λ) − ∆(ν),
where ∆(λ) is defined by (9.1.2).
From now on, whenever we consider an intertwining operator of the form (9.1.5)
we assume that ∆ is chosen to be ∆(λ) − ∆(ν), so that Φ is a gˆ-intertwiner. We
will treat Φ as a formal power series in z. Note that the condition that Φ commutes
with the action of d can be rewritten as follows:
(9.1.8) Φd− (d⊗ 1)Φ = z
d
dz
Φ.
We introduce the following series, quite usual in physical literature. Let x ∈ g
be a homogeneous element with respect to the root decomposition, and let z be a
formal variable. Define
(9.1.9) J˜x(z) =
∑
n∈Z
x[n]z−n.
Similarly, we define
(9.1.10)
J˜+x (z) =
∑
n<0
x[n]z−n +

0, x ∈ n+,
1
2x, x ∈ h,
x, x ∈ n−,
J˜−x (z) = −
∑
n>0
x[n]z−n −

0, x ∈ n−,
1
2
x, x ∈ h,
x, x ∈ n+.
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Thus, J˜x(z) = J˜
+
x (z)− J˜
−
x (z). We extend these definitions from homogeneous x
to arbitrary x ∈ g by linearity. We consider J˜(z) as a series in z with coefficients
from U gˆ; similar agreement will be applied to other series we introduce.
Usually in the literature a slightly different form of these currents and polarization
is used, namely:
Jx(z) =
∑
x[n]z−n−1 = J+x (z) − J
−
x (z),
J+x (z) =
∑
n<0
x[n]z−n−1.
It is easy to express J˜ in terms of J and vice versa; however, the form we use will
be more convenient in our calculations.
Note that for every gˆ-module V from category O, J˜±x (z) can be considered as an
operator V → V ⊗C[z, z−1], where V is the completion defined similarly to (9.1.6).
Moreover, J˜−x (z) is in fact a well-defined operator V → V ⊗ C[z, z
−1].
We can rewrite the definition of intertwining operator in terms of commutation
relations with currents as follows. Let Φ(z) be an intertwiner of the form (9.1.5),
and u ∈ L∗µ. Define Φu(z) : Lλ,K → Lν,K by Φu(z)v = 〈Φ(z)v, u〉. Then the
definition of intertwiner operator takes the form
(9.1.11) [x[n],Φu(z)] = z
nΦxu(z),
where xu denotes the usual action of x ∈ g in the dual representation L∗µ. Note
that
Φxu(z) = −〈(1⊗ x)Φ(z), u〉.
Lemma 9.1.3. Let Φ be a gˆ-intertwining operator of the form (9.1.5). Then we
have the following identities of power series in z, w:
(9.1.12) [J˜±x (w),Φu(z)] =

w
z−w
Φxu(z), x ∈ n
+,
1
2
z+w
z−wΦxu(z), x ∈ h,
z
z−wΦxu(z), x ∈ n
−.
Here by definition, we let
(9.1.13)
1
z − w
= z−1
∑
n≥0
(
w
z
)n
in the formula involving J˜+ and
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(9.1.14)
1
z − w
= −w−1
∑
n≥0
(
z
w
)n
in the formula involving J˜−.
Often we will write 1
z−w
, |z| > |w| for the expansion (9.1.13), meaning by this
that we are expanding in positive powers of w/z; similarly, we write 1z−w , |w| > |z|
for (9.1.14).
The proof is straightforward use of (9.1.11) and can be found, for example, in
[FR].
Theorem 9.1.4. ([FR]) In the notations of Lemma 9.1.3, we have
(9.1.15) (K + h∨)z
d
dz
Φu(z) =
∑
a
...J˜a(z)Φau(z)
...+ Φhρu(z),
where a runs over an orthonormal basis in g, and
(9.1.16)
...J˜a(z)Φau(z)
... = J˜+a (z)Φau(z)− Φau(z)J˜
−
a (z).
Proof. The simplest way to prove it is to substitute in the commutation relation
(9.1.8) between d and Φu the expression (9.1.3) for d. After some trivial though
boring computations, we get the desired formula (9.1.15).
9.2 The correlation functions on the torus and elliptic KZ equations.
In this section we define the correlation function on the torus. We keep all
notations and conventions of the previous sections. Let Lλi,K , i = 0 . . . n be a
collection of irreducible highest-weight modules such that λ0 = λn = λ, and let
Φi(zi) : Lλi,K → Lλi−1,K⊗Lµi(zi) be intertwining operators. Then we can consider
the following “correlation function on the torus”:
(9.2.1) χλ,K(z1 . . . zn, p, h) = Tr |Lλ,K
(
Φ1(z1) . . .Φ
n(zn)p
−de2piih
)
,
where h ∈ h. This is nothing but the generalized character χΨ, where
(9.2.2)
Ψ = Φ1(z1) . . .Φ
n(zn) : Lλ,K → Lλ,K ⊗ V,
V = Lµ1 ⊗ . . .⊗ Lµn .
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So far, we consider χ as a formal series in p, zi with values in the finite-dimensional
space V ; in fact, it follows from weight considerations that χ takes values in the
zero-weight subspace V [0]. Later we will study the questions of its convergence.
Note also that since Ψ commutes with d we have∑
i
zi
∂
∂zi
χ = 0,
thus χ only depends on the ratios zi/zj . We will write πi(x) for action of x ∈ g in
the i-th factor Lµi in the product V = Lµ1 ⊗ . . .⊗ Lµn .
These functions are the main objects of study in this chapter. We call them
“correlation functions on the torus”: readers familiar with Wess-Zumino-Witten
model of conformal field theory immediately recognize that if we let h = 0 in (9.2.1)
then we get what is known as n-point correlation function on the torus (up to a
factor of p−c/24, where c is the central charge of Virasoro).
The following theorem follows immediately from Lemma 9.1.2(2).
Theorem 9.2.1. The space of gˆ-intertwining operators Ψ of the form (9.2.2) is
isomorphic to the space of all g-intertwiners Lλ → Lλ ⊗ V .
Let us consider the limit of χ as p→ 0 of this correlation function.
Lemma 9.2.2.
(1) In the limit p → 0, the trace χ defined by (9.2.1) has the following asymp-
totic:
(9.2.3) χ ∼ p∆(λ) TrLλ
(
Φ1(z1) . . .Φ
n(zn)e
2piih
)
.
Note that the last trace is taken over the finite-dimensional module Lλ ⊂
Lλ,K, not over the whole module Lλ,K, and is independent of p.
(2) In the limit p → 0, h → +iρ∞ so that pe2pii〈h,α〉 → 0 for all α ∈ R,
e−2pii〈h,α〉 → 0 for all α ∈ R+, the trace χ has the following asymptotics:
(9.2.4) χ ∼ p∆(λ)e2pii〈h,λ〉f(z1, . . . , zn),
where
(9.2.5) f(z1, . . . , zn) = 〈v
∗
λ,K ,Φ
1(z1) . . .Φ
n(zn)vλ,K〉
is a function of z1, . . . , zn with values in V .
The limits should be understood in the formal sense (as limits of formal
power series).
(3) The function f defined by (9.2.5) converges to an analytic function in the
region |z1| > |z2| > · · · > |zn| and satisfies there the following system of
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differential equations (trigonometric form of Knizhnik-Zamolodchikov equa-
tions):
(9.2.6) (K + h∨)zi
∂
∂zi
f =
(∑
j 6=i
zjΩ
+
ij + ziΩ
−
ij
zi − zj
− πi(hλ+ρ)
)
f,
where
Ω+ =
∑
α∈R+
eα ⊗ fα +
1
2
∑
l
xl ⊗ xl,
Ω− =
∑
α∈R+
fα ⊗ eα +
1
2
∑
l
xl ⊗ xl
and Ω±ij = πi ⊗ πj(Ω
±).
The proof of the first two statements is quite trivial; as for the last one, we refer
the reader to [FR].
So far, we considered χλ,K as a formal series in zi, p. Let us prove that in
fact it defines an analytic function in a certain region. Let D be the set of all
(z1, . . . , zn, h, p), zi, p ∈ C, h ∈ h satisfying the following conditions:
(9.2.7)
0 < |p| < 1
|pe2pii〈h,α〉| < 1 for all α ∈ R
|e−2pii〈h,α〉| < 1 for all α ∈ R+
|z1| > |z2| > . . . > |zn| > |pz1|
Recall the notations ∂x, x ∈ h,∆h, introduced in Section 2.2 (see also formula
(8.1.6)).
Theorem 9.2.3.
(1) The trace χλ,K(zi, h, p) defined by (9.2.1) converges to an analytical function
in D.
(2) This trace satisfies the following differential equation in D:
(9.2.8) (∆h − 2(K + h
∨)p
∂
∂p
+ A)(χδˆ) = (ρ, ρ)χδˆ,
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where
(9.2.9)
A =−
n∑
i,j=1
πi ⊗ πj
[
2
∑
α∈R+
m∈Z
fα ⊗ eα(zi/zj)
m e
2pii〈α,h〉pm
(1− e2pii〈α,h〉pm)2
+
∑
l=1...r
m 6=0
xl ⊗ xl(zi/zj)
m p
m
(1− pm)2
]
=−
n∑
i,j=1
πi ⊗ πj
[
2
∑
α∈R+
φ(−〈α, h〉, ζi − ζj)fα ⊗ eα +
∑
l
φ0(ζi − ζj)xl ⊗ xl
]
,
where ζi are defined by zi = e
2piiζi , the functions φ, φ0 are defined in the
Appendix and δˆ is the affine Weyl denominator given by (6.2.4) (see also
(8.1.4)). We use the following convention: πi ⊗ πi(a⊗ b) = πi(ab).
Proof. The proof goes as follows. First, formula (9.2.8), interpreted as a an
equality of formal series, follows from more general formula (6.3.8). Next, it is easy
to see that in fact all coefficients of the differential equation (9.2.8) converge in
D. It follows from the Lemma 9.2.2 and well-known facts about convergence of
matrix elements of products of intertwining operators (see [TK]) that in the limit
p → 0 the trace χ converges for |z1| > · · · > |zn|. These observations along with
the standard fact from the theory of ordinary differential equations (namely, that
if a formal series satisfies a differential equation with analytic coefficients then this
series converges to an analytic solution) prove that χδˆ is an analytic function in D;
slight modification of the above arguments, using (6.3.7), allows to prove that in
fact χ converges in D.
As we have mentioned before, in the case n = 1 the trace χ is independent of
z. However, in general case it is not so, and we can study the dependence of this
correlation function on zi, which should generalize the Knizhnik-Zamolodchikov
equation (9.2.6).
Theorem 9.2.4. The product χδˆ, where χ is given by (9.2.1) and δˆ is the affine
Weyl denominator (6.2.4), satisfies the following system of equations:
(9.2.10) (K + h∨)
∂
∂ζi
χδˆ =
∑
j 6=i
rij(ζi − ζj)− 2πi
∑
l
πi(xl)∂xl
χδˆ,
where
(9.2.11)
r(ζ) = 2πi
[ ∑
α∈R+
(
eα ⊗ fα · g(ζ, 〈α, h〉) + fα ⊗ eα · g(ζ,−〈α, h〉)
)
−
∑
xl ⊗ xl · σ(ζ)
]
,
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with the elliptic functions g, σ defined in the Appendix. Here the parameters ζi are
related with zi by zi = e
2piiζi . As usual, we let rij = πi ⊗ πj(r).
We will call the equations (9.2.10) elliptic KZ equations; they are also known un-
der the name Knizhnik-Zamolodchikov-Bernard equations, since they first appeared
in the papers of Bernard (see [Be]).
The remaining part of this section is devoted to the proof of this theorem.
Proof. The idea of proof is quite simple, though the computations are a bit
boring. Let us fix u1 ∈ L
∗
µ1
, . . . , un ∈ L
∗
µn
and consider χ(u) = 〈χ, u1 ⊗ u2 ⊗ . . .⊗
un〉 ∈ C. Then, using the expression for the derivative of Φ, given in Theorem 9.1.4,
we can write:
(K+h∨)zi
∂
∂zi
χ(u) =
∑
a
Tr
(
Φ1 . . .
...J˜a(zi)Φaui(zi)
... . . .Φne2piihp−d
)
−(πi(hρ)χ)(u),
where we write for brevity Φk instead of Φkuk(zk), and a is any orthonormal basis
in g. Since
∑
a ⊗ a =
∑
α∈R+(eα ⊗ fα + fα ⊗ eα) +
∑
l xl ⊗ xl, where xl is an
orthonormal basis in h, we get the following expression:
(9.2.11)
(K + h∨)zi
∂
∂zi
χ(u) =
∑
α∈R+
(a+α + a
−
α + b
+
α + b
−
α ) +
∑
l
(c+l + c
−
l )− (πi(hρ)χ)(u),
where
(9.2.12)
a+α = Tr
(
Φ1 . . . J˜+eα(zi)Φ
i
fαui
(zi) . . .Φ
ne2piihp−d
)
,
a−α = −Tr
(
Φ1 . . .Φifαui(zi)J˜
−
eα(zi) . . .Φ
ne2piihp−d
)
,
b+α = Tr
(
Φ1 . . . J˜+fα(zi)Φ
i
eαui(zi) . . .Φ
ne2piihp−d
)
,
b−α = −Tr
(
Φ1 . . .Φieαui(zi)J˜
−
fα
(zi) . . .Φ
ne2piihp−d
)
,
c+l = Tr
(
Φ1 . . . J˜+xl(zi)Φ
i
xlui
(zi) . . .Φ
ne2piihp−d
)
,
c−l = −Tr
(
Φ1 . . .Φixlui(zi)J˜
−
xl
(zi) . . .Φ
ne2piihp−d
)
.
Let us calculate a+α . Using the commutation relation
Φu(zj)J˜
+
eα
(zi) = J˜
+
eα
(zi)Φu(zj)−
zi
zj − zi
Φeαu(zj)
for |zj | > |zi| (see Lemma 9.1.3), we get
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a+α =
∑
j<i
−
zi
zj − zi
χ(u1, . . . , eαuj , . . . , fαui, . . . )
+ Tr
(
J˜+eα(zi)Φ
1 . . .Φifαui(zi) . . .Φ
ne2piihp−d
)
.
Using the cyclic property of the trace and the obvious relation
e2piihp−dJ˜+eα(zi) = e
2pii〈h,α〉J˜+eα(pzi)e
2piihp−d,
we can rewrite it as follows:
a+α =
∑
j<i
−
zi
zj − zi
χ(u1, . . . , eαuj , . . . , fαui, . . . )
+ e2pii〈h,α〉Tr
(
Φ1 . . .Φifαui(zi) . . .Φ
nJ˜+eα(pzi)e
2piihp−d
)
.
Now we again can commute J˜+eα with all Φ
j , and so on. It follows from the
definition of the domainD, see (9.2.7), that limm→∞ e
2piim〈h,α〉J˜+eα(p
mzi) = 0. Thus,
we get the following expression:
(9.2.13) a+α =
(∑
m≥0
∑
j<i
pme2piim〈h,α〉zi
pmzi − zj
πi ⊗ πj(fα ⊗ eα)
+
∑
m>0
∑
j≥i
pme2piim〈h,α〉zi
pmzi − zj
πi ⊗ πj(fα ⊗ eα)
)
χ(u),
where for j = i we let, by definition, πi⊗πj(fα⊗eα) = πi(fαeα). Repeating similar
arguments for a−α (but moving J˜
− in the opposite direction), we get the following
result:
(9.2.14) a+α + a
−
α =
(∑
m,j
pme2piim〈h,α〉zi
pmzi − zj
πi ⊗ πj(fα ⊗ eα)
)
χ(u),
where the sum is taken over all pairs m ∈ Z, j = 1, . . . , n except the pair (m =
0, j = i), and we have the same convention as before for the term with j = i.
In the same way we get the following expression:
(9.2.15) b+α + b
−
α =
(∑
m,j
zje
−2piim〈h,α〉
pmzi − zj
πi ⊗ πj(eα ⊗ fα)
)
χ(u),
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with the same conventions as before.
As for the terms c±l , we must be more careful, since limm→∞ J˜
±
xl
(p±mzi) = ±
1
2xl.
This gives us
(9.2.16)
c+l + c
−
l =
(∑
m,j
1
2
pmzi + zj
pmzi − zj
πi ⊗ πj(xl ⊗ xl)
)
χ(u)
+ Tr
(
Φ1 . . .Φixlui(zi) . . .Φ
nxle
2piihp−d
)
=
(∑
m,j
1
2
pmzi + zj
pmzi − zj
πi ⊗ πj(xl ⊗ xl)− πi(xl)∂xl
)
χ(u),
where in addition to the previous conventions we must also specify that the sum-
mation is done in the following order:
∑
m,j =
∑
m
∑
j . This can be replaced by∑
m,j =
∑
j V.P.
∑
m, where the principal value of a series is given by
(9.2.17) V.P.
∑
m∈Z
am = lim
N→+∞
N∑
m=−N
am.
Summarizing the previous calculations, we get the following answer:
(9.2.18) (K + h∨)zi
∂
∂zi
χ =
(∑
j,m
rmij (zi/zj)−
∑
πi(xl)∂xl − πi(hρ)
)
χ,
where the sum is taken over all pairs m ∈ Z, j = 1, . . . , n except the pair (m =
0, j = i), the order of summation is given by
∑
m,j =
∑
j V.P.
∑
m, and
(9.2.19)
rmij (zi/zj) =
∑
α∈R+
(
pme2piim〈h,α〉zi
pmzi − zj
πi ⊗ πj(fα ⊗ eα)
+
zje
−2piim〈h,α〉
pmzi − zj
πi ⊗ πj(eα ⊗ fα)
)
+
1
2
∑
l
pmzi + zj
pmzi − zj
πi ⊗ πj(xl ⊗ xl).
Recall that by definition for j = i we let πi ⊗ πj(a⊗ b) = πi(ab).
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We can simplify the expression above. Namely, note that the terms with j = i
in (9.2.18) have the form:
(9.2.20)
∑
m 6=0
rmii (1) =πi
 ∑
α∈R+
∑
m 6=0
(
pme2piim〈h,α〉
pm − 1
fαeα +
e−2piim〈h,α〉
pm − 1
eαfα
)
+ πi
(
V.P.
∑
l
1
2
pm + 1
pm − 1
x2l
)
=πi
( ∑
α∈R+
∑
m 6=0
e−2piim〈h,α〉
pm − 1
[eα, fα]
)
=πi
( ∑
α∈R+
−
(
σ(−〈α, h〉)−
1
2
)
hα
)
=πi
(
hρ +
∑
α∈R+
σ(〈α, h〉)hα
)
,
where σ(x) is the logarithmic derivative of theta-function defined in the Appendix
(see formulas (A2), (A7)).
It turns out that if we write the differential equation for the product χδˆ then
these terms cancel. Indeed, since δˆ does not depend on z, we have
(9.2.21)
(K + h∨)zi
∂
∂zi
(χδˆ) =
(
(K + h∨)zi
∂
∂zi
χ
)
δˆ
= δˆ
(∑
rmij (zi/zj)−
∑
πi(xl)∂xl − πi(hρ)
)
χ
=
(∑
rmij (zi/zj)−
∑
πi(xl)∂xl − πi(hρ)
)
(χδˆ) +
∑
l
∂xl δˆ
δˆ
πi(xl)(χδˆ).
Since δˆ = a(τ)
∏
α∈R+ θ1(〈α, h〉) (see (8.1.4)), we have:
∂xl δˆ
δˆ
=
1
2πi
∑
α∈R+
θ′1(〈α, h〉)
θ1(〈α, h〉)
〈α, xl〉 = −
∑
α∈R+
σ(〈α, h〉)〈α, xl〉.
Therefore,
∑
l
∂xl δˆ
δˆ
πi(xl)(χδˆ) = −
∑
α∈R+
σ(〈α, h〉)πi(hα)(χδˆ).
Substituting this in (9.2.21) we see that this term cancels the terms rmii . Intro-
ducing ζi such that zi = e
2piiζi and using the formulas from the Appendix, we can
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rewrite rij , j 6= i in terms of elliptic functions g, σ, which gives us the statement of
the Theorem. 
Remark. In fact, all the constructions of this section can be generalized to
the case when λ is not necessarily dominant; we could replace the conditions λ ∈
P+, K /∈ Q by the following conditions:
(λ̂+ ρˆ, αˆ)−
N
2
(αˆ, αˆ) = 0 with N ∈ N, αˆ ∈ R̂+
is only possible if αˆ ∈ R+.
These conditions ensure that Lλ,K is induced from the module Lλ over g, and
all the arguments of Sections 9.1, 9.2 can be repeated literally.
We can also include in the consideration integrable modules; in this case, of
course, the differential equations are the same, but it is not true that the space of
intertwiners Φ of form (9.1.5) is isomorphic to the space of g-intertwiners (see, for
example, [TK], where this is discussed in detail for g = sl2).
9.3 Monodromies of elliptic KZ equations
In this section we study some properties of the elliptic KZ equations (9.2.10).
Let us consider the trace χ = χ(z1, . . . , zn, h, p) defined by (9.2.1) as a function of
z1, . . . , zn, p with values in the space
(9.3.1) V = (Lµ1 ⊗ . . .⊗ Lµn)[0]⊗ C
∞(h).
Then the elliptic KZ equations can be rewritten in the following form:
(9.3.2) (K + h∨)
∂
∂ζi
ϕ = Aiϕ,
where ϕ = χδˆ, and the operators Ai : V→ V are defined by
(9.3.3) Ai(ζ1, . . . , ζn) =
∑
j 6=i
rij(ζi − ζj)− 2πi
∑
l
πi(xl)∂xl ,
where all the notations are as in Theorem 9.2.5; in particular, r(ζ) is defined by
(9.2.11).
Lemma 9.3.1. The elliptic KZ system is consistent, i.e.,
(9.3.4) [(K + h∨)
∂
∂ζi
− Ai, (K + h
∨)
∂
∂ζj
− Aj] = 0
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as operators in V.
Proof. The proof is based on the fact that we have sufficiently many solu-
tions of this system given by the correlation functions. Indeed, let us consider the
commutator (9.3.4); denote it by Dij . It is easy to see that it does not contain
derivatives in ζi and thus is some operator in V. More precisely, it is some first
order differential operator in h tensored by some operator in (Lµ1⊗ . . .⊗Lµn)[0]. It
follows from Theorem 9.2.4 that it annihilates all the correlation functions ϕ = χδˆ.
Now, let us take λ such that 〈λ, α∨i 〉 are large enough. It is known that we can
do it in such a way that the space of all g-intertwiners Ψ : Lλ → Lλ⊗V (recall that
V = Lµ1 ⊗ . . .⊗ Lµn) is isomorphic to the zero-weight subspace V [0].
In this case it is easy to show, using Theorem 9.2.1 and some properties of
correlation functions on the sphere, that Lemma 9.2.2 can be rewritten as follows:
Lemma 9.3.2. Let us fix z1, . . . , zn such that |z1| > · · · > |zn|. Then in the limit
τ → +i∞ the trace χ has the following asymptotics:
χ(z1, . . . , zn, p, h−
τρ
h∨
) ≃ p∆(λ)−
(λ,ρ)
h∨ e2pii〈h,λ〉vχ
for some vector vχ ∈ V [0]. Moreover, for generic zi the mapping χ 7→ vχ is an
isomorphism of the space of all traces of the form (9.2.1) for all possible choices of
λi and the space V [0].
Therefore, we see that since the commutator Dij annihilates every trace χδ, it
also annihilates every function of the form δˆe2pii〈h,λ〉vχ for every sufficiently large λ
and small enough p. But this is only possible if it is identically zero. 
Note that straightforward proof of the consistency would require use of Riemann
identities for theta-functions, and would necessarily be very tiresome.
Now, let us study some properties of the elliptic KZ system. First of all, we
want to know the elliptic properties, i.e. the behavior of the coefficients under the
translations ζi 7→ ζi + 1, ζi 7→ ζi + τ . Explicit calculation gives the following result:
Theorem 9.3.3. Let r(ζ) be defined by (9.2.11). Then
(1) r12(ζ) + r21(−ζ) = 0, where r12 = r, r21 = P (r), P (a⊗ b) = b⊗ a.
(2) r has a pole of first order at ζ = 0, and Resζ=0r(ζ) = Ω, where Ω is the
canonical g-invariant element in g⊗ g defined by (1.1.3).
(3)
(9.3.5)
r(ζ + 1) = r(ζ),
r(ζ + τ) = (e2piih ⊗ 1) ◦ r(ζ) ◦ (e−2piih ⊗ 1)− 2πi
∑
l
xl ⊗ xl
= (1⊗ e−2piih) ◦ r(ζ) ◦ (1⊗ e2piih)− 2πi
∑
xl ⊗ xl.
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Corollary 9.3.4. Let Ai be the operator in V defined by (9.3.3). Then for any
j = 1, . . . , n (including j = i), we have
(9.3.6)
Ai(ζ1, . . . , ζj + 1, . . . ζn) = Ai(ζ1, . . . , ζn),
Ai(ζ1, . . . , ζj + τ, . . . ζn) = πj(e
2piih)Ai(ζ1, . . . , ζn)πj(e
−2piih).
Thus, the elliptic KZ system is “almost” invariant under the elliptic transforma-
tions. Let us modify it so that it becomes really invariant.
Introduce the following operator in V:
(9.3.7) ψ(ζ1, . . . , ζn, h) =
∏
i<j
θ1
(
ζi − ζj +
1
n
(πi(h)− πj(h))
)
θ1(ζi − ζj)
;
then
(9.3.8)
ψ(ζ1, . . . ζi + 1, . . . , ζn) = ψ(ζ1, . . . , ζn),
ψ(ζ1, . . . ζi + τ, . . . , ζn) = πi(e
−2piih)ψ(ζ1, . . . , ζn).
Then we have the following theorem:
Theorem 9.3.5.
(1) If ϕ is a solution of the elliptic KZ system (9.3.2) then ϕ˜ = ψϕ, where ψ is
given by (9.3.7), is a solution of the system
(9.3.9) (K + h∨)
∂
∂ζi
ϕ˜ = A˜i(ζ1, . . . , ζn)ϕ˜,
where
(9.3.10) A˜i = ψAiψ
−1 + (K + h∨)
∂
∂ζi
logψ.
(2) This new system is invariant under the translations by 1, τ : for every j ∈
1, . . . , n
A˜i(ζ1, . . . ζj + 1, . . . , ζn) = A˜i(ζ1, . . . , ζn),
A˜i(ζ1, . . . ζj + τ, . . . , ζn) = A˜i(ζ1, . . . , ζn).
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This means that we can consider (9.3.9) as a local system on the torus X =
En \ {ζi = ζj}, where E = C/(Z + Zτ). Therefore, it makes sense to consider
monodromies of this local system. It will give us some representation of the fun-
damental group of X in the space V. This fundamental group, called the pure
braid group of the torus, is well known and can be described in terms of generators
and relations. It is convenient to consider a larger group: the braid group of the
torus BTn = π1(X/Sn), where the symmetric group Sn acts in X by permuta-
tion of coordinates. Then π1(X) = Ker σ, where σ is the natural homomorphism
σ : BTn → Sn. The local system above defines a representation of BTn in the
following sense: to each γ ∈ BTn we assign a holonomy operator
M(γ) :
(
Lµ1 ⊗ . . .⊗ Lµn
)
[0]⊗ C∞(h)→
(
Lµσ(1) ⊗ . . .⊗ Lµσ(n)
)
[0]⊗ C∞(h),
where σ = σ(γ).
To describe this representation, recall that the braid group BTn is generated
by the elements Ti, 1 ≤ i ≤ n − 1, Xj, Yj , 1 ≤ j ≤ n (in fact, it suffices to take
only Ti, X1, Y1). Their geometric meaning is as follows: if we take a base point
ζ = (ζ1, . . . , ζn) such that ζi = xi + yiτ, xi, yi ∈ R, 0 < x1 < . . . < xn < 1, 0 <
y1 < . . . < yn < 1 then Ti corresponds to a transposition of ζi and ζi+1 such that
ζi passes ζi+1 from the left and Xi, Yi correspond to ζi going around the 1 and τ
cycles in negative direction:
z1
z i+1
z i
n
z
z1
z i+1
z i
T i
z1
n
z
i
X Yi
z
z
z
i
i+1
n
To calculate the monodromies of the local system above we use the fact that we
have a large number of solutions given by the functions ϕ˜ = ψδˆχ, where χ is the
correlation function on the torus (9.2.1).
Recall the known results about ”commutation” of vertex operators. Denote by
Hνµλ the space of g-intertwiners Lλ → Lν ⊗ Lµ:
Hνµλ = Homg(Lλ, Lν ⊗ Lµ).
Then, due to Lemma 9.1.2, for every g ∈ Hνµλ we have a unique gˆ-intertwiner
Φg(z) : Lλ,K → Lν,K ⊗ Lµ(z). Similarly, if we have weights λ0, λ1, λ2 and µ1, µ2
and gi ∈ H
λi−1µi
λi
then we can define a gˆ-intertwiner
(9.3.11) Φg1(z1)Φ
g2(z2) : Lλ2,K → Lλ0,K ⊗ Lµ1(z1)⊗ Lµ2(z2).
Summing over all possible λ1, we can assign to every intertwiner g from⊕
λ1
Hλ0µ1λ1 ⊗H
λ1µ2
λ2
= Homg(Lλ2 , Lλ0 ⊗ Lµ1 ⊗ Lµ2)
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(note that this sum is in fact finite) a corresponding gˆ-intertwiner Φg
(1)
(z1)Φ
g(2)(z2) =∑
Φg
(1)
i (z1)Φ
g
(2)
i (z2) if g =
∑
g
(1)
i ⊗ g
(2)
i .
Note that the product Φg
(1)
(z1)Φ
g(2)(z2) is a well-defined operator for |z1| >
|z2|, zi /∈ R− in the sense that all its matrix coefficients are well-defined analytic
functions in this region. It turns out that we can analytically continue this product
as a multivalued function in the whole region z1 6= z2, zi 6= 0. Denote by A
+ the
analytic continuation along the path when z1 passes z2 from the left:
z
z
0 2
1
. The following theorem is well-known (see, for example, [MS]).
Theorem 9.3.6. As before, let us fix the weights λ0, λ2, µ1, µ2 and define
(9.3.12) Hµ1µ2 =
⊕
λ1
Hλ0µ1λ1 ⊗H
λ1µ2
λ2
= Homg(Lλ2 , Lλ0 ⊗ Lµ1 ⊗ Lµ2).
Then there exists some linear operator R : Hµ1µ2 → Hµ2µ1 such that for every
g ∈ Hµ1µ2 we have the following identity in the region |z2| > |z1|:
(9.3.13) A+(Φg
(1)
(z1)Φ
g(2)(z2)) = Φ
(Rg)(1)(z2)Φ
(Rg)(2)(z1).
Remark. In fact, this matrix R coincides (in a suitably chosen basis) with the
matrix Rˇ = PR, where R is the R-matrix for the corresponding quantum group.
This is probably one of the deepest results in conformal field theory; see its discus-
sion, for example, in the book of Kassel [Kas] or in [KL]. However, we won’t need
it.
This statement allows us to find the monodromies of the elliptic KZ system. Let
us recall (see Lemma 9.1.2) that for every collection of g-intertwiners gi : Lλi →
Lλi−1 ⊗ Lµi we can define the corresponding gˆ-intertwiners Φ
gi(zi) : Lλi,K →
Lλi−1,K ⊗ Lµi(zi), and the corresponding trace χ
g1⊗...gn , defined by (9.2.1). We
can extend this by linearity to define χg for arbitrary intertwiner
(9.3.14)
g ∈ Hµ1...µn =Homg
(
Lλ, Lλ ⊗ Lµ1 ⊗ . . .⊗ Lµn
)
=
⊕
λ1,...,λn−1
Hλµ1λ1 ⊗H
λ1µ2
λ2
⊗ . . .⊗H
λn−1µn
λ .
Let us fix the base point ζ0 as before and define the the subspace V0 ⊂ V which
is spanned by the expressions of the form
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(9.3.15) ϕ˜g = χgλ,K(ζ
0, p, h)δˆ(h)ψ(ζ0, p, h),
for all possible choices of λ, g. In some sense, we could say that such expressions
form a basis inV; however, since this space is infinite-dimensional this requires more
accurate approach, and we prefer just to speak of the subspace V0 in V formed by
finite linear combinations of the functions of the form (9.3.15).
Theorem 9.3.7. The representation M : BTn → EndV, given by the mon-
odromies of the local system (9.3.9), preserves the subspace V0 and in this subspace
is given by
(9.3.16)
Ti : ϕ˜
g 7→ ϕ˜Ri,i+1(g),
Xi : ϕ˜
g 7→ e2pii(∆i−∆i−1)ϕ˜g,
Yi : ϕ˜
g 7→ ϕ˜g
′
,
g′ = Ri+1,iRi+2,i . . .Rn,iR1,i . . .Ri−1,ig.
Here Rii+1 is defined as follows:
(9.3.17) Rii+1 = 1⊗ . . .R ⊗ . . .⊗ 1 : H
µ1...µn → Hµ1...µi+1µi...µn ,
where Hµ1...µn is defined by (9.3.14) and the operator R was defined in Theo-
rem 9.3.6.
The numbers ∆i are defined as follows: if g ∈ H
µ1...µn lies in the component
Hλµ1λ1 ⊗ . . .⊗H
λn−1µn
λ for some λ1, . . . , λn−1 then ∆i = ∆(λi) (see (9.1.2)).
Proof. Let us assume that g is homogeneous, i.e. g ∈ Hλµ1λ1 ⊗ . . . ⊗ H
λn−1µn
λ
for some λ1, . . . , λn−1. Let ϕ˜
g(ζ0, h, p) ∈ V0 be a function of the form (9.3.15).
Consider the corresponding function ϕ˜g(ζ, h, p), for arbitrary ζ. Then we know that
ϕ˜g(ζ, h, p) is a solution of the elliptic KZ system (9.3.9) (see Theorem 9.3.5). Thus,
calculation, for example, of Xiϕ˜
g is equivalent to finding the result of the analytic
continuation of ϕ˜g along the path Xi, i.e. the path which connects ζ
0 = (ζ01 , . . . , ζ
0
n)
and (ζ01 , . . . , ζ
0
i − 1, . . . , ζ
0
n). Since the dependence of ϕ˜ on ζi has the form
ϕ˜ = e−2piiζi(∆(λi)−∆(λi−1)) · some periodic function of ζi,
we get the formula for action of Xi.
The action of Ti can be calculated quite similarly; it is essentially the statement
on the commutation of intertwiners (Theorem 9.3.6)
To prove the statement about Yi, we should commute the operator Φ
g(i)(zi) with
all Φg
(k)
(zk), 1 ≤ k ≤ i − 1; then use the cyclic property of trace and the relation
p−de2piihΦ(z) = π(e2piih)Φ(pz)p−de2piih. The factor π(e2piih) is canceled by the factor
appearing in the transformation law for ψ (see (9.3.8)). 
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CHAPTER X
PERSPECTIVES AND OPEN QUESTIONS
In this chapter we briefly review the results and list some open questions. So far,
we have defined generalized characters for simple finite-dimensional Lie algebras,
corresponding quantum groups and affine Lie algebras. We also have derived a
number of interesting properties of these characters and have shown that for g = sln
and some special choice of U they coincide (after renormalization) with well-known
special functions – Jack polynomials; similarly, for Uqsln we get q-analogue of Jack
polynomials – Macdonald’s polynomials of type An−1. This construction allowed
us to reprove certain identities for Macdonald’s polynomials. We also generalized a
large part of this theory to the affine case.
However, a number of interesting questions remain open. Here are some of them.
1. Relation with affine Hecke algebras. In a recent series of papers ([C1,
C2]), Ivan Cherednik has shown that Macdonald’s polynomials naturally appear in
representations of double affine Hecke algebras. Using this technique, he proved
Macdonald’s inner product conjectures for arbitrary root systems. It would be very
interesting to establish a relation of our construction with his work. Morally, it
should be something like the duality between representations of GLn and Sm; so
far, no results in this direction are known.
2. Critical level limit. So far, we have assumed in the affine case that the level
K of highest-weight modules is not equal to the dual Coxeter number h∨. However,
from many points of view the case K = −h∨ (critical level) is very interesting. For
example, it was shown by E. Frenkel and B. Feigin that (a certain completion of)
the algebra U gˆ has a large center at the critical level. Using this result, Etingof
has shown that the elliptic Calogero-Sutherland operator can be included in a large
commutative family of differential operators (see [E1]).
However, it is easy to check that one can not define the generalized characters at
the critical level in the same manner as we have done before, since in this case there
are no intertwining operators of the form we need. One way to study the critical
level is to study the asymptotics of generalized characters as K → −h∨. For g = sl2
it was done in the paper [EK3], using explicit integral formulas for the generalized
characters. This allowed us to recover the classical formulas for Lame´ functions. In
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general case, no integral formulas are known so far; even if one writes such formulas
(which can be done), finding their asymptotics is technically rather difficult.
It seems plausible that there is a direct way to get the generalized characters
at the critical level, using the language of coinvariants rather than intertwining
operators. Such a construction should be closely related with geometric Langlands
correspondence as defined in recent papers of Beilinson and Drinfeld.
3. Inner product in the affine case. In the finite-dimensional case, we had
two ways to characterize generalized characters: in terms of differential equations
or in terms of inner product (due to the orthogonality theorem). In the affine
case, the differential equations work just fine, but defining inner product is quite
complicated: any straightforward approach fails (the formulas have singularities).
However, some arguments from conformal field theory suggest that there exists a
natural inner product on the generalized characters such that we have an analogue
of the orthogonality theorem. Also, this inner product should be modular invariant.
This question is the subject of the author’s present work ([K2]).
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Appendix
LIST OF FORMULAS RELATED TO ELLIPTIC FUNCTIONS
In this Appendix, we briefly list the main definitions and formulas for elliptic
(theta-, sigma-) functions we are using. Many of them can be found in [WW, Mu];
others can be proved in the usual way.
Throughout this section, we assume that we are given a number p = e2piiτ ∈
C, |p| < 1, and all our functions depend on it.
In some formulas, we use the notion of the principal values of a series, which is
defined as follows:
V.P.
∑
n∈Z
an = lim
N→∞
N∑
n=−N
an.
Functions and identities
θ1(x) = 2p
1/8 sinπx
∏
n≥1
(1− e2piixpn)(1− e−2piixpn)(1− pn)(A1)
σ(x) = −
1
2πi
θ′1(x)
θ1(x)
=
∑
n≥0
pne2piix
1− pne2piix
+
∑
n<0
1
1− pne2piix
+
1
2
(A2)
℘(x) =
1
x2
+
∑
(m,n)∈Z2\{(0,0)}
(
1
(x−m− nτ)2
−
1
(m+ nτ)2
)
(A3)
∑
n∈Z
pne2piix
(1− pne2piix)2
=
1
4π2
∂2x log θ1(x) =
1
2πi
σ′(x)
= −
1
4π2
℘(x) + c(τ) for some constant c(τ)(A4)
η(τ) = p
1
24
∏
n≥1
(1− pn)(A5)
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g(x, ζ) =
∑
m∈Z
e2piimζ
1− pme−2piix
= −
1
2πi
θ1(x− ζ)θ
′
1(0)
θ1(x)θ1(ζ)
(A6)
∑
m 6=0
e2piimζ
1− pm
= σ(ζ)−
1
2
(A7)
1
2
V.P.
∑
m∈Z
1 + pme2piiζ
1− pme2piiζ
= σ(ζ)(A8)
φ(x, ζ) =
∑
m∈Z
e−2piixpme2piimζ
(1− pme−2piix)2
= −
1
2πi
∂
∂x
g(x, ζ)(A9)
φ0(ζ) =
∑
m 6=0
pme2piimζ
(1− pm)2
=
θ′′1 (ζ)
π2θ1(ζ)
−
θ′′′1 (0)
24π3θ1(0)
+
1
12
(A10)
Symmetries and elliptic properties
(A11)
θ1(−x) = −θ1(x),
θ1(x+ 1) = −θ1(x), θ1(x+ τ) = −p
−1/2e−2piixθ1(x),
(A12)
℘(−x) = ℘(x),
℘(x+ 1) = ℘(x+ τ) = ℘(x),
(A13)
σ(−ζ) = −σ(ζ),
σ(ζ + 1) = σ(ζ), σ(ζ + τ) = σ(ζ) + 1,
(A14)
g(x, ζ) = −g(ζ, x) = −g(−x,−ζ),
g(x+ 1, ζ) = g(x, ζ), g(x, ζ + 1) = g(x, ζ),
g(x+ τ, ζ) = e2piiζg(x, ζ), g(x, ζ + τ) = e2piixg(x, ζ).
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Abstract
Traces of intertwining operators and Macdonald’s polynomials
Alexander A. Kirillov, Jr.
May 1995
Let Φ : V → V ⊗ U be an intertwining operator between representations of a
simple Lie algebra (quantum group, affine Lie algebra). We define its generalized
character to be the following function on the Cartan subalgebra with values in U :
χΦ(h) = TrV (Φe
h). This is a generalization of usual characters. These general-
ized characters are a rich source of special functions, possessing many interesting
properties; for example, they are common eigenfunctions of a family of commuting
differential (difference) operators. We show that the special functions that can be
obtained this way include Macdonald’s polynomials of type A, and this technique al-
lows to prove inner product and symmetry identities for these polynomials (though
proved earlier by other methods).
Generalized characters for affine Lie algebras are closely related with so-called
correlation functions on the torus in the Wess-Zumino-Witten (WZW) model of con-
formal field theory. We derive differential equations satisfied by these correlation
functions (elliptic Knizhnik-Zamolodchikov, or Knizhnik-Zamolodchikov-Bernard
equations) and study their monodromies.
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