Abstract. In this paper, several equivalent conditions related to the reverse order law for the Moore-Penrose inverse in C * -algebras are studied. Some well-known results are extended to more general settings. Then this result is applied to obtain the reverse order rule for the weighted Moore-Penrose inverse in C * -algebras.
(a) ab is MP-invertible and (ab)
† abb * = bb * a † a and bb † a * a = a * abb † .
Necessary and sufficient conditions for the reverse order rule for the weighted MP-inverse for matrices were given by Sun and Wei in [14] in terms of the inclusion of matrix ranges (column spaces). In [11] , the result for the reverse order rule for the weighted Moore-Penrose inverse in C * -algebras is proved, generalizing the matrix results in [14] .
Tian [15, 16] studied a group of rank equalities related to the Moore-Penrose inverse of products of two matrices, which implies necessary and sufficient conditions for (ab)
The extensions of these results to the weighted Moore-Penrose inverse are considered too. The operator analogues of these results for the MoorePenrose inverse are proved in [4, 5] for linear bounded operators on Hilbert spaces, using the matrix form of operators induced by some natural decomposition of Hilbert spaces.
In this paper, we present a purely algebraic proof of some equivalent conditions related to the reverse order law for the Moore-Penrose inverse in C * -algebras, extending the known results for matrices [15, 16] and Hilbert space operators [4, 5] . We show that neither the rank (in the finite dimensional case) nor the properties of operator matrices (in the infinite dimensional case) are necessary for the proof of the reverse order rule for the Moore-Penrose inverse valid under certain conditions on regular elements. Thus, we extend some recent results to more general settings. As a corollary, we obtain the reverse order law for the weighted Moore-Penrose inverse.
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Also,
By (2.6), (2.7) and (2.8), we conclude that
This part is obvious.
(e) ⇒ (f): Suppose that a (1,3) ∈ a{1, 3} and b (1,3) ∈ b{1, 3}. Notice that
Since abb † a † ab = ab, by Theorem 2.1 (parts (a) and (c)), we have a
From this equality and (2.9), we get
, then the element abb † a † is self-adjoint and we deduce, from (2.10), that abb
. Using the equality (2.10) and the assumption b † a † ∈ (ab){1}, we get
Hence, the condition (f) holds.
(f) ⇒ (a): Since b † ∈ b{1, 3} and a † ∈ a{1, 3}, by the hypothesis b{1, 3}·a{1, 3} ⊆ (ab){1, 3}, it follows that b † a † ∈ (ab){1, 3}. This implies
(a) ⇒ (g): The equality ab(ab)
* bb † a * and (c), by the previous part of the proof. Now
Using the assumption (ab)
.1 (parts (a) and (c)), this equality gives a
(b) ⇒ (c): By the condition abb * = abb * a † a, we have
The right hand side of (2.12) is self-adjoint, which gives
Hence, by (2.14), (2.15) and (2.16), it follows that b † a † ∈ (ab){1, 2, 4}.
(d) ⇒ (e): Obvious.
(e) ⇒ (f): Assume that a (1,4) ∈ a{1, 4} and b (1,4) ∈ b{1, 4}. Observe that
It is well known that the hypothesis b † a † ∈ (ab){1} implies a † abb † = bb † a † a. By this and (2.17), we obtain 
