Abstract-Airspace models have played an important role in the development and evaluation of aircraft collision avoidance systems for both manned and unmanned aircraft. As Urban Air Mobility (UAM) systems are being developed, we need new encounter models that are representative of their operational environment. Developing such models is challenging due to the lack of data on UAM behavior in the airspace. While previous encounter models for other aircraft types rely on large datasets to produce realistic trajectories, this paper presents an approach to encounter modeling that instead relies on expert knowledge. In particular, recent advances in preference-based learning are extended to tune an encounter model from expert preferences. The model takes the form of a stochastic policy for a Markov decision process (MDP) in which the reward function is learned from pairwise queries of a domain expert. We evaluate the performance of two querying methods that seek to maximize the information obtained from each query. Ultimately, we demonstrate a method for generating realistic encounter trajectories with only a few minutes of an expert's time.
I. INTRODUCTION
As Urban Air Mobility (UAM) systems are developed, it is important to assess their safety and performance in the airspace using realistic simulations. Other safety-critical systems including the Traffic Alert and Collision Avoidance System (TCAS) [1] and its recent successor, the Airborne Collision Avoidance System X (ACAS X) [2] , have been assessed using airspace simulations. Driving these simulations are airspace encounter models, which are probabilistic representations of typical aircraft behavior during a close encounter with another aircraft.
Encounter models have been developed for a variety of aircraft types including manned aircraft, large unmanned aircraft systems (UAS), unconventional aircraft such as helicopters and balloons, and small hobbyist drones [3] , [4] . These models take the form of dynamic Bayesian networks that were trained from a large collection of data. The encounter model for manned aircraft, for example, was based on nine months of radar data covering much of the continental United States and containing almost 400,000 encounters [3] , [5] . Recent work has focused on terminal airspace modeling, where Gaussian mixture models (GMMs) are used to represent distributions over trajectories [6] .
A significant challenge in building models for UAM is the lack of available data since such systems are not yet deployed. Without the ability to rely on data, a new approach to aircraft encounter modeling is needed that uses expert knowledge. This paper extends recent advances in preference-based learning to translate expert knowledge into a statistical encounter model that is expected to be representative of the future airspace. We develop an approach that learns an expert's preferences over potential encounter models through pairwise queries and demonstrate that this approach can be used to generate realistic trajectories in only a few minutes of an expert's time. Figure 1 shows an example of a query used to elicit preferences over UAM landing trajectories. This paper is organized as follows. Section II discusses related work. Section III outlines our approach. Section IV describes an application of this approach to generate realistic UAM landing trajectories. Section V summarizes experimental results. Section VI concludes and recommends areas of future work.
II. RELATED WORK
Preference-based learning involves learning a policy or reward function directly from an expert's preferences. Its motivation is similar to that of inverse reinforcement learning (IRL) in that it allows experts to tune a policy without explicitly specifying the values of the reward function parameters [7] . A key difference between the two methods, however, is that preference-based learning does not require the user to provide demonstrations of optimal trajectories, which can be difficult in complicated, high-dimensional problem settings. For this reason, preference-based learning has been successfully applied to challenging problems in robotics [8] - [12] . Preferencebased learning has also been used in multiobjective design optimization [13] . Developing a robust collision avoidance system requires optimizing over multiple metrics that have inherent trade-offs (e.g. maximizing safety while minimizing unnecessary alerts). During the development of ACAS X, preference-based learning was applied to elicit expert preferences over the balance between these competing objectives [14] .
There are multiple considerations in selecting a preferencebased learning framework. For instance, both non-Bayesian Plots are generated by sampling initial states and performing rollouts of the query policies. The initial states are the same for each policy. The expert is asked to choose the policy that appears more realistic.
[13], [15] and Bayesian [9] , [11] , [12] , [14] approaches have been proposed in the literature. Preferences can be used to either learn a policy directly [9] , [10] or indirectly by first learning a reward or utility function [11] - [14] . Learning a reward or utility function typically involves a lowerdimensional parameter space and makes it easier to incorporate prior knowledge; however, it requires the additional step of translating the learned reward into a policy.
Preference-based learning algorithms require an iterative process between consulting the expert and updating the model to select the next query. Optimal querying methods have been well-studied in the past. In the deterministic case, the QEval algorithm selects design points that maximally reduce the volume of the set of feasible model parameters based on the current set of preferences [15] . A similar approach for the Bayesian case has been proposed, in which the algorithm seeks to maximize the minimum volume removed from the probability distribution over model parameters [11] . Using this approach involves actively generating query trajectories by optimizing over a continuous action space. The efficiency of this approach was later improved upon by selecting queries in batches from a discrete sampling of trajectories [12] . Other work compares two heuristic approaches that operate on a discrete set of trajectories [9] . The first approach seeks to select the two trajectories that maximally disagree while still remaining likely, while the second approach selects queries based on the expected belief change.
III. APPROACH As outlined by Kochenderfer et al., encounter models may be correlated or uncorrelated in their structure [3] . A correlated encounter model captures the effect of intervention from air traffic control when aircraft fly near one another, resulting in a correlation between the encounter trajectories. Uncorrelated models, on the other hand, model aircraft trajectories independently. A UAM vehicle may come across a number of possible intruders in the airspace such as hobbyist unmanned aircraft systems (UAS), commercial UAS, helicopters, and general aviation aircraft. Because of the lack of data representing typical aircraft behavior for UAM vehicles in close proximity with these other aircraft types, we choose an uncorrelated model in which the trajectories of intruder aircraft and UAM vehicles are generated independently before combining them to create an encounter. This approach allows us to use existing models for the other aircraft types. We are therefore focused on modeling realistic UAM vehicle trajectories, specifically at low altitudes where these vehicles are expected to be following landing and takeoff procedures.
Our model takes the form of a stochastic policy in a Markov decision process with preferences (MDPP) [16] . In an MDPP, the reward function is not explicitly specified but rather learned from expert preferences. Once the reward function has been learned from experts, we are left with a traditional Markov decision process (MDP) that can be solved using dynamic programming to obtain a stochastic policy [17] . Using this policy, trajectories can be easily sampled from the model as with prior encounter models.
Applying preference-based learning in this problem setting requires multiple design considerations and adaptations of previously developed algorithms. For example, instead of trying to learn a policy that accomplishes a specific task, we are trying to find a policy that performs realistically in a wide range of scenarios. For this reason, the pairwise queries we present to the experts need to provide a comparison of the performance of policies rather than trajectories. Queries are generated from policies obtained by solving the MDP for two different reward functions based on samples from our current estimate of the reward function parameters.
Another key challenge that our method overcomes is the necessity of encoding prior knowledge into the queries. Encoding prior knowledge is especially important for our application since UAM vehicles at low altitudes (below 500 ft) will be flying with a specific intent (i.e. following takeoff or landing procedures). If we do not encode this prior knowledge, we may waste queries learning information we already know. For example, if we know that we are trying to model UAM landing trajectories, we should not present policies that do not result in a landing. We achieve this by allowing the expert to tune only some of the reward parameters with their preferences while holding others, such as a high reward for landing, fixed.
A. Markov Decision Process with Preferences
An MDP is a way of encoding a sequential decision making problem where an agent's action at each time step depends only on its current state [17] . An MDP is defined by the tuple (S, A, T, R, γ), where S is the state space, A is the action space, T (s, a, s ) is the probability of transitioning to state s given that we are in state s and take action a, R(s, a) is the reward for taking action a in state s, and γ is the discount factor. In this work, we assume that R(s, a) is defined by a set of parameters (e.g. acceleration penalty and landing reward), some with fixed values and the others with values that are to be learned from the expert. We denote the vector containing parameters to be learned from the expert as w and call the resulting reward function R w (s, a). We narrow our search space by restricting w such that w 1 = 1 and requiring that the parameters in w have an implicit trade-off.
This reward function allows us to generate a policy that maps from states to actions. For any particular reward function, we can define a value Q w (s, a) associated with taking action a from state s, with higher values indicating higher expected reward. With a discrete state and action space, the optimal value for each state and action, Q * w (s, a), can be obtained using a form of dynamic programming called value iteration. The algorithm relies on iterative updates of Q * w (s, a) using the Bellman equation [18] :
A deterministic policy π(s) can be defined by simply choosing the action with the maximum value at state s:
In order to evaluate the robustness of UAM systems, we need a probabilistic model of aircraft trajectories. Therefore, we use a stochastic policy in the form of a softmax policy with precision parameter λ that controls the randomness of our actions. The probability we select action a from state s is given by
As λ → ∞, the policy approaches the one defined by eq. (2). As λ → 0, we approach a policy that chooses actions uniformly at random.
B. Preference Model
Because it is difficult for an expert to perfectly distinguish realistic trajectories, we adopt a Bayesian approach to preference modeling that allows errors. The mathematical framework and notation used in this work are based on the model of Sadigh et al. [11] . We keep a distribution over the possible values of w and perform Bayesian updates to it as we obtain responses to queries. We will call this distribution p(w). The nth query consists of two sets of trajectories, τ b . Let I n be the response to the nth query, where
with τ a τ b representing the expert's preference of τ a to τ b . The Bayesian update can be written as follows:
where p(w) encodes the current distribution over w that takes into account responses I 1:n−1 . Before any preferences have been obtained, we assume a uniform prior over the search space of possible values. In order to perform this update, we must specify a likelihood model for p(I n | w) keeping in mind that we expect occasional errors from the expert. As in Sadigh et al. [11] , we use a sigmoid likelihood function:
We overload our notation for the reward function to allow R w (τ ) to represent an evaluation of the reward of a particular trajectory set τ given the parameters w. It is worth noting that the definition of R w (τ ) can have a significant effect on algorithm performance. It is important that this function accurately encode the trade-off between the features that determine the reward function. One possible definition is the average reward over all trajectories in the set as shown in the example provided in this work, but feature tuning may be required and other definitions may provide better performance. If query policies are made stochastic, R w (τ ) will need to be based on the likelihood of the trajectories in the set according to the policy defined by w and precision parameter λ. This approach is left for future work. The posterior probability p(w | I n ) can be estimated using Markov Chain Monte Carlo (MCMC) methods. In particular, we use the adaptive Metropolis algorithm to efficiently generate samples at each iteration [19] .
C. Querying Methods
Bayesian methods for generating queries to learn reward functions have previously been proposed [11] , [12] . One approach is to generate queries by solving an optimization problem over a continuous control input that maximizes the volume removed from p(w) with the expert's response. However, while the optimization problem provides incentive to generate query trajectories that are maximally informative, it does not directly provide incentive to generate query trajectories that are realistic. This issue is especially apparent when there is significant prior knowledge of how the agent should perform. In the case of generating a realistic landing trajectory, we know that we want the aircraft to land, but it is difficult to encode this knowledge into the optimization problem.
Instead, we generate queries by performing a specified number of rollouts of two policies obtained by solving the MDP with different vectors w. These vectors are chosen from the MCMC samples used to estimate p(w). The following querying methods provide heuristics for choosing informative samples of w to use in the queries.
1) Multiobjective Optimization: The first method relies on a multiobjective optimization problem that is similar to the query by disagreement method of Wilson et al. [9] . Let M be the number of MCMC samples generated from each Bayesian update, and let w i and w j with i, j ∈ {1, . . . , M } be the ith and jth samples, respectively. The optimization problem can be written as,
where µ ≥ 0 controls the balance between the objectives. This can be thought of as a heuristic balance between exploration and exploitation. The first term incentivizes selecting parameters that are likely based on the current estimate of the reward function, while the second ensures that the samples differ enough to allow for a comparison. We estimate p(w i ) using a Gaussian kernel density estimate based on the M samples of w.
2) Probabilistic Q-Eval: The second method adapts the QEval algorithm [15] to a probabilistic setting. In the deterministic case where expert preferences are consistent, it is possible to compute a permissible region of potential values of w. Q-Eval seeks to maximally reduce the size of this region with every query by choosing the samples that come closest to bisecting it. We extend this to the probabilistic case by approximating the permissible region using our samples. The steps for selecting a query are as follows: 1) We use the sample mean to estimate the center of the permissible region:
We compute the normal distance from the bisecting hyperplane between each pair of samples to c. 3) For each of the k bisecting hyperplanes closest to c, we estimate the volume ratio between both sides of the hyperplane based on the number of samples on each side. 4) We create the next query by selecting the pair of samples corresponding to the hyperplane with a ratio of samples on either side closest to 1.
D. Algorithm Summary
Our method for learning the MDP reward parameters is summarized in algorithm 1. We begin with an empty set of preferences and generate our initial samples of p(w) from a uniform distribution over the search space. On each iteration, we select two of our current samples from p(w) using one of the query selection methods. The resulting reward functions, R w1 (s, a) and R w2 (s, a), are used to create policies for the next query by solving the MDP. After obtaining a random sampling of initial states, the next query is generated by performing rollouts of each policy from our sampled initial states. Finally, the expert's preference is obtained and used to update p(w) through MCMC sampling. This process is repeated until we obtain a final estimate of the reward function. w samples ← M samples from uniform prior 4: for i ← 1 to max iter 5: w 1 , w 2 ← select query reward(w samples ) 6 :
init states ← samples from initial state distribution 8: query ← generate query(π 1 , π 2 , init states) 9: prefs ← prefs ∪ obtain preference(query) 10: w samples ← MCMC(prefs) 11: return estimate w(w samples )
IV. UAM LANDING EXAMPLE
The methods developed in the previous section were applied to generate realistic landing trajectories for UAM vehicles. The following subsections outline our design choices. An implementation can be found at https://github.com/sisl/UAMPreferences.
A. State and Action Space
Since the MDP must be solved twice during each query generation step, state variables and their discretizations were selected to be maximally expressive while still allowing the problem to remain tractable. variables. Adding the previous action to our current state space allows us to penalize a change in acceleration (jerk) while still satisfying the Markov property. At each timestep, the vehicle selects both a vertical and horizontal acceleration. We select 4 possible values for each type of acceleration (one of which is zero) resulting in 16 total joint actions. Actions were chosen so that small changes in the reward function will still result in different policies. The transition between states for a particular action is deterministic and can be calculated using kinematics.
B. Reward Function
Our reward function has five parameters that together promote a soft landing. Of the five parameters, two are fixed and three are left to be tuned by expert preferences. Table II outlines the parameters and their descriptions. We denote the value for unknown parameters with a question mark. The first parameter, , allows us to ensure that all of the trajectories presented in the queries will result in a landing, so its value is kept at a large, fixed number. The second parameter, b, was added to penalize the vehicle for slowing down so much that it starts moving backwards, which was observed during initial tests. For this particular scenario, the vector w, defined as w = [α, β, γ] , contains our unknown parameters. Together these parameters define R w (s, a). The parameters α and γ penalize the jerk and acceleration respectively, while β is meant to encourage a soft landing. The speed near the ground is wrapped into a feature, φ β , that gets multiplied by β to determine this portion of the reward as follows:
where h,ḣ, andẋ are all provided in the current state s and h pen is a fixed parameter. We choose h pen to be 50 ft. The magnitude of the penalty for any particular speed increases as the vehicle gets closer to the ground.
As mentioned previously, we require that w 1 = 1 in order to narrow our search space. In this particular application, we also know the polarity of each element of w using our prior knowledge that each parameter represents a penalty. Thus, we choose negative features of our state and action and restrict the elements of w to be strictly positive. It is important to note that the features of the state and action that are multiplied by our reward function parameters at each time step such as acceleration, jerk, and landing speed should be normalized so that they are similar in magnitude. This normalizations allows the reward function parameters to also have similar magnitudes to one another and increases the efficiency of our sampling.
We define our function R w (τ ) to be the average reward over all trajectories. We use average reward in this scenario because some trajectories require more time to land than others, so we are comparing trajectories of different lengths in our queries. More reward function feature tuning was performed at this stage in order to normalize average reward and preserve the trade-off between model parameters.
V. RESULTS
The algorithm's performance was evaluated by answering the preference queries according to a true hidden reward function defined by w true that was selected for demonstration purposes. In order to assess the algorithm's progress, we rely on the cosine similarity metric used in prior work [11] , [12] :
This metric provides a way to measure how close our estimate is to the true reward function at any given iteration. Higher values indicate better estimates. An exact match between the estimate and true value would result in a value of 1.
A. Parameter Tuning
The multiobjective optimization querying method is sensitive to the hyperparameter µ. For this reason, we analyzed the algorithm performance over a range of possible values. 
Number of Queries
Cosine Similarity algorithm performs poorly for low values of µ. When µ is small, the selected samples are likely too close to one another to produce an informative query. A larger value for µ promotes a more efficient exploration of the parameter space and therefore faster convergence. Performance improves each time we increase µ but reaches a limit around µ = 500. All subsequent analyses were run with µ = 500. These results illustrate the importance of selecting query policies that maximally differ from one another.
B. Overall performance Figure 3 shows the algorithm performance using both the multiobjective and probabilistic Q-Eval querying methods. Both methods approach the true reward function, converging after about 40 queries. The properly tuned multiobjective optimization method approaches the true reward faster than the probabilistic Q-Eval method. Queries take under 15 seconds to generate on an single Intel Core i7 processor operating at 4.20 GHz. Accounting for the time it takes to respond, 40 queries translates to roughly 15 minutes of the expert's time. This process would take less time with parallelization. In addition to monitoring the changes in the parameter estimates as preferences are obtained, we also consider the progression of the distribution p(w). Figure 4 shows the univariate Gaussian kernel density estimate of the final distribution for each model parameter. As expected, the final distributions are centered near the true values. Figure 5 shows the evolution of the bivariate Gaussian kernel density estimate for α and β. Due to our restrictions on the values in the vector w, the reward function is completely defined by a selection of α and β. Furthermore, these parameters must lie in a two-dimensional simplex. We start with a uniform distribution over this simplex. As we obtain preferences, the distribution shrinks and centers itself near the true values. 
C. Effect of Human Error
The results presented in the previous section are optimistic estimates since they do not take into account human error in answering the queries. For this reason, we conducted further experiments to determine the effect of human error on convergence. We again answer queries according to a predefined reward function, but we select the policy with a lower reward according to w true with probability . This probability can be thought of as the rate at which the expert responds to a query in a manner that is inconsistent with their true internal reward function. This model of human error is likely to be conservative since we are randomly choosing the queries that we answer incorrectly. In reality, an expert is more likely to provide an inconsistent answer to queries where both policies were similar than to queries that show significantly different policies. Figure 6 shows the results of this analysis for both querying methods. Both methods show similar trends in performance as the error rate increases. Answering incorrectly at a rate of = 0.1 results in a minimal degradation in algorithm performance. When the error rate is increased to = 0.2, we begin to observe a noticeable effect in the number of queries required to converge; however, the algorithm still converges to an estimate close to the true value after approximately 40 queries. At an error rate of = 0.3, the algorithm no longer approaches the true reward.
D. Stochastic Model
In order to obtain a probabilistic model of aircraft trajectories, we need a stochastic policy. We use our final estimate of w to solve for Q * w (s, a) for each state and action pair. We then perform trajectory rollouts using the policy defined in eq. (3) with a given precision parameter λ. Figure 7 shows the effect of varying the precision parameter on the distribution of trajectories. The trajectories are generated from the same initial state using the optimal policy corresponding to w true . Using this technique, the model can be sampled as needed to obtain encounter trajectories for simulation. 
VI. CONCLUSION
In this work, we have shown that the preferences of a domain expert can be used to generate realistic trajectories for UAM without depending on a large collection of data. Our method addresses two major challenges: allowing for a comparison of policies rather than trajectories and generating queries that incorporate prior knowledge. We overcome these challenges by learning only a subset of the reward parameters in an MDP from the expert. Our results show that we can achieve an accurate estimate of the model parameters after presenting a sensible number of queries to a domain expert. We also show that a Bayesian approach to preference modeling is robust to human error for error rates under 20%. More broadly, this approach introduces a paradigm shift in the applications of preference-based learning that can be extended to other problem settings in which a realistic model must be created without a substantial dataset.
This work opens multiple paths for future work. For example, aligned with limitations noted in past work [11] , [12] , determining effective features remains a difficult process. Features must accurately encode the trade-offs that an expert is internally optimizing over when they respond to a query. Future work will explore ways to select these features more efficiently. Furthermore, the model will better reflect the expert's true preferences if the stochastic nature of the resulting policies is illustrated in the queries rather than applied after training. Future studies will focus on ways to handle queries that show stochastic policies.
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