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Abstract
We study the complexity of decomposing a graph by means of clique separators. This com-
mon algorithmic tool, first introduced by Tarjan, allows to cut a graph into smaller pieces, and
so, it can be applied to preprocess the graph in the computation of optimization problems.
However, the best-known algorithms for computing a decomposition have respective O(nm)-
time and O(n(3+α)/2) = o(n2.69)-time complexity, with α < 2.3729 being the exponent for
matrix multiplication. Such running times are prohibitive for large graphs. Here we prove
that for every graph G, a decomposition can be computed in O(T (G) + min{nα, ω2n})-time
with T (G) and ω being respectively the time needed to compute a minimal triangulation of G
and the clique-number of G. In particular, it implies that every graph can be decomposed by
clique separators in O(nα log n)-time. Based on prior work from Kratsch et al., we prove in
addition that decomposing a graph by clique-separators is as least as hard as triangle detection.
Therefore, the existence of any o(nα)-time algorithm for this problem would be a significant
breakthrough in the field of algorithmic. Finally, our main result implies that planar graphs,
bounded-treewidth graphs and bounded-degree graphs can be decomposed by clique separators
in linear or quasi-linear time.
Keyword: clique minimal separator decomposition; minimal triangulation; clique-number;
treewidth; planar graphs; bounded-degree graphs.
1 Introduction
Our purpose in this work is to study the complexity of separating a graph with all its minimal
separators that are cliques. In the literature, such minimal separators are called clique-minimal
separators while the decomposition process is sometimes called “clique minimal separator decom-
position” [5]. We refer to [5] for a survey and for the terminology used in this paper (technical
definitions are postponed to Section 2).
Clique separators have attracted some interest in algorithmic graph theory since the seminal
work of Gavril [27] where he showed that they can be applied to preprocess the graphs in the
computation of some optimization problems. More precisely, there are hard problems on graphs
(theoretically or in practice) that can be solved on each subgraph of the clique minimal separator
decomposition separately. See for instance [3, 10, 15, 16, 22, 24, 32, 45]. Furthermore, although
∗This work has been partially supported by ANR project Stint under reference ANR-13-BS02-0007, ANR program
“Investments for the Future” under reference ANR-11-LABX-0031-01, and the Inria associated team AlDyNet.
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this decomposition is strictly less powerful than other well-known graph decompositions – such as,
e.g., tree decompositions and rank decompositions – there do exist NP-hard problems that can be
solved on graphs when the subgraphs obtained with the clique minimal separator decomposition
are “simple enough” w.r.t. the problem. This was first noted by Gavril in [27] for the so-called
clique-separable graphs. Other classes of graphs with such a ”simple” decomposition comprise
the chordal graphs (that can be decomposed by clique separators into complete subgraphs), the
EPT graphs [28] and the P6-free graphs [14]. Note that general graphs may fail to contain a
clique-minimal separator (we will call them prime graphs in the following), however in practice the
biological networks, the graph of the autonomous systems of the Internet and some other complex
networks do contain clique-minimal separators – as supported by some experimentations [1, 16, 17].
Motivated by these applications, we will propose in this work new lower and upper bounds on
the time complexity C(n,m) for computing the clique minimal separator decomposition of n-vertex
m-edge graphs1.
Related work Historically, the first polynomial upper bound on this complexity was established
by Whitesides in [44], where she proposed an O(nm)-time algorithm for computing a clique sep-
arator in a graph (if any); as noted by Tarjan, the latter implies that C(n,m) = O(n2m). Later
on, Tarjan has introduced the first O(nm)-time algorithm for decomposing a graph by means of
its clique-separators [40]. Since then, and in spite of improvements on his work (especially by
Leimer) [6, 21, 36], the state of the art for this problem has remained C(n,m) = O(nm). The only
exception to this we are aware of is an o(n2.69)-time algorithm in [34], that improves the running
time for dense graphs. On the practical side, such running times are too prohibitive on large graphs
with thousands of vertices and sometimes billions of edges (see for instance [18]). Therefore, it is
interesting to obtain a finer-grained complexity analysis for this problem. We here investigate on
the optimal time for computing the clique minimal separator decomposition.
Our work is an example of hardness results in P, that is a growing area of research (e.g., see [12]).
Roughly, finer-grained notions of reduction between polynomial-time solvable problems are used in
order to prove that if A can be reduced to B and B can be solved in Õ(nq−ε)-time2 then A can also
be solved in Õ(nq−ε)-time [43]. This combined with standard complexity assumptions – such as the
Strong Exponential-Time Hypothesis [31] – allows one to prove conditional time complexity lower
bounds for many problems in P, and unsuspected relationships between these problems. In our case
we will assume, like in [42], the computational equivalence between Triangle Detection and
Matrix Multiplication. This equivalence has been proved in [43] for combinatorial algorithms
(i.e., not using algebraic methods).
To the best of our knowledge, the time complexity of clique minimal separator decomposition
has received little attention in the literature. We are only aware of a recent article [6] introducing
a generic framework to compute this decomposition. Interestingly, this framework applies to all
the best-known algorithms for computing the clique minimal separator decomposition. Indeed, all
these algorithms follow the same three steps:
1. Compute a minimal triangulation of the graph;
2. Find the clique-minimal separators of the graph (using the minimal triangulation);
1As usual, the dependency in m will be discarded for sparse graphs (with m = O(n) edges) and for the time
bounds in O(n2+ε +m).
2The Õ(.) notation suppresses polylog factors.
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3. Finally, recursively disconnect the graph with its clique-minimal separators.
We emphasize that the first step: computing a minimal triangulation, has been extensively studied
(see [29] for a survey). So far, the best-known algorithm to compute a minimal triangulation of a
graph has an Õ(nα) = õ(n2.3729)-time complexity with α < 2.3729 being the exponent for matrix
multiplication. Note that it is less than O(n(3+α)/2) = o(n2.69), that has been the best-known
complexity for computing the clique minimal separator decomposition of a graph – until this note.
Furthermore, new clique minimal separator decomposition algorithms are proposed in [6] that
are provably faster than the classical approach in some cases, that is, they run in O(nm0)-time for
some m0 ≤ m. In order to compare these algorithms with our work, let us note that the authors
in [6] claim that bounded-treewidth graphs can be decomposed by clique-separators in quadratic-
time, whereas we will show that it can be done in quasi linear-time. Faster algorithms to compute
the clique minimal separator decomposition can also be found in [2, 7] for some specific graph
classes, but the latter algorithms deeply rely upon the structural properties of these graphs.
Closest to our work are two papers from Kratsch and Spinrad [33, 34]. In [34], they describe
what has been, until this note, the best-known algorithm to compute the clique minimal separator
decomposition for dense graphs. The latter algorithm has running time O(n(3+α)/2), that follows
from an algorithm to compute a minimal triangulation of the graph within the same time bounds.
We will generalize their result in our work, proving that the clique minimal separator decomposition
can be computed in O(nα)-time if any minimal triangulation of the graph is given3. Furthermore,
lower bounds on the complexity C(n,m) of computing the clique minimal separator decomposition
can be deduced from some results in [33]. In particular, they show that finding a clique-minimal
separator in a graph is at least as hard as finding a simplicial vertex, even if a minimal elimination
ordering is given as part of the input. The latter implies that computing a minimal triangulation
is not the only complexity bottleneck of clique minimal separator decomposition algorithms.
Our contributions There are different versions of clique minimal separator decomposition stud-
ied in the literature, that only slightly differ in their output [6, 36, 40]. Our results in what follows
apply to any of them. Indeed, we first prove as a warm-up that they are computationally equivalent
(Theorem 4).
On the negative side, we then prove a conditional lower bound on the complexity of computing
the clique minimal separator decomposition. More precisely, we will build upon a result in [33] in
order to prove that this decomposition is at least as hard as triangle detection (Theorem 6).
We next focus on the two last steps of clique minimal separator decomposition algorithms;
that is, we ignore the first step of computing a minimal triangulation. Our main result is that
the clique-minimal separators of a graph G can be computed in O(T (G) + min{nα, ω2n})-time,
with T (G) and ω being respectively the time needed to compute a minimal triangulation of G
and the clique-number of G (let us remind that the clique-number of G is the size of a largest
clique in G). The latter result follows from two algorithms that respectively run in O(T (G) + nα)-
time (Proposition 7) and in O(T (G) + ω2n)-time (Proposition 8). Furthermore, whereas the first
algorithm (in O(T (G) + nα)-time) relies upon fast matrix multiplication, the second one is purely
combinatorial and can be easily implemented.
We finally notice that any graph G can be decomposed by clique-separators within the same
time bound O(T (G) + min{nα, ω2n})-time (Theorem 9). Since a minimal triangulation can be
3It seems to us that the techniques in [34] could also be applied to any minimal triangulation. Nonetheless, we
will propose a method that is, to our opinion, slightly simpler than theirs.
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computed in T (G) = Õ(nα)-time for any graph G [30], our main result implies that any graph can
be decomposed by clique-separators in Õ(nα)-time. Furthermore, faster and practical algorithms
can be obtained in some cases – whenever the graphs have bounded clique-number and a minimal
triangulation can be computed efficiently. We will show it is the case for interesting graph classes
such as planar graphs, bounded-treewidth graphs and bounded-degree graphs (see Section 6.1 for
details).
Altogether, this is hint that our Õ(nα)-time clique minimal separator decomposition algorithm is
optimal up to polylogarithmic factors – assuming the computational equivalence between triangle
detection and matrix multiplication [43, 42].
Organization Definitions and useful notations are given in Section 2. Last, we will conclude this
paper with an open conjecture in Section 7.
2 Definitions and preliminaries
We will use standard graph terminology from [11]. Graphs in this study are finite, simple (hence
with neither loops nor multiple edges) connected and unweighted, unless stated otherwise. Given
a graph G = (V,E) and a set S ⊆ V , we will denote by G[S] the subgraph of G that is induced by
S. The open neighbourhood of S, denoted by N(S), is the set of all vertices in G[V \ S] that are
adjacent to at least one vertex in S. The closed neighbourhood of S is denoted by N [S] = N(S)∪S.
From the algorithmic point of view, we make the standard assumption that graphs are encoded
as adjacency lists. For every vertex, we can enumerate its neighbourhood in constant-time per
neighbour. However, we make no assumption on the complexity of testing whether two vertices are
adjacent (i.e., it can take super-constant time).
Before formally introducing the clique minimal separator decomposition in Section 2.2, we will
survey in Section 2.1 some useful results on related (hyper-)graph classes.
2.1 Some basics on triangulations
Chordal graphs Let G = (V,E) be a graph and let CG be the set of its (inclusionwise) maximal
cliques. A clique-tree of G is a tree T = (CG, F ) whose nodes are the maximal cliques of G such that
for every vertex v ∈ V , the set of maximal cliques containing v induces a subtree of T . A graph
G = (V,E) is called chordal if and only if it has a clique-tree [26]. Equivalently, a chordal graph
is a graph with no induced cycle of length at least four, hence the terminology of ”triangulated
graphs” is sometimes preferred [38]. Chordal graphs enjoy many algorithmic properties that can
be generalized – to some extent – to clique-minimal separator decomposition [8]. We will use some
of them in what follows.
Dual hypertrees and their join trees A hypergraph H = (V, E) is called a dual hypertree
if the underlying graph GH = (V, E′), obtained by adding an edge between every two vertices
in a common hyperedge of H, is chordal and it has all its maximal cliques contained in E [13].
Furthermore, it is a reduced hypergraph if no hyperedge of E is properly contained in another one.
Every hypergraph H = (V, E) can be tranformed to the reduced hypergraph H′ = (V, E ′), whose
hyperedges are the maximal elements of E . For general hypergraphs, this transformation can be
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done in quadratic-time and this is optimal under the Strong Exponential-Time Hypothesis [12].
However, for dual hypertrees it can be done in linear-time [41].
Given a dual hypertree H = (V, E), a join tree of H is a tree T = (E , F ) whose nodes are the
hyperedges of H such that for every vertex v ∈ V, the set of hyperedges containing v induces a
subtree of T . Note that if H is reduced then the clique-trees of its underlying graph GH are exactly
the join trees of H.
Minimal triangulation Finally, a triangulation of G = (V,E) is any chordal supergraph H =
(V,E ∪ F ) of G. In particular, H is a minimal triangulation of G if for any strict subset F ′ ⊂ F ,
the supergraph H ′ = (V,E ∪ F ′) is not a triangulation of G. Minimal triangulations have many
applications in the study of optimization problems on graphs and sparse matrices. We refer to [29]
for a survey.
Computing a minimal triangulation of a given graphG = (V,E) can be done inO(min{nm, nα log n})-
time [30, 39]. However, this has been improved for various graph classes such as planar graphs [19],
bounded-degree graphs [20], etc. We will come back to this point in Section 6.1.
2.2 Decomposition by clique separators
Let us now formally introduce clique-separators and clique minimal separator decomposition.
Clique-minimal separators A set S ⊆ V is a separator in G if there are at least two connected
components in G[V \ S]. In particular, a full component in G[V \ S] is any connected component
C in G[V \ S] satisfying that N(C) = S (note that a full component might fail to exist). The set
S is called a minimal separator in G if it is a separator and there are at least two full components
in G[V \ S]. In particular, S is a clique-minimal separator if it is a minimal separator and G[S] is
a complete subgraph.
There exist strong relationships between minimal triangulations and clique-minimal separators.
Namely, we will use the following lemma.
Lemma 1 ( [5]). For any minimal triangulation H of a graph G, the clique-minimal separators in
G are exactly the minimal separators in H that induce complete subgraphs of G.
Derived systems and atoms A graph is called prime if it does not contain any clique-minimal
separator, otherwise it is called reducible. Examples of prime graphs are the complete graph Kn
and the cycle graph Cn. Examples of reducible graphs are all the chordal graphs that are not a
complete graph [23].
If a graph G = (V,E) is reducible then its vertex-set can be partitioned into V = A∪S∪B with
S being a clique-separator and A and B being a partition of the connected components of G \ S
into two nonempty subsets. Furthermore, the gotten subgraphs GA = G[A∪S] and GB = G[B∪S]
can be similarly decomposed until all the derived subgraphs are prime. Such a family of prime
subgraphs is called a derived system of G.
Clique minimal separator decomposition is a particular example of derived systems. Formally,
“a” clique minimal separator decomposition of a graph G = (V,E) is a derived system that is
obtained by decomposing G with its clique-minimal separators. Leimer has proved that the clique
minimal separator decomposition of G is unique [36]. More precisely, the atoms of G are the
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inclusionwise maximal subsets Ai such thatG[Ai] is prime. The following relationship holds between
the atoms of a graph and its derived systems:
Lemma 2 ( [36]). Every derived system of a graph G = (V,E) contains its atoms. Furthermore,
the clique minimal separator decomposition of G is the family of all its atoms, and so, it is the
unique minimal derived system of G.
In what follows, we study the complexity of the following graph problem:
Problem 1 (Clique Minimal Separator Decomposition).
Input: A graph G = (V,E).
Output: The atoms of G.
Note that the output of the clique minimal separator decomposition has size
∑
i |Ai| inO(n+m),
where the sets Ai denote the atoms of G [4]. In contrast with the above result, we observe that
there may be Ω(ω2n) edges in total cumulated on the subgraphs that are induced by the atoms of









Figure 1: An n-vertex split graph with clique-number ω. The vertices are bipartitioned in a clique Kω−1 with
ω− 1 vertices and an independent set with n− ω + 1 vertices. Furthermore, each vertex in the independent
set is adjacent to all vertices in the clique. The atoms of the graph are exactly the closed neighbourhoods
N [vi], 1 ≤ i ≤ n−ω+ 1. Therefore, there are ω(ω− 1)(n−ω+ 1)/2 edges in total in the subgraphs induced
by the atoms.
Alternative encodings Most clique-minimal separator decomposition algorithms output a tree
representation of the atoms, that is sometimes called a binary decomposition tree [40] and is recur-
sively defined as follows.
• If G is a prime graph then it has a unique binary decomposition tree, that is a single node
labeled with V .
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• Else, a binary decomposition tree of G is any binary rooted tree such that: its root is labeled
with a clique-minimal separator S in G, the left child of the root is a leaf-node that is labelled
with A = S ∪C where C is a full component of G[V \ S] and G[A] is prime, furthermore the
subtree that is rooted at the right child of the root is a binary decomposition tree of G[V \C].
Informally, a binary decomposition tree can be seen as the trace of some execution of a clique
minimal separator decomposition algorithm (e.g., a decomposition ordering). Note that a binary
decomposition tree of a graph may not be unique.
Lemma 3 ( [36]). Let G = (V,E) and T be a binary decomposition tree of G. Each leaf-node of T
is labeled with an atom of G, and each atom of G appears exactly once as a leaf-node label in T .
An atom tree is another tree-like representation of the clique minimal separator decomposition,
defined in [6] as follows. For any graph G = (V,E), the graph G∗ obtained by saturating all its
atoms is chordal and its maximal cliques are exactly the atoms of G [36]. The atom trees of G are
exactly the clique-trees of G∗.
Note that any binary decomposition tree and any atom tree have size in O(
∑
i |Ai|), where the
sets Ai denote the atoms of G, that is in O(n+m). We will show in Section 3 that the two above
tree-like representations can be obtained ”for free” from clique minimal separator decomposition.
3 Computational equivalence between the representations
When decomposing a graph by clique-separators, there are different ways to encode the result
(i.e., as a derived system, a binary decomposition tree or an atom tree). Hence, it is interesting
to ask whether one encoding is easier to compute than the others. We will show that they all
can be computed in linear-time from the clique minimal separator decomposition (as defined in
Problem 1).
Theorem 4. For every graph G = (V,E), the following problems are computationally equivalent:
1. Computing a derived system of G;
2. Computing the clique minimal separator decomposition of G;
3. Computing an atom tree of G;
4. Computing a binary decomposition tree of G.
Proof. The four equivalence are trivial when G is prime, so, we will only consider the case when G
is reducible. It is enough to prove the four following (cyclic) implications.
1 =⇒ 2 Let S be a derived system of G. Since all the subgraphs in S are prime, and since
by Lemma 2 all the atoms of G are in S, by maximality of the atoms the inclusionwise maximal
elements in S are exactly the atoms of G. Furthermore, let GS be obtained from G by saturating
all the subsets in S. Note that GS is exactly G∗, obtained from G by saturating all its atoms.
Therefore, GS is chordal and all its maximal cliques are contained in S [36]. The latter implies that
the hypergraph HS = (V,S) – whose underlying graph is GS – is a dual hypertree (cf. Section 2.1).
Then, reducing H to H ′ = (V, C) – whose hyperedges are the maximal elements in S – will lead
to the clique minimal separator decomposition C of G. For a dual hypertree, it can be done in
linear-time [41].
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2 =⇒ 3 Let C be the clique minimal separator decomposition of G, that is the family of all
atoms Ai of G. Recall that G
∗, obtained from G by saturating all its atoms, is chordal and its
maximal cliques are exactly the atoms of G [36]. Therefore the hypergraph H = (V, C) is a dual
hypertree (cf. Section 2.1). In particular, since G∗ is the underlying graph of H and H is reduced
by maximality of the atoms, the atom trees of G are exactly the join trees of H. A join tree of a
given dual hypertree can be computed in linear-time [41].
3 =⇒ 4 Let us fix an atom tree T ∗G = (C, F ) of G. Let Ai be any leaf-node in the atom tree (an
atom whose corresponding node in the tree has degree at most one). Since G is reducible, the node
corresponding to Ai is adjacent to a unique other node in the atom tree, whose label is denoted
by Aj . Furthermore, let Ci = Ai \ Aj . By [6, Proposition 3.6], we have that: S = Ai ∩ Aj is a
clique-minimal separator, Ci is a full component in G[V \S] and T ∗G\Ci = (C \Ai, F \{Ai, Aj}) is an
atom tree of G\Ci. Therefore, we can start a binary decomposition tree of G whose root is labeled
by S, whose left-child is labeled by Ai, and whose right child is obtained by applying recursively
the same operation to the atom tree T ∗G\Ci of G \ Ci.
Overall, computing the intersections between every two adjacent atoms in TG can be done in
time O(
∑
i |Ai|) as follows. We arbitrarily root TG. For every atom Aj , let Ai1 , Ai2 , . . . , Aik be its
children. We first mark all the vertices of Aj . Then we scan Ai1 , Ai2 , . . . , Aik , and we so compute
the sets Aj ∩ Ai1 , Aj ∩ Ai2 , . . . , Aj ∩ Aik . Finally, the vertices of Aj are unmarked. Doing so,
every atom is scanned at most three times (i.e., twice to mark then unmark its vertices, and at
most one more time when we visit its parent). Hence, the running time is O(
∑
i |Ai|), that is in
O(n+m)-time [4].
4 =⇒ 1 Let T be any binary decomposition tree of G. Since by Lemma 3 the leaf-node labels of
T are exactly the atoms of G, the atoms of G can be extracted from T in time O(
∑
i |Ai|), that is
in O(n+m)-time [4]. The family of all atoms is a derived system of G by Lemma 2.
4 Conditional time complexity lower bound
Let us start proving the hardness of computing clique minimal separator decomposition by reducing
this problem from triangle detection. In the following, recall that a simplicial vertex is one
whose closed neighbourhood induces a complete subgraph. We will need the following lemma.
Lemma 5 ( [33]). Triangle detection for n-vertex graphs can be reduced in O(n2)-time to
counting the number of simplicial vertices in a graph with 3n+ 2 vertices.
Theorem 6. The problem of detecting a triangle in an n-vertex graph reduces in quadratic time
to the problem of computing the clique minimal separator decomposition of a graph with 3n + 2
vertices.
Proof. Let G = (V,E) be any graph with 3n + 2 vertices. In order to prove the theorem, by
Lemma 5 it is sufficient to prove that counting the number of simplicial vertices in G can be done
in O(n+m)-time if the clique minimal separator decomposition of G is given.
We claim that for every simplicial vertex v ∈ V , its closed neighbourhood N [v] is an atom,
and in particular it is the unique atom containing v. Indeed, suppose for the sake of contradiction
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that there exists u /∈ N [v] such that u and v lie on a same atom A. Then, N(v) ∩ A is an uv-
separator in the subgraph G[A]. Since N(v) ∩ A is a clique, the latter contradicts that G[A] has
no clique-separator. Therefore, every atom containing v is a subset of N [v]. Finally, since G[N [v]]
is complete, we have that G[N [v]] has no clique-separator, and so, by inclusionwise maximality of
the atoms, N [v] is the unique atom containing v, that proves the claim.
In particular, it follows from this above claim that a vertex is simplicial if and only if it is
contained in a unique atom and this atom is a clique. Indeed, if a vertex is simplicial then by
the above claim it satisfies the desired property. Conversely, if a vertex v is uniquely contained in
an atom A and A is a clique then v is trivially simplicial with its neighbourhood being equal to
N [v] = A.
Let us take advantage of this above characterization of simplicial vertices in order to count them




We first compute an atom tree of G. By Theorem 4, it can be done in O(n + m)-time. Then,
let Ai be any leaf-node in the atom tree (an atom whose corresponding node in the tree has degree
at most one). Since the intersection of two atoms is a clique [36], we have that Ai is a clique if
and only if every vertex that is uniquely contained in Ai has degree |Ai| − 1. Furthermore, we
have by [6, Proposition 3.6] that if we name Ci the set of vertices that are uniquely contained
in Ai and we discard Ai from the atom tree, one obtains an atom tree of G \ Ci. Therefore, we
can repeat the above process in order to list all the atoms of G that are cliques. As explained for
Theorem 4, computing the intersections between every two adjacent atoms in TG can be done in
time O(
∑





that is in O(n+m)-time.
Finally, let Ai1 , . . . , Ail be the atoms of G that are cliques. We can count all the vertices that are
only contained in Aij , for some 1 ≤ j ≤ l, simply by scanning all the atoms in time O(
∑k
i=1 |Ai|),
that is in O(n + m)-time. Since we proved that these are exactly the simplicial vertices of G, the
latter achieves proving that counting the number of simplicial vertices can be done in O(n+m)-time
if the atoms are given.
5 Computing the clique minimal separators
This section is devoted to the fast computation of the clique-minimal separators in a graph. We
will introduce two methods which both make use of Lemma 1.
Proposition 7. Let G = (V,E). Suppose that a minimal triangulation of G can be computed in
time T (G). Then, the clique-minimal separators of G can be computed in O(T (G) + nα)-time.
Proof. Let H = (V,E ∪ F ) be a minimal triangulation of G, with f = |F | fill edges. By the
hypothesis it can be computed in time T (G). Let Ξ = (S1, S2, . . . , Sl) be the minimal separators of
H, with l ≤ n. By [26], the family Ξ can be computed in O(n+m+f) = O(n2)-time. Furthermore,
recall that by Lemma 1 the clique-minimal separators of G are exactly the separators in Ξ that
are cliques of G. In order to compute them, let V = (v1, v2, . . . , vn) be totally ordered. Let AG
be the adjacency matrix of G, and let BH be the clique matrix of H (of dimensions n× l) defined
as follows. For every 1 ≤ i ≤ n and for every 1 ≤ j ≤ l, we have bij = 1 if vi ∈ Sj and bij = 0
otherwise. Then, C = AGBH is a matrix of dimensions n× l. It can be computed in O(nα)-time by
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using fast matrix multiplication since l ≤ n [35]. Furthermore, for every 1 ≤ i ≤ n and for every
1 ≤ j ≤ l, we have cij = |NG(vi) ∩ Sj |. Therefore, Sj ∈ Ξ is a clique-minimal separator of G if and
only if we have cij = |Sj | − 1 for every vi ∈ Sj . As a result, the clique-minimal separators of G are
obtained from the matrix C in time O(
∑l
j=1 |Sj |), that is O(n+m+ f) = O(n2).
Proposition 8. Let G = (V,E). Suppose that a minimal triangulation of G can be computed in
time T (G). Then, the clique-minimal separators of G can be computed in O(T (G) + ω2n)-time.
Proof. Let H = (V,E ∪ F ) be a minimal triangulation of G, with f = |F | fill edges. By the
hypothesis it can be computed in time T (G). Let us compute the set Ξ of all minimal separators
of H. By [26], the family Ξ can be computed in O(n+m+ f) = O(T (G))-time.
Let Ξ(0) = Ξ. Our aim is to remove separators of H from Ξ0 until it only contains the clique-
minimal separators of G. In order to achieve the result, let V = (v1, v2, . . . , vn) be totally ordered.
We consider the vertices sequentially. For every 1 ≤ i ≤ n, let Ξ(i−1) ⊆ Ξ be the minimal separators
of H that have not been discarded at a previous step j < i. Furthermore, let Si ⊆ Ξ(i−1) contain
every S ∈ Ξ(i−1) such that vi ∈ S, and let S<i = S∩{v1, . . . , vi−1} for every S ∈ Si. If S<i 6⊆ NG(vi)
then S is not a clique and it is discarded. Therefore, once the algorithm has terminated, subsets in
Ξ(n) are exactly the minimal separators of H that are cliques of G. By Lemma 1, these are exactly
the clique-minimal separators of G. Hence the above algorithm is correct.
Let us focus on the time complexity. Assume for ease of computation that we maintain an
”incidence graph” IS : such that for every 1 ≤ i ≤ n, the vertex set of IS is V ∪ Ξ(i−1) and there
is an edge between every vertex v ∈ V and every separator S ∈ Ξ(i−1) containing v. Note that IS
can be constructed at the initialization step (when Ξ(0) = Ξ) in time O(|V |+
∑
S∈Ξ |S|), that is in
O(n+m+ f)-time, and so, in O(T (G))-time. Furthermore, for every 1 ≤ i ≤ n the separators in
Si are exactly the neighbours of vertex vi in IS , hence it takes O(|Si|)-time to access to each of the
separators in Si. Discarding a separator S ∈ Si is equivalent to deleting the vertex corresponding
to S in IS , which can be done in O(|S|)-time. Overall, these two types of operations (accessing




S∈Ξ |S|)-time, that is in O(
∑
S∈Ξ |S|) = O(T (G))-time.
Finally, deciding whether S<i 6⊆ NG(vi) for every S ∈ Si takes time O(|NG(vi)|+
∑
S∈Si |S<i|).
Furthermore, since the vertices are considered sequentially, we have that S<i is a clique for every
S ∈ Si (or else, S would have been discarded at some step j < i of the algorithm). This implies that∑
i|S∈Si |S<i| ≤
∑ω
j=1 j = ω(ω + 1)/2 = O(ω2) for every S ∈ Ξ. Hence, since H is triangulated,











6 Faster computation of clique minimal separator decomposition
In Section 5, we proved that if a minimal triangulation of a graph G can be computed in time T (G)
then the clique-minimal separators of G can be computed in O(T (G) + min{nα, ω2n})-time. We
now prove that a clique-minimal separator decomposition of G can be computed within the same
time bounds.
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Theorem 9. Let G = (V,E). Suppose that a minimal triangulation of G can be computed in
time T (G). Then, the clique-minimal separator decomposition of G can be computed in O(T (G) +
min{nα, ω2n})-time.
Proof. Let H = (V,E∪F ) be a minimal triangulation of G, with f = |F | fill edges. By the hypoth-
esis it can be computed in time T (G). Furthermore, the clique-minimal separator decomposition
of G can be computed in O(n+m+ f) = O(T (G))-time if H and the clique-minimal separators of
G are given [6]. By Propositions 7 and 8, the clique-minimal separators of G can be computed in
O(T (G) + min{nα, ω2n})-time. So, overall it takes O(T (G) + min{nα, ω2n})-time to compute the
clique-minimal separator decomposition of G.
On the combinatorial side, our approach for computing the clique-minimal separator decompo-
sition (Theorem 9) is at least as good as the state-of-the-art O(nm)-time algorithm. Indeed, for any
graph G, a minimal triangulation of G can be computed in time T (G) = O(nm) [39]. Furthermore
if G has clique-number ω then it has number of edges m ≥ ω(ω − 1)/2 = Ω(ω2).
Corollary 10. The clique-minimal separator decomposition of a given graph G = (V,E) can be
computed in O(nα log n) = Õ(n2.3729)-time.
Proof. Since a minimal triangulation of a graph G can be computed in O(nα log n)-time [30], the
result follows from Theorem 9 by replacing T (G) with O(nα log n).
6.1 Applications
By Theorem 9, the clique-minimal separator decomposition of a given graph G = (V,E) can be
computed in quasi linear-time if i) G has bounded clique-number and ii) a minimal triangulation
of G can be computed efficiently. Below, we list a few graph classes for which it is the case.
• A graph G has treewidth at most k if there exists a triangulation of G with clique-number
at most k + 1. See [9] for a survey on this class of graphs. Note that the clique-number ω
of G is a lower-bound on its treewidth. Furthermore, if G has treewidth k then a minimal
triangulation of G can be computed in O(k7 · n log n)-time [25]. Therefore, by Theorem 9
the clique-minimal separator decomposition of bounded treewidth graphs can be computed
in O(n log n)-time.
• A graph G is planar if it can be drawn in the Euclidean plane so that edges may only intersect
at their endpoints. We refer to [37] for a survey on this class of graphs. In particular, by
Kuratowski Theorem G is planar if and only if G is {K3,3,K5}-minor-free. So, any planar
graph G has bounded clique-number ω ≤ 4. Furthermore, if G is planar then a minimal
triangulation of G can be computed in O(n)-time [19]. As a result, by Theorem 9 the clique-
minimal separator decomposition of planar graphs can be computed in linear-time.
• Finally, let us consider bounded-degree graphs. Indeed, for every graph G, ω ≤ ∆ + 1 with
ω and ∆ being respectively the clique-number and the maximum degree of G. Therefore,
bounded-degree graphs have bounded clique-number. Furthermore, if G has maximum degree
∆ then a minimal triangulation of G can be computed in O(n · (∆3 +α(n)))-time where α(n)
here denotes the inverse of Ackermann’s function [20]. Hence by Theorem 9 the clique-minimal
separator decomposition of bounded-degree graphs can be computed in O(n · α(n))-time.
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7 Conclusion
By Corollary 10 the time complexity of computing the clique minimal separator decomposition
of an n-vertex graph G is Õ(nα) = Õ(n2.3729). It is unlikely that the problem can be solved in
o(nα)-time by Theorem 6 (recall that the two problems of triangle detection and matrix
multiplication are assumed to be equivalent [43, 42]).
Finally, we proved in Theorem 9 that for every graph G with bounded clique-number ω, the
clique minimal separator decomposition of G can be computed in O(T (G) +ω2n)-time where T (G)
here denotes the time needed to compute a minimal triangulation of G. We conjecture that in fact,
it can be computed in O(ωO(1)(n + m))-time. More precisely, can any graph be decomposed by
means of clique separators in, say O(ω2n+m)-time ?
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