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Abstract
In this paper we study the stability of the nonlinear wave structure caused by the attack of an incident
shock on an interface of two different kinds of media. The attack will produce a reflected wave and a
refracted wave, and also let the interface deflected. In this paper we will mainly study the case, when
the reflected wave is a shock, and the flow between the reflected wave and the refracted shock is relatively
subsonic. Our result indicates that the wave structure and the flow field for the reflection–refraction problem
in this case is conditionally stable.
To describe the motion of the fluid we use the inviscid Euler system as the mathematical model. The
reflection–refraction problem can be reduced to a free boundary value problem, where the unknown re-
flected shock and refracted shock are free boundaries, and the deflected interface is also to be determined.
In the proof of the existence and the stability of the corresponding wave structure we apply the Lagrange
transformation to fix the interface and the decoupling technique to decouple the elliptic–hyperbolic com-
posite system in its principal part. Meanwhile, some efficient weighted Sobolev estimates are established to
derive the existence for corresponding nonlinear problems.
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When a shock front hits an interface of two different media, the shock front will be reflected
and refracted at the hitting point. In the study of the problems involving reflection and refraction
of shocks, people will confront complicated wave structures near the intersection of the inci-
dent shock and the interface (see [15,23,24]). If the incident angle of the incident shock is less
than a given value, then the reflection–refraction occurs. Because of the attack of the incident
shock, the interface becomes a polygonal line with a vertex at the intersection. Then starting
from the intersection there appear three nonlinear waves: the incident shock, the refracted shock
and the reflected wave. The reflected wave can be a shock or a rarefaction wave depending on
the property of the media and the parameters of the incident shock. When the incident shock
enters a medium with higher density from a medium with lower density, then the reflected wave
is a shock. This case is simply called regular refraction and will be mainly studied in this paper.
In such a case the whole structure of nonlinear waves includes two contacts and three shock
fronts issuing from the hitting point. Moreover, a generic case is that the flow behind the re-
flected shock and the refracted shock is relatively subsonic. Such phenomena are acknowledged
in fluid mechanics (see [15,24]), but a rigorous analysis is still a blank point according to au-
thors’ knowledge. In this paper our task is to confirm that the reflection–refraction wave structure
is conditionally stable in the above-mentioned case, provided the perturbation is small and the
asymptotic behavior of the perturbation at infinity is in a given class.
The media on both sides of the interface can be solid in practice, but in the circumstance of
high pressure and high temperature the solid also has properties like fluid. Therefore, the media
on both sides of the interface can be simply called “fluid.” Since the shock front always moves
with a relatively supersonic speed, then in a coordinate system moving with the hitting point the
fluid ahead of the shock can be regarded as a coming flow with a supersonic speed. When the
incident angle is small the flow behind the shock front is also relatively supersonic, and can also
be determined. In this case the unknowns in the problem are the location of the reflected shock,
the refracted shock and the deflected interface, as well as the flow field between the reflected
shock and the refracted shock. Such a problem can be reduced to a free boundary value problem
of the Euler system in a domain with a contact discontinuity (interface) inside.
In Section 2 we will first give a detailed description of so-called “flat” reflection and refraction
of shocks. Consider a plain incident shock moving with a constant speed and attacking an inter-
face of two different media. Assume that ahead of the shock the media on the both sides of the
interface are static. Then one can take a coordinate system moving with the shock front, so that
the motion of the fluid is stationary in the coordinate system. Choosing the hitting point as the
origin of the system, then both reflected shock and the refracted shock can be described by two
fixed straight rays issuing from the origin. Meanwhile, due to the influence of the attack of the
incident shock, the interface behind the reflected shock and the refracted shock also changes its
direction and becomes a new ray issuing from the origin. Such a plain structure can be established
by using Rankine–Hugoniot relations algebraically. Equivalently, the structure can be determined
geometrically by the shock polar for the media in both sides of the interface. As we will see in
Section 2, two possible reflection–refraction may occur. According to their strength one is called
weaker reflection–refraction, and the other one is called stronger reflection–refraction.
Starting from Section 3, we consider the perturbed case. Here we assume that the perturbation
is also stationary in the coordinate system moving with the hitting point. The perturbed problem
will be reduced to a free boundary value problem of the Euler system, and then the main result
of this paper is given precisely. Like many problems in compressible flow the location of the
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of solving the whole problem.
For the weaker reflection–refraction case the flow behind the shock is supersonic, then
the Euler system is hyperbolic with real characteristics. On the other hand, for the stronger
reflection–refraction case the flow behind the shock can be subsonic, then the system is an
elliptic–hyperbolic composite system with two real characteristics and two complex character-
istics. In the first case people can apply the general theory of quasi-linear hyperbolic systems
(e.g. [17]) to obtain the existence and stability of solution to the perturbed problem. Hence in
this paper we will only study the case that the flow between the reflected shock and the refracted
shock is subsonic. In order to solve the free boundary value problem for the Euler system, which
is an elliptic–hyperbolic composite system in the subsonic region, we will divide the whole dis-
cussion into two main steps: the first one is to solve a fixed boundary value problem of Euler
system with a fixed approximate shock front as a part of the boundary of the domain, and the
second one is to update the location of shock front by using one of Rankine–Hugoniot conditions.
These two steps will reduce the process of solving the free boundary value problem to a problem
of looking for a fixed point of the map updating the position of shock fronts. Such a strategy has
been used by many authors in the study of compressible flow involving shock waves. However,
to deal with the more complicated problem involving reflection and refraction simultaneously,
some new ingredients must be included in our treatment. First, the solution is not smooth in the
whole domain, it has strong discontinuity in the domain. Second, the domain behind the tran-
sonic shock is taken as an infinite domain which coincide with the real physical situation, so that
no artificial boundary is added to cut the domain as did in [3,4]. Certainly, the previous works
on compressible flow [3–5,9] are greatly beneficial to our study in this paper. Besides, for other
methods to deal with free boundary value problems involving shock waves we refer readers to
[7,18,19,21].
The location of the deflected interface is also to be determined. The interface is a charac-
teristics carrying discontinuity of density and the tangential components of velocity. To fix this
unknown contact discontinuity we introduce new coordinates analogous to Lagrange coordinates
in one-dimensional unsteady flow [10,11,22]. Under such a coordinate transformation all stream
lines are straightened, so that the unknown deflected interface coincides with the coordinate axis.
In Section 4 we will complete the process of straightening all stream lines by using Lagrange
transformation.
To deal with the fixed boundary value problem of the composite system in Section 5 we reduce
the nonlinear elliptic–hyperbolic system to a canonical form, which decouples the elliptic part
and the hyperbolic part of the system in the level of the principal part. Then these two subsystems
can be treated separately, so that the estimates and existence of solution to the whole composite
system can be established by combining the analysis for these two parts. The method is also
employed in [8,9,12]. The decoupled system is linearized in Section 5.2. Then a typical boundary
value problem of a first order elliptic system with constant coefficients in a sector is treated
in Section 5.3. Based on it the existence and necessary estimates of the solution to the whole
linearized system is established in Section 5.4. Here we emphasize that due to the appearance of
a corner of the domain a weighted Sobolev space is introduced to describe all unknown functions
with some singularity at the corner as well as at infinity, and the boundary value problem in the
sector is transformed to a new boundary value problem in a strip and then solved there, as did in
[13,20]. To avoid interrupting the discussion on nonlinear problem too much, we remove some
technical computations on the boundary value problems of Laplace equation to Appendix A.
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of nonlinear problem by using an iteration scheme in Section 6. Then we prove the convergence
of the sequence and establish the existence of the solution to the nonlinear fixed boundary value
problem there. Finally, in Section 7 we combine the results for the nonlinear fixed boundary
problem and for the equation updating the location of the reflected and refracted shocks and then
complete the proof of our main result.
2. Flat reflection and refraction
In this paper we study our problem in two space-dimensional case. The unsteady Euler system
of compressible flow in two-dimensional space is
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ρ
∂t
+ ∂(ρu)
∂x
+ ∂(ρv)
∂y
= 0,
∂
∂t
(ρu)+ ∂
∂x
(
p + ρu2)+ ∂
∂y
(ρuv) = 0,
∂
∂t
(ρv)+ ∂
∂x
(ρuv)+ ∂
∂y
(
p + ρv2)= 0,
∂
∂t
(ρE)+ ∂
∂x
(ρuE + pu)+ ∂
∂y
(ρvE + pv) = 0,
(2.1)
where E = 12 (u2 +v2)+ e. The unknowns (u, v),p,ρ, e represent the velocity, pressure, density
and inner energy of the flow, respectively. In the case when a shock front x = χ(t, y) (or a
contact discontinuity as well) appears in the flow field, the Rankine–Hugoniot conditions for the
parameters of the flow on both sides should be satisfied. That is
⎛
⎜⎝
[ρ]
[ρu]
[ρv]
[ρE]
⎞
⎟⎠χt −
⎛
⎜⎝
[ρu]
[p + ρu2]
[ρuv]
[ρuE + pu]
⎞
⎟⎠+
⎛
⎜⎝
[ρv]
[ρuv]
[p + ρv2]
[ρuE + pv]
⎞
⎟⎠χy = 0, (2.2)
where the bracket means the jump of the corresponding quantities on x = χ(t, y). If the surface
carrying discontinuities is a shock, then the entropy condition should also be satisfied, which
means that the density and the pressure will increase as the particle of the fluid moves across the
shock. Otherwise, if the surface x = χ(t, y) is a contact discontinuity then the pressure and the
normal component of the relative velocity on both sides of the surface is continuous.
When a wave pattern moves with a constant velocity keeping its shape, and the coordinate
system moves with the same velocity, the system (2.1) and the conditions (2.2) can be simplified.
Indeed, assume that the moving velocity is along with the x-axis with the constant speed a, then
by taking coordinates transformation
t1 = t, x1 = x − at, y1 = y, (2.3)
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system becomes stationary one. Denote the coordinates by x, y and the velocity by (u, v) again,
we obtain a stationary compressible flow equation in R2
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂(ρu)
∂x
+ ∂(ρv)
∂y
= 0,
∂
∂x
(
p + ρu2)+ ∂
∂y
(ρuv) = 0,
∂
∂x
(ρuv)+ ∂
∂y
(
p + ρv2)= 0,
∂
∂x
(ρuE + pu)+ ∂
∂y
(ρvE + pv) = 0.
(2.4)
Meanwhile, the shock front also becomes stationary after such a coordinate transformation. That
is, the function χ(t, y) takes the form φ(y) = χ(t, y)− at , satisfying
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
[ρu] = [ρv]φ′,[
p + ρu2]= [ρuv]φ′,
[ρuv] = [p + ρv2]φ′,
[ρuE + pu] = [ρvE + pv]φ′.
(2.5)
The system (2.4) implies that the quantity E + p
ρ
is invariant along each streamline, so that
Bernoulli’s law
1
2
(
u2 + v2)+ i = const (2.6)
holds on each streamline, where i = e + p
ρ
is the enthalpy. From (2.5) we know that E + p
ρ
is also invariant across shock front, even though the parameters u,v,p,ρ have jumps on the
front. Therefore, if all streamlines come from a region, where the flow field is uniform, then the
constant in (2.6) is the same in the whole domain. It turns out that in our case the constant in the
right-hand side of (2.6) only takes two different values κ1, κ2 in two different media I and II.
Consider the flat reflection–refraction of shock by a given interface. Assume that both media
are polytropic gases and their adiabatic exponents are γ1 and γ2, respectively. For definiteness we
assume that the interface, which divides two different media into upper part I and lower part II, is
a horizontal line. The word “flat” means all possible reflected and refracted shocks as well as the
deflected interface are straight lines, and all states between nonlinear waves are constants (see
Fig. 1). In statical case the parameters for two media are (u10 = 0, v10 = 0,p10, ρ10) in I and
(u20 = 0, v20 = 0,p20 = p10, ρ20) in II, respectively. The incident shock I in I moves with speed
q¯ and hits the interface with an incident angle α0, so that the hitting point O is moving with
speed q¯/ sinα0 from right to left. Behind the incident shock I all parameters (u11, v11,p11, ρ11)
can be determined by Rankine–Hugoniot relations. By taking a coordinate system moving with
O the incident shock, the reflected shock and the refracted shock become fixed. All of them can
be determined by using shock polar as shown later.
The three shocks and the interface divide the whole plane into five angular domains as follows:
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Ω10: the domain between the interface S and the incident shock I.
Ω11: the domain between the incident shock I and the reflected shock R.
Ω12: the domain between the reflected shock R and the deflected interface S∗.
Ω21: the domain between interface S and the refracted shock T.
Ω22: the domain between the refracted shock T and the deflected interface S∗.
From the viewpoint of relative motion we may assume that the fluid in the domains Ω10 and
Ω21 moves from left to right with velocity q0 = (q¯/ sinα0,0). The flow behind the incident shock
can be determined by solving a problem of oblique shock reflection [10]. Then the velocity q1,
the pressure and the density behind the shock I is known. On Fig. 2 we draw shock polar in
p–θ coordinate system, where the point P0 represents the state ahead of the incident shock. We
notice that in two domains with two different media ahead of the incident shock and the refracted
shock the pressure for these two media are the same, then the unperturbed state in Ω10 and Ω21
corresponds to the same point P0. According to the different parameters for two different media,
we draw two shock polar SA and SB with intersection P0. The equation of the shock polar for
polytropic gas with adiabatic exponent γi is
tan θ =
p
p0
− 1
γiM
2
0 − pp0 + 1
·
√√√√ (1 +μ2i )(M20 − 1)− ( pp0 − 1)
p
p0
+μ2i
, (2.7)
where M0 is the Mach number of the upstream flow, μ2i = γi−1γi+1 (see [10]).
Behind the incident shock the state is represented by the point P1, which locates on the
loop SA. When the angle α0 is small, the relative velocity behind the incident shock is also su-
personic, then we can draw another shock polar SC with P1 as its intersection. When P1 locates
outside of the loop SB , the loop SC may intersect with SB , and the reflected nonlinear wave is a
shock. Otherwise, if the point P1 is inside the loop SB , then a downward rarefaction curve from
P1 may intersect with SB , and the reflected nonlinear wave is a rarefaction wave (also see [24]).
In this paper we only consider the first case.
From the picture of shock polars we find that there are various possibilities of reflection–
refraction depending on the properties of media and the parameters of the incident shock. Among
them a generic case is that the loop SC and the loop SB have two intersects a and b (see Fig. 2).
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The point a corresponds to the solution with a weaker shock, and behind the reflected shock
and refracted shock the flow is supersonic, while the point b corresponds to the solution with
a stronger shock, and behind the reflected shock and the refracted shock the flow is subsonic.
Once the intersection a or b is obtained, the pressure p in Ω12 and Ω22 is then determined, and
the turning angle θ = arctan v
u
of the velocity in these two regions is also determined. Across
the reflected shock the turning angle of the velocity is θ1 − θa (θ1 − θb respectively), while
across the refracted shock the turning angle is θa (θb respectively). In domains Ω12 and Ω22
all stream lines are parallel to the deflected interface S∗ with turning angle θa (θb respectively).
Correspondingly, other parameters such as the density and the components of velocity in all
domains can be easily determined according to Rankine–Hugoniot conditions. As mentioned
in Section 1, we will concentrate our effort to deal with the case b, and prove the conditional
stability of wave structure for this case. Later on, the states for the flat reflection–refraction
problem in Ω10,Ω21,Ω11,Ω12,Ω22 are denoted by U010,U
0
21,U
0
11,U
0
12,U
0
22, respectively.
3. Mathematical formulation of perturbed problem
Take the flat reflection–refraction wave structure as unperturbed wave pattern we study the
perturbed case starting from this section. In this section, we will give the mathematical formula-
tion of the perturbed problem and the main theorem on it.
We first introduce weighted Sobolev norms applied to measure the perturbation throughout
this paper. Such weighted norms are very similar to the ones defined by Maz’ya ([16,20], etc.)
and Grisvard [13].
3.1. Weighted norms
Suppose 1 < q < ∞, and 0 <ω < 2π . Let
D = {x ∈R2: 0 < r < ∞, 0 < θ < ω}
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D consists of two pieces of straight lines: Γ1 = {x ∈R2: θ = 0, 0 < r < ∞} and Γ2 = {x ∈R2:
θ = ω, 0 < r < ∞}. For any k ∈ R, m = 0,1, . . . , define weighted Sobolev norm of
u ∈ W locm,q(D) by
‖u‖(k)Wm,q (D) =
(∫
D
∑
|α|m
rq(|α|+k)−2
∣∣Dαu∣∣q dx) 1q , (3.1)
and the corresponding function space by
W(k)m,q(D) =
{
u ∈ W locm,q(D): ‖u‖(k)Wm,q (D) < ∞
}
.
Define the norms for the trace of u on each piece Γj (j = 1,2) of the boundary of D by
‖u|Γj ‖(k)W
m− 1q ,q
(R+) =
∥∥etku(t)∣∣
t=ln r
∥∥
W
m− 1q ,q
(R)
. (3.2)
It is easy to see that there exists a constant C independent of u such that
‖u|Γj ‖(k)W
m− 1q ,q
(R+)  C‖u‖
(k)
Wm,q (D)
.
We also define
‖u‖(k)Cm(D) =
∑
|α|m
sup
x∈D
r |α|+k
∣∣Dαu(x)∣∣, (3.3)
and denote by C(k)m (D) the space of functions whose ‖ · ‖(k)Cm(D) norm is bounded.
Via a transformation
P:
{
t = ln r,
θ = θ,
and a direct computation, one can see that ‖u‖(k)Wm,q (D) and ‖u‖
(k)
Cm(D)
are equivalent to
‖rku‖Wm,q(P(D)) and ‖rku‖Cm(P(D)), respectively. When q > 2 and m 1, the normal Sobolev
embedding theorem implies that W(k)m,q(D) is embedded in C(k)m−1(D), i.e. there exists a con-
stant C, independent of u, such that
‖u‖(k)Cm−1(D)  C‖u‖
(k)
Wm,q (D)
. (3.4)
We also need weighted Sobolev norms of functions on the unbounded domain D˜ (per-
turbation of D). The domain D˜ has two pieces of Cm boundaries Γ˜1 = {x ∈ R2: x2 =
φ1(x1), 0 < x1 < ∞} and Γ˜2 = {x ∈ R2: x1 = φ2(x2), 0 < x2 < ∞}, where ‖φ1‖(−1)Cm(R+) < ∞
and ‖φ2 − x2 ctgω‖(−1) < ∞, such that D1 ⊂ D˜ ⊂ D2 with D1 = {ω0 < θ < ω − ω0},Cm(R+)
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in D˜
‖u‖(k)
Wm,q (D˜)
=
(∫
D˜
∑
|α|m
rq(|α|+k)−2
∣∣Dαu∣∣q dx) 1q , (3.5)
and the related norm for its trace on the boundary Γ˜j (j = 1,2)
‖u|Γ˜j ‖
(k)
W
m− 1q ,q
(R+) =
∥∥etku(t)∣∣
t=ln r
∥∥
W
m− 1q ,q
(R)
(3.6)
as we did in (3.1) and (3.2).
3.2. Mathematical formulation of the perturbed problem
Now let us give a precise mathematical formulation of the perturbed problem. To simplify
our computations we make a rotation of the coordinate system to let the deflected interface S∗
coincide with the x-axis, and then transform the components of velocity in domains Ω10 and
Ωij (i, j = 1,2) correspondingly. The rotation causes a shift of (θ,p)-shock polar on (θ,p)
plane, so that the point b locates on p-axis, while P0,P1 locate in the first and second quadrant,
respectively.
Assume that after the rotation the equations of the unperturbed shocks take the form as fol-
lows:
the incident shock I: x = φ01y, y > 0,
the reflected shock R: x = φ02y, y > 0,
the refracted shock T: x = φ03y, y < 0,
where φ01 < 0, φ
0
2 > 0, φ
0
3 < 0.
Correspondingly, the domains Ω11, Ω12 and Ω22 can be described as
Ω11: φ
0
1y < x < φ
0
2y, y > 0,
Ω12: x > φ
0
2y, y > 0,
Ω22: x > φ
0
3y, y < 0.
In this paper we study the stability of such a wave structure. Suppose that the coming incident
shock is slightly perturbed, then the reflected shock, refracted shock, the interface and whole
flow field will also change. The question is, whether the wave structure will basically hold and
all these elements are also slightly perturbed. Obviously, the positive answer of this problem
means the stability of the reflection–refraction problem, and we will give a positive answer in
this paper for the wave structure corresponding to the intersect “b” of shock polar in Fig. 2.
Assume that the perturbation of the state of the flow ahead of the incident shock in Ω10 and
Ω21 and the perturbation of the incident shock I are given, then the perturbation of the flow field
behind it can also be determined, which is independent of the occurrence of refraction, and can be
determined as did in the oblique shock reflection problem. Therefore, in order to concentrate our
attention to new ingredients for the reflection–refraction problem we simply assume that the flow
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and the states in Ω12 and Ω22. To simplify the statement of our result, we even regard the state
in Ω11 as a part of given data.
Let
Ωe11 =
{
(r, θ); (r, θ) ∈ Ω11 or (r, θ − e) ∈ Ω11
}
,
Ωe21 =
{
(r, θ); (r, θ) ∈ Ω21 or (r, θ − e) ∈ Ω21
}
,
with a small number e, where (r, θ) is the polar coordinate of R2. Let q > 2, define
O =
{(
U˜11(x, y), U˜21(x, y)
) ∈ W(0)1,q(Ωe11)×W(0)1,q(Ωe21);∥∥U˜11 −U011∥∥(0)W1,q (Ωe11) +
∥∥U˜21 −U021∥∥(0)W1,q (Ωe21) < }, (3.7)
where  > 0 is a small number.
Denote the perturbation of I,R,T by x = φ˜1(y), x = φ˜2(y), x = φ˜3(y), respectively, the per-
turbation of the deflected interface S∗ by y = ζ(x), the perturbation of Ωij by Ω˜ij (i, j = 1,2):
Ω˜11: φ˜1(y) < x < φ˜2(y), y > 0,
Ω˜12: ζ(x) < y < φ˜
−1
2 (x), x > 0,
Ω˜22: φ˜
−1
3 (x) < y < ζ(x), x > 0.
The intersections a and b of the shock polar SB and SC correspond to the weaker reflection–
refraction and stronger reflection–refraction case, respectively. In the case corresponding to the
point a the velocity behind the shock I is supersonic, then one can use the theory of quasi-linear
hyperbolic system to obtain the stability of the wave structure (e.g. see [17]). Therefore, we will
concentrate our attention to the stronger reflection–refraction case corresponding to the point b
in Fig. 2. In this case, the flow in the regions Ω˜12 and Ω˜22 is relatively subsonic. Next we reduce
the problem to a simpler form and give the main theorem.
By virtue of (2.6), we have
⎧⎪⎨
⎪⎩
ρ = γ1p
(γ1 − 1)(κ1 − (u2 + v2)/2) , in the upper medium,
ρ = γ2p
(γ2 − 1)(κ2 − (u2 + v2)/2) , in the lower medium.
(3.8)
Viewing ρ as a function of the pressure p and the velocity (u, v) defined in (3.8) we can eliminate
the last equation of Euler system (2.4) as well as the last equation of R–H conditions (2.5).
Therefore, the Euler system and the R–H conditions can be simplified as
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∂(ρu)
∂x
+ ∂(ρv)
∂y
= 0,
∂
∂x
(
p + ρu2)+ ∂
∂y
(ρuv) = 0,
∂
(ρuv)+ ∂ (p + ρv2)= 0,
(3.9)∂x ∂y
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⎩
[ρu]φ′ = [ρv],[
p + ρu2]φ′ = [ρuv],
[ρuv]φ′ = [p + ρv2]. (3.10)
Let w = v
u
and define
G(U,U−) = [p]
[
1
ρu
]
+ [w][uw],
G(U,U−) = [p]
[
u+ p
ρu
]
+ [pw][uw]. (3.11)
Then the shock polar can also be obtained by G = 0 and G = 0. Define
μj = det
(
∂uG
 ∂uG

∂pG
 ∂pG

)∣∣∣∣
(U0j2,U
0
j1)
, j = 1,2,
Δj = det
(
∂uG
 ∂uG

∂wG
 ∂wG

)∣∣∣∣
(U0j2,U
0
j1)
, j = 1,2. (3.12)
Our main theorem is:
Theorem 3.1. Let q > 2. Assume that U010,U
0
ij (i, j = 1,2) and I, R, T form a flat regular
reflection–refraction wave structure of first class as mentioned in Section 2, and the intersec-
tion b ∈ SB ∩ SC locates in the subsonic part of the shock polar SB and SC . Assume that
μ1
Δ1
− μ2
Δ2

= 0. (3.13)
Then there exist σ0 > 0 and M > 0, MD,MS > 0, independent of σ0, such that for any
σ ∈ (0, σ0], if (U˜11, U˜21) ∈ Oσ , then there exist R˜: x = φ˜2(y), T˜ : x = φ˜3(y), S˜∗: y = ζ(x)
for x > 0, and the functions U˜j2(x, y) defined in Ω˜j2 with (j = 1,2), such that:
(1) U˜j2(x, y) satisfies system (2.1) in Ω˜j2 (j = 1,2).
(2) U˜12 and U˜22 satisfy the Rankine–Hugoniot conditions (2.2) and the entropy condition on R˜
and T˜ .
(3) p˜12 = p˜22, v˜12u˜12 =
v˜22
u˜22
, on S˜∗.
(4) The following estimates hold:
3∑
j=2
∥∥φ˜j (y)− φ0j y∥∥(−1)C1(R+) MSσ,
∥∥ζ(x)∥∥(−1)
C1(R+) MDσ, (3.14)∥∥U˜12(x, y)−U0 ∥∥ ˜ ˜ + ∥∥U˜22(x, y)−U0 ∥∥ ˜ ˜ Mσ, (3.15)12 (Ω12;R) 22 (Ω22;T )
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‖U‖(D;Γ ) = ‖u|Γ ‖(0)W1−(1/q),q (R+) + ‖u‖C0(D) +
∥∥∥∥vu
∥∥∥∥
(0)
W1,q (D)
+ ‖p‖(0)W1,q (D).
Remark 3.1. The condition (3.13) means that b is not a tangential point of SB and SC .
4. Reduction of free boundary value problem
4.1. Lagrange transformation
Starting from this section we are going to solve the free boundary value problem of the system
(2.4) with boundary conditions as shown in (2) and (3) of Theorem 3.1. The problem is simply
called problem (FB) in the sequel. In this problem the functions U˜j2(x, y) in Ω˜j2 with j = 1,2
and the functions ζ(x), φ˜j (y) with j = 2,3 are unknowns, which are to be determined in the
proof of Theorem 3.1. First, we introduce a coordinate transformation to straighten all stream
lines, so that the interface S˜∗ is transformed to a part of the coordinate axis. Such a transformation
is also called Lagrange transformation, because it is quite similar to the Lagrange coordinates
introduced in unsteady one-dimensional flow [10,11,22].
Suppose that U is defined on whole (x, y) plane. Let y = g(h, x) stand for the stream line
through (0, h), that is
⎧⎨
⎩
dg(h, x)
dx
= v
u
,
g(h,0) = h.
(4.1)
The integral curve of (4.1) can be written as
x = ξ, y = g(h, ξ), (4.2)
(4.2) can also be regarded as a coordinate transformation. Indeed, under such a transformation,
we have
∂
∂ξ
= ∂
∂x
+ ∂g
∂ξ
∂
∂y
= ∂
∂x
+ v
u
∂
∂g
,
∂
∂h
= ∂g
∂h
∂
∂y
.
Since
∂
∂x
g(h,x)∫
g(0,x)
ρudy = ρu(x,g(h, x)) ∂
∂x
g(h, x)− ρu(x,g(0, x)) ∂
∂x
g(0, x)+
g(h,x)∫
g(0,x)
∂
∂x
(ρu)dy
= ρv(x,g(h, x))− ρv(x,g(0, x))−
g(h,x)∫
∂
∂y
(ρv)dy = 0,g(0,x)
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∫ g(h,x)
g(0,x) ρudy is independent of x. Hence η =
∫ g(h,x)
g(0,x) ρudy defines a function of h. Denote
the function by η = η(h), we have
η =
g(η,x)∫
g(0,x)
ρudy. (4.3)
Now denote g(h(η), ξ) by y(η, ξ), the transformation (x, y) → (ξ, η) is
L: x = ξ, y = y(η, ξ), (4.4)
which implies
⎧⎪⎪⎨
⎪⎪⎩
∂x
∂ξ
= 1, ∂y
∂ξ
= v
u
,
∂x
∂η
= 0, ∂y
∂η
= 1
ρu
,
(4.5)
where the last equation can be obtained by differentiating (4.3). Therefore, we have
⎧⎪⎪⎨
⎪⎪⎩
∂
∂x
= ∂
∂ξ
− v
u
∂
∂y
= ∂
∂ξ
− ρv ∂
∂η
,
∂
∂y
= ρu ∂
∂η
.
(4.6)
Under such a transformation the system (2.4) becomes
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ρu
∂u
∂ξ
+ ∂p
∂ξ
− ρv ∂p
∂η
= 0,
∂v
∂ξ
+ ∂p
∂η
= 0,
1
ρ
∂u
∂ξ
+ u
a2ρ2
∂p
∂ξ
+ u∂v
∂η
− v ∂u
∂η
= 0,
(4.7)
which can also be written in the form of conservation laws
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂
∂ξ
(
u+ p
ρu
)
− ∂
∂η
(
pv
u
)
= 0,
∂v
∂ξ
+ ∂p
∂η
= 0,
∂
(
− 1
)
+ ∂
(
v
)
= 0.
(4.8)∂ξ ρu ∂η u
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coordinate system. We have
φ′(y) = dx
dy
= dξ
v
u
dξ + 1
ρu
dη
= ρuψ
′(η)
ρvψ ′(η)+ 1 . (4.9)
Therefore, the conditions in (2.5) are equivalent to
[
− 1
ρu
]
=
[
v
u
]
ψ ′, (4.10)
[
1
ρu
(
p + ρu2)]= −[pv
u
]
ψ ′, (4.11)
[v] = [p]ψ ′. (4.12)
These conditions can also be derived from (4.8) directly. Eliminating ψ ′ gives us G = 0 and
G = 0, where G and G are defined in (3.11). Hence the shock polar can also be determined
by these two equations.
Furthermore, the condition (3) in Theorem 3.1 takes the form
p,
v
u
are continuous, on η = 0. (4.13)
The boundary value problem formed by the system (4.8) with boundary conditions (4.10)–(4.13)
is called problem (FB)1. Once the problem (FB)1 is solved, then vu dξ + 1ρu dη is a total differen-
tial form due to the third equation of (4.8). Hence y(η, ξ) is well defined by ∫ v
u
dξ + 1
ρu
dη.
Therefore, problem (FB)1 is equivalent to problem (FB) indeed. By denoting the image of
U˜ij , Ω˜ij under the transformation L by ULij ,ΩLij , and the image of R˜, T˜ , D˜ by S1, S2, S0, Theo-
rem 3.1 is reduced to the following equivalent form.
Theorem 4.1. Under the assumptions of Theorem 3.1 there exist Si : ξ = ψi(η), i = 1,2, and the
functions ULj2(ξ, η) defined in ΩLj2 (j = 1,2), such that:
(1) ULj2(ξ, η) satisfies system (4.7) in ΩLj2 (j = 1,2).
(2) UL12 and UL22 satisfy the Rankine–Hugoniot conditions (4.10)–(4.12) and the entropy condi-
tion on S1 and S2.
(3) pL12 = pL22, v
L
12
uL12
= vL22
uL22
on S0.
(4) The following estimates hold:
2∑
j=1
∥∥ψj (η)−ψ0j η∥∥(−1)C1(R+) MSσ, (4.14)
2∑
j=1
∥∥ULj2(ξ, η)−U0j2∥∥(ΩLj2;Sj ) Mσ. (4.15)
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By using the transformation L introduced in the last section we have transformed the interface
to η = 0. However, the shock fronts S1, S2 are still free boundaries. To deal with the free boundary
value problem we decompose it to two relative sub-problems, one is a fixed boundary value
problem of the same system in a temporary fixed domain, the other one is an initial value problem
of an ordinary differential equation, which is employed to update the approximate free boundary.
Then the existence of solution to the free boundary value problem will be obtained by applying
a fixed point theorem as did in [3,5,6] and [8].
The Rankine–Hugoniot conditions (4.10)–(4.12) contain three equations. Among them we ap-
ply the condition (4.12) to update the approximate free boundary, while two conditions deduced
from R–H conditions will be taken as the boundary conditions on the temporarily fixed boundary
for the system (4.8). Therefore, for the fixed boundary value problem of (4.7) the solution should
satisfy two conditions on approximate shock fronts. By eliminating ψ ′ from (4.10)–(4.12) we
obtain
{
G = 0,
G = 0, on Γi, (4.16)
where Γi is the approximation of Si (i = 1,2). Hence as a main ingredient in solving the free
boundary value problem given in Theorem 4.1 we have to solve the following fixed boundary
value problem:
(NL):
⎧⎪⎪⎨
⎪⎪⎩
system (4.8), in Ωa,
boundary conditions (4.16), on Γ1,2,
[p] = 0,
[
v
u
]
= 0, on S0: η = 0,
(4.17)
where Ωa = Ωa12 ∪ S0 ∪Ωa22, and Ωaj2 is the approximation of ΩLj2.
By using the solution of (4.17) we solve the initial boundary value problems of ordinary
differential equations
⎧⎨
⎩
dψi
dξ
= [v]i[p]i , on Γi,
ψi(0) = 0,
(4.18)
with i = 1,2 to update the approximate boundaries.
Denote the solution of (4.18) by (Ψ1,Ψ2). Then (4.17) and (4.18) give us a map from (ψ1,ψ2)
to (Ψ1,Ψ2), and the solvability of the free boundary value problem described in Theorem 4.1
amounts to a problem of looking for a fixed point of the map. More precisely, denoting the image
of unperturbed shock fronts y = φ0i x under transformation L by ξ = ψ0i η with ψ0i = ρ0i u0i φ0i+1
(i = 1,2), we define a neighborhood of the unperturbed shocks as
K =
{(
ψ1(η),ψ2(η)
) ∈ Cloc1 (R+);
2∑∥∥ψj(η)−ψ0j η∥∥(−1)C1(R+)  
}
. (4.19)j=1
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σ  σ0, MS > 0, and it has a fixed point in KMSσ . Since the problem (4.18) is easy to be solved,
then our main effort is to prove the existence of the solution U(ξ,η) to (4.17).
Theorem 4.2. Under the assumptions of Theorem 3.1, if σ0 > 0 is a sufficiently small number
and 0 < σ  σ0, (U˜11, U˜21) ∈ Oσ , and (ψ1(η),ψ2(η)) ∈ KMSσ , where MS > 0 are independent
of σ0, then there uniquely exists a couple of functions Uj2(ξ, η) defined in Ωaj2 (j = 1,2), such
that:
(1) Uj2(ξ, η) satisfies system (4.7) in Ωaj2 (j = 1,2).
(2) U12 and U22 satisfy the Rankine–Hugoniot conditions (4.17) and the entropy condition on
Γ1 and Γ2.
(3) p12 = p22, v12u12 =
v22
u22
, on η = 0.
(4) Uj2 satisfies the estimate
2∑
j=1
∥∥Uj2(ξ, η)−U0j2∥∥(Ωaj2;Γj ) Mσ (4.20)
for some constant M > 0 independent of σ0.
5. Decoupling and linearzation
5.1. Decoupling
The system (4.7) in Ωa12 and Ωa22 is a nonlinear elliptic–hyperbolic composite system. To deal
with such a composite system we reduce it to a canonical form, which decouples the elliptic part
and the hyperbolic part of the system in the level of the principal part. The system (4.7) can be
written in the matrix form
A
∂U
∂ξ
+B ∂U
∂η
= 0, (5.1)
where
A =
⎛
⎝ u 1ρu
1
ρ
u
c2ρ2
⎞
⎠ , B =
( −v
u
−v u
)
, U =
(
u
v
p
)
.
Here and afterwards to avoid notational burden we omit superscript “L,” if no confusion will
take place.
The characteristic polynomial of this system is
D(λ) = det(λA−B) = det
⎡
⎣ λu
λ
ρ
+ v
λu −u
λ
ρ
+ v −u λu
c2ρ2
⎤
⎦
= λ3u3 12 2 − λu
(
u2 +
(
λ + v
)2)
. (5.2)c ρ ρ
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λ2
(
u2 − c2)− 2λc2ρv − c2ρ2(u2 + v2)= 0.
Hence
λ± = c
2ρv ±√c4ρ2v2 + c2ρ2(u2 + v2)(u2 − c2)
u2 − c2 =
c2ρv ± cρu√u2 + v2 − c2
u2 − c2 .
Therefore, in the supersonic region the equation D(λ) = 0 has three real roots, so that the system
(5.1) is pure hyperbolic. However, in subsonic region the equation D(λ) = 0 has one real root
and two complex roots, so that the system (5.1) is an elliptic–hyperbolic composite system there.
Denote λ± = λR ± iλI , then
λR = c
2ρv
u2 − c2 , λI =
cρu
√
c2 − u2 − v2
u2 − c2 .
The left eigenvector of the matrix λA−B is
 =
(
1
u
(
−λ
ρ
− v
)
,1, λ
)
.
Separating its real part and imaginary part we have
R =
(
1
u
(
−λR
ρ
− v
)
,1, λR
)
,
I =
(
− 1
ρu
λI ,0, λI
)
.
As for λ1 = 0, the corresponding left eigenvector is
1 = (u, v,0).
Multiplying the system by the left eigenvectors will simplify the system. In fact, separating the
real part and imaginary part of
±A
(
∂
∂ξ
+ λ± ∂
∂η
)
U = 0
yields
RA
(
∂
∂ξ
+ λR ∂
∂η
)
U − IAλI ∂
∂η
U = 0, (5.3)
IA
(
∂
∂ξ
+ λR ∂
∂η
)
U + RAλI ∂
∂η
U = 0, (5.4)
where
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(
−v,u, 1
ρu
(
−v − λR
ρ
)
+ λR u
c2ρ2
)
= (−v,u,0),
IA =
(
0,0,
(
− 1
ρ2u
+ u
ρ2c2
)
λI
)
=
(
0,0,
1
cρ
√
c2 − u2 − v2
)
.
Therefore, denote DR = ∂∂ξ + λR ∂∂η ,DI = λI ∂∂η , we have
−vDRu+ uDRv − 1
cρ
√
c2 − u2 − v2DIp = 0, (5.5)
−vDIu+ uDIv + 1
cρ
√
c2 − u2 − v2DRp = 0. (5.6)
Introduce w = v
u
as a new unknown function, they can be rewritten as
DRw − eDIp = 0, (5.7)
DIw + eDRp = 0, (5.8)
where e = 1
cρu2
√
c2 − u2 − v2.
Moreover, multiply the system (5.1) by 1, we obtain
u
∂u
∂ξ
+ v ∂v
∂ξ
+ 1
ρ
∂p
∂ξ
= 0. (5.9)
Now the system (5.7)–(5.9) has been decoupled in its principal part: (5.7), (5.8) forms an elliptic
system, while (5.9) is hyperbolic. By applying the Bernoulli’s law (2.6), Eq. (5.9) can be replaced
by
∂S
∂ξ
= 0, (5.10)
where S is the entropy of the fluids, and can be expressed by the pressure p and the density ρ.
For polytropic gases with adiabatic exponent γ , p/ργ depends only on the entropy S , therefore,
(5.10) can be further replaced by
∂ξ
(
p/ργ
)= 0. (5.11)
5.2. Linearization
The domain Ωa changes as the approximate shock fronts are updated. Hence we first intro-
duce a coordinate transformation Π consisting of two parts (Π1,Π2) defined as follows:
Π1:
{
ξ∗ = ξ −ψ1(η)+ψ01η,
η∗ = η, in upper half plane {η > 0},
Π2:
{
ξ∗ = ξ −ψ2(η)+ψ02η,∗ in lower half plane {η < 0}.η = η,
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independent of (ψ1,ψ2):
Ω =
{
(ξ∗, η∗) ∈R2: −ω2 < θ = arctan η
∗
ξ∗
<ω1
}
,
where ω1 = arcctgψ01 and ω2 = arcctg(−ψ02 ). Denote the image of Ωa12, Ωa22, Γ1 and Γ2 under
Π by Ω1 = Ω ∩ {η∗ > 0}, Ω2 = Ω ∩ {η∗ < 0}, Γ¯1 = {θ = ω1} and Γ¯2 = {θ = −ω2}. Denote
by Γ0 the line {θ = 0}. Then under the transformation Π , the nonlinear fixed boundary value
problem (NL) is equivalent to the following problem (NL):
⎧⎪⎨
⎪⎩
D∗Rw − eD∗I p +
(−ψ ′j +ψ0j )(λR − eλI )∂ξ∗w = 0,
D∗I w + eD∗Rp +
(−ψ ′j +ψ0j )(λI + eλR)∂ξ∗w = 0, in Ωj, j = 1,2,
∂ξ∗
(
p/ργj
)= 0,
(5.12)
p,
v
u
are continuous, on Γ0, (5.13)
{
G(U, U˜j1) = 0,
G(U, U˜j1) = 0, on Γ¯j , j = 1,2, (5.14)
where D∗R = ∂ξ∗ + λR∂η∗ , and D∗I = λI ∂η∗ . To avoid notational burden we drop ∗ hereafter, if
no confusion will take place.
The nonlinear fixed boundary value problem (NL) will be solved by an iterative scheme. To
this end we first have to linearize the problem (NL). For our convenience we take u,w,p as
unknown functions instead of u,v,p. And we linearize the problem (NL) at the background
solution (U021,U
0
22) as follows:
⎧⎪⎪⎨
⎪⎪⎩
∂ξ δw − a1j ∂ηδp = f 1j (δU ;ψj ),
∂ηδw + a2j ∂ξ δp = f 2j (δU ;ψj ),
∂ξ δu+ a3j ∂ξ δp = ∂ξFj (δU ;ψj),
in Ωj, j = 1,2, (5.15)
δp, δw are continuous, on Γ0, (5.16){
α

j δu+ βj δw + γ j δp = gj ,
α

j δu+ βj δw + γ j δp = gj ,
on Γ¯j , j = 1,2, (5.17)
where a1j = (eλI )(U0j2), a2j = (e/λI )(U0j2), a3j = ∂p(p/ρ
γj )
∂u(p/ρ
γj )
(U0j2), and α

j = ∂uG, βj = ∂wG,
γ

j = ∂pG, αj = ∂uG, βj = ∂wG, γ j = ∂pG. All above quantities take their value at Ui,j =
U0i,j , so that all coefficients in (5.15)–(5.17) are constants. It is easy to check that a1j a2j > 0,
j = 1,2. The exact form of the right side of the linearized problem, f ij , Fj , gj and gj with
i, j = 1,2, will be given later in the process of iteration.
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Δ1 = det
(
α

1 α

1
β

1 β

1
)
, Δ2 = det
(
α

2 α

2
β

2 β

2
)
,
then Δ1Δ2 
= 0.
Proof. Noting that w012 = 0, we obtain via a direct computation that
α

1 = −
(
p012 − p011
)( 1
ρ012(u
0
12)
2
+ γ − 1
γ
1
p012
)
,
α

1 =
(
p012 − p011
)( 1
γ
− p
0
12
ρ012(u
0
12)
2
)
,
β

1 = −w011
(
u012 + u011
)
,
β

1 = −w011
(
p011u
0
12 + p012u011
)
.
By Eq. (118.10) in the book [10], we have
p012 − p011 = ρ012u012
(
u011 − u012
)
.
Thus direct computation follows that
Δ1 = u
0
12w
0
11(p
0
12 − p011)
κ1 − (u012)2/2
(
2κ1 − u012u011
)
.
Since
2κ1 − u012u011  2κ1 −
1
2
((
u012
)2 + (u011)2)= i012 + i011 + 12
(
v011
)2
> 0,
we have Δ1 
= 0.
Similarly, we obtain Δ2 
= 0. 
In view of Lemma 5.1, the boundary conditions (5.17) can be rewritten as{
δw + τ 1j δp = g˜1j ,
δu+ τ 2j δp = g˜2j ,
on Γ¯j , (5.18)
where
τ 1j =
α

j γ

j − αj γ j
Δj
= μj
Δj
, τ 2j =
β

j γ

j − βj γ j
Δj
,
g˜1j =
α

jg

j − αjgj
, g˜2j =
β

jg

j − βjgj
.
Δj Δj
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ordinate boundary value problem as follows:
(LE):
{
∂ξ δw − a11∂ηδp = f 1j ,
∂ηδw + a21∂ξ δp = f 2j ,
in Ωj, j = 1,2,
δp, δw are continuous, on Γ0,
δw + τ 1j δp = g˜1j , on Γ¯j , j = 1,2.
This elliptic sub-problem can be solved independently, then δu can be integrated by using the
last equation of (5.15) and the second boundary conditions in (5.18), which is the hyperbolic
part of the problem. Obviously, to solve the elliptic sub-problem (LE) is the major work in the
remaining part of this paper.
5.3. A boundary value problem of first order elliptic system with constant coefficients in an
unbounded sector
Let 0 <ωj < π , j = 1,2, and
Ω1 =
{
x ∈R2 ∣∣ 0 < θ < ω1}, Γ1 = {x ∈R2 ∣∣ θ = ω1},
Ω2 =
{
x ∈R2 ∣∣−ω2 < θ < 0}, Γ2 = {x ∈R2 ∣∣ θ = −ω2},
Ω = {x ∈R2 ∣∣−ω2 < θ < ω1}, Γ0 = {x ∈R2 ∣∣ θ = 0},
where (r, θ) is the polar coordinate.
In this subsection we consider a boundary value problem of first order elliptic system with
constant coefficients in Ω \Γ0 = Ω1 ∪Ω2, an unbounded sector with a separate line inside. The
problem is as follows:
{
∂x1u1 + a11∂x2u2 = f 11 ,
∂x2u1 − a12∂x1u2 = f 12 ,
in Ω1, (5.19)
{
∂x1u1 + a21∂x2u2 = f 21 ,
∂x2u1 − a22∂x1u2 = f 22 ,
in Ω2, (5.20)
{
u+1 = u−1 ,
u+2 = u−2 ,
on Γ0, (5.21)
α11u1 + α12u2 = g1, on Γ1, (5.22)
α21u1 + α22u2 = g2, on Γ2, (5.23)
where aji , α
j
i (i, j = 1,2) are all constants; a11a12 > 0, a21a22 > 0; and u±j = limx2→0± uj (x1, x2),
j = 1,2.
We are going to apply Theorem A.1 to deal with this problem. The idea is as follows. First
we change the above problem to the special case that aj = 1 (i, j = 1,2) via transformationsi
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problems of Laplace operator analogues to (A.1)–(A.4) so that Theorem A.1 is applicable. The
estimates given in the following theorem will play the fundamental role in the proof of existence
of boundary value problems as in [14].
Theorem 5.2. Suppose σ 
= 0, 1 < q < ∞. Let
ω˜1 = arcctg
(√
a11
a12
ctgω1
)
, ω˜2 = arcctg
(√
a21
a22
ctgω2
)
,
and Ψj (j = 1,2) be determined by
sinΨj = αj1 ·
{(
α
j
1
)2 +( αj2√
a
j
1a
j
2
)2}−1/2
,
cosΨj = α
j
2√
a
j
1a
j
2
·
{(
α
j
1
)2 +( αj2√
a
j
1a
j
2
)2}−1/2
.
Suppose cos(Ψ1 + ω˜1) 
= 0, cos(Ψ2 − ω˜2) 
= 0, and
sinφ1 cosφ2 + k cosφ1 sinφ2 
= 0, (5.24)
where φ1 = (σ + 1)ω˜1 + Ψ1, φ2 = (σ + 1)ω˜2 − Ψ2, and k =
√
a11a
1
2√
a21a
2
2
> 0. In particular, when
σ = −1, (5.24) reads
α11α
2
2 − α12α21 
= 0. (5.25)
Then for any f ji ∈ W(2+σ)0,q (Ωj ), i, j = 1,2, and gj ∈ W(1+σ)1−(1/q),q(Γj ), j = 1,2, the boundary
value problem (5.19)–(5.23) has a unique solution (u1, u2) ∈ (W(1+σ)1,q (Ω1) ∩ W(1+σ)1,q (Ω2))2,
and the following estimate holds:
2∑
i,j=1
‖ui‖(1+σ)W1,q (Ωj )  C
( 2∑
i,j=1
∥∥f ji ∥∥(2+σ)W0,q (Ωj ) +
2∑
j=1
∥∥gj∥∥(1+σ)
W1−(1/q),q (Γj )
)
, (5.26)
where C is independent of (u1, u2).
Proof. We introduce a transformation T of the coordinates (x1, x2) and the unknowns (u1, u2),
which consists of two parts (T 1,T 2) defined as follows:
T 1:
⎧⎪⎨
⎪⎩
y1 = x1,
y2 =
√
a12
a1
x2,
{v1 = u1,
v2 =
√
a11a
1
2u2,
in upper half plane {x2 > 0},
1
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⎧⎪⎨
⎪⎩
y1 = x1,
y2 =
√
a22
a21
x2,
{v1 = u1,
v2 =
√
a21a
2
2u2,
in lower half plane {x2 < 0}.
Under such a transformation, Γ0 remains unchanged, Ωj , Γj (j = 1,2) respectively become
Ω˜1 =
{
0 < θ < ω˜1, ω˜1 = arcctg
(√
a11
a12
ctgω1
)}
, Γ˜1 = {θ = ω˜1},
Ω˜2 =
{
−ω˜2 < θ < 0, ω˜2 = arcctg
(√
a21
a22
ctgω2
)}
, Γ˜2 = {θ = ω˜2},
and the boundary value problem (5.19)–(5.23) is converted into the special case that aji = 1
(i, j = 1,2):
⎧⎪⎪⎨
⎪⎪⎩
∂y1v1 + ∂y2v2 = f 11 ,
∂y2v1 − ∂y1v2 =
√
a11
a12
f 12 ,
in Ω˜1, (5.27)
⎧⎪⎪⎨
⎪⎪⎩
∂y1v1 + ∂y2v2 = f 21 ,
∂y2v1 − ∂y1v2 =
√
a21
a22
f 22 ,
in Ω˜2, (5.28)
⎧⎪⎪⎨
⎪⎪⎩
v+1 = v−1 ,
v+2√
a11a
1
2
= v
−
2√
a21a
2
2
,
on Γ0, (5.29)
α11v1 +
α12√
a11a
1
2
v2 = g1, on Γ˜1, (5.30)
α21v1 +
α22√
a21a
2
2
v2 = g2, on Γ˜2, (5.31)
where v±j = limy2→0± vj (y1, y2), j = 1,2.
Such a problem can be reduced to boundary value problems of Laplace operator analogues
to (A.1)–(A.4), and the idea is as follows. Construct functions U1 and U2, which are solutions
of the following boundary value problems (the existence of the solutions will be indicated later)
respectively:
{
U1 = f 11 , in Ω˜1,
= f 2, in Ω˜ , (5.32)U1 1 2
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⎧⎪⎪⎨
⎪⎪⎩
∂y1U
+
1 = ∂y1U−1 , on Γ0,
∂y2U
+
1√
a11a
1
2
= ∂y2U
−
1√
a21a
2
2
, on Γ0,
(5.33)
α11∂y1U1 +
α12√
a11a
1
2
∂y2U1 = 0, on Γ˜1, (5.34)
α21∂y1U1 +
α22√
a21a
2
2
∂y2U1 = 0, on Γ˜2, (5.35)
and
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
U2 =
√
a11
a12
f 12 , in Ω˜1,
U2 =
√
a11a
1
2
a22
f 22 , in Ω˜2,
(5.36)
⎧⎨
⎩
∂y1U
+
2 = ∂y1U−2 , on Γ0,√
a11a
1
2∂y2U
+
2 =
√
a21a
2
2∂y2U
−
2 , on Γ0,
(5.37)
α11∂y2U2 −
α12√
a11a
1
2
∂y1U2 = 0, on Γ˜1, (5.38)
α21∂y2U2 −
α22√
a21a
2
2
∂y1U2 = 0, on Γ˜2, (5.39)
where  = ∂y1y1 + ∂y2y2 is the Laplace operator, and ∂yiU±j = limy2→0± ∂yiUj (y1, y2).
Let
U˜2 =
⎧⎪⎪⎨
⎪⎪⎩
U2, in Ω1,√
a21a
2
2√
a11a
1
2
U2, in Ω2,
V1 = ∂y1U1 + ∂y2U˜2, V2 = −∂y1U˜2 + ∂y2U1,
and v˜1 = v1 − V1, v˜2 = v2 − V2. Then we have
{
∂y1 v˜1 + ∂y2 v˜2 = 0,
∂y2 v˜1 − ∂y1 v˜2 = 0, in Ω˜1, (5.40){
∂y1 v˜1 + ∂y2 v˜2 = 0,
∂ v˜ − ∂ v˜ = 0, in Ω˜2, (5.41)y2 1 y1 2
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⎧⎪⎪⎨
⎪⎪⎩
v˜+1 = v˜−1 ,
v˜+2√
a11a
1
2
= v˜
−
2√
a21a
2
2
,
on Γ0, (5.42)
α11 v˜1 +
α12√
a11a
1
2
v˜2 = g1, on Γ˜1, (5.43)
α21 v˜1 +
α22√
a21a
2
2
v˜2 = g2, on Γ˜2, (5.44)
where v˜±j = limy2→0± v˜j (y1, y2), j = 1,2. By virtue of the second equation of (5.40) and (5.41),
there exists a potential U , such that ∇U = (∂y1U,∂y2U) = (v˜1, v˜2), hence the boundary value
problem (5.40)–(5.44) can be rewritten as
{
U = 0, in Ω˜1,
U = 0, in Ω˜2, (5.45)⎧⎪⎪⎨
⎪⎪⎩
∂y1U
+ = ∂y1U−, on Γ0,
∂y2U
+√
a11a
1
2
= ∂y2U
−√
a21a
2
2
, on Γ0,
(5.46)
α11∂y1U +
α12√
a11a
1
2
∂y2U = g1, on Γ˜1, (5.47)
α21∂y1U +
α22√
a21a
2
2
∂y2U = g2, on Γ˜2, (5.48)
where ∂yiU± = limy2→0± ∂yiU(y1, y2), i = 1,2. Thus, the boundary value problem (5.27)–
(5.31) has been reduced to three boundary value problems of Laplace operator on the unknowns
U1, U2 and U , which have analogous form to (A.1)–(A.4).
Direct computations indicate that the boundary conditions (5.47) and (5.48) can be rewritten
as
cos(Ψ1 + ω˜1)∂ν1U + sin(Ψ1 + ω˜1)∂τ1U = g˜1, on Γ˜1,
cos(Ψ2 − ω˜2)∂ν2U + sin(Ψ2 − ω˜2)∂τ2U = g˜2, on Γ˜2,
where (τj , νj ) are unit tangential and unit normal directions of Γ˜j (j = 1,2), with the anti-
clockwise orientation, and g˜j = gj · {(αj1 )2 + (αj2 (aj1aj2 )−1/2)2}1/2, j = 1,2. Then employing
Theorem A.1, we have the following conclusion: if σ 
= 0, cos(Ψ1 + ω˜1) 
= 0, cos(Ψ2 − ω˜2) 
= 0
and (5.24) holds, if gj ∈ W(1+σ)1−(1/q),q(Γ˜j ) with j = 1,2, then the boundary value problem (5.45)–
(5.48) has a unique solution U ∈ W(σ)(Ω˜1)∩W(σ)(Ω˜2), satisfying2,q 2,q
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j=1
‖U‖(σ )
W2,q (Ω˜j )
 C
2∑
j=1
‖gj‖(1+σ)
W1−(1/q),q (Γ˜j )
,
where C is independent of U . Analogously, one can verify that when these conditions hold, if
f
j
i ∈ W(2+σ)0,q (Ωj ), i, j = 1,2, then there exist unique U1, U2 ∈ W(σ)2,q (Ω˜1)∩W(σ)2,q (Ω˜2), and
2∑
j=1
‖Ui‖(σ )
W2,q (Ω˜j )
 C
2∑
j=1
∥∥f ji ∥∥(2+σ)W0,q (Ω˜j ),
where C is independent of U1 and U2. Therefore, the boundary value problem (5.27)–(5.31) has
a unique solution (v1, v2) ∈ (W(1+σ)1,q (Ω˜1)∩W(1+σ)1,q (Ω˜2))2, and the following estimate holds:
2∑
i,j=1
‖vi‖(1+σ)
W1,q (Ω˜j )
C
( 2∑
i,j=1
∥∥f ji ∥∥(2+σ)W0,q (Ω˜j ) +
2∑
j=1
∥∥gj∥∥(1+σ)
W1−(1/q),q (Γ˜j )
)
,
where C is independent of (v1, v2). Noting the invertibility of the transformation T , we obtain
the theorem. 
5.4. Existence and estimate of solution to the whole linearized problem
Now we are going to solve the whole linearized boundary value problem (5.15)–(5.17) and
establish the estimate of its solution by using Theorem 5.2.
Let q > 2. Suppose that the coefficients of (LE) satisfy
τ 11 − τ 12 
= 0. (5.49)
Then by virtue of Theorem 5.2 with σ = −1 , the elliptic sub-problem (LE) has a unique solution
(δw, δp) ∈ (W(0)1,q (Ω1)∩W(0)1,q (Ω2))2, and the following estimate holds:
2∑
j=1
(‖δw‖(0)W1,q (Ωj ) + ‖δp‖(0)W1,q (Ωj )) C
( 2∑
i,j=1
∥∥f ij ∥∥(1)W0,q (Ωj ) +
2∑
j=1
∥∥g˜1j∥∥(0)W1−1/q,q (Γ¯j )
)
, (5.50)
provided f ij ∈ W(1)0,q (Ωj ), i, j = 1,2, and g˜1j ∈ W(0)1−1/q,q(Γ¯j ), j = 1,2.
Assume that g˜2j ∈ W(0)1−1/q,q(Γ¯j ) and Fj in (5.15) is continuous in Ωj with j = 1,2. By the
second equation of (5.18), the value of δu on Γ˜j is given by
δu|Γ¯j =
(
g˜2j − τ 2j δp
)∣∣
Γ¯j
, j = 1,2. (5.51)
Then, the value of δu in Ωj can be directly integrated by using the last equation of (5.15):
δu|(ξ,η) = −a3j δp
∣∣
(ξ,η)
+ (δu+ a3j δp)∣∣(ψ0η,η) + Fj |(ξ,η) − Fj |(ψ0η,η), j = 1,2. (5.52)j j
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W
(0)
1−1/q,q(Γ¯j ) ↪→ C0(Γ¯j ), we obtain from (5.50)–(5.52) with direct computations the estimate
of the solution δU :
2∑
j=1
‖δU‖Ωj ;Γ¯j  C
{ 2∑
i,j=1
∥∥f ij ∥∥(1)W0,q (Ωj ) +
2∑
j=1
∥∥gj∥∥(0)W1−1/q,q (Γ¯j )
+
2∑
j=1
∥∥gj∥∥(0)W1−1/q,q (Γ¯j ) +
2∑
j=1
‖Fj − Fj |Γ¯j ‖C0
}
, (5.53)
where C is independent of δU .
Therefore, we are led to the following theorem.
Theorem 5.3. Let q > 2. If the condition (5.49) holds, f ij ∈ W(1)0,q (Ωj ), i, j = 1,2, g1j ∈
W
(0)
1−1/q,q(Γ¯j ), j = 1,2, and Fj ∈ C0(Ωj ), j = 1,2, then the whole linearized boundary value
problem (5.15)–(5.17) admits a unique solution δU , in which δw, δp ∈ W(0)1,q (Ω1) ∩ W(0)1,q (Ω2)
and δu|Γ¯j ∈ W(0)1−1/q,q(Γ¯j ), δu ∈ C0(Ωj ), j = 1,2. Moreover, the solution satisfies the esti-
mate (5.53).
6. Solution to problem (NL)
In this section, we solve the fixed boundary problem (NL) and prove Theorem 4.2. Since
(ψ1(η),ψ2(η)) ∈ KMSσ for 0 < σ  σ0, where σ0 > 0 is a sufficiently small number, and the
transformation Π is invertible, it is sufficient to solve the problem (NL). And the result in Sec-
tion 5 allow us to construct an iteration scheme to solve it.
From now on, let q > 2. Define
Σ =
{
δU = (δu, δw, δp):
2∑
j=1
‖δU‖(Ωj ;Γ¯j )  
}
. (6.1)
Let σ0 > 0 be sufficiently small and M > 0 be a constant independent of σ0, both of which will
be determined later. Given δU ∈ ΣMσ (0 < σ  σ0), let U = U0j2 + δU in Ωj with j = 1,2.
Suppose δU∗ is the solution to the linearized boundary value problem (5.15)–(5.17), where the
right sides of the equations and the boundary conditions take form as follows:
f 1j (δU ;ψj ) =
(
∂ξ δw − a1j ∂ηδp
)
− (DRw − eDIp + (−ψ ′j + (ψ0j )′)(λR − eλI )∂ξw), (6.2)
f 2j (δU ;ψj ) =
(
∂ηδw + a2j ∂ξ δp
)
− 1
λI (U
0 )
(
DIw + eDRp +
(−ψ ′j + (ψ0j )′)(λI + eλR)∂ξw), (6.3)
j2
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(ρ0j2)
γj−1
(γj − 1)u0j2
(
∇U
(
p
ργj
)(
U0j2
) · δU − p
ργj
)
, (6.4)
g

j (δU ;ψj ) = αj δu+ βj δw + γ j δp −G(U, U˜j1), (6.5)
g

j (δU ;ψj ) = αj δu+ βj δw + γ j δp −G(U, U˜j1), (6.6)
where ∇U is the gradient with respect to U .
Since for q > 2, we have W(0)1,q (Ωj ) ↪→ C0(Ωj ), it is easy to check that f 1j , f 2j ∈ W(0)0,q (Ωj ),
Fj ∈ C0(Ωj ), and gj , gj ∈ W(0)1− 1
q
,q
(Γ¯j ), j = 1,2. Then by Theorem 5.3, δU∗ uniquely exists,
and the estimate (5.53) holds. Define the mapping J : δU → δU∗. Then the unique existence of
the solution to the boundary value problem (NL) in ΣMσ , where the constant M is independent
of δU , σ0, and MS , can be obtained by verifying that J is a well-defined contraction mapping on
it. Then Theorem 4.2 is a direct consequence of the following lemma.
Lemma 6.1. For any given MS > 0, there exist σ0 > 0 and M > 0, independent of σ0 and MS ,
such that for any 0 < σ  σ0, the mapping J is well defined and contractive in ΣMσ .
Proof. Since δU ∈ ΣMσ , and (ψ1,ψ2) ∈ KMSσ , we have ‖δU‖C0(Ω1∪Ω2)  CMσ with the con-
stant C independent of M,σ as well as δU , and for j = 1,2,
∥∥−ψ ′j +ψ0j ∥∥C0(Γ¯j )  CMSσ,
‖λI‖C0(Ωj ) + ‖e‖C0(Ωj )  C,
‖λR‖C0(Ωj ) CMσ.
Thus for sufficiently small σ such that Mσ  1,
∥∥(−ψ ′j +ψ0j )(λR − eλI )∂ξw∥∥(1)W0,q (Ωj )  CMSMσ 2,
and
‖∂ξ δw −DRw‖(1)W0,q (Ωj ) = ‖λR∂ηw‖
(1)
W0,q (Ωj )
 CM2σ 2,
∥∥a1j ∂ηδp − eλI ∂ηδp∥∥(1)W0,q (Ωj ) =
∥∥∥∥∥
( 1∫
0
∇U(eλI )
(
Ur + (1 − t)δU
)
dt · δU
)
∂ηδp
∥∥∥∥∥
(1)
W0,q (Ωj )
 CM2σ 2.
Hence, by (6.2),
∥∥f 1j ∥∥(1)W0,q (Ωj ) CM(MS +M)σ 2. (6.7)
An analogous computation implies
∥∥f 2j ∥∥(1) CM(MS +M)σ 2. (6.8)W0,q (Ωj )
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g

j =
(
α

j δu+ βj δw + γ j δp −Gj
(
U,U0j1
))+ (Gj (U,U0j1)−Gj (U, U˜j1)).
Since
∥∥αj δu+ βj δw + γ j δp −Gj (U,U0j1)∥∥(0)W1− 1q ,q (Γ2)
= ∥∥∇2UGj (U0j2 + tδU,U0j1) · δU2∥∥(0)W1− 1q ,q (Γ¯j )  CM2σ 2,
and
∥∥Gj (U,U0j1)−Gj (U, U˜j1)∥∥(0)W1− 1q ,q (Γ¯j )

∥∥∥∥∥
1∫
0
∇U−Gj
(
U, tU0j1 + (1 − t)U˜j1
)
dt · (U0j1 − U˜j1)
∥∥∥∥∥
(0)
W1− 1q ,q
(Γ¯j )
 C
(
U0j1, U˜j1
)
σ,
we have ∥∥gj∥∥(0)W1− 1q ,q (Γ¯j )  C
(
M2σ + 1)σ (j = 1,2). (6.9)
Similarly, ∥∥gj∥∥(0)W1− 1q ,q (Γ¯j )  C
(
M2σ + 1)σ (j = 1,2). (6.10)
Finally, for Fj (j = 1,2), since
p0j2
(ρ0j2)
γj
+ ∇U
(
p
ργj
)(
U0j2
) · δU − p
ργj
= ∇2U
(
p
ργj
)(
U0j2 + tδU
) · δU2,
then
‖Fj − Fj |Γ¯j ‖C0 
∥∥∥∥Fj + (ρ
0
j2)
γj−1
(γj − 1)u0j2
p0j2
(ρ0j2)
γj
∥∥∥∥
C0
+
∥∥∥∥Fj |Γ¯j + (ρ
0
j2)
γj−1
(γj − 1)u0j2
p0j2
(ρ0j2)
γj
∥∥∥∥
C0
 CM2σ 2. (6.11)
Hence, by (5.53) and (6.7)–(6.11), we have for sufficiently small σ0 and 0 < σ  σ0,
2∑
j=1
‖δU∗‖(Ωj ;Γ¯j )  Cˆσ, (6.12)
where Cˆ is independent of M , MS and σ0.
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a well-defined mapping in ΣMσ .
Furthermore, J is a contraction mapping. In fact, suppose J(δU) = δU∗ and J(δU∗) = δU∗∗,
then δU∗∗ − δU∗ satisfies⎧⎪⎨
⎪⎩
∂ξ (δw
∗∗ − δw∗)− a1j ∂η(δp∗∗ − δp∗) = f˘ 1j ,
∂η(δw
∗∗ − δw∗)+ a2j ∂ξ (δp∗∗ − δp∗) = f˘ 2j ,
∂ξ (δu
∗∗ − δu∗)+ a3j ∂ξ (δp∗∗ − δp∗) = ∂ξ F˘j ,
in Ωj, j = 1,2,
(δp∗∗ − δp∗), (δw∗∗ − δw∗) are continuous, on Γ0,{
α

j (δu
∗∗ − δu∗)+ βj (δw∗∗ − δw∗)+ γ j (δp∗∗ − δp∗) = g˘j ,
α

j (δu
∗∗ − δu∗)+ βj (δw∗∗ − δw∗)+ γ j (δp∗∗ − δp∗) = g˘j ,
on Γ¯j , j = 1,2,
where f˘ ij = f ij (δU∗;ψj) − f ij (δU ;ψj) (i, j = 1,2), F˘j = Fj (δU∗;ψj) − Fj (δU ;ψj), and
g˘

j = gj (δU∗;ψj)− gj (δU ;ψj), g˘j = gj (δU∗;ψj)− gj (δU ;ψj ) (j = 1,2).
A similar computation for f˘ ij , F˘j , g˘

j and g˘

j in parts as in the above argument, for instance,
∥∥λ∗R∂ηδw∗ − λRδw∥∥(1)W0,q (Ωj )  ∥∥(λ∗R − λR)∂ηδw∗∥∥(1)W0,q (Ωj ) + ∥∥λR(∂ηδw∗ − δw)∥∥(1)W0,q (Ωj )
 CMσ‖δU∗ − δU‖(Ωj ;Γ¯j ),
and Theorem 5.3 lead us to
2∑
j=1
‖δU∗∗ − δU∗‖(Ωj ;Γ¯j )  Cσ
(
1 +M +M2 +MMS
) 2∑
j=1
‖δU∗ − δU‖(Ωj ;Γ¯j ). (6.13)
Thus, choose σ0 > 0 sufficiently small such that Cσ0(1 + M + M2 + MMS) 12 , then for any
0 < σ  σ0,
2∑
j=1
‖δU∗∗ − δU∗‖(Ωj ;Γ¯j ) 
1
2
2∑
j=1
‖δU∗ − δU‖(Ωj ;Γ¯j ),
and J is a contraction mapping. 
7. Proof of the main theorem
Now we use the fixed point theorem to prove Theorem 4.1. As proved in Section 6, for any
(ψ1(η),ψ2(η)) ∈ KMSσ , where 0 < σ  σ0, and σ0 > 0, a sufficiently small number, as well as
MS are constants to be determined later, we have the solution U∗12(ξ, η) and U∗22(ξ, η) to the
problem (NL), satisfying the estimates
2∑
j=1
∥∥(U∗j2 −U0j2)∣∣Γj ∥∥(0)W1−1/q,q (R+)  CMσ, (7.1)
where M is given in Lemma 6.1, and C depends only on ωj (j = 1,2).
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⎧⎪⎨
⎪⎩
dψ∗j
dξ
= [v]ψj[p]ψj
, on Γj ,
ψ∗j (0) = 0,
(7.2)
with j = 1,2, and update (ψ1,ψ2) by (ψ∗1 ,ψ∗2 ), that is, define a mapping JS : (ψ1,ψ2) →
(ψ∗1 ,ψ∗2 ). By (7.1) and (7.2),
2∑
j=1
∥∥∥∥dψ
∗
j
dη
− dψ
0
j
dη
∥∥∥∥
(0)
W1−1/q,q (R+)
 C(M + 1)σ,
hence
2∑
j=1
∥∥ψ∗j −ψ0j ∥∥(−1)C1(R+)  CMσ, (7.3)
where C depends only on U0j1 and U
0
j2, j = 1,2.
Fix MS = CM , where C is the constant in (7.3), then JS is a well-defined mapping in KMSσ .
Obviously, Theorem 4.1 is equivalent to the unique existence of the fixed point of JS in KMSσ
for sufficiently small σ0 and 0 < σ  σ0. Hence Theorem 4.1 is a direct consequence of the
following lemma.
Lemma 7.1. There exists σ0 > 0, such that for any 0 < σ  σ0, JS is a contraction mapping in
KMSσ .
Proof. Suppose JS(ψ1,ψ2) = (ψ∗1 ,ψ∗2 ), and JS(ψ∗1 ,ψ∗2 ) = (ψ∗∗1 ,ψ∗∗2 ). Denote respectively by
(U12,U22) and (U∗12,U∗22) the solutions to the fixed boundary value problem (NL) corresponding
to (ψ1,ψ2) and (ψ∗1 ,ψ∗2 ). Then for j = 1,2,⎧⎪⎨
⎪⎩
dψ∗j
dξ
= [v]ψj[p]ψj
, on Γj ,
ψ∗j (0) = 0,
(7.4)
and
⎧⎪⎨
⎪⎩
dψ∗∗j
dξ
=
[v∗]ψ∗j
[p∗]ψ∗j
, on Γ ∗j ,
ψ∗∗j (0) = 0,
(7.5)
where Γj and Γ ∗j are the approximate boundaries for Sj , corresponding to ψj and ψ∗j (j = 1,2),
respectively.
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convert the corresponding approximate domains Ωa12 ∪Ωa22 and Ωa∗12 ∪Ωa∗22 to the same domain
Ω1 ∪Ω2. Let
δU =
{
U12 −U012, in Ω1,
U22 −U022, in Ω2,
δU∗ =
{
U∗12 −U012, in Ω1,
U∗22 −U022, in Ω2,
then the boundary value problem (NL) for (U12,U22) can be rewritten in the following form:⎧⎪⎨
⎪⎩
∂ξ δw − a1j ∂ηδp = f 1j (δU ;ψj),
∂ηδw + a2j ∂ξ δp = f 2j (δU ;ψj),
∂ξ δu+ a3j ∂ξ δp = ∂ξF1(δU ;ψj ),
in Ωj, j = 1,2,
δp, δw are continuous, on Γ0,⎧⎨
⎩
α

j δu+ βj δw + γ j δp = gj (δU ;ψj ),
α

j δu+ βj δw + γ j δp = gj (δU ;ψj),
on Γ¯j , j = 1,2,
and similar fact is also true for (U∗12,U∗22). Therefore, we can compare δU∗ with δU in Ω1 ∪Ω2
and obtain that δU∗ − δU satisfies⎧⎪⎨
⎪⎩
∂ξ (δw
∗ − δw)− aj1∂η(δp∗ − δp) = f 1j
(
δU∗;ψ∗j
)− f 1j (δU ;ψ1),
∂η(δw
∗ − δw)+ a2j ∂ξ (δp∗ − δp) = f 2j
(
δU∗;ψ∗1
)− f 2j (δU ;ψ1),
∂ξ (δu
∗ − δu)+ a3j ∂ξ (δp∗ − δp) = ∂ξ
(
Fj
(
δU∗;ψ∗1
)− Fj (δU ;ψj)),
in Ωj, j = 1,2,
(δp∗ − δp), (δw∗ − δw) are continuous, on Γ0,{
α

j (δu
∗ − δu)+ βj (δw∗ − δw)+ γ j (δp∗ − δp) = gj
(
δU∗;ψ∗j
)− gj (δU ;ψj),
α

j (δu
∗ − δu)+ βj (δw∗ − δw)+ γ j (δp∗ − δp) = gj
(
δU∗;ψ∗j
)− gj (δU ;ψj ),
on Γ¯j , j = 1,2.
Then a similar computation and argument as the proof of Lemma 6.1 implies
2∑
j=1
‖δU∗ − δU‖(Ωj ;Γ¯j )  CσM(M +MS)
2∑
j=1
‖δU∗ − δU‖(Ωj ;Γj )
+Cσ (M2 + 1) 2∑
j=1
∥∥ψ∗j −ψj∥∥(−1)C1(R+).
Hence for sufficiently small σ , we have
2∑
j=1
‖δU∗ − δU‖(Ωj ;Γ¯j ) Cσ
(
M2 + 1) 2∑
j=1
∥∥ψ∗j −ψj∥∥(−1)C1(R+).
Then by (7.4) and (7.5), we obtain
1978 S. Chen, B. Fang / J. Differential Equations 244 (2008) 1946–19842∑
j=1
∥∥(ψ∗∗j )′ − (ψ∗j )′∥∥C0
 C
2∑
j=1
∥∥(δU∗ − δU)|Γ¯j ∥∥(0)W1−1/q,q (R+) +C
2∑
j=1
‖U˜j1|Γ ∗j − U˜j1|Γj ‖C0
 C
(
M2 + 1)σ 2∑
j=1
∥∥ψ∗j −ψj∥∥(−1)C1(R+)
and
2∑
j=1
∥∥ψ∗∗j −ψ∗j ∥∥(−1)C1(R+)  C(M2 + 1)σ
2∑
j=1
∥∥ψ∗j −ψj∥∥(−1)C1(R+).
Therefore, by choosing a sufficiently small σ0 > 0, we have for any 0 < σ  σ0, JS is a
contraction mapping in KMSσ . 
Thus we complete the proof of Theorem 4.1. Since u is bounded away from 0, the Lagrange
transformation L is invertible. Then Theorem 3.1 holds.
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Appendix A. A boundary value problem of Laplacian in a sector
On R2 plane with polar coordinates r, θ , we denote
Ω = {x ∈R2 ∣∣−ω2 < θ < ω1}, Ω1 = {x ∈R2 ∣∣ 0 < θ < ω1},
Ω2 =
{
x ∈R2 ∣∣−ω2 < θ < 0}, Γ1 = {x ∈R2 ∣∣ θ = ω1},
Γ2 =
{
x ∈R2 ∣∣ θ = −ω2}, Γ0 = {x ∈R2 ∣∣ θ = 0},
where 0 <ωj < π .
Consider the following boundary value problem of Laplace operator in Ω :
{
u = f1, in Ω1,
u = f2, in Ω2, (A.1){
u+ = u−, on Γ0,
∂ u = k∂ u , on Γ , (A.2)x2 + x2 − 0
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u = gD2 or ∂ν2u+ γ2∂τ2u = gN2 , on Γ2, (A.4)
where  = ∂x1x1 + ∂x2x2 is the Laplace operator, u± = limx2→0± u(x1, x2), ∂x2u± =
limx2→0± ∂x2u(x1, x2), k is a positive constant, and τj , νj denote the unit tangent vector and
the unit normal vector on Γj (j = 1,2) with the anticlockwise orientation.
For j = 1,2 denote Φj = π2 if the boundary condition on Γ1 is Dirichlet type, and Φj =
arctgγj if the boundary condition on Γj is oblique derivative type. We have the following theo-
rem:
Theorem A.1. Suppose 1 < q < ∞, k > 0, 0 <ω1,ω2 < π and σ 
= 0. If
sinφ1 cosφ2 + k cosφ1 sinφ2 
= 0, (A.5)
where φ1 = σω1 + Φ1 and φ2 = σω2 − Φ2, then for any fj ∈ W(2+σ)0,q (Ωj ), j = 1,2, and
gDj ∈ W(σ)2−(1/q),q(Γj ) or gNj ∈ W(1+σ)1−(1/q),q(Γj ), j = 1,2, the boundary value problem of Laplace
operator (A.1)–(A.4) has a unique solution u ∈ W(σ)2,q (Ω1) ∩ W(σ)2,q (Ω2), and the following esti-
mate holds:
‖u‖(σ )W2,q (Ω1) + ‖u‖
(σ )
W2,q (Ω2)
 C
( 2∑
j=1
‖fj‖(2+σ)W0,q (Ωj ) +G
)
, (A.6)
where G = ‖gA1 ‖(σ )W2−#A−1/q,q (Γ1) + ‖g
B
2 ‖(σ )W2−#B−1/q,q (Γ2), A and B stand for D or N according to
the type of boundary conditions on corresponding boundary, #A or #B is 0 if A or B stands
for D, and is 1 if A or B stands for N .
Remark A.1. The same results also hold if we change the boundary condition u+ = u− on Γ0 to
∂x1u+ = ∂x1u−.
To prove this theorem we transform the unbounded sector to an infinite strip. Then the original
boundary value problem in the unbounded sector is also transformed to a corresponding bound-
ary value problem in an infinite strip. This idea has been used by Grisvard, Maz’ya and others
[13,20]. Therefore, we first consider an elliptic boundary value problem in the infinite strip.
Let
D1 =
{
(x, y) ∈R2 ∣∣ x ∈R, 0 < y < ω1}, Σ1 = {(x, y) ∈R2 ∣∣ x ∈R, y = ω1},
D2 =
{
(x, y) ∈R2 ∣∣ x ∈R, −ω2 < y < 0}, Σ2 = {(x, y) ∈R2 ∣∣ x ∈R, y = −ω2},
Σ0 =
{
(x, y) ∈R2 ∣∣ x ∈R, y = 0},
and consider the following elliptic boundary value problem on D1 ∪D2:{
∂xxu+ ∂yyu+ a∂xu+ bu = f1, in D1,
∂xxu+ ∂yyu+ a∂xu+ bu = f2, in D2, (A.7)
u+ = u− and ∂yu+ = k∂yu−, on Σ0, (A.8)
1980 S. Chen, B. Fang / J. Differential Equations 244 (2008) 1946–1984c+∂yu+ d+∂xu+ e+u = g1, on Σ1, (A.9)
c−∂yu+ d−∂xu+ e−u = g2, on Σ2, (A.10)
where a, b, c±, d± and e± are constants. Later we are restricted to the case c+ = c− = 1 or the
case c+ = c− = d+ = d− = 0, e+ = e− = 1.
Let α = ω2
ω1
, and denote D = D1, Σ = Σ1 and ω = ω1. For any (x, y) ∈ D , define
{
u1(x, y) = u(x, y),
u2(x, y) = u(x,−αy).
Then the boundary value problem (A.7)–(A.10) is equivalent to the following boundary value
problem on u1 and u2:⎧⎨
⎩
∂xxu1 + ∂yyu1 + a∂xu1 + bu1 = f1, in D,
∂xxu2 + 1
α2
∂yyu2 + a∂xu2 + bu2 = f2, in D, (A.11)
u1 − u2 = 0, and ∂yu1 + k
α
∂yu2 = 0, on Σ0, (A.12)
c1∂yu1 + d1∂xu1 + e1u1 = g1, on Σ, (A.13)
c2∂yu2 + d2∂xu2 + e2u2 = g2, on Σ, (A.14)
where
c1 = c+, d1 = d+, e1 = e+,
c2 = − 1
α
c−, d2 = d−, e2 = e−.
It is easy to verify that (A.11)–(A.14) is an elliptic boundary value problem in the sense of
Agmon, Douglis and Nirenberg (see [1,2]). Then Theorem 4.1 of [20] is applicable, and the only
thing remains to do is to verifies the uniqueness of the solutions of the corresponding boundary
value problem with parameters.
Via Fourier transform Fx→λ, the boundary value problem with parameters corresponding to
elliptic boundary value problem (A.11)–(A.14) is
⎧⎨
⎩
uˆ′′1 +
(−λ2 + iaλ+ b)uˆ1 = fˆ1, in (0,ω),
1
α2
uˆ′′2 +
(−λ2 + iaλ+ b)uˆ2 = fˆ2, in (0,ω), (A.15)
uˆ1(0)− uˆ2(0) = 0 and uˆ′1(0)+
k
α
uˆ′2(0) = 0, (A.16){
c1uˆ
′
1(ω)+ (id1λ+ e1)uˆ1(ω) = gˆ1,
c2uˆ
′
2(ω)+ (id2λ+ e2)uˆ2(ω) = gˆ2, (A.17)
where uˆj = uˆj (y;λ)  Fx→λuj , for j = 1,2, and the symbol “prime” means derivative with
respect to y.
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neous problem of (A.15)–(A.17), i.e., in case fˆj ≡ 0 and gˆj ≡ 0, j = 1,2. Assume that (v1, v2)
is a solution of the corresponding homogeneous problem, then it has the form (in case ρ 
= 0)
{
v1 = μ1 sinρy + ν1 cosρy,
v2 = μ2 sinαρy + ν2 cosαρy.
Substitute it into (A.16), we have {
μ1 = −kμ2,
ν1 = ν2. (A.18)
Then by virtue of (A.17), we obtain
{−k(c1ρ cosρω + β1 sinρω)μ2 + (−c1ρ sinρω + β1 cosρω)ν2 = 0,
(c2αρ cosαρω + β2 sinαρω)μ2 + (−c2αρ sinαρω + β2 cosαρω)ν2 = 0. (A.19)
Direct computation implies that the determinant of the coefficient matrix in (A.19) is
δ = c1c2αρ2(k cosρω sinαρω + sinρω cosαρω)
− c1β2ρ(k cosρω cosαρω − sinρω sinαρω)
+ c2β1αρ(k sinρω sinαρω − cosρω cosαρω)
− β1β2(k sinρω cosαρω + cosρω sinαρω)
= 1
2
{
c1c2αρ
2((1 + k) sin(1 + α)ρω + (1 − k) sin(1 − α)ρω)
− c1β2ρ
(
(1 + k) cos(1 + α)ρω − (1 − k) cos(1 − α)ρω)
− c2β1αρ
(
(1 + k) cos(1 + α)ρω + (1 − k) cos(1 − α)ρω)
− β1β2
(
(1 + k) sin(1 + α)ρω − (1 − k) sin(1 − α)ρω)}.
Obviously, if for any λ ∈ R, δ 
= 0, then the homogeneous problem of (A.15)–(A.17) only has a
trivial solution for such λ ∈R. Then according to Theorem 4.1 of [20], the elliptic boundary value
problem (A.11)–(A.14) has a unique solution (u1, u2) ∈ (W2,q (D))2, and the solution satisfies
the following estimate:
2∑
j=1
‖uj‖W2,q (D)  C
2∑
j=1
(‖fj‖W0,q (D) + ‖gj‖W2−σj−1/q,q (Σ)), (A.20)
where C is independent of (u1, u2), and σj (j = 1,2) are order of the differential operators in
the boundary conditions (A.13) and (A.14) respectively.
Consequently, we have the following lemma on the elliptic boundary value problem (A.7)–
(A.10):
1 The square root of a complex number is defined by placing the cut on the negative real axis.
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= 0 and δ 
= 0, then the boundary value problem
(A.7)–(A.10) has a unique solution u ∈ W2,q(D1)∩W2,q (D2), and the following estimate holds:
2∑
j=1
‖u‖W2,q (Dj )  C
2∑
j=1
(‖fj‖W0,q (Dj ) + ‖gj‖W2−σj−1/q,q (Σj )), (A.21)
where C is independent of u.
Now we will apply Lemma A.2 to prove Theorem A.1.
Proof of Theorem A.1. We only consider the case when the oblique derivative boundary condi-
tions are given on both Γ1 and Γ2. The proof for the other three cases is similar.
Let w = rσ u, without loss of generality we assume σ < 0, because the case σ > 0 can be
treated similarly. Applying the transformation
P:
{
t = ln r,
θ = θ,
one can see that the boundary value problem (A.1)–(A.4) on the unbounded sector is converted
to a new problem on an infinite strip as follows:
{
∂ttw + ∂θθw − 2σ∂tw + σ 2w = e(2+σ)tf1, in D1,
∂ttw + ∂θθw − 2σ∂tw + σ 2w = e(2+σ)tf2, in D2, (A.22)
w+ = w−, and ∂θw+ = k∂θw−, on Σ0, (A.23)
∂θw + γ1∂tw − σγ1w = e(1+σ)tg1, on Σ1, (A.24)
∂θw + γ2∂tw − σγ2w = e(1+σ)tg2, on Σ2, (A.25)
where for the simplicity of the notations we write g1 and g2 for gN1 and g
N
2 , respectively.
Corresponding to the previous notations, we have
α = ω2
ω1
, ρ = (−λ2 − 2iσλ+ σ 2)1/2 = iλ− σ,
c1 = 1, d1 = γ1, e1 = −σγ1, β1 = γ1(iλ− σ) = γ1ρ,
c2 = − 1
α
, d2 = γ2, e2 = −σγ2, β2 = γ2(iλ− σ) = γ2ρ.
Obviously, since σ 
= 0, we have ρ 
= 0 for any λ ∈ R. And by Lemma A.2, if δ = 0 has no real
roots with respect to λ, then if e(2+σ)tfj ∈ W0,q (Dj ) (j = 1,2) and e(1+σ)tgj ∈ W1−(1/q),q(Σj )
(j = 1,2), the boundary value problem (A.22)–(A.25) has a unique solution w ∈ W2,q(D1) ∩
W2,q (D2), and the following estimate holds:
2∑
‖w‖W2,q (Dj )  C
2∑(∥∥e(2+σ)tfj∥∥W0,q (Dj ) + ∥∥e(1+σ)tgj∥∥W1−1/q,q (Σj )), (A.26)
j=1 j=1
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W
(1+σ)
1−1/q,q(Γj ) (j = 1,2), the boundary value problem (A.1)–(A.4) has a unique solution
u ∈ W2,q(Ω1)∩W2,q (Ω2) and the following estimate holds:
2∑
j=1
‖u‖(σ )W2,q (Ωj ) C
2∑
j=1
(‖fj‖(2+σ)W0,q (Ωj ) + ‖gj‖(1+σ)W1−1/q,q (Γj )), (A.27)
where C is independent of u. Thus it is sufficient to verify that (A.5) implies δ 
= 0 for any λ ∈R.
A direct computation implies that
δ = −1
2
ρ2
{(
(1 + k) sin(1 + α)ρω + (1 − k) sin(1 − α)ρω)
+ γ2
(
(1 + k) cos(1 + α)ρω − (1 − k) cos(1 − α)ρω)
− γ1
(
(1 + k) cos(1 + α)ρω + (1 − k) cos(1 − α)ρω)
+ γ1γ2
(
(1 + k) sin(1 + α)ρω − (1 − k) sin(1 − α)ρω)}.
Substituting ρ = iλ − σ , α = ω2/ω1 and γj = tanΦj into the above equation and noting that
ρ 
= 0 for all λ ∈R, we know that δ = 0 is equivalent to the following equations:
(k + 1) sin(iλ(ω1 +ω2)− (φ1 + φ2))= (k − 1) sin(iλ(ω1 −ω2)− (φ1 − φ2)), (A.28)
which implies
(1 + k) cosh(1 + α)λω sin(φ1 + φ2) = (k − 1) cosh(1 − α)λω sin(φ1 − φ2), (A.29)
(1 + k) sinh(1 + α)λω cos(φ1 + φ2) = (k − 1) sinh(1 − α)λω cos(φ1 − φ2). (A.30)
Therefore,
(1 + k) sin(φ1 + φ2) = (k − 1) sin(φ1 − φ2),
or equivalently,
sinφ1 cosφ2 + k cosφ1 sinφ2 = 0. (A.31)
It turns out that under the assumption (A.5), δ 
= 0 for any λ ∈ R. Hence we complete the proof
for the case of oblique derivative conditions on both Γ1 and Γ2. The other three cases can be
verified analogously. 
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