Abstract. Thermodynamics of trajectories promises to make possible the thorough analysis of the dynamical properties of an open quantum system, a sought-after goal in modern physics. Unfortunately, calculation of the relevant quantities presents severe challenges. Determining the large-deviation function that gives access to the full counting statistics associated with a dynamical order parameter is challenging, if not impossible, even for systems evolving in a restricted Liouville space. Acting on the realisation that the salient features of most dynamical systems are encoded in the first few moments of the counting statistics, in this article we present a method that gives sequential access to these moments. Our method allows for obtaining analytical result in several cases, as we illustrate, and allows using large deviation theory to reinterpret certain well-known results.
Introduction
Thermodynamics of trajectories proposes a set of powerful tools that fully characterises the dynamics of open systems [1] . The formalism was only recently extended from classical to quantum systems [2] , promising to shed a new light on the behaviour of even well-known quantum systems. Through the determination of the scaled cumulant generating function, also known as the large-deviation function, the full counting statistics of the exchange of excitations taking place between a system and its environment can be studied. This approach allows one to spot dynamical phase transitions directly through the determination of the large-deviation function, promising it a bright future [3] .
Despite the fact that this large-deviation approach is founded on simple principles, however, severe difficulties are generally encountered when applying it to physical systems. Chief amongst these is the difficulty in determining the large-deviation function; indeed, only a few analytical results are known from a handful of classical and quantum systems [1, 4, 5, 6, 7] . Naturally, this dramatically restricts the usefulness of applying thermodynamics of trajectories and makes the use of dedicated numerical methods essential [8, 9] .
In this paper we present an alternative route towards accessing the same information that is encoded in the large-deviation function, by exploiting the fact that the first few cumulants of the probability distribution of the exchange statistics already contain a wealth of information about this distribution. We obtain an efficient iterative approach that allows one to determine successive cumulants, giving access to characteristics of the dynamics that are usually not easily accessible or calculated. Furthermore, this method allows one to gain a deeper understanding of certain features in the dynamics of open quantum systems, such as dynamical phase transitions. It also allows one to reinterpret well-known phenomena in open quantum systems, as we illustrate here by studying an optical system that presents bistability. The method we propose here has the added benefit of being conceptually similar to approaches used previously that were tailored for specific phenomena, such as resonance fluorescence [10, 11] and electronic transport statistics [12, 13] .
In what follows, we begin by introducing thermodynamics of trajectories of open quantum systems and detailing the iterative method we propose. Next, we start exploring the application of our method by using it to study a small, two-qubit, quantum system; this reveals the usefulness of our approach even in the case where alternative approaches are available. Finally, we study a system associated with an infinite Liouville space, i.e., a quantum harmonic oscillator, for which the usual non-numerical approaches to determining the large-deviation function fail.
Full-counting statistics without a large-deviation function
We devote this section to a formal development of the proposed method. First, we briefly introduce thermodynamics of trajectories as a formalism that helps to analyse the dynamics of open quantum systems, and as developed in Ref. [2] . Following this, we describe an iterative method that allows us to access successive cumulants of the statistics of exchange of excitations between the system and its environment. Finally, we focus on applying this method to the analysis of a situation presenting dynamical multi-stability, and we explore signatures of multi-stability in the cumulants obtained.
Thermodynamics of trajectories for open quantum system
The method we explore is applicable to any quantum system, as described by its density matrix ρ, which undergoes a dynamical evolution governed by the master equation ∂ t ρ = W [ρ]. The superoperator W, which drives the evolution, can be decomposed into a Hamiltonian contribution and a dissipative part, viz.
In the case of Markovian systems, the Lindbladian superoperator L can be further decomposed in terms of a family of so-called Liouville operatorsL i acting on the system, together with associated rates γ i ≥ 0, in the following way:
where each index i denotes a different channel connecting the system to its environment.
In the following, we may drop the index if the system has only one dissipation channel.
We consider a single one of these channels, with which we associate a counting process K := K i ; more details regarding this can be found in Ref. [2] . We can now define the moment generating function, which gives access to all the moments (equivalently, cumulants) of the probability distribution associated with the statistics of K. To this end, we apply large-deviation theory [1] and write
where s (t) = K e −sK P K ρ(t), with P K being the projector over the subspace corresponding to a count K, is called the biased density matrix. It can be decomposed into sets of trajectories named s-ensemble or biased-ensemble whose weights differ from the probabilities inherent in the density matrix ρ(t) by a factor exponential in the respective count K. In the long-time limit, this partition function takes the so-called large-deviation form shown in the preceding equation, where the function θ(s) in the exponent is the scaled cumulant generating function, also known as the large-deviation function, with s the parameter conjugate the the counting process K. For simplicity we restrict ourselves in this article to counting processes associated with a single channel. Nevertheless, the very same framework described here and in the next section can be derived for other, more general, counting processes.
The s-biased ensemble, which is unnormalised and therefore cannot be interpreted as a density matrix, undergoes a dynamics governed by the equation
where the biasing superoperator L s is given by
Taking the time derivative of the cumulant generating function ln Z(s, t) we find that ∂ t ln Z(s, t) = Tr {L s [ s ]} /Tr { s }, because the superoperator W is tracepreserving. Consequently, using the definition of the biased superoperator L s as given in Eq. (5), the large-deviation function can be evaluated using [14] θ(s) = γ i (e −s − 1) lim
where we define a normalised biased density matrix through the relation ρ s := s /Tr{ s }, whose evolution is governed by the biased master equation
Equation (6) implies that the large-deviation function θ(s) can be evaluated as an integral over time of an observable of the biased density matrix ρ s , and not of the "standard" density matrix ρ. Consequently, the rich information contained in the largedeviation function and related to the dynamics of the system cannot be directly accessed through ρ, but only through ρ s . More concretely, θ(s) encodes the full counting statistics of the counting process K through the family of relations
where κ n is the n th cumulant of the probability distribution of the counting process being considered. Typically this procedure can be used to, e.g., identify regimes in which different dynamical phases coexist and reveal dynamical phase transitions between such phases [15, 16, 17, 18] . The presence of distinct dynamical phases in a system can be related to a non-analyticity at s = 0 of the large-deviation function θ(s). We will return to this point in Sec. 2.3, where we shall connect it to the proposed approach. Other key thermodynamics statements, such as fluctuation relations [19, 20] , may be made once the large-deviation is known.
As discussed in the introduction, despite the well-known usefulness of the largedeviation function following from the formalism of thermodynamics of trajectories [1, 21] as described above, its determination appears to be very challenging, both in the classical and quantum regimes. Indeed, dedicated numerical methods have been developed for this purpose [8, 9] . In the present context, the difficulty presents itself in evaluating the long-time behaviour of the biased density matrix ρ s by means of Eq. (6). Explicitly solving this equation, or the evolution of specific observables, appears to be difficult for most systems; the only possibility in most cases is numerical evaluation. In the following we illustrate how one can access exactly and analytically the cumulants κ n , the first few of which contain the majority of the information of interest regarding the dynamics in question, by means of an iterative approach.
Iterative evaluation of the cumulants
By using the definition of θ(s) given in Eq. (6) and connecting it to the cumulants by means of the equation in Eq. (8) we have for the first cumulant κ 1 the following straightforward relation:
which links κ 1 to the long-time evolution of the expectation value of operators with respect to the original density matrix ρ. We see immediately that the first cumulant may be evaluated from observables of the original dynamics, even if the full statistics of the exchange may not. This being so, we therefore conclude that if one is interested only in the the first cumulant, κ 1 , which is quite often experimentally the one most easily accessed, the difficulty is reduced from evaluating the long-time behaviour of ρ s (t) to evaluating that of ρ(t). In the case of systems converging to a steady state, one need only concern themselves with the steady-state density matrixρ, which is the solution of the steady-state equation W[ρ] = 0. By contrast, obtaining the large-deviation function requires determining the steady-stateρ s , associated with the biased density matrix ρ s (t) that solves Eq. (7), which by construction depends on the bias parameter s and obeys a more complex evolution.
Let us now take a step further and investigate the second cumulant, and moment, of the distribution. Once again making use of Eq. (8), we find
with ρ = ∂ s ρ s | s=0 , which we term the first-order biased matrix; higher orders will be defined analogously as higher derivatives of ρ s with respect to the bias parameter s. The matrix ρ evolves according to the bare (or unbiased) system dynamics, governed by the superoperator W, plus a component related to the biasing procedure given in Eq. (5):
We note that, since κ 2 depends on observables of ρ , it cannot be obtained merely through observables of ρ itself. It is also possible to show that ρ is traceless; indeed, Tr{ρ } = Tr{ − ρTr{ }}, where = ∂ s s | s=0 and the s-biased matrix ρ s is defined above. The equation governing the evolution of ρ also tells us that in order to calculate how ρ evolves in time we first need to determine the evolution of the unbiased density matrix ρ. We may in fact proceed further in exactly the same way and obtain an analogous expression for the third cumulant:
with ρ = ∂ 2 s ρ s | s=0 is the second-order biased matrix, which now depends on the unbiased density matrix ρ as well as the first-order biased matrix ρ , which in turn undergoes a dynamics governed by Eq. (11) . For ρ we find
We notice once again that the second-order biased matrix is traceless, i.e., Tr{ρ } = 0. As per that of ρ , the evolution of ρ is related to the bare dynamics through W, this time with a biasing part related to ρ and ρ . This procedure may be iterated further in order to obtain expressions for successive cumulants; in order to determine the n th cumulant, one needs to solve the evolution of n matrices (ρ, ρ , and so on up to ρ (n) ). More directly, we can rephrase our method in terms of the expectation values
In order to calculate κ n , one needs to solve for L † iL i j and L †2 iL 2 i j for each j < n, where we remind that the index i refers to the channel under investigation. We may in fact explicitly write
where we have made use of the definition
Extending the preceding work, we find that the n th -order biased matrix ρ (n) = ∂ n s ρ s | s=0 evolves according to the equation
where Tr{ρ (n) } = δ n,0 . The first of the preceding two equations, Eq. (18), corresponds to the generic definition, which can be used to explore counting processes other than the one being considered here and depends on different orders of L (n) . The second is specialised for the biased superoperator defined in Eq. (5) . When the system converges to a time-independent steady state, the definitions above simplify, since lim t→∞
is the stationary solution of ρ (n) (t) for the dynamics in question. In this section, we have described the promised method mostly in the language of density matrices. In Appendix A the same method is described through expectation values computed on the different orders of the biased matrix. Depending on the nature of the specific system under consideration, especially if its Liouville space is large, this alternative may prove more useful than the matrix-based method as discussed above.
By way of summary, the essential idea underlying our method is that once the first n − 1 cumulants of the counting statistics are computed, it is relatively straightforward to extend the calculation to the n th cumulant. This method avoids a numerical coarsegraining of the large-deviation function θ(s) and also allows a close comparison to be made to experimental data, since in such data it is only the first cumulants (or moments) that are accessible, rather than the full counting statistics. To elaborate on this point, we shall now focus on using the language of thermodynamics of trajectories to define dynamical phase transitions and draw a connection between this dynamical feature and the present method. We note here that Ref. [22] presents work, similar in spirit to ours, that focuses on higher-order cumulants.
Multi-stability and dynamical phase transitions
We have already discussed how the large-deviation theory presents itself as a powerful tool to analyze the dynamics of a system. It is known that the occurrence of phenomena such as dynamical phase transitions can be identified through the large-deviation function θ(s) [15, 16, 17, 18] . In this context, the large-deviation function behaves as a free energy function, with s playing the role of temperature. Non-analyticities at s = 0 indicate that the system being explored can converge, in the long-time limit, towards states for which the counting process displays distinctly different behaviour. In other words, in situations where the dynamics converges to a steady state, a non-analyticity in θ(s) at s = 0 identifies multiple fixed points for the dynamical map corresponding to the evolution of the system. We will discuss how the iterative method we present here may give access to this information without requiring one to evaluate the largedeviation function itself. This enables one to identify dynamical phase transitions even in situations where the large-deviation function cannot be calculated easily or at all, and consequently it extends the range of applicability of thermodynamics of trajectories. Before continuing, we note that θ(s) may also display non-analyticities at s = 0 [1] , corresponding to more complex behaviour where dynamically distinct behaviour may be observed in the tails of the probability distribution corresponding to the counting process. Such behaviour cannot be revealed through the method we present.
A non-analyticity in the large-deviation function θ(s) at s = 0 translates into two distinct values for at least one cumulant, say the n th , as s → 0:
where κ
We note that it is common for κ
for j > n, but this is not necessary. The fact that the n th cumulant has two values as s → 0 signals the presence of at least two distinct dynamical behaviours, i.e., distinct fixed points of the dynamical map. We may say that a dynamical phase transition is of order n if κ
The role played by the order parameter in micro-canonical phase transitions is taken up in dynamical phase transitions by the counting process K [3] .
To understand how the framework we present can be used advantageously in this context, let us consider the case of a first-order dynamical phase transition, where κ
These two distinct first cumulants reflect that the system converges dynamically toward at least two steady states, such that
whereρ ± being two solutions of the equation W[ρ ± ] = 0. As discussed previously, the first cumulant depends exclusively on the unbiased dynamics. Consequently, from here we can infer that any quantum open system presenting at least two fixed points (or attractors) in its dynamical map with distinct dynamical behaviours will have two possible values for the first cumulant, as shown in Eq. (21), and therefore present a dynamical phase transition. In the present scenario, if the dynamical map possesses more than two attractors, the first cumulant κ 1 will be still only dually defined. This originates directly from the thermodynamics of trajectories approach, which focuses on the behaviour of the tails of the probability distribution p K (t) = Tr{P K ρ(t)}. Only the attractors dominating the tails of the distribution towards the lower-(s → 0 − ) or upper-(s → 0 + ) limit of the counting process K [1] will have an effect on the large deviation function. In other words, use of all solutions of W[ρ] = 0 with the method we discuss here gives more information than even the full determination of the large-deviation function, as we shall see in the next section for a system presenting a dynamical phase transition. Despite the wealth of examples of first-order dynamical phase transitions that are known, examples of higher-order dynamical phase transitions are not known to us.
We shall now proceed to apply our formalism to a number of paradigmatic examples. We will first consider a system composed of two spins-1/2, which evolves in a small Liouville space and in which case we can easily compare the results we obtain by applying the framework we discuss here to the direct determination of the largedeviation function. We will then turn our attention to a system composed of harmonic oscillators, which evolves within an infinite-dimensional Liouville space and for which θ(s) cannot be determined directly. For both of these examples we will first consider one or more systems that present only a single dynamical phase, using this to illustrate how the method proposed here gives analytical results that are not accessible through the numerical determination of θ(s). Following this, we will discuss an example of a dynamical phase transition, where the dynamics converges to two distinct steady states.
Damped spin systems
Spin systems, especially ones composed of spins-1/2, have the strong advantage in the present context of residing on a rather small Liouville space: The dynamics of such a system may easily be resolved through analytic or numerical methods. For what concerns us, the full thermodynamics of trajectories of such a system can be accessed directly by studying the superoperator W s := W + L s presented in Eq. (4). For cases where the long-time dynamics of the density matrix ρ s (t) cannot be directly resolved in matrix form, it is still possible to vectorise the biased master equation and to obtain θ(s) directly as the slowest-decaying eigenvalue of the matrix corresponding to W s , i.e., the eigenvalue with the most positive real part. Both approaches are equivalent and give direct access to the large-deviation function, thereby permitting a full characterisation of the dynamics of the system through the counting process K. On the one hand, for any but the simplest of systems, this very powerful method reduces to numerical diagonalisation of matrices, and therefore cannot be used to derive analytic expressions of the cumulants of the counting process. On the other hand, the iterative method we propose here does give access to these analytical expressions. We begin our illustrations of this method by considering a system composed of two spins-1/2 individually damped by a zero-temperature environment.
Two individually damped spins-1/2: Same polarisability
Consider a system composed of two spins-1/2 evolving under the Hamiltonian
whereσ x,y,z i (i = 1, 2) are the Pauli operators operating on spin i and h the strength of an externally-applied magnetic field. We assume that both spins are damped individually by means of the Liouville operatorsL i =σ + i (i = 1, 2); for simplicity, we take the damping rates to be equal, i.e., γ := γ 1 = γ 2 . Despite its simplicity, this system does not allow for a straightforward analytical determination of its large-deviation function. By contrast, the method we propose gives access to analytical expressions to be obtained for successive cumulants of the spin-flip statistics.
Let us consider as a counting process the spin-flips of one of the two spins, say the the first (K := K 1 ). In order to determine the first cumulant we must first determine the steady-state solution of the density matrix of the system ρ. Subsequently, using Eq. (9), we find the first cumulant
Based on the steady-state solution of the density matrix, we can determine the steadystate solution of the first-order biased density matrix ρ according to Eq. (11), which then allows us to obtain the second cumulant, κ 2 , as defined in Eq. (10). The corresponding Fano factor can then be calculated and found to be given by κ 2 + κ 2 1
In Fig. 1 we represent the Fano factor as a function of the magnetic field h and the spin-flip rate γ. A feature to notice is that for strong damping, the spin-flip statistics converge to a Poissonian distribution, i.e., (κ 2 + κ γ = 2. We see here that despite having numerical access to the full-counting statistics we can use the present approach in order to efficiently and exactly evaluate the most relevant moments of the exchange statistics, thereby retrieving rich information whilst bypassing any need for numerical calculations.
From this example we see here that our iterative approach is extremely valuable for evaluating the parameters of a system from the statistics of its output. In our next example, we will be focus particularly on this aspect.
Two individually-damped spins-1/2: Inverse polarisability
Consider a system identical to the one in the previous section, but for the magnetic susceptibility of spin 2, which is taken to be opposite to that of the first:
In this case one can show that the steady-state of the system is independent of the magnetic field h. Accordingly, the first moment of the spin-flip statistic of spin 1 is found to be simply
However even if the system steady-state is independent of the magnetic field, as is any of its observables, the second cumulant and the Fano factor do depend on it, yielding κ 2 + κ 2 1
This example illustrates perfectly how the present iterative approach has the strong advantage to allow for the estimation of some parameters of the system that are usually not accessible. In Fig. 2 we present a density plot, analogous to Fig. 1 , representing the Fano factor as a function of the magnetic field h and spin flip rate γ. Contrary to what we had previously, here the system output can present antibunching, i.e., (κ 2 + κ 2 1 )/κ 1 < 1 occurs for certain regions in the parameter space; more specifically we have that 1/2 ≤ (κ 2 + κ 2 1 )/κ 1 ≤ 9/8. The maximal antibunching obtained corresponds to an infinite magnetic field h and γ tending to 0, converging to a Fano factor equal to 1/2. The maximal bunching corresponds to γ → 2(2 ± √ 3) while the magnetic field goes to 0. As is clearly visible in Fig. 2 , for γ = 2 we have the special feature that there is always antibunching whatever the value of the magnetic field h.
We have used these two examples to illustrate that moments of the statistics of excitation-exchange can be efficiently obtained analytically, and also used to infer system parameters. Furthermore, we have shown explicitly that the information so obtained is greater than can be obtained simply by evaluating expectation values of the system. Our proposed approach therefore enables the possibility to unravel exactly and analytically the cumulants of the exchange statistics. However, as we have already discussed, the large-deviation approach encompasses more than just full-counting statistics. In order to illustrate this, let us next consider two interacting spins that also undergo global damping. The plot is given as a function of the magnetic field h on the horizontal axis and the spin flip rate γ on the vertical. The solid black line corresponds to a Poissonian distribution; the lower and upper regions delineated by this line correspond respectively to antibunching (sub-Poissonian) and bunching statistics.
Two globally damped spins-1/2
We consider a system of two spins-1/2 evolving under the action of the Hamiltonian
as well as under a single damping channel given by the Liouville operatorL =σ + 1σ + 2 and an associated rate γ. Under these conditions, the counting process we shall investigate reflects the global spin-flip behaviour, and we find the following expression for the first cumulant:
where ρ ↑↑ (t) = ↑↑ |ρ(t)| ↑↑ and ρ ↓↓ (t) = ↓↓ |ρ(t)| ↓↓ are, respectively, the probability to have the two spins up and the two spins down at a time t. What we see here is that the long-time limit behaviour of the exchange statistics relies strongly on the initial configuration of the system. For all initial states having ρ ↑↑ (0) + ρ ↓↓ (0) = 0, we will have a quiet system, which will experience zero global spin flips. This is a rather intuitive result considering the form of the Liouville operator coupling the system to the environment, and leads to a different behaviour of the system depending on the initial conditions. Other approaches for accessing directly the large-deviation function θ(s) are applicable in the present case because of the small size of the Liouville space that the system resides in; however, such approaches are actually less insightful than the one we presented above. For example, through direct resolution of the long-time behaviour of the biased matrix given by the master equation (6), we can obtain the following expression for the large-deviation function:
with
. From the definition of θ(s), we can directly deduce that this system undergoes a dynamical phase transition, because of the non-analyticity present in θ(s) at s = 0; this is visible in Fig. 3 . The two distinct phases are related to θ(s → 0 − ) and θ(s → 0 + ), with the latter corresponding to a quiet scenario where no spin flips occur (κ n+ = −∂ n s θ(s)| 0 + = 0 for any n). The phase related to θ(s → 0 − ) presents a finite rate of spin flips, which agrees with Eq. (29) when we take ρ ↑↑ (0) + ρ ↓↓ (0) = 1. Consequently direct resolution of the biased master equation does not, in general, allow to capture the origin of the existing dual dynamics and its dependence on the initial conditions, even if this is obvious in the present case. The method we propose, through Eq. (29), paints a more complete picture and describes clearly how the outcome will depend on the initial conditions.
In this section we focused exclusively on small spin systems which evolve within a relatively small Liouville space. For these systems we saw some of the main advantages of the iterative method proposed here, namely (i) allowing analytical determination of the first cumulants of the exchange statistics, and (ii) revealing the origin of dynamical phase transitions. In the following section we will consider systems residing in an infinite Liouville space, which consequently cannot be resolved exactly through direct analysis of the biased density matrix and its dynamics as given in Eq. (6).
Damped quantum harmonic oscillators
In this section we will move away from systems residing in small Liouville spaces to ones residing in infinite spaces. Such systems pose challenges to traditional analyses, numerical or analytical, for obtaining the large-deviation function from the biased master equation. In previous work we showed how an exact analytical solution may be found in the case of a single harmonic oscillator [5] and made steps towards obtaining efficient numerical solutions that may be used for generic networks of harmonic oscillators [20] . We stress once again that it is only in a few exceptional cases that the large-deviation function may be obtained analytically. In contrast, the present technique will allow to access not the large-deviation function itself, but analytical formulations for the first few cumulants. As a first example in an infinite Liouville space, let us consider a system composed of two squeezed thermal harmonic oscillators.
Two squeezed thermal harmonic oscillators
A system composed of two thermal squeezed harmonic oscillator modes is wellstudied in the context of quantum optics, providing a simple paradigmatic system to study bipartite continuous variable states [23, 24] . Such a system is also easily experimentally realised, corresponding as it does to spontaneous parametric downconversion [25, 26, 27] . Most work done on this system so far has, however, focused on its internal dynamics. What we are interested in here, on the other hand, is the statistics of the output of the system, in a similar manner as our earlier work [20] .
We start by considering two quantum harmonic oscillators coupled through a squeezing-like interaction as described by the Hamiltonian
whereâ ( †) i (i = 1, 2) corresponds to the creation (annihilation) operator associated to the oscillator i. The two oscillators are assumed to have the same frequency and are damped independently by means of the Liouville operatorsL i =â i and damping rates γ i . We shall consider a counting process that keeps track of the number of excitations leaving the oscillator 1 to its bath. Solving the biased master equation is not possible due to the infinite size of the Liouville space involved. Nonetheless, we showed in earlier work [20] that by taking into account the linear nature of the dynamics, originating from a Hamiltonian that is quadratic in the operators, making a Gaussian ansatz for the state of the system, and moving to a phase space representation, the exchange statistics can be explored in detail. In a nutshell, this framework reduces the problem to numerically solving an algebraic Riccati equation, for which efficient algorithms are available. However, here we are interested in accessing the analytical formulation of the first cumulants of the statistics. To this end, and as detailed in Appendix B, we develop the same iterative method as before but this time in terms of Gaussian parameters that correspond to a phase space representation of the situation. There is one key difference between the method we apply here, specialised to Gaussian states, and the more general one in previous sections. Whereas before we proceeded by determining the long-time behaviour of a given order of the biased density matrix ρ (n) related to the master equation given in Eq. (18) , in this context it is the biased covariance matrix of the same order,
, that lies at the centre of our method. This biased covariance matrix is associated with a Lyapunov equation, Eq. (B.7). Indeed, one computational advantage of this iterative method is that it requires the solution of a set of Lyapunov equations, one for each order of the biased covariance matrix, Σ (n) , rather than an algebraic Riccati equation for Σ s . This reduces significantly the complexity of the problem.
In the present case we have for the drift matrix
the noise matrix is diagonal and has the form D = 2 j=1
, where 1 2×2 is the 2 × 2 identity matrix. Taking γ := γ 1 = γ 2 for simplicity, we obtain the first and second cumulants
We see that deriving exact analytic definition of the mean and variance of the number of excitations exchanged between mode 1 and the environment becomes here a simple task, and may for example lead to estimation of key parameters such as g. Having access to such relations also allows connections to be made between the output statistics of a system and its state. For example, the degree of squeezing of the modes of such a system is a key parameter that is of prime importance. For the minimal quadrature of the mode's degrees of freedom we find in this case that [28] 
which may be rewritten using the definition of the first cumulant as
This connects the degree of squeezing directly to experimentally-measurable statistics. This example again illustrates the possible advantage that one can get from the iterative method we have described, as applied to a harmonic oscillator network. The method itself is not restricted to linear dynamics as presented here, however. Indeed, it may also allow to draw rather fundamental statements about the behaviour of systems undergoing non-linear dynamics, based on the language of thermodynamics of trajectories. To illustrate this point, we shall now consider the dynamics of a harmonic oscillator with a Kerr non-linearity.
A single mode with a Kerr non-linearity
For this final example, we consider a quasi-resonantly driven oscillator possessing a Kerr non-linearity [29, 30] . The dynamics of this system corresponds to various experiments, especially those conducted in the context of non-linear optical devices [31, 32, 33] , and evolves under the Hamiltonian
where F and ω p correspond respectively to the driving strength and frequency, and g to the non-linear coupling. The operatorâ ( †) is the creation (annihilation) operator of an excitation in the oscillator. We consider dissipation to take place to a single thermal bath, as described by the Liouville operatorL =â. Using Eq. (9) and considering as a counting process the net number of excitations leaving the system to the environment, we solve for the stationary regime and find the first cumulant
where n = Tr{â †â ρ(t → ∞)}. In the Heisenberg picture we can derive an equation of motion for the operatorâ(t) and move to a mean-field approximation, wherê a(t) → Tr{âρ(t)} = â(t) = α(t)e iωpt in the appropriate rotating frame, yielding
with ∆ := ω − ω p . In steady-state we find
where n = |α| 2 ≈ n is the mean field number of excitations and I = |F | 2 the driving intensity. Eq. (40) links the number n to the driving intensity, and corresponds to the hysteresis curve shown in Fig. 4 . We can refine our study by considering the stability of the mean field with respect to small fluctuations using the Hurwitz criterion [29] , which guarantees stability for n ≤ n − and n ≥ n + , where
The unstable region, n − < n < n + , corresponds to the dashed part of the curve in Fig. 4 . From this plot we clearly see the rich dynamical behaviour of the system: For low enough driving the system remains in a linear phase, while for strong enough driving it will be in a non-linear phase. In between, due to the balance between non-linearity and dissipation, we find a bistable region where both solutions corresponding to the linear and non-linear phase are stable solution of the mean-field stationary state. More refined approaches can be used to extract more accurately the system behaviour, however the mean field already captures the main dynamical characteristics of the system.
As defined in Eq. (38), the first cumulant of the output statistics is derived directly from the density of excitation of the system, n , which behaves differently in the three regimes previously mentioned, and which therefore depends strongly on the intensity of excitation I. The intermediate regime, corresponding to the bistable case, will consequently yield a situation where the first cumulant of the output of the system can take two distinct values κ 1 ≈ γn ± where n ± correspond to the density on the upper (+) and lower (−) curve in the bistable region. This is the signature of a first-order dynamical phase transition as explained in Sec. 2.3. Based only on the first moment of the exchange statistics, we are able here to spot a dynamical phase transition in a well-known system. The link between between the thermodynamics of phase transitions and non-linear optical systems was previously considered [34, 35] , but we see here how taking the point of view of thermodynamics of trajectories allows it to pass from a simple analogy to a correspondence.
Conclusion
In this article we proposed an efficient method to determine the statistics of the exchange of excitations between an open quantum system and its environment. This method is based on the formalism of thermodynamics of trajectories and has the key advantage of giving access to the cumulants, or moments, of these statistics with much less mathematical effort than that required to obtain the large-deviation function. The method we present is iterative, giving access to successive cumulants, and may be compared straightforwardly with experiment, where only the first few moments are usually accessible. We have shown that this method reveals more information on the nature of the dynamics undergone by the system than numerical evaluation of the large-deviation function, especially in scenarios where the system dynamics presents a dynamical phase transition. Lastly, we discussed and illustrated concretely the possibilities enabled by this method to cast new light on multi-stability of open quantum systems by interpreting such situations in the language of thermodynamics of trajectories. n s ρ s | s=0 . Depending on the situation considered, and as summarised in Table A1 , this formulation may be more efficient since it only consists of finding the long-time evolution of a number of expectation values. In the following, we define the expectation values that must be considered at each order, together with their respective evolutions, before we comment on possible advantages with respect to the density matrix formulation.
Considering the first cumulant κ 1 , we do not actually need the full density matrix evolution ρ(t) in principle. What is necessary is the expectation value associated to the channel i as defined in 9:
where we define L † iL i (τ ) 0 = Tr{L † iL i ρ(τ )}. Based on the properties of the density matrix ρ(t), the evolution of this expectation value can also be written as
The specific form taken by the right-hand side will depend on the system dynamics involved. Solving this equation in the long-time limit leads to the first cumulant κ 1 . Notice that depending on the system dynamics in question, the right-hand side term of above equation might have a compact form, leading to straightforward results. This reduces, in principle, the difficulty of finding κ 1 with respect to the density matrix formation as presented in the main text. Similarly, the second cumulant, defined as
is connected to the evolution of the first-order biased matrix ρ :
This matrix evolves according to Eq. (11) which gives, for the evolution of the expectation values necessary to determine κ 2 ,
where the last part of the right-hand side is the variance of the expectation values considered for the first cumulant, L † iL i (t) 0 . At this point we see that to calculate the second cumulant we need to be able to evaluate L † iL i 0 as well as L †2 iL 2 i 0 , in order to obtain L † iL i 1 . The third cumulant κ 3 is defined as
Given that for κ 1 and κ 2 , respectively, we previously evaluated
Here again we find that L † iL i 0 appears. But other terms relying on ρ appear as well, such as L † iL i 1 . More importantly, other expectation values depending on ρ and ρ , such as L †2 iL 2 i 1 , are necessary in order to estimate the evolution of L † iL i 2 . However, it can be shown that the evaluation of L †2 iL 2 i 1 relies on the one of L †3 iL 3 i 0 , which is obtained from ρ. Notice that for any n ≥ 0, each Tr{L † iL i W[ρ (n) ]} will take the same form, and that Tr{ρ (n) } = δ n,0 . Generalising to the n th cumulant, we have
which requires us to evaluate the long-time evolution of all L † iL i (τ ) j (j < n), which in turn obey
To evaluate these expectation values, we therefore need to determine the evolution of expectation values such as L † iL i (t) a and L †2 iL 2 i (t) a for a < n. The first one will evolve accordingly to similar equation for n → a, while the second needs to be handled with care. A similar equation to Eq. (A.10) can be obtained but will require higher powers of expectation values of lower order. For the n th cumulant we therefore require L † iL i a and L †2 iL 2 i a both for a < n, L †3
i a for a < n − 2, etc., and L †n iL n i 0 . In Table A1 on the left-hand side are summarised the numbers of expectation values that must be evaluated to obtain the n th cumulant. As previously discussed, the method is iterative, meaning that the determination of κ n+1 when every other κ n is known requires only limited effort. More specifically, it will require to estimate the long-time behaviour of expectation values such as L † iL i (t) n , together with all L †2+a iL 2+a i (t) n−a for 0 ≤ a < n + 1. As is apparent from the foregoing discussion, this method is more cumbersome when working in terms of expectation values. However depending on the form taken by Tr{L † iL i W[ρ (n) ]}, this description can be computationally less demanding, especially in the case where the Liouville space associated to the system is large. For obtaining κ n in a matrix representation we need to solving the n algebraic equations which can be rewritten as n×N 2 , differential equations where N is the dimension of the Liouville space considered. For the same cumulant we will need to solve at least 1 2 (n + 1)n equations independently of the space dimension N . We remark, however, that depending on the form taken by Tr{L † iL i W[ρ (n) ]}, it may be necessary to calculate the evolution of some other expectation values coupled to this one, thus increasing the number of elements for which the evolution must be calculated. This independence of the number of expectation values necessary to obtain the n th cumulant on the size of the space N is the chief advantage of working in this representation. For calculating the two first cumulants for a system evolving in a system space of dimension 10 3 , the expectation value description will require to solve at least three differential equations as opposed to the 3 × 10 3 equations required for the density matrix formulation. These differences are summarised in Table A1 .
Appendix B. Iterative approach for linear dynamics of harmonic oscillators
In this appendix, we will restrict ourselves to considering a network of quantum harmonic oscillators evolving linearly without any driving. Under those conditions, as we developed in Ref. [20] , the large-deviation function θ(s) related to the net number of excitation exchange between oscillator i and its corresponding bath, K := K i− − K i+ , where − refers to outgoing excitations and + to incoming ones, can be written as where the matrix F ± is derived from the counting process K related to the oscillator i,
2) As for the density matrix approach we see that here the n th cumulant depends on lower orders of the biased density covariance matrix, Σ (i) , i.e., for i < n. Those orders of the biased covariance matrix will, in steady-state, be solutions of the following algebraic equation: We see here that we have the phase-space equivalent of Eq. (18) . The matrix N n represents a noise matrix related to the biasing procedure. Eq. (B.7) is known as a Lyapunov equation and can be solved using numerical methods but, as reported in Sec. 4.1, may be solved exactly for some system. This, finally, gives access to the different cumulants of the exchange statistics related to the counting process K. Considering the two first cumulants we have that respectively, where the first equation corresponds to the stationary solution of the unbiased (bare) covariance matrix. The present approach can be extended to scenarios with time-dependent covariance matrices, such as ones involving time-dependent driving.
Cumulant
0 = AΣ (i) + Σ (i) A T + N i ,(B.
