A maximum likelihood estimation method implemented in S-PLUS (S-MLE) to estimate the Hurst coefficient (H) is evaluated. The Hurst coefficient, with 0.5 < H <1, characterizes long memory time series by quantifying the rate of decay of the autocorrelation function. S-MLE was developed to estimate H for fractionally differenced (fd) processes. However, in practice it is difficult to distinguish between fd processes and fractional Gaussian noise (fGn) processes. Thus, the method is evaluated for estimating H for both fd and fGn processes. S-MLE gave biased results of H for fGn processes of any length and for fd processes of lengths less than 2 10 . A modified method is proposed to correct for this bias. It gives reliable estimates of H for both fd and fGn processes of length greater than or equal to 2 11 .
Introduction
The analysis of time series has proven useful in providing insight into and information about the dynamics of many complex systems. We define a discrete time series of length N by {x 1 , x 2 ,…,x N } where each x i is a realization of the random variable X i for i = 1,2,…,N. When referring to a general time series, we will use {x t } to denote the series and {X t } to denote the underlying stochastic process from which the series was obtained. Although the indexing variable t can refer to dimensions such as space, we will assume that the observations are ordered in time, and that the intervals are uniform.
Of particular interest and importance in many scientific disciplines are stochastic processes which exhibit long memory characteristics [1] [2] [3] . A process is long memory if its correlations decay to zero so that the sum of the autocorrelations is infinite.
Specifically, a stationary stochastic process X t (E[X t ] = μ and var[X t ] = σ 2 ) is a long memory process if there exists a real number α ∈ (0; 1) and a positive constant c ρ such that (1) where ρ(k) = (E[X t − μ,X t−k − μ]) = σ 2 , the autocorrelation function. Since 0 < α <1, for a long-memory process. A long-memory process can also be defined in terms of power-law scaling in the frequency domain (as opposed to the correlation domain given in Eq. (1)). In particular, the stationary process described above is long memory if there exists a real number β ∈ (0, 1) and a positive constant c h such that (2) where h(·) represents the spectral density of X t . Since , Eqs.
(1) and (2) are theoretically equivalent (see Theorem 2.1 of [1] ). However, this theoretical equivalence does not necessarily hold given a particular finite data set which may exhibit clear power-law scaling in one domain (correlation or frequency), but not the other. As the statistical procedures based on analysis in the correlation and frequency domains typically use the underlying data in quite different ways, analysis in each domain will highlight different aspects thereof [4] . For example, there is a long memory process with power-law scaling in its spectral density function, but the power-law scaling is limited to the low range of lags k in the autocorrelation function ρ(k) [5] .
Because much of classical time series-related statistical theory applies only to processes with summable correlations, the application of such theory to long memory processes can lead to erroneous statistical results. Thus, techniques to generate, identify, characterize, and analyze long-memory time series are rapidly being developed and applied. The particular types of long memory fractal processes discussed above which demonstrate slightly different self-similarity features were introduced by Hurst [6] and Mandelbrot and van Ness [7] and are given broad context in Beran [1] . The Hurst coefficient, H, is one of the most commonly used parameters to characterize the rate of decay of the spectrum or autocorrelation function of a long-memory process. In 1990, Marsh, Osborn and Cowley reported that the logarithm of the arterial pressure spectrum obtained from dog data decays as f −β (i.e., Eq. (2) holds) [8] . Note that β is related to the Hurst coefficient by β = 2H − 1, where β is taken from the slope of h(f) in the lower-frequency range. The authors noted that the quantification provided by estimation of β, or equivalently H, may be useful in identifying differences between states of the blood pressure regulation system. Similarly, others have noted that estimation of certain fractal dimensions, which are also directly related to H, from physiological time series may prove useful in the diagnosis and treatment of disease [9] . Thus, considerable effort has been expended to develop techniques to estimate the Hurst coefficient and evaluation of such techniques is essential.
These techniques include Hurst's rescaled range (R/S) analysis [6] , dispersional analysis [10] , scaled windowed variance (SWV) methods (reviewed in [12] ), autocorrelation analysis [11] , Fourier spectral analysis [13, 14] , and maximum likelihood estimation (MLE) methods [1] . The evaluation of these as well as other techniques has been and continues to be addressed. It has been determined that R/S analysis, autocorrelation analysis, and Fourier spectral analysis based on the periodogram should all be avoided because they are poor Hestimators. Specifically, Bassingthwaighte and Raymond have shown that Hurst's rescaled range estimates of H are highly biased and variable [15] . Schepers, van Beek and Bassingthwaighte have shown that estimates based on autocorrelation analysis of series with power law spectra are also highly biased toward H = 0.5 [16] . Fourier spectral analysis based on the periodogram has high variance in its estimates from fractional Gaussian noise (fGn) processes compared to other more reliable estimators such as the dispersional analysis technique, Disp [17] , and is highly biased for fractional Brownian motion (fBm) processes [13] .
It is important to note that each of these assessments was based on artificial known fractal series generated by the spectral synthesis method (SSM) described by Peitgen and Saupe [18] . SSM generates fractional Brownian motion (fBm) processes; and fractional Gaussian noise (fGn) signals are derived directly from fBm by taking the difference between adjacent points. SSM produces a series where the first and last points are considered neighboring points, so that the beginning and the end segments are correlated. Generating time series several times longer than the desired length and taking a randomly chosen segment of the desired length minimizes this problem [17] . Other generating methods such as the successive random addition (SRA) method can also be used [18] . However, neither method generates processes with the correct power spectral density and autocorrelation [19] and it has been recommended that both techniques be avoided [20] .
A method developed by Davies and Harte [21] and modified by Percival [22] generates fGn signals whose population statistics of the autocorrelation function agree exactly with those of Eq. (1), and finite signals generated by this algorithm will have sample statistics that agree with those of fGn within limits imposed by sampling variability. In this case fBm can be obtained from the cumulative sums of fGn. In their review of three variants of SWV methods, Cannon et al. [12] generated fGn signals using the Davies-Harte method. It was shown that estimates obtained using SWV methods have a lower bias and variance than those obtained from R/S, periodogram, or autocorrelation analysis [12] . The SWV methods were as reliable as dispersional analysis; however, it should be noted that dispersional analysis can only be applied to fGn, while SWV must be applied to fBm. This is because the respective methods of analysis are based on fGn and fBm. This is stressed in [5] where Raymond and Bassingthwaighte derive the dispersional analysis and scaled windowed variance methods from the correlation function of fGn and demonstrate mathematically the errors that arise by misapplying each of these methods.
A general method of evaluation that has received relatively little attention is maximum likelihood estimation (MLE). The main objective of this work is to evaluate the approximate MLE algorithm implemented in the statistical analysis package S-PLUS (S-MLE). S-MLE is intended to estimate H for a fARIMA(0, d, 0) process, also called a fractionally differenced (fd) process. Similar to fGn, the fd process also demonstrates asymptotic self-similarity in both its power spectral density and autocorrelation function, which is given by (3) where d = H − 0.5, k is the lag, and Γ(x) denotes the gamma function [1] . However, given a finite data set, it is difficult, if not impossible, to distinguish between a fd process and other long-memory processes such as fGn. Thus, it is important to evaluate the behavior of the MLE algorithm applied to both fd and fGn processes. The paper is organized as follows. First, fd processes, fGn processes, and the Hurst coefficient are defined and discussed. Second, S-MLE is reviewed. Third, estimates of H for varying lengths of the processes are evaluated by measuring the bias and variance of the estimates using S-MLE. The results of this analysis suggest that a method be devised to better estimate H for fGn. A modified S-MLE method is then proposed to obtain more accurate estimates of H for fGn signals while maintaining reliable estimation of H for fd processes. Finally, the proposed method is evaluated.
Long-memory processes and the Hurst coefficient

Fractional Gaussian noise and fractionally differenced processes
A fd process is a natural extension of the autoregressive integrated moving average (ARIMA) models introduced by Box and Jenkins [23] . An ARIMA model of order (p, d, q) can be written as (4) where In 1980, a fractional value of d was considered by Granger and Joyeux, giving rise to the fractional autoregressive integrated moving average (fARIMA) models [24] . A fARIMA process X t of order (p, d, q) is defined to be the stationary solution of Eq. (4) where −0.5 < d < 0.5 (d = H − 0.5). We refer to a fARIMA process of order (0, d, 0) as a fd process. A fd process is long memory for 0 < d < 0.5 (0.5 < H <1).
A detailed discussion of fGn is given in Beran [1] . In short, if Y t is a self-similar process with stationary, Gaussian increments, then the distribution of X t = Y t − Y t−1 is fully specified by the mean and autocorrelation function which is given by (5) for k ≥ 0 and ρ fGn (k) = ρ fGn (−k) for k < 0. Thus, for each H ∈ (0, 1), there is exactly one Gaussian process X t that is the stationary increment of a self-similar process Y t . We refer to this process as fGn. In practice, one obtains one of many finite realizations of a fGn process; and sample statistics will agree with those of the sampled fGn process within limits imposed by sampling variability. For H ∈ (0.5, 1), the correlations of fGn, given by Eq. (5), satisfy Eq. (1); thus, a fGn process with H ∈ (0.5, 1) is long memory [1] . An intuitive motivation for fGn is discussed by Bassingthwaighte et al. [25] .
Similarities between fGn and fd processes
As stated above, for 0.5 < H <1, both fd and fGn processes are long memory. In fact, both autocorrelation functions (ACFs), ρ fd (k) and ρ fGn (k), are asymptotically proportional to k 2H − 2 [1] . This similarity in the asymptotic decay rates of the ACF is equivalent to a similarity between the spectra near the origin. In particular, the spectrum, h fGn (ω), of a longmemory fGn process is very well approximated near the origin by c h |ω| 1 − 2H for some c h > 0 [1] . The spectrum of a fd process is also approximately proportional to |ω| 1 − 2H near the origin since and Because the fd and fGn processes are similar theoretically, it is not surprising that it is difficult to distinguish between the two given a finite data set. Standard methods to identify an unknown stochastic process include a visual analysis of the data in the time, correlation, and frequency domains. This often involves generation and interpretation of time plots, ACFs, and spectra [4, 26, 27] . Fig. 1 demonstrates the difficulty in using these standard visual methods to identify differences between a fd and fGn process. The upper panels of Fig. 1 give the time plots of a fd and fGn process, which are visually indistinguishable. The decay in the ACFs shown in the middle panel are equally similar; both show a slow decay in the ACF with deviation from the theoretical ACF at larger lags. Finally, both spectra atten near the origin and both have points scattered around a line with negative slope at higher frequencies. Similar structure is also observed in the partial ACFs (not shown). Given any two finite realizations of fd and fGn, one may be able to identify subtle differences between the processes; however, refined quantitative tests which are capable of consistently identifying such differences in all sets of realizations have yet to be developed. Since it is difficult to detect fd from fGn a priori, it is important that any algorithm used to characterize properties of processes that are similar to fd or fGn be applicable to both.
The Hurst coefficient
The above definitions indicate the way in which H is used to define fd and fGn processes. H quantifies the rate of decay of the autocorrelations of both processes, and may be used to compare different time series or to suggest how a stochastic process might be modeled. H is related to the lag k autocorrelation coefficient of fGn, ρ fGn (k), by Eq. (5), and for a fd process ρ fd (k), by Eq. (3). S-MLE will be evaluated in the range 0 < d <0.5 (0.5 < H <1), where both fd and fGn processes are long memory.
S-PLUS maximum likelihood estimation (S-MLE) method
The S-MLE algorithm was developed to analyze fARIMA(p, d, q) processes (recall fd is fARIMA (0, d, 0) ). S-MLE is developed based upon the relationship between the loglikelihood for the fARIMA(p, d, q) and for the ARMA models. This relationship can be described by considering the ARMA(p, q) process given by Eq. 
The log-likelihood for the fARIMA(p, d, q) model can be computed exactly using Eq. (6) where and g t are given by Haslett and Raftery [28] . Specifically, where γ ti are the partial linear regression coefficients for the fARIMA (0, d, 0) process and .
The explicit form of the partial linear regression coefficients is given in Hosking as
The prediction errors e t are then computed using an algorithm by Ansley based on the Choleski decomposition of the covariance of the process X t [30] . A major practical problem with maximum likelihood estimation based on this likelihood is that the required CPU time is O(n 2 ). Thus, an approximation described in Haslett and Raftery (Section 4.3) is used [28] . In short, Hosking has shown that for 1 ≪.i ≪.t, as i, t → ∞ with it −1 → 0; γ it ~ −i −(d+1) / Γ(−d). The approximation consists of taking this asymptotic relationship to hold exactly for j > M where M is some integer and defining the γ tj to be constant for M < j ≤t −1. This approximation is implemented in S-MLE with M = 100.
Evaluation of S-MLE
Generating fractionally differenced processes and fractional Gaussian noise
The fd processes were generated by the fractional ARIMA algorithm ("arima.fracdiff.sim") in S-PLUS. This algorithm uses the prediction error decomposition to generate X t from its conditional distribution given the previous values [31] . The fGn signals analyzed were generated by an algorithm designed by Davies and Harte [21] and modified by Percival [22] . The code is implemented in fgp, available via ftp from the National Simulation Resource website (www.physiome.org/software/fractal). The Davies-Harte algorithm generates signals whose population statistics agree exactly with those of fGn as defined by Eq. (5) and will have sample statistics that agree with those of fGn within limits imposed by sampling variability which depend only on series length.
Experimental design
Numerical experiments were carried out to evaluate the MLE method implemented in S-PLUS. First, the bias that occurs when the MLE method is applied to processes other than fd processes was measured by testing the method on both fd and fGn signals. In particular, for a given Hurst coefficient H, where H ∈ {0.5,0.6,…,0.9}, 100 fd and 100 fGn signals were generated for each length N, where N ∈ {2 6 ,2 7 ,…,2 14 }. The mean-squared error (MSE) was chosen as the criterion of method reliability as it takes into account both estimate bias and variance. For each series length, the average MSE of the estimates refers to the MSE averaged over all H. Similarly, average standard deviation and average bias refer to averages taken over all H. The same methodology was applied to evaluate the "modified" MLE method. Results are reported in terms of H. Recall that d = H − 0.5.
Numerical evaluation of S-MLE: mean and bias of estimates of H
S-MLE gave reliable estimates (average MSE < 0.0006) of H for fd signals of length greater than or equal to N = 2 10 but were biased (average MSE > 0.002) for fGn signals of every length considered, as Fig. 2 shows. This is expected as S-MLE was developed to estimate H for a fd, not fGn, process. The average standard deviations of the estimates from both fd and fGn processes decay at identical rates from approximately 0.08 for N = 2 6 to approximately 0.005 for N = 2 14 . Thus, the differences in the average MSE of the estimates from fd and fGn processes are due to differences in the bias of the estimates. Specifically, the average bias in the fd estimates ranges from 0.004 to 0.0 for N = 2 6 and 2 14 , respectively. In contrast, the average bias in the estimates from fGn processes actually increases with increasing N. In particular, the range of average bias in the fGn estimates is 0.0004 to 0.002 for N = 2 6 and 2 14 , respectively. It is important to note that the average bias in the fGn estimates reaches approximately 0.002 at N = 2 10 and remains near that value for increasing N.
A modified MLE method for fd applied to fGn
Since the MLE method assumes a fd process, the bias in the ML estimates of H for fGn processes of every length considered confirms the presence of structural features in fGn that are distinct from those in fd processes. The apparent approach of the bias to a non-zero value (0.002) as the length of the realization increases supports this contention. Because the MLE method in this case assumes a fd process, any structure in the fGn process that cannot be modelled by a fd process (with the same H) adversely affects the estimates. This is because H is the only parameter used to describe the fd process; and, therefore, all structure is accounted for by this one parameter. To address this issue, the fARIMA(p, d, q) model with p > 0 is proposed as the underlying model of the modified MLE method. It is assumed that the addition of autoregressive parameters will provide increased flexibility in modelling the features of fGn that are not captured by the fd model. If the bias in estimates of H from fGn processes is in fact due to structure present in fGn that is not in fd, then incorporation of additional parameters into the fARIMA model used in the MLE method may reduce the bias as the additional parameters may account for structure unique to fGn.
The average MSE was evaluated for the MLE method with the underlying model fARIMA(p, d, 0) for p = 1, 2, 3, 4. The results are given in Table 1 . As Table 1 shows, the average MSE increases when p = 1 (as compared to p = 0) for both fd and fGn processes of length N ≤ 2 10 . However, the average MSE decreases by an order of 10 in the fGn estimates of length N ≥ 2 11 . In addition, for both the fd and fGn processes, there is a decrease in the average MSE with increasing N. Similar characteristics are observed for models of higher orders and, for reasons of parsimony, the underlying model of order (1, d, 0) is used. The modified MLE (M-MLE) method refers to the S-MLE method adapted to correct for the observed bias in estimates of fGn. The underlying model in M-MLE is a fARIMA (1, d, 0 ). Using p = 1 specifies the order of the autoregressive (AR) component of a fARIMA model, and incorporation of this term allows for flexible modelling of short term properties of the process [1] . Presumably a viable alternative approach also capable of modifying the short memory properties would be to use a moving average component with q = 1.
Numerical evaluation of M-MLE method using the fd model: mean and bias of estimates of H
The results of the M-MLE algorithm for increasing H and N are shown in Fig. 3 . The M-MLE method gave reliable estimates (average MSE < 0.0009) of H for both fd and fGn signals of length greater than or equal to N = 2 11 . As in the case of S-MLE, the average standard deviations of the estimates from both fd and fGn processes decay at identical rates and thus, the decrease in the average MSE is due to a decrease in average bias. In contrast to the S-MLE method, the average bias for estimates from both processes approaches zero with increasing N.
Discussion
Most of the methods that are available for estimating H are developed to estimate H from a fGn or fBm process. As a result, to measure long-memory properties of a real signal, one must first identify the process as noise or motion before a particular method is used. Cannon et al. [12] give an example of the errors in the estimates if an erroneous identification is made by using the SWV method (which is developed to estimate H from fBm) applied to fGn and DISP (which gives reliable estimates for fGn) used on fBm. The H estimates from the SWV method are highly biased toward zero; and for every input H from 0.1 to 0.9, the estimated H obtained from DISP is between 0.9 and 1.0. Raymond and Bassingthwaighte [5] demonstrate theoretically why this is the case. Fortunately, such errors are not often encountered in practice as it is possible to identify differences between fGn and fBm in many cases. In particular, the former process is stationary, whereas the latter is not. Although detecting stationarity can be difficult due to long-memory properties which may appear as non-stationarities, methods do exist to classify fGn and fBm processes [12] .
In contrast, the differences between fd and fGn processes cannot be readily identified. As a result, it is quite possible in practice that a technique to estimate H, which assumes a fd process, is applied to a fGn. As demonstrated here, incorrect estimates are obtained when this is the case, even for relatively large sample sizes. To address this issue, we have proposed a method which provides robust estimates of H for both fd and fGn processes of sufficient length. The bias in the estimates from the method decreases with increasing sample sizes, as expected if appropriate. The method should not be applied to short series, however, as a dramatic increase in bias is observed for both fd and fGn processes. This may be due to the fact that for short series, the distinction between the short-and long-term properties of the process are not as apparent. In this case estimation of the AR parameter, which models short term properties, is adversely affected by the long memory properties of the series. Fig. 4 shows that this is the case. The average estimated AR parameter is shown as a function of series length for both fd and fGn. For short series, the average AR parameter from fd processes is non-zero. It is not until the sample size is relatively large that a zero autoregressive parameter is estimated. For fGn, the autoregressive parameter does not approach zero even for series of very large length, except for a purely Gaussian random process with H = 0.5. This supports the contention that the bias in the estimates of H from fGn was due, at least in part, to structure unique to fGn and that such structure is accounted for by addition of the AR parameter into the fd based MLE method.
Although incorporation of the AR parameter reduces the bias in the long-memory parameter toward zero for long fd and fGn series, for short series, the AR parameter is incorrectly estimated as non-zero in the fd process (Fig. 4 left panel) which increases the error in estimating H from fd. Constraining the value of the autoregressive parameter may reduce the error; and it may be possible to determine the value of the constraint which provides maximum flexibility in modelling fGn, but minimizes the error in describing a fd process by a fARIMA (1, d, 0) model. An understanding of the relationship between fGn and fARIMA parameters could lead to a robust test for distinguishing between the two processes, thereby facilitating the use of already established and tested methods of analysis. It should be noted that M-MLE utilizes an already implemented method developed for fd processes, thus suggesting that other methods to estimate H which assume some underlying parametric form may be modified if necessary to accommodate other processes not assumed during development. In particular, it has been observed (Cannon, unpublished) that fGn-based MLE methods provide robust estimates of H from fGn series, as expected. Further analysis is required to determine the applicability of the method (or a related modified method) to fd processes. Finally, in reality, it is often the case that a signal of interest is neither fd nor fGn, but shares characteristics of both. Since the M-MLE method provides robust estimation of H for long signals, it should be appropriate for long linear stationary signals that are similar to fd or fGn. The applicability of M-MLE to linear stationary processes other than fd and fGn is currently under investigation.
Conclusion
The S-MLE method was evaluated and shown to provide unbiased estimates of H for fd processes of length 2 11 or greater. However, S-MLE gives biased estimates for fd processes of length less than 2 10 and for fGn processes of every length considered. The M-MLE method is a robust method for estimating H from both fd or fGn processes of length greater than or equal to 2 11 ; but is much less reliable than the S-MLE method for processes of length less than 2 11 . Time plots (upper), ACFs (middle, log-log scale), and power spectra (lower, log-log scale) for a fd (left) and fGn process (right) where d = 0.2 and H = 0.7, respectively. The theoretical forms of the ACFs for fd and fGn are given by the dotted lines in the plots of the sample ACFs. Recall that d = H − 0.5. In each simulation, N = 2 12 . The spectra are plotted as functions of frequency, f, where f = ω/2π. Means of S-MLE estimates of the Hurst coefficient for 100 time series of fd (left) and fGn (right) for H = 0.5,0.6,…,0.9, and for each series of length N = 2 6 ,2 7 ,…,2 14 . Departure from the dashed lines shows bias in the means of the estimates. One-sided standard deviations of the estimates are given by the perpendicular lines for H = 0.5,0.7 and 0.9. Means of M-MLE estimates of the Hurst coefficient for 100 time series of fd (left) and fGn (right) for H = 0.5,0.6,…,0.9, and for each series of length N = 2 6 ,2 7 ,…,2 14 . Departure from the dashed lines shows bias in the means of the estimates. One-sided standard deviations of the estimates are given by the perpendicular lines for H = 0.5,0.7 and 0.9. Average of the AR parameter, α 1 , for 100 time series of fd (left) and fGn (right) for H = 0.5, 0.6,…,0.9, and for each series of length N = 2 6 to 2 14 . The value of α 1 was obtained via the MLE estimates using the M-MLE method. 
