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Abstract— This paper addresses the problem of single image
depth estimation (SIDE), focusing on improving the accuracy
of deep neural network predictions. In a supervised learning
scenario, the quality of predictions is intrinsically related to
the training labels, which guide the optimization process. For
indoor scenes, structured-light-based depth sensors (e.g. Kinect)
are able to provide dense, albeit short-range, depth maps.
On the other hand, for outdoor scenes, LiDARs are still
considered the standard sensor, which comparatively provide
much sparser measurements, especially in areas further away.
Rather than modifying the neural network architecture to
deal with sparse depth maps, this article introduces a novel
densification method for depth maps, using the Hilbert Maps
framework. A continuous occupancy map is produced based on
3D points from LiDAR scans, and the resulting reconstructed
surface is projected into a 2D depth map with arbitrary
resolution. Experiments conducted with various subsets of
the KITTI dataset show a significant improvement produced
by the proposed Sparse-to-Continuous technique, without the
introduction of extra information into the training stage.
I. INTRODUCTION
Robotic platforms have been increasingly present in our
society, performing progressively more complex activities in
the most diverse environments. One of the driving factors
behind this breakthrough is the development of sophisticated
perceptual systems, which allow these platforms to under-
stand the environment around them as well as – or better
than – humans. For this, these platforms should be able to
extract depth information from the environments where they
are inserted. This work introduces a preprocessing technique
that benefits the training of deep convolutional networks used
to retrieve depth information from monocular images.
Nowadays, sensors allow the large-scale capture of three-
dimensional information, and amongst them the most com-
monly used are rangefinders using LiDAR technology [1].
Nonetheless, these sensors can be extremely expensive de-
pending on the range and level of detail required by the ap-
plication. Since it is also possible to reconstruct 3D structures
from 2D observations of the scene [2], visual systems have
been employed as an alternative due to their reduced cost
and size, while also being able to perceive colors. However,
estimating depths from 2D images is a challenging task and
it is described as an ill-posed problem, since the observed
images may be resultant of several possible projections from
the actual real-world scene [3]. This problem has been
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Fig. 1: Sparsity comparison between the (a) KITTI Discrete
(sparse), (b) KITTI Depth (semi-dense) and (c) KITTI Contin-
uous (dense, ours) datasets, respectively. Warmer and colder
colors represent larger and smaller distances, respectively.
extensively studied in Stereo Vision [4], [5], [6], [7] and
Single Image Depth Estimation (SIDE) [3], [8], [9], [10]. In
this work, we focus on the second approach, since it only
requires one camera.
Deep Convolutional Networks (CNNs) have had a deep
impact on how recent works address the SIDE task, with
significant improvements on the accuracy and level of details
present in depth maps. Many of these methods model the
monocular depth estimation task as a regression problem and
are supervised, often using sparse depth maps as ground-
truth, since these are readily available from other sensors
(i.e. LiDAR rangefinders).
However, the degree of sparsity present in these maps
is very high. For instance, in a 375 × 1242 image from
the KITTI Depth dataset, 84.78% of its pixels do not
contain valid information. For these pixels, the LiDAR fails
to acquire data due to light beams that don’t reflected
back to the sensor (e.g. sky), couldn’t be projected to the
camera’s image sensor, or maybe the sensor is just sparse
and the measured values don’t fall in those pixels. For
the effective training of deep neural networks, one of the
palliatives found to overcome this lack of information is
to use datasets that provide a large number of examples.
Strictly for outdoor depth estimation tasks, the KITTI Raw
Data [11] and KITTI Depth [12] fit the above-mentioned
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requirement, however they also have the problem of high
sparsity on depth maps. Some recent works also propose
the use of secondary information (i.e. low-resolution depth
maps, normal surfaces, semantic maps), associating them to
the RGB images as extra inputs [13], [14], [15], or focus
on the development of network architectures that are more
suitable for the processing of sparse information [12], [16].
Similar existing works have also proposed the use of
rendered depth images from synthetic datasets, which are
continuous [17], [18]. However, the generalization power of
networks trained using this type of dataset is still questioned
[12], mainly due to the existing gap in terms of the degree of
realism between virtual environments and real-world scenes.
In this work, we address the SIDE task and propose the
use of a densification method to interpolate regions with valid
information (i.e. from raw sparse LiDAR measurements) and
generate continuous depth images, which then serve to train
a deep convolutional network in a supervised manner. In
our case, occupation models are used as the densification
technique and a ResNet-based architecture is adopted to map
RGB images to continuous depth maps. The same concept
can also be applied to others in-painting techniques and
network architectures. The main contribution of this paper
is to show that, by exploiting these continuous images, we
can make network convergence faster and easier while using
fewer images to train, and – more importantly – improving
the quality of predictions at test time. Finally, to demonstrate
the benefits of training deep convolutional networks using
our proposed method, we compare the obtained estimates
when training in three different datasets with varying levels
of sparsity, as illustrated in Figure 1.
To produce the occupancy models necessary for contin-
uous projections, we employ the Hilbert Maps framework
[19], due to its efficient training and query properties, and
scalability to large datasets. Previously, Hilbert maps were
strictly related to Motion Planning problems as a way to
improve object recognition and reinforcement learning tasks.
Instead, this work presents a novel application for this
technique, in which it is used as a densification method to
directly benefits the SIDE task.
II. RELATED WORK
Depth Estimation from a single image is an ill-posed
problem, since the observed image may be generated from
several possible projections from the actual real-world scene
[3]. In addition, it is inherently ambiguous, as the proposed
methods attempt to retrieve depth information directly from
color intensities [20]. Besides all the presented adversities,
other tasks such as obstacle detection, semantic segmentation
and scene structure highly benefit from the presence of depth
estimates [21], which makes this task particularly useful.
Previous approaches relied on handcrafted features, man-
ually selected to have useful properties, and had strong
geometrical assumptions [22], [23]. More recently, proba-
bilistic graphical models and deep convolutional networks
have been employed for retrieving contextual information,
and extracting visual cues and multi-scale hierarchical fea-
tures present in the scene. Commonly, the monocular depth
estimation problem is modeled as a regression problem,
whose parameters are optimized based on the minimization
of a cost function, often using sparse depth maps as ground-
truth for supervised learning.
Early works employed techniques such as Markov Ran-
dom Fields (MRFs) [24], [25] and Conditional Random
Fields (CRFs) [26] to perform this task. More recently,
deep learning concepts have also been used to address the
SIDE problem, where deep convolutional neural networks
(CNNs) are responsible for extracting the visual features
[3], [27], [8], [20]. Hybrid architectures, which jointed both
techniques, were also employed [8], [28]. The success of
these techniques highly impacted how subsequent works
began to address the SIDE task, which in turn significantly
improved the accuracy of estimates and the level of details
present in depth maps [13], [10].
In parallel to the supervised learning approach, some
works focus on minimizing photometric reconstruction errors
between the stereo images [29], [9] or video sequences [30],
which allow them to be trained in an unsupervised way (i.e.
without depth estimates as ground-truth).
Depth Map Completion has been widely studied in
computer vision and image processing, and deals with de-
creasing the sparsity level of depth maps. Monocular Depth
Estimation differs from it as it seeks to directly approximate
RGB images to depth maps. In summary, existing Depth
Map Completion methods seek to predict distances for pixels
where the depth sensor doesn’t have information. Currently,
there are two types of approaches associated with this
problem.
The first one, non-Guided Depth Upsampling, aims to gen-
erate denser maps using only sparse maps obtained directly
from 3D data or SLAM features. These methods resemble
those proposed in Depth Super-Resolution task [12], where
the goal is to retrieve accurate high-resolution depth maps.
More recently, deep convolutional neural networks have also
been employed in super-resolution for both image [31], [32]
and depth [33], [34] applications. Other works focus on
inpainting the missing depth information, e. g., Uhrig et
al. [12] employed sparse convolutional layers to process
irregularly distributed 3D laser data. As pointed by Zhang
and Funkhouser [15], methods predicting depth when trained
only on raw information usually do not perform too well.
The second approach, Image Guided Depth Completion,
suggests incorporating some kind of guidance for achieving
superior performance, e. g. to use sparse maps and RGB
images of the scene (RGB-D data) as inputs. Besides low-
resolution sparse samples obtained from low-cost LiDAR or
SLAM features [13], [35], other auxiliary information can
also be employed, such as semantic labels [36], 2D laser
points [14], normal surface and occlusion boundary maps
[15].
III. METHODOLOGY
A. Occupancy Maps
A common way to store range-based sensor data is through
the use of pointclouds, which can be projected back into
a 2D plane to produce depth images, containing distance
estimates for all pixels that have a corresponding world
point. Assuming a rectified camera projection matrix Prect ∈
R3×4, a rectifying rotation matrix Rrect ∈ R3×3 and a
rigid body transformation matrix from camera to range-based
sensor Tcamrange ∈ R4×4, a 3D point P can be projected into
pixel u as such:
u = PrectRrectTcamrangeP . (1)
An example of this projection can be seen in Figure 1a,
where we can see the sparsity generated by directly pro-
jecting pointcloud information, most notably in areas further
away from the sensor. Spatial dependency modeling is a
crucial aspect in computer vision, and the introduction of
such irregular gaps can severely impact performance. Be-
cause of that, here we propose projecting not the pointcloud
itself, but rather its occupancy model, as generated by the
Hilbert Maps (HM) framework [19]. This methodology has
recently been successfully applied to the modeling of large-
scale 3D environments [37], producing a continuous occu-
pancy function that can be queried at arbitrary resolutions.
Assuming a dataset D = {xi, yi}Ni=1, where xi ∈ R3 is a
point in the three-dimensional space and yi = {−1,+1} is a
classification variable that indicates the occupancy property
of xi, the probability of non-occupancy for a query point x∗
is given by:
p(y∗ = −1|Φ(x∗),w) = 1
1 + exp (wTΦ(x∗))
, (2)
where Φ(x∗) is the feature vector and w are the weight
parameters, that describe the discriminative model p(y|x,w).
We employ the same feature vector from [37], defined by a
series of squared exponential kernel evaluations against an
inducing point set M = {Mi}Mi=1 = {µi,Σi}Mi=1, obtained
by clustering the pointcloud and calculating mean µ and
variance Σ estimates for each subset of points:
Φ(x,M) =
[
k(x,M1), . . . , k(x,MM )
]
(3)
k(x,Mi) = exp
(
−1
2
(x− µi)TΣ−1i (x− µi)
)
. (4)
Clustering is performed using the Quick-Means algorithm
proposed in [38], due to its computational efficiency and
ability to produce consistent cluster densities. However, this
algorithm is modified to account for variable cluster densities
within a function, in this case the distance d from origin. This
is achieved by setting ri = ro = τ ·f(d), where ri and ro are
the inner and outer radii used to define cluster size and τ is a
scaling constant. The intuition is that areas further from the
center will have fewer points, and therefore larger clusters are
necessary to properly interpolate over such sparse structures.
The trade-off for this increase interpolative power is loss
in structure details, since a larger volume will be modeled
by the same cluster. The optimal weight parameters w are
calculated by minimizing the following negative-likelihood
loss function:
L(w) =
N∑
i=1
log
(
1 + exp
(
−yiwTΦ(xi)
))
+ R(w). (5)
where R(w) is a regularization function such as the elastic
net [39]. Once the occupancy model has been trained, it can
be used to produce a reconstruction of the environment, and
each pixel is then checked for collision in the 3D space,
producing depth estimates. An example of reconstructed
depth image is depicted in Figure 1c, where we can see that
virtually all previously empty areas were filled by the occu-
pancy model, while maintaining spatial dependencies intact
(up to the reconstructive capabilities of the HM framework).
B. Continuous Depth Images
When datasets do not provide ground truths directly, it
is still possible to obtain them using 3D LiDAR scans and
extrinsic/intrinsic parameters from the RGB cameras. In this
case, a sparse depth image can be generated by directly
projecting the cloud of points of the scene to the image plane
of the visual sensor [3], [9]. Continuous depth images, in
turn, can be obtained by interpolating the measured points
into continuous surfaces prior to the projection. In this work,
the Hilbert Maps framework is used on the LiDAR scans to
generate these surfaces. After restricting the continuous map
to the region under the camera’s field of view, we project
the remaining depth values in the image plane.
C. Data Augmentation
Two types of random online transformations were per-
formed, thus artificially increasing the number of training
data samples.
Flips: The input image and the corresponding depth map
were flipped horizontally with 50% probability. Color Dis-
tortion: Adjusts the intensity of color components on an
RGB image randomly. The order of the following transfor-
mations was also chosen randomly: Brightness, Saturation,
Hue and Contrast.
As pointed out by [3], the world-space geometry of the
scene is not preserved by image scaling and translation.
Therefore, we opted for not using these transformations. We
believe that aggressive color distortions prevent the network
from becoming biased in relating pixel intensity to depth
values, thus focusing on learning the scene’s geometric
relationships.
D. Loss Functions
We employed three different loss functions for adjusting
the internal parameters of the presented deep neural network:
MSE [20], Eigen [27], and BerHu [20], [40], [41]. The
motivation behind this is simply to determine which one
is more suitable for approximating the outputs (y) to the
reference values (y∗) for the i-th pixel. The mathematical
expressions for each one are presented as follows:
1) Squared Euclidian Norm (mse):
L2(y − y∗) = ‖y − y∗‖22 =
√√√√ n∑
i
(yi − y∗i )2 (6)
2) Scale Invariant Mean Squared Error (eigen):
(7)
Leigengrads(y, y∗) =
1
n
∑
i
d2i −
λ
n2
(∑
i
di
)2
+
1
n
∑
i
[(∇xdi)2 + (∇ydi)2],
di = log yi − log y∗i , λ =
1
2
3) Adaptive BerHu Penalty (berhu):
Lberhu(x) =
{|x| |x| ≤ c,
x2+c2
2c |x| > c
, x = y − y∗ (8)
c =
1
5
maxi(|yi − y∗i |)
In the BerHu loss (Equation 8), the penalization adapts
according to how far the predictions are from the reference
depths, where small values are subject to the L1 norm,
whereas high values, to the L2 norm.
E. Network Architecture
In this work, we used a Fully Convolutional Residual
Network (FCRN) as proposed by Laina et al. [20]. This
network was selected because it presents a smaller number
of trainable parameters, thus requiring a smaller number of
images to be trained without losing performance. In addition,
the residual blocks present in the architecture allow the con-
struction of a deeper model capable of predicting more accu-
rate and higher-resolution output maps. More specifically, the
FCRN (Figure 2) is based on the ResNet-50 topology, but the
fully-connected layers have been replaced by a set of residual
upsampling blocks, also referred to as up-projections, which
are layers responsible for deconvolving and retrieving spatial
resolution of feature maps. This network was trained end-to-
end in a supervised way, but unlike the original authors, we
modified its output to predict distances in meters rather than
distances in log-space. The network uses RGB images of
304 × 228 pixels as inputs for adjusting the 63M trainable
parameters and provides an output map with 128 × 160
pixels.
IV. EXPERIMENTAL RESULTS
A. Experiment Description
To demonstrate the effectiveness of the proposed method,
a experimentation baseline was developed, in which the
same network architecture and same training hyperparam-
eters were used. That created a testing environment where
only differences of sparsity are evaluated. Thus, the results
obtained demonstrate how the different levels of sparsity
(sparse, semi-dense and dense) in the datasets considered
here influence the quality of final predictions.
B. Implementation details
We implemented the network using Tensorflow [42] and
the Adam algorithm as optimizer [43]. Our models were
trained using a NVIDIA Titan X GPU with 12 GB memory.
We used a batch size of 4 and 300000 training steps. The
initial learning rate value was 0.0001, reducing 5% every
1000 steps. Besides learning decay, we also employed a
dropout of 50% and L2 normalization as regularization [44],
[45].
C. Datasets
Three different datasets are considered in this work:
KITTI Discrete (sparse), KITTI Depth (semi-dense), and
KITTI Continuous (dense), including frames from the “city”,
“residential”, “road”, “campus” and “person” sequences.
The sparse and dense ones were generated from KITTI Raw.
Typically, the resolution of the used RGB and depth maps
images is 1242× 375 pixels.
• KITTI Discrete: Prior to the release of KITTI Depth,
reference depth images were not provided directly, as
mentioned in subsection III-B. Therefore, it was necessary
to generate them from the LiDAR point cloud data provided
in the KITTI Raw dataset. However, the generated depth
maps are very sparse since they were based on only
one LiDAR scan. This dataset was built alongside KITTI
Continuous and consists of depth images which are the
direct projections of pointclouds on the camera’s 2D image
plane.
• KITTI Depth: Due to their complexity, training and
evaluating deep convolutional neural networks require a
large number of annotated images pairs. The KITTI Depth is
a large-scale dataset created to allow supervised end-to-end
training, since other datasets such as Middlebury [46],
Make3D [25], and KITTI [47], [48] do not have enough
data to adjust all internal parameters of a deep neural
network [12]. The dataset is paired with scenes presented
in the KITTI Raw dataset [11] and consists of 92750 semi-
dense depth maps (ground truth), subdivided into 85898
and 6852, for the train and validation sets, respectively.
The depth images were obtained by accumulating 11
lasers scans, whose outliers were removed by enforcing
consistency between the LiDAR points and the reconstructed
depth maps, generated by semi-global matching (SGM) [12].
• KITTI Continuous: Unlike the procedure performed in
KITTI Depth to make the depth images less sparse, which
consisted of accumulating different scans of the laser sensor,
we used an occupancy model to make the depth maps
denser. In other words, the goal was to increase the number
of valid pixels available in depth images for training. In
this sense, this alternative requires a smaller number of
training images than other techniques that use datasets with
sparse/semi-dense ground truth information. The KITTI
Continuous is also based on 3D Velodyne pointclouds, but
first we interpolate its measurements as surfaces to generate
Fig. 2: Network architecture. The used architecture was proposed by Laina et al. [20], which is inspired on the ResNet-50,
but its fully-connected layers were replaced by upsampling blocks. Differently from the original authors, we changed the
training framework to make the proposed network predicts meters instead of distances in log-space.
the continuous depth images (more details in section III-B).
Due to limitations in our preprocessing framework, we
generated a smaller number of images for KITTI Discrete
and KITTI Continuous datasets. More specifically, 27,817
and 2,911 samples (RGB Image + Depth Image) were created
for the train and validation sets, respectively. Even with fewer
images, we use the KITTI Depth official train/validation
split as a lookup table, strictly maintaining the original
pairs’ separation, i.e., pairs that used to be part of the
train/validation subset continued to belong to it.
The resulting number of pairs for each dataset is presented
in Table I. On average, the number of valid pixels available
on the KITTI Discrete and KITTI Depth datasets represents
only 6.63% and 24.33%, i.e., respectively 15 and 4 times
smaller than the number of points available on the KITTI
Continuous dataset.
TABLE I: Number of image pairs used in train/validation
sets for each dataset.
Dataset Train Valid Total Average percentageof valid pixels1
KITTI Depth 85898 6852 92750 15,22%
KITTI Discrete 27817 2911 30728 4,15%
KITTI Continuous 27817 2911 30728 62,58%
D. Benchmark Evaluation
In this section, we perform the benchmark evaluation of
our method trained on the presented datasets and compare
them with existing works. The KITTI Raw dataset does not
have an official train/test split, so Eigen et al. subdivided the
available images into 33,131 for training and 697 for testing
[3]. Since this test subset is too sparse for an accurate
measurement of predictive quality in depth estimates, we
used the KITTI Depth as an alternative (652 semi-dense
depth images) to evaluate depth estimation methods. The
network predictions were resized to the original depth map
1Typical KITTI 1242× 375 image size used as reference.
size using bilinear upsampling, and then compared to its
corresponding ground-truth depth maps according to the
Eigen Split based on KITTI Depth.
Eigen Split based on KITTI Depth (semi-dense): For a
fair evaluation of the methods considered here, we chose a
test split that provided a higher number of evaluation points,
since our technique improves the prediction quality not only
for sparse points of the original depth maps – which are
accounted for in metrics – but also for the scene as a whole.
This modification makes it possible to further highlight
the benefits of pointcloud densification when analyzing the
impacts of using the sparse and continuous depth maps.
In summary, this test split is aligned with the Eigen Split,
but uses the corresponding depth images from KITTI Depth
dataset. All the results presented in this paper were obtained
through the above-mentioned test set.
E. Evaluation Metrics
Since the final results are generally a set of predictions
of the test set images, qualitative (visual) analysis may be
biased and not sufficient to say if one approach is better than
another. This way, several works use the following metrics
to evaluate their methods and thus compare them with other
techniques in the literature [3], [49], [21]:
Threshold (δ): % of yi s.t. max
(
yi
y∗i
,
y∗i
yi
)
= δ < thr
Abs Relative Difference: 1|T |
∑
y  T
|yi−y∗i |
y∗i
Squared Relative Difference: : 1|T |
∑
y  T
‖yi−y∗i ‖2
y∗i
RMSE (linear):
√
1
|T |
∑
y  T ‖yi − y∗i ‖2
RMSE (log):
√
1
|T |
∑
y  T ‖log yi − log y∗i ‖2
where T is the number of valid pixels in all evaluated images.
In addition, in order to compare our results with other works,
we also use the evaluation protocol of restricting ground-
truth depth values and predictions to a range, in this case
the 0− 50 m and 0− 80 m intervals.
TABLE II: Results obtained from our method when trained on the proposed datasets, with different sparsity levels in the
ground-truth depth images, and evaluated on the Eigen Split based on KITTI Depth [3].
Abs Rel Sqr Rel RMSE RMSE (log) δ < 1.25 δ < 1.252 δ < 1.253
Dataset Range lower is better higher is better
KITTI Discrete (sparse) 0− 50 m 0.907 12.873 17.628 2.474 0.000 0.000 0.000
KITTI Depth (semi-dense) 0− 50 m 0.619 6.268 12.448 1.199 0.004 0.075 0.246
KITTI Continuous (dense) 0− 50 m 0.119 0.653 4.705 0.211 0.894 0.966 0.985
KITTI Discrete (sparse) 0− 80 m 0.907 12.873 17.628 2.474 0.000 0.000 0.000
KITTI Depth (semi-dense) 0− 80 m 0.619 6.268 12.448 1.199 0.004 0.075 0.246
KITTI Continuous (dense) 0− 80 m 0.118 0.630 4.520 0.209 0.898 0.966 0.985
F. Results
Besides evaluating the FCRN architecture using different
versions of the KITTI datasets, we conducted some abla-
tion studies to identify the best training combination. More
specifically, we used different loss functions and studied the
influence of using all pixels, which includes sky and reflect-
ing surfaces, or only valid pixels, which have corresponding
depth information. In the conducted experiments, the best
models were consistently obtained when using the BerHu
loss, what reaffirms the conclusions presented by [20], and
when using only valid information.
In Table II, we present the results obtained from our
method when trained on the proposed datasets and evaluated
on the Eigen Split based on KITTI Depth. The models trained
on the KITTI Continuous presented the best performance,
which confirms our initial hypothesis, as well as outperform-
ing models trained on the sparse and semi-dense datasets by a
considerable margin. Since all models have the same network
architecture, these gains in performance demonstrate how the
densification process produce by the Hilbert Maps framework
can improve the quality of predictions when compared to
baseline versions (without HM). The same technique can be
applied to other network architectures, to produce similar
performance gains that are able to push current state-of-the-
art models even further. Moreover, we show how misleading
results obtained from sparse data can be when applied to
dense benchmarks.
A qualitative comparison between our results and the
current state-of-the-art is presented in Figure 3. Like DORN
[10], our method also detects well obstacles present in the
scenes, with the noticeable difference that ours provide a
certain margin of safety around the obstacles, due to the
reconstructive properties of the Hilbert Maps framework,
as shown in section III-A, besides achieving similar perfor-
mance using a simpler architecture.
Figure 4 illustrates the qualitative comparison between
the predictions when training on the proposed datasets. As
can be noted, the continuous depth images boosted up the
quality of distance estimations. In other words, they make
the predicted images much less blurred, i.e., they have a
better definition of the edges of the objects, also having
more accurate measurements according to the ground truth
maps. The main cause of the predictions of sparse datasets
to be blurred is the use of 2D convolutional filters in widely
sparse regions and the occasionality of depth information,
since the distance value in a given pixel is intermittent and
this depends on where the laser points will be reprojected.
V. CONCLUSION
In this paper, we present a monocular depth estimation
algorithm that uses Hilbert Maps, whose occupancy models
were used as preprocessing step to the Single Image Depth
Estimation problem. These models generates continuous
depth maps for training a deep residual network, differing
from typical supervised approaches that use sparse ones. To
the best of our knowledge, this work is the first to leverage
a 3D reconstruction tool as in-painting to improve depth
estimates. Furthermore, the proposed idea is not restricted to
these techniques alone and does not require any other type of
sensors or extra information, only RGB images as input and
continuous depth maps as supervision, which significantly
improved the quality of network predictions over typical
sparse maps. Moreover, the proposed methodology presented
superior performance even when using 67.6% fewer exam-
ples than those trained on the KITTI Depth dataset, as a
consequence of increasing the valid information present in
the ground truth maps from 15.2% to 62.6%. The main
limitations of the proposed preprocessing method are the
computational cost required to compute each continuous
depth map used for training, and that it is bounded by the
reconstructed capabilities of the Hilbert Maps framework.
Future work will focus on optimizing the method itself,
mainly tackling the aforementioned limitations, and honing
the network topology by incorporating new architectural
developments that are more suited to the SIDE task. Fur-
ther investigation of other depth-only variants of in-painting
techniques [50], [51], [52], [53], [12] for the proposed
preprocessing step will also be conducted, for an evaluation
of how Hilbert Maps comparably performs relative to them.
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Fig. 3: Qualitative comparison between our estimates and other state-of-art works.
Fig. 4: Qualitative comparison between depth predictions when trained on the proposed datasets. (a) Input RGB Image.
(b) KITTI Discrete (Sparse, 1 Scan). (c) KITTI Depth (Semi-Dense, 11 Scans). (d) KITTI Continuous (Dense, Continuous
Occupancy Maps). (e) Ground Truth (Continuous).
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