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Abstract
Atom interferometers have become a widely used and flexible tool for a range of applica-
tions in fundamental and applied physics, such as inertial sensing and the measurement of
physical constants. The gravimetric atom interferometer (GAIN) is a transportable setup
which was specifically designed to perform high-precision gravity measurements at sites
of interest for geodesy or geophysics. It is based on a 87Rb atomic fountain, stimulated
Raman transitions and a three-pulse Mach-Zehnder atom interferometry sequence.
The presented work is concerned with the optimization and application of GAIN as a
transportable gravimeter in order to perform gravity measurements beyond the state-of-
the-art. An absolute accuracy of 29 nm/s2, long-term stability of 0.4 nm/s2 and short-term
noise level as low as 82 nm/s2/
√
Hz was achieved. The obtained long-term stability and
accuracy values are, to the knowledge of the author, the best published performance of
any transportable atom interferometer to date and represent a significant advancement in
the field of gravimetry.
A comprehensive analysis of the systematic error budget was performed to improve
the accuracy and stability of the measured gravity value. Several setup improvements
were implemented to this end, including Coriolis force and alignment control systems, an
improved vibration isolator with post-correction and magnetic shielding which reduces
spurious coupling due to stray fields. Measurement campaigns were conducted in Berlin
and at geodetic observatories in Wettzell, Germany, and Onsala, Sweden, in order to
compare GAIN to other state-of-the-art absolute and relative gravimeters.
The direct comparison of GAIN to other absolute and relative gravimeters shows the
general advantage of atom interferometers due to their unique combination of absolute
accuracy, stability and robust architecture enabling continuous measurements. This was
demonstrated during the presented campaigns by the improvement of the scale factor




Atominterferometrie hat sich zu einem weit verbreiteten und flexiblen Werkzeug für eine
Reihe von Anwendungen in der fundamentalen und angewandten Physik entwickelt, wie
z.B. der Messung von physikalischen Konstanten oder Inertialkräften. Das gravimetr-
ische Atominterferometer (GAIN) ist ein transportables Atominterferometer welches spez-
ifisch für hochpräzise Schweremessungen in der Geodäsie und Geophysik entwickelt wurde.
Er basiert auf einer 87Rb Atomfontäne, stimulierten Ramanübergängen und einer 3-Puls
Mach-Zehnder Interferometriesequenz.
Die vorliegende Arbeit beschäftigt sich mit der Optimierung und Anwendung von
GAIN als transportables Gravimeter für Absolutschweremessungen an geodätischen Ob-
servatorien welche über den aktuellen Stand der Technik hinaus gehen. Dabei wurden
eine Absolutgenauigkiet von 29 nm/s2, eine Langzeitstabilität von 0.4 nm/s2 sowie eine
Sensitivität von 82 nm/s2/
√
Hz erreicht. Die gemessene Genauigkeit und Langzeitstabil-
ität stellen, nach dem Wissen des Authors, die bis heute besten publizierten Werte für ein
transportablen Atominterferometer dar und repräsentieren einen bedeutenden Fortschritt
im Bereich der Gravimetrie.
Um dies zu erreichen wurden umfangreiche Verbesserungen am Gerät umgesetzt und
eine ausführliche Analyse der systematischen Messabweichungen durchgeführt. Unter an-
derem wurden ein System zur Kompensation von Corioliskräften und Ausrichtungsfehlern,
ein verbessertes Schwingungsisolationssystem zur nachträglichen Korrektur von Umge-
bungsvibrationen und eine magnetische Abschirmung instrumenteller Streufelder imple-
mentiert. Darüber hinaus wurden insgesamt vier Messkampagnen in Berlin, sowie an den
geodätischen Observatorien in Wettzell, Deutschland und Onsala, Schweden durchgeführt,
um GAIN mit anderen hochmodernen Absolut- und Relativgravimetern zu vergleichen.
Der direkte Vergleich zwischen GAIN und anderen Gravimetern stellt den prinzipbe-
dingten Vorteil der Atominterferometrie durch die Kombination aus Absolutgenauigkeit,
Stabilität und Langzeitbetrieb klar hervor. Dies wurde in der Arbeit durch die um einen
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The gravitational acceleration on the surface of Earth has occupied the minds of people for
millennia. One of the first modern scientific descriptions of the laws of gravity was written
by Isaac Newton in Philosophiae Naturalis Principia Mathematica in 1687. It describes






Several remarkable features of the gravitational force can be extracted from Newton’s law
of universal gravitation. The first is the inverse-square law that gravity shares with the
electromagnetic force and which leads to interactions with a much longer range than the
ones due to the strong and weak forces. Due to size of the gravitational constant
G = 6.674×10−11 Nm2/kg2
gravity can secondly be quite weak in comparison to the other fundamental forces. This
can be illustrated by the fact that, e.g., the gravitational force between an electron an
a proton is about 1039 times smaller than the corresponding Coulomb force. Due to
its small size and because no theory exists that links gravity to other forces of nature,
G is to this day the fundamental constant with the largest uncertainty of its numerical
value [1]. Nevertheless gravity is the force which dominates the shape of the universe on
an astronomical and cosmological scale due to the fact that the gravitational ”charge”, or
heavy mass, is always positive and therefore aggregates. Third, the remarkable coincidence
between gravitational mass m from equation 1.1 and the inertial mass in Newton‘s second
law of motion F = m·a, which quantifies a body’s resistance to changing its state of motion.
This is called the weak equivalence principle (WEP) and leads directly to the universality
of free fall (UFF) which was established by Galileo and Newton as an experimental fact
in the 17th century. UFF combined with local Lorentz invariance (LLI) and local position
invariance (LPI) constitutes Einstein’s equivalence principle (EEP) which is the foundation
of general relativity and one of the corner stones of modern physics.
These properties and principles are a matter of ongoing research [2, 3] for which atom
interferometers are uniquely suited. So far, however, no deviation from the expected
results have been found and general relativity, with Newton’s law as non-relativistic ap-
proximation, has prevailed. As the latter is sufficient to describe the presented experiment
and the resulting data, it will be used throughout the rest of this work. When a relativistic
correction was considered or found to be significant, this will be pointed out explicitly.
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In addition to testing the laws of physics, gravity measurements are also conducted
to gain insight into the details of Earth‘s gravitational field. Numerous temporal and
spatial changes of the local gravitational acceleration g exist and can be measured with
gravimeters to, e.g., draw conclusions on the figure of Earth or geophysical processes
underneath the surface. Most of these variations are significantly smaller than 10−6 g and,
for some applications, difficult to measure with current, classical gravimeters.
This thesis is primarily concerned with terrestrial gravity measurements and with
the development and application of a new type of gravimeter using atom interferometry
at geodetic observatories. The rest of this chapter will briefly summarize the working
principle of a simple atom interferometer and mention the development and applications
of this research field. Afterwards, some details about Earth’s gravity field with its spatial
and temporal variations will be given and the properties of other types of gravimeters will
be discussed briefly. This will be important in order to understand the gravimetric data
presented and the relevance of current and future applications.
1.1 Atom Interferometry
The first atom interferometers were demonstrated in 1991 and 1992 by four different
research groups in the United States and Germany around the same time . The first
two groups used mechanical, micro-fabricated slits or gratings [4, 5], whereas the other
groups employed the light grating [6, 7] of a laser pulse to induce interference fringes
in the detected signals. The experiment described in [7] and shortly after in [8] showed
the first measurements of the gravitational acceleration with atom interferometry. It is
based on stimulated two-photon Raman transitions [9] and its basic working principle is
still the basis for the atomic gravimeter used during this work. The essential mechanism
will therefore be explained here briefly, in addition to the proper theoretical description
presented in chapter 2.
Atoms in an ultra-high vacuum (UHV) chamber are first laser-cooled in a magneto-
optical trap (MOT) and subsequent optical molasses to micro-Kelvin temperatures [10]
where their wave-like properties start to appear. After releasing the atoms by either simply
dropping or launching them upwards using moving molasses, the atomic matter-waves are
split, reflected and recombined during a so-called π2 -π-
π
2 Raman pulse sequence as shown
in figure 1.1, where the central pulse is twice as long as the other two pulses. During this
time both interferometer arms are in opposite internal states and separated vertically due
to the photon recoil collected during the state transition. The atomic state population
after the last pulse then depends on the phase difference ∆Φ accumulated between the
upper and lower interferometer paths, resulting in the appearance of interference fringes.
For atoms initially in the ground state, the probability of an atom being in the excited





The dominating phase shift in this configuration is caused by the atom-light interaction
during which the local laser light phase is imprinted on the atomic wave function whenever
a state transition occurs. When entering the phase at the space-time points A-D as
indicated in figure 1.1 and using parabolic atomic trajectories, the phase shift becomes
∆Φ =
(
ϕAeff − ϕBeff + ϕCeff
)
− ϕDeff = keffgT 2 (1.3)
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Figure 1.1: Space-Time diagram of a Mach-Zehnder atom interferometer with(black) and
without(gray) gravity and vertical gravity gradient. Atomic wave-packets are split, re-
flected and recombined by a π2 − π−
π
2 light pulse sequence separated by a time T . When
stimulated Raman transitions are used, the phase shift between both interferometer arms
is encoded in the output state population as stated in equation 1.2.
where keff is the length of effective wave vector of the Raman pulses and T the spacing
between pulses. g denotes the local gravitational or any other acceleration along keff.
Note that this interpretation of the experiment is analogous to a classical g measurement
with a free-falling test mass whose vertical position is recorded at three discrete points in
time. The ”storage” of the z-coordinate in this case effectively takes place in the phase
of the atomic wave-function. This picture is very similar to the working principle of
”classical” falling corner-cube gravimeter (FCCG) which measure g by determining the
free-fall trajectory of a macroscopic test mass and will be detailed in chapter 1.3.2.
After the first demonstrations by Kasevich and Chu [9], the performance of atom in-
terferometers improved quickly and became comparable to other state-of-the-art absolute
gravimeters with short-term sensitivities below 10−8 g/
√
Hz and absolute accuracies of a
few 10−9 g [11, 12]. The first atom interferometers, however, were complex, laboratory
based setups unsuitable for use as transportable sensor. The development of mobile in-
struments with similar performance is ongoing, and similar performances have recently
been demonstrated during mobile gravity comparisons [13, 14].
1.1.1 Applications of Atom Interferometry
Atom interferometry is a versatile technique in atomic physics which, by changing the
geometry of the interferometer, has been adapted for many different applications beyond
acceleration sensing. This involves the measurement of other inertial forces such as rota-
tions [6, 15, 16, 17], differential accelerations [18, 19] and even acceleration in combination
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with magnetic field sensing [20]. The extreme sensitivity to inertial forces can also be em-
ployed for the measurement of physical constants such as G [21, 22] or ℏ/m [23]. Using
differential atom interferometry, schemes for testing the inverse square law [24] and gen-
eral relativity [25] have been proposed. Multi-species atom interferometers have further
tested EEP through the UFF [26]. A comparison of an atomic gravimeter and an FG5 ab-
solute gravimeter (AG) presented in [11] was in fact the first UFF test between quantum-
and macroscopic particles with a relative uncertainty of a few times 10−9 [27]. This is still
about four order of magnitude below the bound set by other methods [28] but may be
improved in the future by advanced atom interferometers [29]. Gravitational wave detec-
tors based on atom interferometry have also been proposed on earth and in space[30, 31],
widening the scope of this technique to the fields of astronomy and astrophysics. Finally,
even tests of dark energy due to so-called chameleon fields using atom interferometry have
been proposed [32, 33].
This list, although far from complete, shows the scope of atom interferometry today in
basic and applied physics, and the generality and flexibility of this method. Geodesy and
other Earth sciences provide another wide field of applications which will be detailed in
the following chapters. This work realizes the potential of atom interferometry in this field
by performing high-precision absolute gravity measurements beyond the state-of-the-art
at geodetic observatories and comparing them directly to other types of gravimeters. In
order to compare the measured signals it is necessary to understand the gravity variations
on the surface of Earth. The next chapter will therefore give a brief overview over this
field.
1.2 Surface Gravity on Earth
To get an understanding of the sources and shape of the expected gravity variations
found on Earth, this chapter will briefly discuss the models and results describing the
gravitational potential and field. Note that this discussion can only be a short overview.
A complete description can be found in geodesy textbooks and review articles [34, 35]. A
summary of the most relevant gravity effects is shown in table 1.1.
Earth’s gravity field is the subject of geodesy which is defined according to Helmert
[36], as ”... the science of the measurement and mapping of the Earth’s surface.”. Since
the surface of Earth is, to a large extent, shaped by gravitation, this definition includes
the determination of the Earth’s figure and its external gravity field g(r). Its features are
in the following roughly divided into spatial, global and regional gravity effects on one
hand and time-dependent effects on the other hand. The former will be described here
first. After covering the basic definitions, temporal gravity changes are discussed in the
following chapters.
In order to simplify the mathematical description we write the conservative gravity
field g it in terms of its scalar potential W so that g = −gn = ∇W with the upwards
pointing unit vector n. By convention, the centrifugal acceleration due to Earth’s rotation
is already incorporated into the potential, yielding [34]









where V denotes the gravitational potential of Earth without rotation defined by its density
distribution ρ. Z gives the centrifugal potential depending on the distance from the

































Figure 1.2: Free-air gravity anomalies ∆g derived from the EGM08[37] model, combining
the satellite ITG-GRACE03s [38] gravitational model with terrestrial, altimetry-derived
and airborne gravity data
(
1 mGal = 10−6 g
)
. Figure from [39]
rotation axis p = R cos(θ̄), where θ̄ is the geographical latitude and R is the radius
of Earth. The first term gives as a first, crude, approximation for a spherical Earth,
with GM = 398.6×1012 m3/s2 and R = 6371 km a potential V = 6.26×107 m2/s2 and
gravitational acceleration 9.82 m/s2 on Earth’s surface. The rotation superimposes the
additional centrifugal acceleration Ω2Ep ≤ 0.03 m/s2. This causes the flattening of Earth,
giving it its ellipsoidal shape and a gravity value of around 9.78 m/s2 at the equator and
9.83 m/s2 at the poles. Note that, throughout this work, relative quantities or SI units
were used for g whenever possible. When citing existing literature, however, the older but
still widely used Gal is sometimes used: 1 Gal = 10−2 m/s2 ≈ 10−3 g.
Local features and anomalies of Earth’s gravity field are contained in the geoid which
was introduced in 1828 by C.F. Gauss [34] as the “equipotential surface of the Earth’s
gravity field coinciding with the mean sea level of the oceans”, or W (r) = W0. If the
density distribution ρ inside the earth was fully known, the gravity potential and the geoid
W0 could be calculate with equation 1.4. Unfortunately, accurate density measurements
are only available for the upper layers of Earth [34]. Gravity observation therefore have to
be used to construct a model which is usually expressed as a spherical harmonic expansion
[34]. Figure 1.2 shows a global model of Earth‘s gravitational field compiled from a
multitude of gravity observations. The free-air anomalies ∆g denote the difference between
the measured surface gravity value gP and the calculated value at normal height1 HN
above the ellipsoid, so that
gP = g̃0 + γ ·HN +∆g (1.5)
where g̃0 is the calculated normal gravity value on the ellipsoid surface [34]. The vertical
free-air gravity gradient γ := ∂rg can for this purpose be approximated by a mean value
of γ ≊ −3086 nms−2/m. Note that the geoid height itself is related to the shown gravity
1More specifically, HN gives the height above the ellipsoid with normal potential equal to the surface
potential at point P (telluroid). See also [34], chapter 6.













Figure 1.3: Basic tidal acceleration at of the moon according to equation 1.6, shown
as gray arrows. A bulge forms on the front- and back-facing sides causing semi-diurnal
gravity variations. The gray elliptic surface indicates the vertical shift of a level surface
by the tidal potential Vt.
anomalies and derived from the same model [37]. Figure 1.2 shows many regional and
local anomalies with a magnitude of 10−6–10−4 g. Geographic features such as mountains,
ocean as well as tectonic or other geophysical influences such as ocean trenches and plate
tectonics are clearly visible.
The shown model is complete to spherical harmonic coefficients to degree and order
2159. The satellite data only contributes to degree 360 while the higher frequency com-
ponents are only possible by combining this with terrestrial gravity data.
1.2.1 Tidal Gravity Variations
In addition to the more or less static local, regional and global structure described above,
the gravitational field at a fixed location is also time-dependent. Although much smaller
at a maximum size of around 10−7 g, temporal gravity effects are actually more relevant
for this work which is concerned with gravity observations conducted over several days
or weeks at one given measurement site. The largest effect is given by the gravitation
of sun and moon, the other planets in the solar system contribute on a much smaller
scale. These lunisolar accelerations result in the basic tidal effect on earth which will
be summarized below for the two-body problem Earth-Moon. Consider a non-rotating
geocentric coordinate system in which all points experience the same orbital acceleration
a0 due to the movement around the barycenter of the Earth-Moon system. At Earth’s
center of mass, a0 and the gravitational force a cancel out whereas all other points on Earth
are subject to tidal forces at. When applying Newton’s law of gravitation as illustrated
in figure 1.3, one obtains:










where rm is the distance between both center of masses and lm := |r−rm| is the local dis-
tance to the moon. These tidal forces deform Earth’s gravity field which, in a coordinate
system fixed to its surface, cause the diurnal and semi-diurnal tidal gravity variations. In
order to simplify the calculations it is again useful to transition from the tidal acceleration





Figure 1.4: Continuous gravity registration of the atomic gravimeter GAIN over a period
of several days during the comparison campaign in Wettzell, Bavaria, demonstrating the
effect of tidal gravity changes. Each data point represents the mean-value for 10 min of
data.
to its potential at =: ∇Vt = ∇(V − V0). Using this and equation 1.6, the tidal acceleration
and potential caused by sun, moon and the other planets in the solar system could be
calculated from their respective positions which are given by the ephemerides. It is more
practical, however, to use tidal potential catalogs based on a rapidly converging spheri-
cal harmonic expansion [40]. They represent the tidal potential by a series of harmonic
functions which are denoted as partial tides or tidal wave components [34] and consist
of frequency, amplitude and phase factor for each component. Examples for popular tide
potential catalogs are Tamura[41] and HW95 [42]. As they treat Earth as a rigid body, the
amplitude and phase of each partial tide is constant in time and depends on the latitude
and height. This basic tidal effect is the largest contribution to temporal gravity changes
at around 1 µm/s2 or 10−7 g, and the deformation Vt/g of the level surface indicated in
figure 1.3 is on the order of 30–40 cm in Germany. In order to give an example of the
resulting shape of the signals which will be presented later on in this work, figure 1.4
shows an excerpt of a dataset measured at the geodetic observatory in Wettzell, Germany
in 2013.
Earth Tides and Ocean Loading
The above description regards Earth as a solid, rigid body. In reality, however, it responds
to the tidal acceleration with significant elastic deformations called Earth body tides. The
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total potential change ∆V at the surface of Earth therefore consists of the direct per-
turbation Vt superimposed with a potential change due to the tidal induced mass shift
and the potential change caused by the vertical shift of the surface [34]. The latter two
contributions can be described empirically using gravimetric amplitude and phase factors
δi, ∆φi for each partial tide i. The measured gravity variations including these effects are

















i ∆φi := φ
obs
i − φtheoi (1.8)
(1.9)
where gel(t) is the observed change at a given point on the surface of Earth including the
elastic response and ωi, Atheoi , φtheoi denote the calculated values for the respective partial
tide from e.g. a tidal potential catalog. To first order, Earth tides can be described using
the theoretically derived Love numbers [43] resulting in an amplitude factor of δ = 1.16.
Note that measured gravity changes which include the elastic response are therefore about
16 % larger than the modeled tides on the rigid Earth. Because the resonance frequency
of the elastic Earth is far below the dominating semi-diurnal and diurnal partial tides, the
associated phase shift vanishes in this case.
Similar to Earth tides, shifting water and atmospheric masses and the associated height
changes due to loading effects perturb the tidal gravity potential and are referred to as
tidal loading. Contrary to the elastic response of Earth, however, the oscillation periods
of ocean tides depend strongly on the topography of the sea floor and the coastline.
The phase factors associated with ocean loading therefore vary significantly from zero
and are strongly position dependent. The amplitude of the ocean loading also depends
strongly on the distance to the coastline and can reach the same magnitude as Earth tides.
Atmospheric loading effects due to the solar heating and associated pressure oscillations
also have a tidal component which is, however, one order of magnitude smaller than Earth
tides and ocean loading [34].
Detailed synthetic models of both earth tide and ocean loading have previously been
published and combined in order to calculate worldwide synthetic tide models [44, 45,
46] which provide accurate gravimetric reductions on the 10−9 g level except for locally
disturbed coastal and polar regions. Alternatively, models which are restricted to a certain
measurement site can be derived from continuous gravity observations over periods longer
than the respective partial tide period. Depending on the stability of the instrument
and length of the dataset, up to 40 partial tides can be resolved this way with current
superconducting gravimeters [34]. Further advantages and limitations of this approach are
related to the instrumental properties of currently used gravimeters and will be discussed
in detail in chapter 1.3.
All tidal models used throughout this work are presented in Appendix B and include
tidal and ocean loading in terms of amplitude and phase factors. The denoted frequency
range of each wave group contains a number of partial tides. Gravity predictions were
derived from the model using the program Tsoft [47] which uses the tidal potential catalog
by Tamura containing 1200 partial tides [41].
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1.2.2 Atmospheric Pressure Variations
The local gravity value is strongly correlated with air-pressure due to the direct attraction
of the air and the atmospheric loading similar to the effects described in the previous
chapter. Their combined effect can be estimated and removed from gravity time-series
reasonably well using the simple reduction [48]
∆gatm = ap (p(t)− p0) (1.10)
where ap ≈ 3 nm/s2/hPa [49, 50] is the pressure admittance factor which can vary slightly
between measurement sites, p(t) is the local time-variable air pressure and p0 is the height
dependent base pressure according to the barometric formula B.1. Equation 1.10 only
accounts for about 95 % of the total atmospheric effect. More sophisticated models [51,
52] are available which calculate the direct attraction using a 3D density distribution of
the atmosphere over a larger area around the measurement sites from weather models.
For the purpose of this work, however, the simple reduction formula 1.10 proved sufficient.
1.2.3 Polar Motion
Earth’s rotational vector ΩE is subject to periodic and irregular changes which are mon-
itored with high precision through space geodesy methods such as VLBI. The horizontal
movement of the pole coordintates leads to variations in the centrifugal acceleration z.
The associated gravity effect can be calculated using the formula [53]
∆gpol = −δ · Ω2ER sin 2θ (xpol cosλ− ypol sinλ) (1.11)
with the geographical latitude θ̄ and longitude λ of the measurement position and the ap-
proximate amplitude factor δ introduced in chapter 1.2.1 accounting for Earth’s elasticity.
(xpol, ypol) are daily pole coordinates with respect to the IERS reference pole [54]. Pre-
dicted values are available for analysis during a measurement campaign and final values
with a high accuracy for post-processing. The magnitude of ∆gpol is usually smaller than
10−8 g and can, due to the high accuracy of the Earth orientation parameters, be reduced
to less than 10−10 g [34]. During this work an existing implementation of equation 1.11 in
the program Tsoft was used.
1.2.4 Hydrology
After applying an accurate tidal model which includes loading effects and accounting for
atmospheric pressure and polar motion corrections, the residual gravity signal at most
measurement sites has a magnitude in the low 10−9 g range. The remaining part is usually
caused by non-tidal environmental mass redistributions such as changes in the local water
table due to precipitation and other climate effects. The associated effect is dominated by
direct attraction and could in principle be approximated to first order by using a similar
method chosen for air pressure correction [53]. This method is, however, restricted to
regions with homogeneous sediment layers and handicapped by missing data on the local
or regional hydrology. It therefore constitutes one of the least well modeled signals in
terrestrial gravity monitoring [55] with a magnitude of 10−10–10−9 g over days and up to
10−8 g for longer data sets during seasonal changes which can be ascribed to total water
storage dynamics. This is an important application of superconducting gravimeters as
mentioned in chapter 1.3.3.
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Effect description Magnitude Timescale
Geographical
Global Scale 10−3 g
Regional Scale 10−4–10−6 g constant
Free-air gravity gradient −3×10−7 g/m
Tidal
Direct Lunisolar Gravitation 10−7 g
6 h - yearsEarth Tides 10
−8 g
Ocean Loading 10−8 g
Atmospheric Loading 10−9 g
Environmental
Atmospheric Pressure −3×10−10 g/hPa hours - days
Water Table / Hydrology 10−8–10−10 g days - seasonal
Astronomical & Geophysical
Polar Motion ≤ 10−8 g weeks - secular
Glacial Isostatic Adjustment 10−9 g/year secularTectonic Plate Movement 10−9 g/year
Volcanology 10−10–10−7 g secular, sudden eventsEarthquakes, Seismic Modes 10−10–10−9 g
Table 1.1: Overview of temporal and geographical gravity changes on the surface of Earth.
(1 µGal = 10 nm/s2 ≈ 10−9 g). Refer to [34, 35] for a more detailed description.
1.3 Terrestrial Gravimetry
Today, no single type of gravimeter can fulfill the requirements for all applications and the
different instruments often have to be used in combination to obtain the required gravity
data. This is a direct consequence of the technological limitations of their respective
measurement principles which will be discussed below. Atom interferometers such as the
gravimetric atom interferometer (GAIN) presented here show the potential to alleviate
this situation and combine the advantages of the different gravimeter types into a single
instrument. This will reduce both the effort needed in acquiring this data and improve its
quality due to reduced instrumental uncertainties.
This chapter attempts to give an overview of the working principles as well as the
advantages and drawbacks of the current, classical types of gravimeters. Based on these
properties their various applications in geodesy and related fields will then be highlighted
in chapter 1.3.3 in order to identify the areas where atomic gravimeters can benefit current
and future applications most.
Two different sorts of instrument have been developed for generating gravity data, rel-
ative and absolute gravimeters. The former only record differences between gravity values
during continuous registrations or transport and need to be calibrated against a known
gravimetric standard in order to relate their output to physical gravity signals. Absolute
gravimeters (AGs), on the other hand, obtain the full value of g by referencing the free
fall acceleration of a test mass to a time and length standard. Within the accuracy limits
of those underlying standards no calibration is necessary which, in principle, makes this












Figure 1.5: Operating principle of vertical spring (left) and general lever spring balance
gravimeter (middle), from [56]. Microg-LaCoste gPhone (right) in operation with elec-
tronics and sensor head (bottom right). Image courtesy of M. Schilling, IfE Hannover.
type of instrument more attractive for many applications. Practically, however, the tech-
nical limitations of current state-of-the-art instruments require both types of instruments
to cover the whole spectrum of applications in Earth sciences. In order to put the grav-
ity comparisons between GAIN and other state-of-the-art gravimeters into context it is
therefore relevant to understand their instrumental differences.
1.3.1 Relative Gravimeters
Within this section, again two main categories exist: spring-type and superconducting
gravimeters. Both are based on measuring the gravitational force on a vertically suspended
oscillatory system and will be described here briefly. Refer to [34, 35] for more details.
Spring Gravimeters
Spring gravimeters are based on a test mass m, suspended against gravity with a very
stable mechanical spring of initial length l0 as shown in figure 1.5. For the simple vertical
spring system, changes in g can then be measured simply by monitoring the length of the




(l − l0) (1.12)
where k is the spring constant. The mechanical sensitivity ∂gl = m/k = ω−20 is problem-
atically low for vertical spring gravimeters, requiring a mass position readout precision of
typically less than 1 nm for a gravity change of 10−8 g for realistic resonance frequencies
[53]. Nevertheless this principle is successfully employed in Scintrex gravimeters due to
its robustness and compact size.
In order to improve the intrinsic sensitivity and relax the readout system requirements,
LaCoste-Romberg (LCR) type lever spring balance systems [57] were developed. The
equilibrium condition for the torques as shown on the right side of figure 1.5 reads
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sin (α+ δ) sinα
g sin δ (1.14)
which becomes large for small δ and α ≈ 90 °. The sensitivity improvement compared to a
vertical spring is about three orders of magnitude which results in only µm level readout
precision requirements. Examples for LCR instruments are the ZLS Burris or the Microg-
LaCoste gPhone gravimeter, see also [58]. The gPhone which is depicted in figure 1.5 was
also present for the first gravity comparison campaign shown in chapter 5. In order to
reduce the influence of thermal expansion and other systematic effects, the spring-mass
system of all modern spring gravimeters is housed in a hermetically sealed casing with
temperature- and pressure stabilization as well as magnetic shielding. In order to suppress
non-linearities of the mechanical system and extend the dynamic range of the instrument,
electronic feedback systems keep the mass at the zero position during gravity changes by
applying an additional feedback force. The output signal in this closed-loop configuration
is then given by the amplitude of the feedback error signal. The long-term stability of
the spring, which is usually made from NiFe alloys LCR or fused silica (Scintrex), is a
critical parameter for these instruments. Despite considerable optimization efforts, drifts
of several 10−8 g/day remain and have to be removed in post-processing on a best-effort
basis which severely limits the range of applications.
In order to relate the output signal to physical gravity changes, a calibration function
for these instruments is usually determined through relative measurements on calibration
lines, controlled environments with significant gravity differences that were previously
characterized using absolute gravimeters.
Superconducting Gravimeters
In order to overcome the drift limitations of spring gravimeters, superconducting gravime-
ter (SCG) were developed [60]. Their basic idea is to replace the mechanical spring with
a permanent current through a superconducting coil pair. The test mass is facilitated
by a superconducting sphere levitating in the associated magnetic field, with its position
monitored by a capacitive bridge as depicted in figure 1.6. The current difference be-
tween the upper and lower field coils is carefully tuned in order to create a field gradient
which results in a shallow potential and large vertical sphere displacements during gravity
changes. An additional feedback coil applies a correcting force to zero the sphere position
within the loop bandwidth. Due to the superconducting, cryogenic system without ohmic
resistance, the drift rate of these systems can be as low as 10−11 g/day when operating
continuously over several years at a fixed measurement site. The noise level is lower than
any other type of instrument’s and can reach down to only a few nm/s2/
√
Hz. In addition
to previous observatory instruments, portable SCG have recently become available [61].
Due to the more complex setup and the fact that gravity comparison between sites may
be subject to significant flux jumps, the predominant use of SCGs lies in stationary, long
term gravity observations.
Just like any relative gravimeter, the calibration factors of SCGs need to be determined
with respect to a known gravity difference. For SCG this is usually done through simul-
taneous absolute gravimeter measurements by exploiting the tidal gravity signal. This
method, however, is limited to a calibration error of around 10−3 due to measurement

































Figure 1.6: Left: Superconducting gravimeter cut-view through the dewar system. Right:
Detailed view of the sensor head with superconducting sphere and magnetic field coils and
capacitive position readout [59]. Figures courtesy of GWR instruments.
noise of current falling corner-cube gravimeters. During this work, the scale factor of the
superconducting gravimeters at the geodetic observatories in Wettzell and Onsala have
been improved by almost a full order of magnitude by exploiting the improved short- and
long-term stability of the presented atomic gravimeter. See chapter 5.5.1 for a detailed
description of the performed scale factor calibration.
1.3.2 Absolute Gravimeters
Atomic gravimeters such as gravimetric atom interferometer (GAIN) presented in this
thesis have shown a number of advantages for absolute gravimetry, as indicated below.
Their working principle was already described in chapter 1.1 and the current state of
development and future applications will be discussed in chapter 1.3.3.
Historically, however, the first commonly used AGs were classic pendulums which
reached a respectable accuracy of 2.5×10−7 g in portable setup in the 1930s [62]. The
development of lasers and frequency standards in the 1960s enabled the development of
the first free-fall AGs [63] which, in form of the FG5 instrument [64], have become the
worldwide standard for absolute gravimeters with an accuracy of a few times 10−9 g.
Since the accuracy of absolute gravimeters is a prerequisite for the fidelity and use-
fulness of todays gravity networks, the equivalence of different types of instruments and
even specimen of the same instrument is controlled on a regular basis during international
comparison campaigns [65, 13].
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Figure 1.7: Left: Mach-Zehnder interferometer beam path of falling corner-cube gravime-
ters, from [56]. Right: FG5 with main functional elements: dropping chamber (top),
interferometer housing (middle) and superspring (bottom). Courtesy of Microg-LaCoste.
Falling Corner-Cube Gravimeters
The most commonly used absolute gravimeters today are FCCGs based on measuring
the free-fall trajectory of a retro-reflecting corner cube using an optical interferometer.
Although alternative developments exist [35], the Microg-LaCoste FG5 and its field version
A10 are by far the most common type of FCCG. Since only the FG5X-220 was involved
in the gravity comparisons conducted during this work, the following description will be
based on this instrument.
In order to reduce atmospheric drag the free fall takes places in a vacuum chamber. An
elaborate elevator system facilitates the dropping and raising of test mass at a repetition
rate of around 0.1 Hz2. The elevator cage also removes residual drag due to background
gas by co-propagating in front of the corner-cube without mechanical contact. The free-
fall distance is 30 cm for the FG5X instrument [66] and slightly smaller for more compact
and for older instruments. The laser light is provided by wave-length stabilized HeNe laser
and guided to the interferometer unit through an optical fiber. The optical beam path is
shown in figure 1.7 and enables a precise relative distance measurement between the falling
corner cube and the inertial reference. In order to reduce measurement noise caused by
environmental vibrations, the reference is mechanically decoupled from the environment
using an active, low frequency vibration isolation system coined superspring [67, 68].
The resulting interferometer fringes are converted to an electric signal by a photo-diode.
The standard analysis method involves timing of the zero-crossings of the fringes using an
electronic counter referenced to a Rubidium frequency standard with an accuracy of better
than 5×10−10 which results in a maximum measurement error of 10−9 g [69]. Local gravity
g can then be calculated using the free fall trajectory of the test mass while accounting
2Faster operation is possible but not always beneficial for a number of reasons discussed in chapter 1.3.3
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for the vertical gravity gradient γ
z(t) = −g0
2














where g0 := g(z = 0) and z0, v0 are the initial position and velocity of the test mass. The
specified performance of the state-of-the-art FG5X instrument under optimal conditions
is given by 150 nm/s2/
√
Hz and an absolute accuracy of 20 nm/s2. During international
comparisons, the results of different instruments are consistent within 20–50 nm/s2 [65,
13].
Typical operation during an FG5 gravity measurement involves performing around 100
dropping experiments per hour with an interval of 10 s between drops for around 8-10 hours
during a period of low micro-seismic vibrations in order to minimize measurement noise
[69]. For the rest of the time the device rests in order to minimize mechanical wear and
tear. This is repeated around 3-4 times, potentially while repeating the set-up procedure
with different device orientations in order to prevent set-up dependent systematics [14,
70].
1.3.3 Applications of Current and Future Gravimeters
This subchapter summarizes the typical use cases of the above mentioned types of gravime-
ters which are closely connected to their technical strengths and limitations. The resulting
picture is then used to motivate the use of atomic gravimeters in geodesy and geophysics.
Starting from their current state of development, this constitutes the main idea behind
this thesis which will be summarized.
FG5 or other FCCG absolute gravimeters are most often used for gravity point mea-
surements which, e.g., implement reference sites as part of gravity networks. When re-
peated periodically, FG5 measurement have also been used to investigate secular geophys-
ical processes such as post-glacial rebound [71]. Relative gravimeters are unsuitable for
this purpose as the small amplitude and rate of change would make it almost impossible
to distinguish the desired gravity signal from instrumental drift. The mechanical wear and
tear and the comparatively large measurement noise of FCCG, on the other hand, make
them unsuitable for continuous operation over extended periods of time.
Relative spring gravimeters are, due to their portability and cost effectiveness, of-
ten employed to lay out local gravity networks for geophysical monitoring or to increase
the density of absolute gravity networks. They are furthermore used to support absolute
gravity measurements through the determination of vertical and horizontal gradients. Ad-
ditionally, long-term gravity registrations over several weeks or months for, e.g. tide model
characterizations can be carried out using LCR spring gravimeters. Here the instrumental
drift unfortunately prevents the study of slow gravity changes in the 10−9 g range due to
water table fluctuations or other environmental mass redistributions. Superconducting
gravimeters have in the past been used for long-term gravity observations over years or
even decades [35] in permanent installations. Their small and very linear drift enables
investigations of hydrological and geophysical gravity signal in the 10−10 g range not pos-
sible with spring-type instruments. More recently a portable SCG instrument has been
developed [61, 72] with similar performance, extending the reach for these instruments
beyond geodetic observatories. This instrument has, for instance, been used successfully
to monitor local water storage variations under field conditions [73]. Despite the vast
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improvement compared to spring gravimeters, SCG data are still subject to instrumen-
tal drift of several 10−9 g over a number of years which is large enough to mask secular
signals of geophysical origin such as plate tectonics of post-glacial rebound. Comparison
campaigns involving FCCG are therefore required on a regular basis for drift determi-
nation which introduces uncertainties in the 10−9 g level due to error in the FG5 point
measurements [35] and significantly increases the cost and effort needed for drift-free con-
tinuous gravity data. Atomic gravimeters, on the other hand, enable long-term absolute
gravity monitoring with a stability in or below the 10−9 g range as shown in this work.
This would be highly beneficial for a these and related applications in geodesy, geophysics
and hydrology.
Another practical consideration is the range of available measurement sites. FG5
absolute gravimeters are only employed on a solid concrete foundation in order reduce self-
induced vibration due to the moving test-mass. They also exhibit increased measurement
noise in the presence of elevated micro-seismic vibrations caused by, e.g., stormy and windy
weather conditions or human activity. Both factors strongly restrict the availability of
measurement sites for absolute gravimetry. Atom interferometers have shown the potential
to relax these restrictions of currently used absolute and relative gravimeters. As they do
not rely on moving parts and operate with a high repetition rate, they offer the prospect of
continuous absolute measurements with high long- and short-term stability in the 10−9 g
or better while being less sensitive to environmental noise.
Most of the atomic gravimeters developed to date, however, were realized as large,
stationary, experimental setups unsuitable for field use [27, 12] and the development of
compact, portable and robust field instruments is still in progress today [14, 74]. Although
the first commercial atomic gravimeters have recently become available [75, 76, 77], their
adaption in geodesy and specific other earth sciences is still in its infancy and their exact
performance not yet fully known.
The underlying goal of the presented work is therefore to make a state-of-the-art atomic
gravimeter available for geodetic applications and exploit the potential of this new class
of sensors under realistic conditions during measurement campaigns at several geodetic
sites. This was demonstrated specifically by conducting state-of-the-art absolute gravity
measurements outside of the laboratory at geodetic observatories in Wettzell, Germany
and Onsala, Sweden with the Gravimetric atom interferometer (GAIN) at Humboldt Uni-
versität zu Berlin (HUB). A comparison to other state-of-the-art absolute and relative
gravimeters was carried out during each campaign in order to distinguish instrumental
effects from real gravity changes and demonstrate the benefits of this new kind of sensor
for the above-mentioned applications. Before conducting these measurements the per-
formance, mobility and robustness of the atom interferometer setup was improved and
verified during test measurements in Berlin.
1.4 Thesis Structure
After reviewing the objective framework, chapter 2 will review the theoretical description of
the atom interferometer. The following chapters 3 and 4 describe the experimental setup
and the measurement sequence which was used for the gravity comparison campaigns.
Special emphasis here is put on the parts to which the author contributed most during
the work on the setup, namely the vibration isolation and Coriolis compensation setup,
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RF frequency control system and improvements on the atomic source. Chapter 5 includes
a detailed analysis of the gravity data obtained during all four gravity campaigns with
a quantitative comparison to the other gravimeters types. This includes the achieved
GAIN measurement noise, long-term stability and the absolute accuracy. Chapter 6 gives
a detailed account of the systematic effects and error budget that were investigated during
this work. The conclusion explores the implications of the presented results. An outlook
on current and future benefits of atom interferometry for the field of gravimetry both in
geodetic observatories and other environments will be derived.
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Chapter 2
Theory
In order to realize gravimetric measurements with the desired accuracy, the gravity induced
atom interferometer phase ∆Φ needs to be known, including higher-order corrections. This
derivation summarizes the important results in a self-contained manner and refers to the
extensive existing literature on light-pulse atom interferometers where appropriate.
First, the atom-light interaction during stimulated, two-photon Raman transition is
introduced which causes the dominating phase contribution. The complete interferometer
phase will then be derived using the path integral method including higher order cor-
rections due to gravity gradients. Finally, the sensitivity function of Mach-Zehnder atom
interferometers is used to derive the effect of finite-length Raman pulses and Raman phase
noise.
2.1 Stimulated Raman Transitions
The interferometer sequence described later in this chapter infers transitions between two
internal atomic states, |g⟩ and |e⟩, which have to be stable enough to neglect spontaneous
decay within the time scale of the experiment. One good candidate are the hyperfine states
of Alkali metals such as Rubidium with transition frequencies in the radio frequency (RF)
range. As will become clear later, the sensitivity of the interferometer phase to inertial
forces scales linearly with the Doppler shift ∆ω = k · v of the transition frequency, where
k is the light‘s wave vector and v the atomic velocity . In order to increase the sensitivity
it is beneficial to make k larger by not driving the RF transition directly, but employing
two-photon Raman transitions via an intermediate state |i⟩ using counter-propagation
beams as depicted in figure 2.1. This results in a Doppler sensitivity of ∆ω = keff · v, with
the effective wave vector
keff := k1 − k2 = (|k1|+ |k2|) ek
For 87Rb, Doppler sensitive Raman transitions via the D2 line lead to keff ≊ 1.61×107 m−1
compared to kRF ≈ 143 m−1 when driving the transition directly using a 6.8 GHz micro-
wave, a gain of five orders of magnitude. The description of the atom-light interaction
giving here follows a treatment from [78] and briefly outlines intermediate and main results
of the calculation.
Both the internal state of a three-level system and the external momentum of the
atomic wave-packet need to be considered. The latter can be conveniently describe as a
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Figure 2.1: Left: Stimulated Raman transitions and momentum recoil for Doppler sensi-
tive (counter-propagating) and insensitive (co-propagating) beam configurations. Right:
Three-level system and Raman driving fields ω1/2 with one- and two-photon detunings ∆
and δ. The dotted off-resonant transitions cause additional AC-stark offsets.
sum of momentum plane-wave states |p⟩ and the internal atomic states |g⟩ , |e⟩ , |i⟩ and be
written as the tensor product of two Hilbert spaces
|g,pg⟩ = |g⟩ ⊗ |pg⟩
|e,pe⟩ = |e⟩ ⊗ |pe⟩
|i,pi⟩ = |i⟩ ⊗ |pi⟩




+ ℏωg |g⟩ ⟨g|+ ℏωe |e⟩ ⟨e|+ ℏωi |i⟩ ⟨i|︸ ︷︷ ︸
=:Ĥ0
− d · E︸ ︷︷ ︸
=:Ĥint
with the internal states as depicted in the level diagram in figure 2.1. The electric dipole
interaction term Ĥint couples to the two optical driving fields:
E = E1 cos(k1·x − ω1t+ ϕL1︸ ︷︷ ︸
=:ϕ1
) + E2 cos(k2·x − ω2t+ ϕL2︸ ︷︷ ︸
=:ϕ2
)
In order to simplify the calculation of the time evolution, it is beneficial to move to the
interaction picture where the time evolution due to Ĥ0 is factored out. The state and
Schrödinger equation in this picture read [79]:
|ΨI(t)⟩ = eiĤ0t/ℏ |Ψ(t)⟩
iℏ ∂∂ t |ΨI(t)⟩ = e
iĤ0t/ℏĤinte
−iĤ0t/ℏ |ΨI(t)⟩ (2.1)
Assuming an initial state |g,p⟩ without loss of generality, the atomic state form a closed
momentum family and can be written in the given basis as:
|ΨI(t)⟩ = cg(t) |g,p⟩+ ce(t) |e,p + ℏkeff⟩+
ci1(t) |i,p + ℏk1⟩+ ci2(t) |i,p + ℏk2⟩+ ci3(t) |i,p + ℏ(keff + k2)⟩ (2.2)
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Inserting state 2.2 into the Schrödinger equation 2.1 results in an equation system for the
slowly varying coefficients cij(t). This can be simplified through the rotating wave ap-
proximation (RWA) which removes rapidly oscillating terms and by employing the closure
relation with respect to the momentum states:
e±ik1x =
∫
d3p e±ik1x |p⟩ ⟨p| =
∫
d3p |p ± ℏk1⟩ ⟨p| (2.3)
The excited state coefficients cij(t) can now be adiabatically eliminated from the system
under the assumption that the one-photon detuning ∆ is much larger than the Rabi-
frequencies Ωjk = −⟨i|d · Ek |j⟩ /ℏ. See for example [80] for a more detailed description
of this step. This yields an effective two-level system governed a Hamiltonian with the
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(2.5)













ϕeff := ϕ2 − ϕ1 (2.7)
with the resonant Rabi frequency Ωjk, AC-Stark shifts ΩACe/g , two-photon detuning δ12,
effective two-photon Rabi-frequency Ωeff and phase ϕeff. Note that additional terms in
ΩACe/g that were caused by the off-resonant dotted transitions in figure 2.1 were neglected
here for simplicity. The atoms thus perform Rabi oscillations [81] between the states
|e,p + ℏkeff⟩ and |g,p⟩ with the effective resonant Rabi frequency Ωeff. The time evolution
of the coefficients cg, ce under this Hamiltonian is given by [78, 23]

























+ cg,p(t0) · Θ0
]
(2.11)
With the differential and mean AC-Stark shifts δAC and φAC, off-resonant effective Rabi-
frequency Ωr and the phase term Θ0:
δAC = Ω
AC
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Transition Phase Shift
|g,p⟩ → |g,p⟩ (−2φAC + δ12) τ2 + arg(Θ0)
|g,p⟩ → |e,p + ℏkeff⟩ (−2φAC − δ12) τ2 − (δ12t0 + ϕeff)−
π
2
|e,p + ℏkeff⟩ → |e,p + ℏkeff⟩ (−2φAC − δ12) τ2 − arg(Θ0)
|e,p + ℏkeff⟩ → |g,p⟩ (−2φAC + δ12) τ2 + (δ12t0 + ϕeff)−
π
2
Table 2.1: Raman transition phase contributions. The effective light phase ϕeff is
added(subtracted) during each (de)excitation of the atom. Mean/diff. AC-Stark shifts also
enter through φAC and arg(Θ0). Note that arg(Θ0) ≊ 0 near resonance (δ12 − δAC) ≪ Ωr.
Equations 2.8 to 2.11 can now be used to determine the phase shifts imprinted onto the
atomic state during a Raman laser pulse as summarized in table 2.1. Note in particular
that the local light phase ϕeff is added to the wave-function each time the atom undergoes
a state transition. This will be used in chapter 2.3 to calculate the interferometer phase
contribution due to the atom-light interaction.
In order to write the resulting atom’s output state of after interacting with the light
fields for a time τ in a more clear and concise manner, one can employ a matrix based
approach inspired by ABCD matrices from classical optics. It allows to write the effect of









Where the transfer matrix Mt0,τ,ϕeff,Ωeff is given by equations 2.8 and 2.11. To calculate
the transfer matrix for the specific pulse areas used during the π2 − π −
π
2 Mach-Zehnder
sequence detailed in chapter 2.2, we have Ωeffτ = π2 or Ωeffτ = π, respectively. We further
assume that the laser is tuned on resonance and neglect the differential and mean AC-





















Since the light is switched off during the periods in between the Raman pulses, the state
evolution is halted and does not have to be considered resulting in M0 = 1. This is a
consequence of the interaction picture chosen at the beginning of this chapter so that the
state coefficients ce/g include only the time evolution of Hint.
2.2 Mach-Zehnder Atom Interferometer
The above description already allows to calculate the atomic state after the three-pulse
Mach-Zehnder sequence used for the gravity measurements as introduced in chapter 1.1
and illustrated in figure 1.1. Using the transfer matrices from equation 2.16, the calculation
of the interferometer output state now reduces to the evaluation of the matrix product
Mπ
2
· Mπ · Mπ
2
given by the Mach-Zehnder pulse sequence. Under the presumption that
an atom is initially in the ground state, the probability for detecting it in the excited state
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at the output port after the pulse sequence is given by:
Pe := |ce,p+ℏkeff(2(T + τ))|




For zero detuning and precise π,π/2 pulses, the mean state population and contrast become
P̄e =
1
2 and A = 1, respectively. This recovers the simplified form of this expression given
in equation 1.2. The interferometer phase ∆Φ is given by the light phase of the Raman
laser at the atomic positions ϕieff during the three Raman pulses. Inserting the expressions
from table 2.1 yields the generalized form





The trailing Θi0 term defined in equation 2.15 contains a secondary and often unwanted
phase shifts due to different light shifts between the first and last pulse. This will be
neglected here until the short theoretical description in chapter 2.2.1 and the discussion
of the systematic shift in the experiment in chapter 6.4.1.
In order to express ∆Φ through the gravitational acceleration g, the local light phases
during the three pulses along the classical, free-fall parabolic atomic trajectory z(t) are












where g := −gn is defined as before in chapter 1. This includes a fixed frequency chirp
α which is added to the Raman laser to cancel the Doppler shift of the atoms in the free
falling reference frame. The terms ϕi0 denote an optional Raman laser phase offset which
can be controlled at will in order to tune the output phase of the interferometer. When
combining the light phases ϕieff during the three Raman pulses with equation 2.18 one
obtains the simple gravimeter formula
∆Φ = (α− keff · g)T 2 +
(




where T is the time spacing in between the Raman pulses as indicated in figure 1.1. This
simple model for the gravity induced interferometer phase shift describes the experimental
result surprisingly well. It also shows that the measurement sensitivity with respect to
g scales linearly with keff, which concludes the argument for using stimulated Raman
as opposed to direct RF transitions at the beginning of this chapter. The sensitivity
also scales quadratically in T and linearly with the free-fall height or space-time area
covered by the interferometer. This fact has important consequences on the design of the
experimental setup described later in this work and is the main reason for the elongated
interferometer region described in chapter 3.1.
2.2.1 AC-Stark / Light Shifts
The coupling of the levels |g⟩ and |e⟩ by the Raman transitions causes mean and differential
light-shifts φAC and δAC given in equations 2.13 and 2.12. The mean shift cancels out in
the total interferometer phase due to the symmetry of the sequence. This is unfortunately
not the case for the differential term. This chapter will briefly summarize the theoretical
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description of the differential level shift δAC on which the cancellation of this potentially
important systematic effect is based. Refer to, e.g. [82, 80] or [83] for a more comprehensive
description of this topic.
In order to do this accurately it is best to regard the full hyperfine structure of the
atoms instead of simplified three-level system from figure 2.1. Adiabatically eliminating
the excited states as in chapter 2.1 yields again an effective two-level Hamiltonian with
adapted expressions for Ωkeff, ΩACe and ΩACg . We again skip this step and retrieve the final























4 (∆ + ωeg −∆m)
(2.23)
Combining equations 2.22, 2.23 and equation 2.12 yields, after some algebra
δAC = Ω
AC


































The differential light shift can therefore be nulled for a given detuning ∆ by adjusting the
ratio of the single photon Rabi frequencies, which are determined simply through the light
intensity of the Raman frequency components. This is the approach chosen to minimize
light shifts in this experiment as detailed in chapter 6.4.1.
For other different intensity ratios δAC can be parametrized as a function of α/β and
Ωeff as detailed and verified experimentally in [80]. The resulting interferometer phase
shift, however, dependents on additional parameters such as the temperature of the atomic
cloud and Raman laser beam waist and is given explicitly in [83, 82]. Note, however, that
significant uncertainties remain as these parameters are often not known well enough in
the real experiment.
2.3 Path Integral Description
For high precision gravimetry on the order of 10−9 g, equation 2.20 still has to be cor-
rected for vertical gravity gradients. This chapter will therefore introduce a more general
approach based on Feynman path integrals [84].
The description of the atomic wave packets as a closed set of momentum plane-wave
states as in equation 2.3 was valid due to the momentum conservation in a falling refer-
ence frame which, in the presence of large gravity gradients, can no longer be justified.
This is illustrated by the gradient induced gravity changes of 10−7 g over a free fall dis-
tance of 30 cm, which is two orders of magnitude larger than the desired accuracy. For

































Figure 2.2: Mach-Zehnder atom interferometer under the influence of a vertical gravity
gradient. Left: schematic representation of the path splitting C1C2 at the final beam
splitter. Right: trajectories for the experimental parameters during this work. The path
splitting, even though magnified tenfold here, is much smaller than the free fall distance.
the relatively simple three-pulse interferometer sequence used during this work, Feynman
path integrals are one convenient method to calculate the phase accumulated along both
interferometer arms. This has been successfully employed to determine the phase shift of
atomic gravimeters and gyroscopes under the presence of gradients and rotations [84, 11,
85] and will be summarized here for atomic gravimeter applications.
Due to the very different nature of the atom-light interaction during the Raman pulses
and the free propagation in between, the total interferometer phase is usually split into
three contributions [84, 86]
Φtot = Φlaser +Φprop +Φsep (2.26)
where the first term Φlaser denotes the phase contribution during the atom-light interaction
as summarized in table 2.1 and equation 2.18. Because this part continues to dominate
here we will evaluate it first and look at the two remaining terms later.
In order to retrieve the path for a particle in a gravitational field with a linear gradient
γ we look at the corresponding Lagrangian







where the coordinate axis points upwards, g0 is the gravitational acceleration at the coor-
dinate origin and g0, γ > 0 are defined positive for the normal conditions on the surface of
earth. The classical equation of motion can then be determined using the Euler-Lagrange
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The values z0, v0 denote the atomic position and velocity during the first interferometer
pulse, e.g. z0 = z(t1). Evaluating the local light phase for the new trajectories again
gives ΦLaser as performed previously in equation 2.19, but now also includes the splitting
of the paths ABC1 and ADC2. This is executed most easily using computer algebra with
a piecewise path definition of the interferometer sequence, where the initial parameters of
each section are defined by the final position and velocity of the previous section. It yields
for upwards directed photon recoil
Φlaser =
(





































In the limit of vanishing recoil velocity, or infinite atomic mass, this result actually gives
the complete interferometer phase Φtot and will only be corrected bellow to account for the
splitting of the interferometer arms. The measured gravity value in the square brackets is
in fact equivalent to measuring the position of a free falling test mass at three points and
shows the similarity of this atom interferometer and a classical absolute gravimeter.
In order to obtain the complete interferometer phase including the arm splitting, we
now turn our attention to the last two terms in equation 2.26. Φprop originates from the free
propagation of the wave-packets along both interferometer arms and can be calculated by
integrating the classical action SΓ =
∫
Γ L (r(t),v(t)) dt along both arms shown in figure
2.21. Note that in the presence of gradients, the space-time path of both arms don’t
generally meet at the last pulse. The last term Φsep is associated with the separation of
the interferometer output ports and closes this gap. We have [84]:
Φprop = (SABC1 − SADC2) /ℏ (2.33)
Φsep = p0 · (zC2 − zC1) /ℏ (2.34)
Evaluating Φprop + Φsep with the Lagrangian 2.27 along the exact paths from equation
2.28 and summing up with the light phase Φlaser from equation 2.31 yields the total




















This result is identical to equation 2.31 aside from the replacement v0 → v̄0 := v0 + ℏkeff2m
which represents the mean path between both interferometer arms depicted as dot-dashed
1This approach is formally correct only for Lagrangians up to second order in z,v [84].
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lines in figure 2.2. This results in a small correction of around 5 mrad or 5×10−10 g for
the pulse separation time T = 0.26 s used predominantly during this work. Note that
the same result could have been achieved using a perturbative approach in which the
vertical gradient is added to the Lagrangian as a perturbation such that L = L0 + ϵL1.
The corresponding phase correction would then be given by the action integral 2.33 of L1
along the unperturbed trajectory without gradient as detailed in [11, 84].
In order to assign the measured gravity value to a certain height in the laboratory refer-
ence frame, we define the measured gravity value gmeas valid at the effective measurement









2 + v̄0T + z0 (2.37)
which can be used in order to transfer the measured gravity value to, e.g. floor height, if
z0,v̄0 are known. More general approaches have been developed to calculate the phase shift
and contrast of more complex atom interferometer geometries and under more complex or
more realistic conditions. Instead of evaluating the path integrals, it is possible to directly
calculate the wave-packet evolution along paths using propagators and a ABCD matrix
formalism detailed in [87, 88]. So-called representation free descriptions of the phase shift
based on operator algebra have recently been developed and extended to cover general
situations including non-inertial reference frames and arbitrary interferometer sequences
[89, 90]. Neither of these approaches, however, offer a real advantage for the relatively
simple case presented here and will therefore not be discussed in detail.
2.4 Sensitivity Function
In order to estimate the effect of Vibration and Raman phase noise on the total inter-
ferometer phase and to derive an expression for it that includes the finite length of the






It quantifies the effect of a phase jump δϕ at time t during and in between the three
Raman pulses2 on the total interferometer phase in equation 2.18. For the three-pulse
Mach-Zehnder sequence described above and with the second pulse centered at t = 0, g(t)
is an odd function and for t > 0 given by
g(t) =

sin (Ωrt) , 0 < t < τ
1, τ < t < T + τ
− sin (Ωr (T − t)) , T + τ < t < T + 2τ
0, t > T + 2τ
(2.39)
where τ gives the length of the first and third pulse (Ωrτ = π/2). A plot of the function
is shown in figure 2.3
2E.g., a phase jump during the first half would affect both ϕ2eff,ϕ3eff and result in a negative phase shift
whereas a phase jump in the later half results in a positive overall phase shift.









Figure 2.3: Sensitivity function g(t) of a Mach-Zehnder atom interferometer sequence
centered around t = 0 as defined in equation 2.39.
2.4.1 Finite Raman Pulse Duration
One can now deduce the total interferometer phase by integrating the Raman phase vari-








When combining this with the local Raman phase from equation 2.19 one obtains a cor-
rected form of equation 2.20 that accounts for the finite length of the Raman pulses [74]







This was confirmed experimentally using GAIN and yielded excellent agreement within
the measurement resolution of better than 10−9 g. Note that the interferometer phase in
equation 2.41 does not scale proportionally to the space-time area enclosed by the Mach-
Zehnder sequence anymore, which is proportional to (T + 2τ)T . See [92] for an extended
formalism and detailed description of this topic.
For the practical application as atomic gravimeter, however, this is of little interest as
the atom interferometer is usually operated on the central, or dark, fringe around ∆Φ ≈ 0
which is insensitive to this scaling. The next chapter will therefore turn to the estimation
of phase noise using the sensitivity function.
2.4.2 Raman Laser Phase Noise
The sensitivity function can also be used to estimate the effect of Raman phase noise on
the interferometer phase. The transfer function from phase noise of the Raman laser to
the interferometer output is derived from the sensitivity function Fourier transform G(ω)











Figure 2.4: Normalized interferometer transfer function showing the influence of Raman
phase noise on σrmsg,Ra. The GAIN setting T = 0.26 s (blue) is shown for two values τ = 30 µs
(solid) and τ = 300 µs (dashed), yielding different low-pass corner frequencies. Yellow and
green lines represent shorter pulse separations of 0.16 s and 0.05 s, respectively, which
demonstrates that the relative phase noise sensitivity increases for shorter T values.
and given by [91]






















which is a highly oscillatory function with zeros at frequencies fk = k/ (T + 2τ). It further
shows a first order low-pass behavior due to the finite pulse length with an effective corner
frequency of f0 = Ωr/(2π
√
3). Assuming that the Raman phase noise is given as the power
spectral density (PSD) Sφ(ω), the resulting root-mean-square (rms) interferometer phase














where σrmsΦ is in units of rad and σrmsg,Ra in m/s2 due to the normalization by keffT 2. Figure
2.4 shows the latter in order to demonstrate that the overall relevance of Raman laser
phase noise for the gravity measurement decreases for larger pulse separations T .
2.4.3 Vibration Phase Noise
Vibrations of optical elements guiding the beam from the laser to the physics package are
a primary concern for gravimeters and inertial sensors in general, even more than phase








Figure 2.5: Interferometer transfer function from mirror vibrations to interferome-
ter/gravimeter noise, showing oscillatory plus low-pass behavior. Different colors corre-
spond to pulse spacings T of 0.26 s (blue), 0.16 s (yellow) and 0.05 s (green), respectively.
noise introduced by the Raman phase-locked loop (PLL) components,
In the setup described here, both Raman frequency components are guided to the
physics package along the same beam and interact with the atoms in a retro-reflected con-
figuration detailed in chapter 3.1.4. Only vertical displacements δz of the retro-reflection
mirror therefore play a role and cause a Raman phase shift δφ = keff δz. In order to
calculate the effect of uncorrelated vibration noise of the mirror, it is again convenient to
express it as a power spectral density in acceleration units Sa(ω). This corresponds to





Note that, for mirror vibration frequencies where the condition ω  Ωr is usually met,
equation 2.42 can be simplified to
H(ω) = −4i sin2 (ωT/2) (2.46)
When combining equations 2.46 and 2.45 after dividing by keffT 2 in order to change
to acceleration units, we can write the transfer function Ha from mirror vibrations to






H(ω) = − 4i
(ωT )2
sin2 (ωT/2) (2.47)
which is again an oscillatory function with zeros at frequencies fk = k/T and a low
pass behavior at with a corner frequency of around 1/T . Longer interferometer times
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T therefore reduce the sensitivity to higher frequency vibrations. Note, however, that
for larger T the absolute phase noise increases quadratically so that the vibration noise
expressed in rad grows rapidly. Without countermeasures such as a vibration isolation
system, this quickly leads to washed out interference fringes and loss of phase information.
These properties of equation 2.47 were the main driving forces for the design of the active
vibration isolator described in chapter 3.2.
Analogous to equation 2.44, Ha(ω) can be used to estimate the rms noise of successive
interferometer measurements caused by parasitic mirror vibrations. If the spectral density
of the mirror vibrations is measured by an appropriate sensor as described in chapter 3.2








Moreover, the sensitivity function 2.38 can be used directly in this case in order to derive
the vibration induced phase as detailed in chapter 3.2.2.
Summary
This chapter gave a brief introduction of the atom-light interaction during stimulated
Raman transitions and derived the atom interferometer phase with path integrals including
all necessary corrections to measure the local gravity value with an accuracy of better
than 10−9 g. Furthermore, the sensitivity function as a general tool to describe the total
interferometer phase and the influence of the most important noise sources was introduced.
Chapter 3 will now give a detailed account of the transportable experimental apparatus
that was used for the gravity measurements presented later on in this thesis.
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Chapter 3
Experimental Setup
Figure 3.1: Photograph of the completed GAIN setup during the second mobile measure-
ment campaign in Onsala, Sweden. From left to right: Physics package, electronics and
control rack, laser rack.
The experimental setup used during this work is a transportable atom interferometer
which was specifically designed to perform high precision gravity measurements in a mobile
and robust package. It was originally conceived and built as part of a European initiative
to explore future inertial atomic quantum sensors (FINAQS). In order to improve its
mobility the instrument was separated into three separable units as shown in figure 3.1.
Each unit has a size of less than (1×1×2)m3 in order fit through standard doors and
can be moved around on built-in wheels by one to two people. The first unit is the
43
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physics package containing the vacuum system were the actual gravity measurement takes
place. A 19” rack containing the laser system forms the second unit which delivers all
necessary optical frequencies to the physics package through optical fibers. All systems
are powered and controlled from the third unit which is another 19” rack also containing
two computers for sequence control and data storage, respectively. The first version of the
instrument was completed and described in earlier works [82, 93, 94], and the first gravity
measurements were conducted at Humboldt Universität zu Berlin in 2010. In order to
reach the original goal of performing gravity measurements on remote sites beyond the
state-of-the-art, several improvements of the existing hardware and additional subsystems
had to be implemented as part of this work, such as a Tip/Tilt mirror or a magnetic shield
around the MOT-chamber. This chapter includes a short, but comprehensive description
of the overall experimental apparatus with references to previous results, as well as a
detailed analysis of subsystems that were added or modified as part of this work.
3.1 Physics Package
The experimental apparatus is built around an atomic fountain with an elongated inter-
ferometry section and vertical Raman beams retro-reflected by a mirror below the vacuum
system. This well-known retro-reflection architecture has the advantage that phase-noise
of the Raman beams due to vibrations of all optical elements are common mode and cancel
out in the gravity measurement, with the exception of the retro-reflection mirror which
provides the inertial reference. The fountain chamber was designed for uncompromising
gravimeter performance using a relatively long, magnetically shielded interferometer zone,
but also with flexibility in mind providing a total of 42 view ports. The physics package
can be divided into four functional parts as shown in figure 3.2. The first part is the
elongated interferometer zone on top, the second the state selection and detection zone
in the middle and third the MOT region in the bottom of the vacuum system which pro-
vides the pulsed source of laser-cooled Rubidium. Finally, the Raman retro-reflector on
the vibration isolation system below the vacuum system. A schematic overview of these
functional elements is depicted in figure 3.2 and each part will be reviewed in the following
sub-chapters.
3.1.1 Vacuum System
The main part of the physics package is the elongated, roughly 1.15 m tall atomic fountain
UHV chamber shown in figure 3.2. The UHV environment is necessary to prevent atom
losses during the course of a measurement due to interactions with the background gas.
Most parts of the vacuum system are milled from solid blocks of Titanium alloy due to its
advantageous mechanical and vacuum properties. Its low specific conductivity furthermore
enables faster decay of eddy currents than in an equivalent welded steel chamber. Conflat
(CF) flanges and Indium sealed windows keep the integrated leak rate small enough to
reach a base pressure of a few 10−10 hPa despite the large number of windows. A 20 l/s
ion pump and a Titanium sublimation pump attached to the detection region maintain
these conditions (not shown in figure 3.2). See [93] for a more detailed description of the
vacuum system.
The Rubidium source for the fountain was originally provided by dispensers from
SAES getters [93]. Unfortunately, they were completely depleted during the middle of this
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• Fluorescence detection 
  via PMT
• sequential detection
  pulse (state-selective)
Interferometer Zone
• 70cm length 
• T 300ms
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  (3 layers)
• Mach-Zehnder sequence
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Figure 3.2: Overview of the main functional parts of the vacuum chamber and physics
package. Four different functional segments are annotated top to bottom and described
in the text.
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work and had to be replaced in order to conduct the second mobile gravity measurement
successfully. The new dispensers by the company Alvatec and have a strongly increased
capacity1 compared to the previously used models. They emit Rubidium in its natural
isotopic abundances and feature significantly reduced emission of spurious elements during
operation. This reduced the vacuum pressure during fountain operation by nearly one
order of magnitude with respect to the previous sources to a few times 10−10 hPa while
still providing sufficient Rb to load the MOT within 0.6 s.
A replacement of the dispenser assembly without breaking the vacuum had been an-
ticipated during the construction of the vacuum chamber which is why it was separated
using a UHV gate valve2. Unfortunately, the valve‘s Viton seal had been damaged which,
according to the manufacturer, was most likely caused by accelerated aging under the
constant exposure to chemically reactive Rubidium. Performing this switching operation
without compromising the UHV conditions in the main chamber therefore turned out to
be challenging. By working in a glove-bag filled with dry nitrogen atmosphere evaporated
from a LN2 dewar, a renewed bake-out could nevertheless be avoided.
3.1.2 MOT Chamber
The bottom section of the chamber contains a MOT which prepares the laser-cooled atoms
for the fountain [81]. Six circularly polarized laser beams with a diameter of 30 mm (1/e2)
in a 1-1-1 configuration intersect at the MOT center. In this arrangement every beam
encloses an angle of 54.7 ° to the vertical. A magnetic quadrupole field is generated by two
air-cooled anti-Helmholtz coils which results in a central field gradient of approximately
0.5 mT/cm [93] at a current of 8 A. The 87Rb atoms are released into the chamber through
resistive heating of the Rubidium dispensers and loaded into the MOT from background
gas. The Rb pressure in the vacuum system can be finely controlled through variations
of the dispenser heating current, which is applied continuously during fountain operation.
The MOT chamber furthermore provides a tip/tilt mechanism through a vacuum bellow
which is essential for fine-tuning of the launch direction as described in [93]. In order to
compensate for background magnetic fields, bias coils were implemented and fine-tuned
in order to achieve the required µK temperatures during the moving molasses launch.
In order to monitor the size and shape of the MOT during loading and launch, three
triggered CMOS cameras are attached to the MOT chamber at different angles. The final
atom number in the MOT before launch can be estimated from fluorescence captured by
the cameras to around 109 87Rb atoms.
Magnetic Shield Implementation
During this work a magnetic shield was designed and implemented around the MOT-
Chamber. It serves the two interrelated purposes of shielding the MOT from background
magnetic fields and isolating the rest of the set-up from switching fields generated by
the MOT-coils, which turned out to have a particularly detrimental effect on gravity
observations through the vibration isolator right underneath the MOT chamber as detailed
in chapter 6.5.1. Due to the comparatively small dimensions of the GAIN MOT chamber,
two issues had to be overcome while designing the magnetic shield. First, the shield had to
14 dispensers containing 35 mg of Rubidium each
2VAT Mini UHV gate valve, Series 010
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(a) CAD drawing of the MOT region with magnetic shielding (shown transparent). Several impor-
tant functional elements are shown: Rubidium dispenser with gate valve (top left), vacuum bellow
actor (top right), compact MOT telescopes (distributed in 1-1-1 configuration), microwave adapter
(center, blue). The MOT bias field coils, wound around the chamber, are rendered as green(x),
blue(y) and yellow(z) tubes.
- - - /-
µ/
(b) Bias field simulation for the exact coil geom-
etry shown above. Solid/dashed lines indicate
the field distribution without/with MOT-shield,
respectively. Spurious gradients at the center
are smaller than 2 µT/(cm A).
- - - /-
µ
-
(c) Magnetic field measurement on the central
MOT shield axis, obtained with a 3D flux-meter.
Background fields at the center/MOT are sup-
pressed by a factor of 100. Dashed vertical lines
indicate the upper/lower shield limits.
Figure 3.3: GAIN MOT overview. See also appendix A for a photograph of the running
MOT system without magnetic shield.
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be engineered tightly around the compact vacuum joint in order to provide good shielding
characteristics at the MOT position without constraining the vacuum bellow. Second, the
previous bias field coils used until then were far too bulky to fit into the shield and had
to be redesigned completely.
The first issue was addressed with a cylindric one-layered Mu-Metal shield carefully
designed to fit around the MOT section of the vacuum chamber with minimal opening at
both top and bottom for the vacuum bellow and Raman beam, respectively. It is shown
in the bottom of figures 3.1 and 3.2 and detailed in the CAD drawing in figure 3.3. In
order to enable quick access to the MOT chamber it consists of two removable segments.
One extension port close to the dispenser assembly enables future additions to the MOT
chamber, such as a 2D-MOT, in order to enable faster MOT loading [95, 96]. The vacuum
joint actors were furthermore adapted to allow remote motorized tip/tilt operation, which
was necessary as the magnetic shield otherwise prevents access.
In order to provide a homogeneous bias field at the location of the MOT without the
need for bulky Helmholtz coil pairs, the respective coils were wound directly around the
MOT chamber. A preceding FEM simulation of the resulting field was used to find a
configuration with 4 coils for each axis that delivers reasonable homogeneity of the bias
field despite the otherwise unsuitable geometry of the MOT chamber. See figure 3.3 for a
CAD drawing of the final MOT setup and the simulated magnetic field distribution.
The measured shielding behavior displayed in figure 3.3c shows a reduction of back-
ground fields of around two orders of magnitude at the location of the MOT, which agrees
well with FEM simulation. This enables mG background fields without active compen-
sation and almost supersedes the need for a homogeneous bias field altogether. This is
confirmed by the atomic fountain optimization where the bias coils are now only used to
separate the magnetic sub-levels during velocity selection.
3.1.3 Detection and State-Selection Chamber
The central section of the vacuum chamber consists of an octagonally shaped region, which
provides twelve access ports on three horizontal(x-y) planes and four diagonal view-ports
on vertical(x-z) plane. See figure 3.4 for cut-view schematics of the overall geometry. Both
vacuum pumps are mounted along a horizontal axis in close proximity to the detection
area. This minimizes the background gas pressure compared to other parts of the chamber
which benefits the signal to background ratio during detection. To facilitate the state-
selection a microwave adapter is mounted along the pumping axis which, compared to a
previous configuration perpendicular to this axis, frees up one more axis for optical access.
Light from an auxiliary fiber coupled to both repump- and cooling-laser enter the chamber
through a diagonal view-port to implement resonant blow-away pulses for both hyperfine
ground states. Three additional diagonal view-ports are available and could be used, e.g.,
for the implementation of advanced detection schemes or cooling methods such as Raman
sideband cooling.
The fluorescence detection system consists of a resonant collimated beam which is
retro-reflected in the central detection zone. The beam has a diameter of around 50 mm
(1/e2) and can be stopped down using a diaphragm aperture to a diameter Ddet that can
be varied between 5–30 mm. Both F = 1 and F = 2 resonant light can be coupled into this
beam through independent AOMs, which allows to facilitate the state-selective detection
sequence. The fluorescence light of the atoms in the detection area is imaged onto the



















































Figure 3.4: State-selection and detection region in simplified horizontal(left) and verti-
cal(right) cut-views. The fluorescence detection system, blow-away beams and microwave
adapter for state-selection and vacuum pumps are depicted schematically. Free diagonal
view-ports for future modification are indicated on the vertical cut-view.
PMT by two plano-convex lenses3 in a scale-preserving 1f-1f configuration, collecting a
solid angle of around 4π × 0.017 sr. An aperture with 4 mm horizontal width in front of
the PMT restricts the size of the detection region and minimizes stray light in combination
with a conically-shaped beam-dump behind the opposite view-port. In order to measure
the relative population of both hyperfine states, a state-selective detection sequence is
used which will be detailed in chapter 4.4.
3.1.4 Interferometer Zone and Raman Beams
The section in which the atom interferometry takes place consists of a magnetically
shielded, cylindrical region with a length of 0.7 m as indicated in figure 3.2. Both Raman
beam frequency components enter the chamber from above through the same telescope
with a beam diameter of 30 mm (1/e2) in the same linear polarization. They are then
retro-reflected through a quarter wave-plate in the orthogonal linear polarization on the
way back to the Raman telescope (lin⊥lin configuration). Since the quantization axis
provided by the vertical magnetic bias field is parallel to the Raman wave-vector keff, this
configuration only drives σ± transition as indicated in figure 3.5. Counter-propagating
beam pairs then drive Doppler-sensitive σ+σ+ and σ−σ− transitions with ∆m = 0 in
3PMT R10699, Hamamatsu; Lens: clear aperture 38 mm, focal length 70 mm













Figure 3.5: Raman polarization schemes used in GAIN. (a) Vertical quantization axis and
the decomposition of linear into circular polarizations. (b) Doppler-sensitive transitions
in the (lin⊥lin) scheme for both down- and upwards directed photon recoil, see text for
more details. (c) Doppler-insensitive Raman transitions can be implemented by inserting
a quarter wave-plate behind the Raman telescope and blocking the retro-reflecting mirror.
Modified figure, original courtesy of V. Schkolnik.
order to couple the magnetically insensitive |F = 1,mF = 0〉 ↔ |F = 2,mF = 0〉 states4.
The effective two-photon Rabi-frequency for transitions ∆m = 0 cancels out due to the
respective Clebsch-Gordon coefficients. Doppler-insensitive transitions in the lin⊥lin con-
figuration are suppressed by negative interference between σ+σ+ and σ−σ− transitions
and, additionally, by the detuning of the Raman frequency to account for the atomic
Doppler-shift moves those transitions out of resonance during the interferometer sequence.
See [97] for a quantitative description of the effective Rabi frequencies between different
magnetic sub-levels.
In order to avoid level shifts due to magnetic fields, the interferometer region is care-
fully shielded by a three-layer Mu-metal shield which reduces stray magnetic fields by a
factor of about 1000 [93]. For the Raman pulses during the interferometer sequence to
work properly, it is necessary to keep the quantization axis of the atoms aligned with the
propagation vector of the Raman beams. This is done using a helical coil set in a precisely
wound grove which generates a highly homogeneous bias field of approximately 4 µT at a
current of 9.5 mA.
3.2 Vibration Isolation System
The mirror which retro-reflects the Raman beams underneath the vacuum chamber ef-
fectively acts as the inertial reference for the gravity measurement. Any vibrations it
4Transitions between the m = ±1 states will also driven and can either be avoided through preselection
as described in chapter 4.2, or by resolving the Zeeman splitting though a sufficient bias field.
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exhibits during the interferometer therefore enter as phase noise and shift the measured
gravity value. This is especially severe for low frequency vibrations below 1/T ≊ 4 Hz due
to the interferometer transfer function shown in figure 2.5. Moreover, with the compar-
atively large pulse spacing T = 0.26 s used here during the gravity measurements, this
phase noise easily has an amplitude of several radian which makes it difficult to assign a
specific data point to the correct interferometer fringe and extract the phase information.
Two established approaches exist in order to deal with this problem: isolating the mirror
from external vibrations very carefully using specialized active isolation systems [98], or
recording the vibrations and removing their effect using a post-correction algorithm [99].
The lowest vibration induced phase noise published [12] so far was found using the first
approach whereas the second method is very attractive for mobile instruments due to the
simple and compact architecture. In this work both strategies were combined by actively
isolating the mirror and additionally removing remaining vibration in the feedback error
signal in post-correction.
3.2.1 Active Vibration Isolator
A customized active vibration isolator was developed, built and characterized during an
earlier work of the author [94, 93]. It was improved as part of this thesis by locating and
centering the accelerometer axis exactly below the mirror and platform center in order
to minimize cross-coupling of horizontal vibrations. Additionally, the control software
was extended to allow for more general feedback filter parameters and sub-ms level syn-
chronization with the interferometer sequence which is important for post-correction. A
Tip/Tilt system for the retro-reflecting mirror was also implemented to allow for compen-
sation of the Coriolis effect and is described in chapter 3.2.3. The rest of this chapter
will briefly introduce the active system with special emphasis on the implemented im-
provements. For a more detailed description of the mechanical system and feedback loop
parameters, refer to [94]. An illustration of the system can be found in figure 3.6. It
is based on a commercial passive vibration isolation platform Minusk 50BM-10 with an
effective resonance frequency of 0.5 Hz along vertical and horizontal5 direction. In order
to minimize the non-linearity of the negative-stiffness mechanism, the passive vertical res-
onance frequency is actually tuned slightly higher to 0.7 Hz, see [94]. Residual vibrations
on the platform are measured by a low-noise seismometer Guralp CMG-3VL with a band-
width of 0.005–100 Hz. The acceleration signal is fed into a digital feedback filter based
on a NI compactRIO real-time system. A field-programmable gate array (FPGA) with a
24 bit analog-to-digital converter (ADC) and a 16 bit digital-to-analog converter (DAC)
implements the digital filter with a sample rate of 1562.5 Hz, which is around two orders of
magnitude higher than the achieved control bandwidth. The filtered voltage signal is then
fed into a voltage-controlled current source. It sends a current to two voice-coil actuators
which are built into the vertical isolation stage of the MinusK platform and exert a force
between its top and bottom in order to close the feedback loop. Special care was taken
to make sure that no mechanical friction is introduced by the voice coils which would
otherwise drastically reduce the effectiveness of the passive isolation system.
The behavior of the active system under quiet and noisy environmental conditions is
depicted in figure 3.7 which shows amplitude spectral densities, absolute transmissibility
5Custom-built columns from MinusK and improved leveling feet were used to achieve the 0.5 Hz hori-
zontal resonance frequency of the inverted pendulum mechanism as described in [94]

















Figure 3.6: CAD drawing of active vibration isolation system with the architecture of the
feedback loop. See [94] for more details.
and coherence measured using the in-loop feedback accelerometer on the platform and a
second, independent sensor on the floor next to the system. The system works as expected
in the relatively noisy environment shown in red, showing a strong reduction of vibrations
above the effective resonance frequency of 0.05 Hz. The bandwidth of the feedback loop
extends to approximately 10 Hz after which the passive mechanism of the platform works
well at reducing higher frequency vibrations. In environments with low seismic excitations
the transmissibility looks similar below 10 Hz but becomes approximately unity for higher
frequencies. This shows that the passive mechanism of the platform is not working as
expected under low noise conditions, for unclear reasons. The noise floor of the platform
accelerometer is unlikely to be the problem as it is specified to below 2×10−8 m/s2/
√
Hz
below 20 Hz. Sensor noise should, if at all, first limit the ground accelerometer as its self-
noise is substantially higher. The effective digitization noise floor of 2.3×10−10 m/s2/
√
Hz
is also much too small to cause this effect. Cross-coupling of high-frequency horizontal
vibrations by the platform mechanics could theoretically be responsible. Since the ratio
of horizontal- and vertical vibration magnitudes are roughly the same at both locations,
however, this seems unlikely to cause this particular issue. Directional cross-coupling
caused by the platform accelerometer is also unlikely as it should, if present, only manifest
within the active feedback bandwidth which ends around 10 Hz.
This behavior was only observable during the two mobile measurement campaigns
at geodetic observatories due to the quieter environmental conditions and particularly
developed during the campaign in Onsala, Sweden. Extensive efforts during the cam-
paign, which included a complete reassembly of the platform modifications, did not fix
the problem. We therefore suspect that acoustics or other vibrations transmitted through
air or the accelerometer cabling and/or residual friction and stick-slip movements in the
platform mechanics are the cause. Although the short term sensitivity of the atom in-
















































Figure 3.7: Vibration isolator performance in a noisy physics lab at HU-Berlin (yellow) and
on a low-noise concrete pillar at Onsala Space Observatory, Sweden (blue). Top: amplitude
spectral density (ASD) of vibrations recorded simultaneously on the platform (solid) and
the ground (dashed). Middle: Transfer function estimates yielded by cross spectral density
(solid) and by dividing the above ASDs (dashed). This shows coherent and incoherent
contributions to the remaining noise, respectively. Bottom: Coherence between platform
and floor sensors. Since sensor noise is negligible, low coherence indicates that the platform
is disturbed by external, uncorrelated noise. See text for further discussion.
terferometer should currently not be compromised due to the relatively high frequency of
more than 10 Hz and the interferometer transfer function, this issue should in the future
be investigated further at a quiet measurement site.
Accelerometer Alignment
Since the active isolation system is only implemented along the vertical, it is crucial to
avoid cross-coupling of horizontal vibrations and platform tilt modes. Our accelerometer
has a particularly well-defined measurement axis with a specified directional cross-coupling
of less than −65 dB which helps in minimizing this effect. In order to not be limited
by misalignments of this well-defined axis it must be oriented vertically to better than
0.5 mrad. This is, unfortunately, complicated by the fact that the measurement axis is
not collinear with the cylindric casing axis but is both translated from the center of the
casing and tilted with respect to the cylinder axis. Some of these issues were discovered
in [94] and the sensor subsequently shipped back to the manufacturer for improvement
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Rotation parallel to Cable Axis

















CMG3-VL V3I64 Sensor Axis Location
Figure 3.8: Platform accelerometer measurement axis alignment. Left: axis position rela-
tive to cylindric housing, measured by placing it on a rocker board and minimizing the tilt
sensitivity. Note the large deviation from the center along the yellow axis. Right: Mass-
position output as a function of the instrument tilt angle, indicating the axis alignment
relative to the housing. This shows significant offsets on the 10 mrad level.
which, however, could not be accomplished within the limited amount of time between
two measurement campaigns.
Both orientation and position of the measurement axis were thus measured and docu-
mented as part of this work as shown in figure 3.8 . The measurement result is a position
offset of (14.0±0.3)mm along one axis and respective misalignments of −4.38 mrad and
9.25 mrad with respect to the casing. An adapted mounting plate with a precision leveling
stage was designed and built for the accelerometer so that the measurement axis is vertical
and placed over the middle of the platform, and co-centric below the retro-reflecting mirror.
This precaution should minimize the coupling of horizontal vibrations and platform tilt
modes into the vertical where they may compromise the vibration isolator performance.
Group Delay
The complex transfer function of the active isolation system generally has a frequency
dependent phase which potentially distorts gravity signals in frequency bands for which
the group delay is not negligible. This is of relevance when comparing the signal of two
different sensors with different transfer functions with signals in the relevant frequency
band. In order to investigate this effect, the group delay τ(ω) = −dΦωdω was evaluated
numerically. The result is displayed in figure 3.9 and shows that there is a delay of several
seconds for signals around 10 mHz, just below the effective resonance frequency of the
system. Fortunately most measured signals are either lower in frequency, e.g. tidal signals
with frequencies below 3×10−4 Hz, or higher in frequency such as micro-seismic excitations
above 0.1 Hz. Seismic excitations in the affected frequency range are usually too small in
amplitude to appear in the gravity measurement but have to be considered during specific
events such as earthquakes.
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Figure 3.9: Simulated group delay of the active vibration versus frequency, based on a
transfer function model which matches the transmissibility shown in figure 3.7.
3.2.2 Post-Correction
Due to the finite feedback gain and residual transmissibility of the active vibration isola-
tion, the error signal from the CMG3 platform accelerometer still contains usable vibration
signals. It can therefore be recycled to simultaneously follow the alternative approach of
recording mirror vibrations and removing their detrimental effect in post-correction [99].
This is particularly useful to remove micro-seismic vibrations in the 0.1–0.3 Hz frequency
band at which the gain of the feedback mechanism is often not high enough.
The phase offset caused by mirror vibrations during the interferometer sequence can be
calculated using the sensitivity function approach summarized in chapter 2.4. By combing








where t1 and t3 are the times of first and third interferometer Raman pulses and g(t) is
the sensitivity function defined in equation 2.39, centered around the second pulse.
Φvib can be readily calculated from the output signal of the platform accelerometer
if v(t) is permanently logged to the database system (see chapter 3.4) with sub-ms jitter
relative to the interferometer pulses6. As both functions are implemented on different
hardware, a simple synchronization was first attempted in [94] using the network time
protocol (NTP). Since the achieved synchronization only succeeded with a jitter of several
ms, a TTL trigger was implemented later on which enables sub-ms synchronization be-
tween the acceleration data and the interferometer pulses. In order to compensate for the
accelerometer‘s phase response, the recorded signal is digitally filtered in post-processing
through the CMG3 transfer function on a reversed time-axis. The resulting time-series
then contains the platform motion filtered twice by the CMG3 frequency response while
canceling out its phase response. In addition to improving the phase matching for post-
correction, this process additionally attenuates spurious signals outside the sensor band-
6In order to keep the post-correction phase error smaller than ∆ϕ = 0.1 rad for f = 50 Hz, the timing
error should be smaller than σt = ∆ϕ2πf ≈ 0.24 ms.
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Figure 3.10: Distribution of data points
on the interferometer fringe (solid line)
with(green) and without(blue) vibration
post-correction(blue).
Figure 3.11: Residual noise of gravity mea-
surements with(green) and without(blue)
post-correction. The right side of the plot
shows corresponding normal distributions
with width σ of 71 nm/s2 and 140 nm/s2
width such as slow temperature drift, which may otherwise compromise the post-corrected
gravity signal.
Equation 3.1 is evaluated for each individual measurement during data processing and
the resulting shift Φvib is added to its effective phase value. Figure 3.10 shows the measured
state population at the interferometer output port as a function of the Raman phase setting
with and without post-correction. The solid line represents the expected interference fringe
to which the data points adhere to much better when the additional vibration phase term
is used (shown in green). This significantly reduces noise in the gravity measurement by
about a factor of 2 as shown for a sample dataset in figure 3.11. The discussion of the
gravity comparison campaigns will, later on in chapter 5.4, yield further insight into the
efficacy of this post-correction implementation and the composition of the total gravimeter
noise.
3.2.3 Tip/Tilt Mirror System
The Raman retro-reflection mirror is mounted on a Tip/Tilt stage which was designed
and built during this work in order to facilitate Coriolis effect compensation following an
idea from [86]. This, in combination with a motorized Raman telescope mount described
in chapter 6.2.1, also allows for precise tilt alignments of the Raman beam during gravity
measurements.
The system is based on a commercial, closed-loop Piezo Tip/Tilt stage, PI S-330.2SL.
It has a two orthogonal axes provided by a parallel flexure mechanism with a resolution
of up to 20 nrad and a dynamic range of ±1 mrad. The integrated strain-gauge sensors
allow for a specified closed-loop repeatability in the 0.1 µrad range. Commercial control
electronics by the same manufacturer are used to ensure the specified performance of the
Piezo actors. The Raman mirror and the quarter-waveplate are encased in a tubed housing
and are mounted on top of the Tip/Tilt table. Given the small size and weight of the
of the mirror assembly as detailed in figure 3.12, the resonance frequency of the Tip/Tilt





Figure 3.12: CAD drawing of the Piezo Tip/Tilt mirror system situated on the vibration
isolator. The outer dimensions of the total system are (90×76×94)mm3. The mirror
assembly on the Tip/Tilt actor has a 55 mm diameter, height of 42 mm and a weight of
approximately 160 g.
system should be around 300 Hz. The total vertical distance between the pivot point and
the mirror surface is 21.9 mm. Due to the limited range of the Piezo actor, the whole
system is mounted on a manual mirror mount for coarse adjustment.
The Tip/Tilt system is controlled via two analog voltage outputs from the same FPGA
that facilitates the digital feedback filter for the active vibration isolator. In order to syn-
chronize the system with the interferometer sequence, a TTL trigger pulse from the timing
system initiates the pre-programmed rotation sequence. The implementation details of the
Tip/Tilt control system will be discussed separately in chapter 3.4.1.
3.3 Laser System
The laser system is responsible for generating all optical frequencies required in the exper-
imental sequence as shown in figure 3.13. It must also be small and robust enough to fit
into the limited available space, withstand challenging conditions during transport and it
must not require frequent readjustments which would otherwise interrupt the gravity mea-
surement. A modular system based on 780 nm diode lasers in multiple modules connected
by optical fibers was chosen to meet these requirements. The first version was originally
developed in [82] and used for the first gravity measurement. Due to reliability and sta-
bility issues with the first generation MOT light amplifier and distribution modules, these
two components were redesigned and improved in [80, 101].
Since a detailed description of the complete laser system already exists in the above
references, only a short summary of the latest version is given here, which highlights the
general architecture and crucial components. The Raman laser module will receive more
attention as its implementation details are important for the control of several systematic















































































































































Figure 3.13: Rubidium 87 D2 line hyperfine structure with the necessary laser frequencies
for laser cooling and stimulated Raman transitions for atom interferometry. Frequency
values adopted from [100] and color-coded in agreement with other figures in this document
.
effects. All optical frequencies required during the experimental sequence, as depicted in
figure 3.13, are generated using 5 laser sources in distinct modules connected by optical
fibers as shown in figure 3.14.
Reference Laser This module provides the optical frequency reference to which all other
lasers (except the Raman slave) are directly phase-locked with freely adjustable
offset frequencies [82]. This architecture ensures at the same time optimal flexibility
and accuracy in terms of frequency control. The spectroscopy module contains an
external cavity diode laser (ECDL) and a Rb spectroscopy cell and is frequency-
locked to the 85Rb D2 F3 → F′4 line using modulation transfer spectroscopy (MTS)
[102]. Together with a 40 MHz offset due to an internal AOM this leads to an optical
frequency of 1086.69 MHz above the 87Rb D2 F2 → F′3 transition.
Cooling Laser light for the MOT telescopes is generated by a distributed feedback
(DFB) laser diode frequency stabilized around the 52S1/2 F = 2 → F′ = 3 transition.













































Detection Region MOT Telescopes Raman Telescope
Figure 3.14: Structure of the GAIN laser system. Boxes correspond to separate laser
modules connected by optical fibers with colors indicating the same optical frequencies as
depicted in 3.13.
Its output is amplified by one separate 2 W tapered amplifier (TA) module which
delivers a fiber-coupled output power of almost 1 W [101]. This results in a power
of approximately 50 mW per beam in the vacuum chamber, which corresponds to
roughly one saturation intensity for the large 30 mm 1/e2 MOT beam diameter. In
order to facilitate the moving-molasses launch sequence, the upper(A) and lower(B)
MOT beam triplets need a relative frequency shift implemented using two separate
modules with single-pass AOMs used for both frequency shifting and intensity/pulse
control as detailed in [80]. The MOT-B switching module also provides a repumper
input and auxiliary output fibers for detection, blow-away and repump beams. Two
purely passive distribution modules with one input and three outputs then deliver a
total of six optical fibers to the MOT telescopes.
Repump Laser As the cooling transition of 87Rb is not fully closed, atoms get lost from
the cooling cycle through decay to the F = 1 ground state. This laser drives the
52S1/2 F = 1 → F′ = 2 transition from where the atoms can decay back to the F = 2
ground state which returns them to the cooling cycle. The light is generated by a
DFB diode laser which delivers a approximately 10 mw each to the MOT-repump-
and the detection-fiber, which is more than enough. Originally it was also coupled
into the MOT-B fibers which was later removed, however, since it reduced the cooling
power efficiency in the MOT-B path with the current switching module design [80].
In order to facilitate blow-away pulses for atoms in the lower hyperfine ground state
the repump laser can quickly be tuned to the F1 → F′0 cycling transition.






















































Figure 3.15: Simplified schematic of the Raman laser module with optical PLL and inten-
sity control loops. Only crucial optical and RF components are shown for clarity. For a
more detailed description refer to [82, 80].
3.3.1 Raman Laser System
Since all phase noise between the two Raman frequency components directly enter in the
atom interferometer and the intensity is actively controlled to reduce light-shifts, special
care was taken in the design of the module. The important aspects are summarized
here for completeness, see [82, 80] for a more detailed description. Figure 3.15 shows
a schematic view of the Raman laser module. Two ECDL lasers with a line-width of
around 30 kHz, coined Raman master and slave, generate both frequencies required to drive
stimulated Raman transitions. The Raman master is phase locked to the reference laser
at a one-photon detuning of 700 MHz to the red with respect to the 52S1/2 F = 2 → F′ = 1
transition. The slave laser is phase locked to the master laser with an offset frequency
equaling the hyperfine splitting of around 6.8 GHz. Both lasers are amplified by tapered
amplifiers and pass through actively heated Rb cells7 in order to minimize resonant spectral
pedestals due to amplified spontaneous emission (ASE) in the amplifier chip. This serves
to filter out resonant components of the pedestal which potentially cause light-shifts in the
atom interferometer. The desired Raman frequency components are off-resonant enough
due to their one-photon detuning of several hundred MHz with respect to the D2 line and
are therefore not significantly attenuated.
The beams are then overlapped into the same polarization and coupled into an intra-
module single mode PM fiber with a length of 1 m. This acts as a spatial mode filter
which strongly suppresses phase instabilities due to a mode mismatch at the Raman slave
7During the 2nd mobile comparison campaign in Onsala, Sweden, the cells were heated to around 45 °C
whereas earlier campaigns left them at room temperature.
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beat-note diode behind the fiber. A single-pass AOM is used behind the fiber for flexible
pulse-shaping during the experimental sequence.
An active intensity stabilization system monitors the power of both beams indepen-
dently using a photo diode behind a polarizing beam splitter (PBS) in order to compensate
for slow power drifts. Since both beams are already overlapped in the same spatial and
polarization mode at this point, two alternating shutters in front of the beam combiner are
used to measure the master and slave intensity periodically between experimental runs.
A sample-and-hold controller then adjusts the TA current to stabilize the beam powers
around the set-points. A second photo-diode on the other PBS side measures the power re-
turning from the physics-package which is used for the active retro-reflection stabilization
as detailed in chapter 6.2.1.
The Raman slave optical PLL is a custom design from [82] and features a HF modu-
lation circuit to achieve a large control bandwidth of around 4 MHz to avoid phase noise
in the frequency band of 0.1–60 kHz where the interferometer is most sensitive according
to the transfer function shown in figure 2.4.
A schematic of the phase lock architecture is shown in figure 3.15 and explained in
full detail in [82]. Since most low-noise phase-frequency detectors (PFDs) do not work
at frequencies as high as 6.8 GHz, the Raman beat is first down-converted to a lower
frequency using the output of a dielectric resonator oscillator (DRO) which is phase-
locked to a 6.8 GHz signal with a variable offset fDRO. It is part of an integrated frequency
multiplication chain designed and built by the group of A. Landragin at SYRTE, Paris





= fDRO + f
DDS
PFD = 6.8 GHz − fDDSDRO + fDDSPFD (3.2)
where fDRO and fPFD are created by two independent direct digital synthesizer (DDS) and
can be controlled at will during the interferometer sequence as detailed in chapter 3.4.2.
Note that the DRO has a limited electrical tuning range of approximately (6745±10)MHz
which limits the practical values of fDDSDRO at the current mechanical tuning to around
(55±10)MHz. For the standard setting fDDSPFD = 90 MHz the Raman resonance condition
for atoms at rest is met at fDDSDRO ≊ 55.317 MHz. Note that, because of the variable DRO
frequency, the reference input of the Raman slave PLL can be left constant during the
entire Raman frequency chirp which compensates for the atomic Doppler shift during the
sequence. This circumvents problems due to potential frequency dependent PLL phase
shifts which could otherwise cause systematic offsets in the gravimeter measurement.
Since DRO phase noise will directly enter in the atom interferometer phase, a low-noise
frequency reference is used as an input to the multiplication chain. Due to its importance
and because it also serves as a reference oscillator for all other parts of the GAIN setup
this will be discussed in more detail in the next chapter.
Frequency Reference
All radio frequencies used in the experiment, including the frequency difference of the
Raman lasers, are ultimately derived from the low-noise frequency reference depicted in
the bottom right of figure 3.15. In order to not limit gravimeter performance by noise
sources in this reference or other elements in the frequency chain great care was taken to
ensure that the chosen components meet the required noise specifications [82, 93]. Since no
single quartz oscillator fulfills the noise specifications at both low and high frequencies, a























Figure 3.16: GAIN frequency chain phase
noise contributions, from [82]. The green
dashed line was measured separately and
shows qualitatively the degrading influence


























Figure 3.17: Gravimeter noise when accu-
mulating the spectra shown on the left fig-
ure from high to low frequencies as described
in the text. Quartz oscillator phase noise
and/or external GPS phase noise between
1–10 Hz clearly dominate.
combination of two oscillators packaged in a Spectradynamics DLR-100 reference is used.
It provides an 100 MHz ultra low-noise quartz oscillator (Wenzel ULN) phase-locked to a
frequency-doubled 5 MHz quartz (Wenzel Blue Top ULN) for low phase noise both close
to and far away from the carrier frequency, and has outputs at 10 MHz and 100 MHz.
The 10 MHz port is used to synchronize the hardware clocks of the supplied PXI- and
DAQ hardware and test equipment. In order to compensate for slow drifts of the quartz
oscillators during long-term measurements, the reference can optionally be stabilized to
an external 10 MHz signal with a locking bandwidth of a few Hz.
Phase Noise
The phase noise contributions of all components in the frequency generation chain directly
enter in the gravimeter measurements as interferometer phase noise. This was investigated
in [82] for the same Raman phase lock and will be briefly revisited here. The total result-
ing gravimeter noise can be calculated by integrating over the Raman phase noise PSD
weighted with the squared interferometer transfer function |H(ω)|2 as detailed in chapter
2.4 and equation 2.43. When the integration is performed from the upper frequency end of
the spectrum down to a certain point ω′ and the resulting noise σg,Ra plotted as a function
of ω′, the contributions of the each frequency chain component becomes apparent. This is
depicted in figure 3.17 for GAIN standard parameters of T = 260 ms and τ = 36 µs. For
frequencies above 10 kHz, noise from the OPLL dominates, whereas between 10 kHz and
20 Hz the frequency multiplier chain contributes most. Phase noise below 10 Hz due to
the 10 MHz GAIN reference quartz, however, dominates the overall picture leading to a
best-case sensitivity of 10 nm/s2 for one individual measurement during regular operation
without an external reference.
In order to estimate the influence of the external reference on GAIN quartz phase noise,
a GPS stabilized oscillator8 operating at HU-Berlin was characterized against a more stable
8Arbiter GPS
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model9 during this work. The former showed significantly more phase noise below 10 Hz
than the GAIN reference quartz as indicated by the dashed green line in figure 3.16. If
the GAIN quartz is stabilized to it, this noise directly enters the GAIN frequency chain
within the external locking bandwidth of a few Hz and deteriorates gravimeter noise to
approximately 40 nm/s2 as calculated in figure 3.17. This value agrees well with observed
interferometer phase noise in Doppler-insensitive mode where vibration induced noise is
eliminated and Raman phase noise the dominates.
During the mobile gravimeter comparisons conducted in Wettzell and Onsala, locally
available hydrogen maser reference signals were used instead of the tested GPS oscilla-
tor. Despite their excellent long-term stability, short-term phase noise here is still entirely
determined by the employed quartz oscillator and depends on the exact model and ver-
sion10. Unfortunately, measurements of the reference phase noise were not possible during
either campaign so that we have to rely on performance specifications for this discussion.
The specified Wettzell maser phase-noise is well below the specifications of the GAIN
quartz and shouldn’t deteriorate the Raman phase noise. This was not the case in Onsala,
however, where the specifications are similar to the GPS receiver tested in Berlin.
We conclude that gravimeter noise due to Raman phase noise, depending on the ex-
ternal reference, had an amplitude of 10–40 nm/s2 for the measurements presented here.
This constitutes the second largest noise source in the set-up. In order to improve the
gravimeter sensitivity significantly in the future, excess Raman phase noise from the ex-
ternal reference will have to be removed from the GAIN frequency chain. Two different
approaches are available for this purpose. One can either stabilize the GAIN quartz to
available references with a custom, very slow PLL. This combines the long-term stability
of the reference with low phase noise of the GAIN quartz and was tested successfully using
a digital PLL. The alternative approach is based on operating the GAIN quartz without
external reference and monitoring the frequency drift with a counter. The associated grav-
ity bias is detailed in chapter 6.3.2 and could simply be corrected for in post-processing
with equation 6.19. This rather simple approach has already been used in other atom
interferometer setups such as [99].
3.4 Timing and Control
The system responsible for controlling the data acquisition hardware and laser system
electronics is crucial for creating and managing the gravimeter sequence which starts with
loading the MOT and ends with the detection sequence after the interferometer pulses.
The timing and jitter of the various events should be below the µs level in order to make
sure that they do not cause shot-to-shot measurement fluctuations. The system also has
to be able to control various types of input and output hardware simultaneously using
a range of different hardware interfaces which includes the data acquisition hardware,
frequency synthesizers and the Piezo tip/tilt mirror system. Furthermore, the timing and
details of all events must be able to change easily and quickly, and these changes have to
be automatically referenced to the obtained measurement data for subsequent analysis.
These requirements were fulfilled with an elaborate system based on a National In-
struments (NI) PXI hardware and a database storage back-end described in detail in [93,
9Timetech GPS reference with OCXO 8607 ULN option
10Low frequency phase noise is not critical for many H-Maser applications, such as VLBI


























Figure 3.18: Structure of the GAIN sequence control and timing system. Various external
hardware interface are shown within dashed boxes. Sub-µs timing accuracy is achieved
by virtue of the common reference clock (top right) and triggering by a FPGA timer. All
sequence- and measurement data are stored in an external database (top left) for secure
and flexible access.
80] and are covered briefly here for completeness. During this work the system was ex-
tended to include agile and flexible frequency control of the Piezo Tip/Tilt mirror system
described in chapter 3.2.3 and of the Raman laser DDS which will therefore be discussed
in more detail. Several significant additions of the timing software are also mentioned.
A schematic overview of the timing system structure is shown in figure 3.18. The
sequence control system is based on a NI PXI system containing several DAQ extension
cards and a FPGA card NI PXI-7811R. The control software was implemented in Lab-
view and runs on the PXI controller. The program consists of several abstraction layers
from the top-level user interface down to the low-level Labview-FPGA code that gov-
erns the sequence timing. This enables high-level user control of all parameters relevant
for the gravimeter and the implementation of automated measurement protocols such as
the gravimeter sequence described in section 4.5. It also enabled to implement, on a yet
higher abstraction layer, the automated tilting of the Raman beams during a gravimeter
measurement for alignment of the measurement axis with gravity.
In order to eliminate jitter caused by indeterministic CPU execution timing, the en-
tire sequence for one instrumental run is preloaded into internal buffers of the various
input/output systems. This takes an overall time of approximately 200 ms during the
MOT loading period when no other sequence events take place. The timed execution is
then performed solely using trigger pulses from the deterministic FPGA counter. The
triggers are delivered to the DAQ cards using TTL pulses via the PXI backplane with
sub-ns jitter. From there they are relayed to multiple DDS (direct digital synthesizers)
and the Tip/Tilt-Controller via the PXI-6259 card over coax cables. In order to en-
sure synchronization between the FPGA- and DAQ-cards, their internal oscillators are all
phase-locked to the 10 MHz output of the reference oscillator through the PXI-backplane
clock. All DDS are also referenced to this oscillator via 100 MHz and 300 MHz outputs
derived from the Raman frequency chain system.
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All voltage input and output channels are provided by two PXI-6723 and one PXI-6259
data acquisition (DAQ) cards. This results in a total of 24×16 bit input channels for timed
1 Msps data acquisition and 64×16 bit output channels with a variable range of up to ±10 V
for synchronized arbitrary waveform output during the sequence. The output channels are
used to control, e.g., AOM diffraction efficiencies using voltage variable attenuators or the
current drivers sourcing magnetic field coils on the physics package. Additionally, 32
external TTL signal channels are used, e.g., to control fast RF-pulse switches in the AOM
signal paths and to deliver trigger pulses to the laser shutter drivers, Tip/Tilt mirror, MOT
cameras, DDS and other subsystems. All channels are delivered through coax BNC- or
SMA-cables via a custom-built signal breakout box which contains additional functions
for some channels such as shutter drivers or active impedance converters.
Two Novatech 409b DDS11 provide a total of 8 independent RF signals for the cooling-
and repump laser PLL reference and for all AOMs in the GAIN laser system. Their internal
oscillators are locked to the 100 MHz GAIN low-noise reference oscillator as shown in figure
3.18. Since the programming interface to the timing system is a comparatively slow RS232
connection, all frequency-, phase- and amplitude-values required during the sequence are
preloaded into an internal 4MB ”Table Mode” buffer prior to each measurement run.
After optimizations of the serial communication conducted during this work, the complete
programming of both DDS now takes less than 150 ms and can easily be done during the
MOT loading phase without constraining the experimental cycle time.
All sequence information and recorded measurement data is simultaneously sent across
the network to a MySQL database server contained in the GAIN setup as indicated in
the top left corner of figure 3.18. The database layout is described in detail in [80]. This
guarantees direct, convenient and secure data access with the ability to run complex data
queries. To ensure data safety, the experiment data is furthermore replicated on a second,
remote database server at Humboldt Universität zu Berlin.
3.4.1 Tip/Tilt Mirror Control
Sweeps of the Piezo Tip/Tilt mirror described in chapter 3.2.3 implement both the Cori-
olis compensation and Raman beam auto-collimation via sweeps along two perpendicular
axes during both Ramam interferometer- and the auxiliary pulse-sequence as detailed in
chapters 6.2.1 and 6.1.1. In order to guarantee deterministic high-level control over these
sweeps, a Tip/Tilt steering system was developed during this work as described below.
Two analog voltage inputs of the closed-loop Piezo controller are used to facilitate
arbitrary steering of the Tip/Tilt system. They control the internal feedback loop set-
points and are thus not subjected to hysteresis, drift or other spurious Piezo effects. Due to
the proximity to the vibration isolator, the simplest way to access the set-points digitally is
by using two analog outputs of the existing compactRIO system which already implements
the active vibration feedback filter. Since the compactRIO is clocked by its own internal
oscillator, a synchronization to the rest of the timing system is necessary and performed
using a TTL trigger pulse at the start of each experimental cycle. The Tip/Tilt steering
is then implemented using a deterministic FPGA program running on the compactRIO
which gradually changes both control voltages.
In order to facilitate a flexible but high-level control by the user, input to this program
is a list of chirp segments each containing the timing and voltage and ramp values for
11based on Analog Devices AD9959 ICs
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Chirp Segments
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Figure 3.19: Schematic of the implemented byte-parallel Raman DDS control system.
Linear chirp segments (see text) are computed by the timing software and implemented
by an FPGA which controls up to four DDS8m via a fast, serial LVDS link. In order to
avoid the small serialization delay, the time critical trigger signals are delivered to each
DDS using standard coax connections.
both channels. The program adheres to the requested time-/voltage(s)-values and realizes
a simple linear interpolation in between. Due to the comparatively high sampling rate
of 20 kHz this implements a quasi-continuous Tip/Tilt sweep. Note that continuity and
smoothness over the whole sequence, and not just during the interferometer pulses, is rel-
evant here to minimize the torque on the vibration platform. Step-like mirror movements
during tests, on the other hand, heavily interfered with the active feedback system and
drove it beyond its dynamic range. Due to the automatic continuous sweep, however, no
such interference has been observed even on the seismically quietest sites and is therefore
not a problem.
The user interface provides a higher-level representation which allows to enter the
orientation of the tip/tilt system relative to the geographic reference frame. Tip/tilt
values and sweep rates along NS and EW axes can then be entered directly for both the
Raman interferometer- and the pseudo-pulses-interval during the MOT-phase. The chirp
segment list is computed from these specifications by the sequence control system and
transfered to the compactRIO via Ethernet before the start of each experimental cycle.
3.4.2 Agile Raman DDS Control
The Raman laser phase locks are referenced to a total of three DDS which are labeled mas-
ter, slave and DRO as shown in figure 3.15. In order to implement µHz level frequency
control and fine tuning of the chirp rate, Novatech DDS408A/DDS8m synthesizers with
48 bit wide frequency control registers are used. They are clocked by 300 MHz signals di-
rectly derived from the Raman frequency generation chain for synchronization and reduced
phase noise compared to internal oscillator operation.
Since these synthesizers do not have an on-board buffer for multiple output settings
they need to be reprogrammed within the experimental sequence to change the Raman
frequency in a flexible manner for all but the simplest tasks. For example, before the
implementation of this system the Raman frequency could not be chirped during the long
velocity selection pulse leading to potential smearing of the selected velocity class. As
the standard RS232 interface takes at least 50 ms to transmit every command, which is
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much too slow for agile frequency control, a faster interface was implemented as part of
this work and depicted in figure 3.19. It is based on a 24-pin connector on the DDS PCB
which allows direct access to all relevant registers inside the AD9854 synthesizer IC using
only 18 pins. This enables full, real-time control over the output frequency, amplitude and
phase. In order to set these registers reliably and quickly, the same FPGA board is used
that implements the sequence timing. Since all three involved DDS need to be accessed
only sequentially and not in parallel, multiplexer/demultiplexer boards were realized using
electronic latches. They enable the addressing of up to four DDS sequentially using only
one output with 18 + 4pins. In order to remove the need for long unwieldy shielded
parallel signal cables between the FPGA and the DDS, which are located in different
parts of the GAIN setup, a data serialization system was furthermore implemented on the
Mux/Demux board together with Eugen Dischke. It is based on low voltage differential
signaling (LVDS) ICs and provides a real-time and low-latency12 compression of all signal
lines onto one twisted-pair wire, such as e.g. in a standard Ethernet cable. The power
usage of the serialization system is low enough that it can be sourced from the FPGA itself
and it is clocked using a 10 MHz signal derived from the FPGA as well. At the current
FPGA clock rate of 10 MHz and without optimization the interface is capable of writing
two bytes to the DDS buffer within 6 clock cycles, or 0.6 µs. This is more than 5 orders of
magnitude faster than the previous RS232 interface and enables a complete rewrite of all
DDS registers (which is almost never necessary) within less than 5 µs. According to the
DDS8m specifications, this could theoretically be accelerated in the future by yet another
order of magnitude to less than 25 ns per byte.
The programing format used to realize the desired DDS behavior is based on the
AD9854 frequency chirp mode and closely related to the tilt chirp program implemented
for the Tip/Tilt mirror13: A list of chirp segments with time/frequency value pairs is sent
to the FPGA before the beginning of the sequence. The FPGA realizes these values by
programming the AD9854 using one appropriate start frequency and the sequential chirp
rate values together with their respective timings during the sequence. In order to activate
each chirp segment at exactly the right clock cycle, the parameters of the next segment are
written to the AD9854 input buffers during the previous segment. A positive edge on the
trigger input then causes the buffered values to be written to the DDS working registers
immediately. To avoid potential jitters of the trigger signal due to the serialization system
delay, this single line is delivered to the DDS directly through a standard coax connection
(identical to the previous RS232 method). Note that this timing scheme only works if
both FPGA and DDS are synchronized by the same clock as shown in figure 3.18, since
cycle slips between them will otherwise lead to frequency offsets during the sequence. In
order to reference the output to a fix starting point, all DDS are reset to a fixed frequency
value during the MOT phase of each experimental cycle. To provide the experimenter
with a more meaningful set of control parameters, an abstraction layer was implemented
on which an arbitrary number of frequency ramps can be set on each DDS during the
sequence. The required parameters for each ramp are frequency value, chirp rate, the
exact time at which the frequency value shall be in effect and the ramp start/stop times.
The time spacing between individual segments is limited only to a few µs by the time it
takes to rewrite the DDS registers.
This flexible and fast Raman laser control system enables the realization of advanced
12The specified serialization/deserialization delay is smaller than 1µs for a 10 MHz transmit clock
13In fact, both routines are implemented with the same code through a common ”chirp” parent class.
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AI sequences such as large-momentum beam splitters, composite pulses or multi-species
experiments. It is thus a crucial addition of the setup and significantly enhances its
capabilities for a broad range of future applications.
Summary
The preceding chapter gave a comprehensive overview of the experimental apparatus, with
an emphasis placed on the parts on which the author contributed most during this work.
This specifically includes the magnetically shielded MOT chamber, vibration isolation
system and post-correction implementation, Tip/Tilt mirror system for Coriolis- and tilt-
compensation which will be detailed in chapter 6, and the agile Raman frequency control
system.
After this detailed hardware description, the next chapter will introduce the gravity
measurement sequence with a specification of each functional segment.
Chapter 4
Gravimeter Operation
In order to perform accurate and sensitive gravity measurements with an atom interferom-
eter, the details of the atomic source preparation, interferometry and detection sequence
are essential. This chapter will therefore give a detailed description of the experimental
sequence that was used for gravimeter operation. Each run of the sequence takes around
1.5 s and is repeated back-to-back continuously during the long-term gravity measurements
presented in chapter 5. First, each functional element of the sequence and afterwards the
measurement protocol that was used to conduct the gravity registration will be described
in the following.
The sequence builds on the previous measurement protocol developed in [82, 93, 80]
and was improved in order to optimize the stability, sensitivity and reliability of the gravity
measurements. First, the upgraded DDS programming detailed in chapter 3.4.2 enabled
to chirp the Raman laser frequency to compensate for the changing Doppler-shift during
the velocity selection pulse. The gravity measurement protocol was furthermore amended
with a feed-forward mechanism to operate the interferometer at exactly half-fringe even
in the presence of large tidal gravity variations, which is important due to a bias in our
detection system as detailed in chapter 6.6 and in [80]. Finally, a slow feedback loop
was implemented to compensate for slow drifts of the total Raman power which were not
accounted for using the previous intensity stabilization system described in chapter 3.3.1
and in [80].
4.1 MOT and Launch
Each experimental run starts by loading atoms from background gas into the MOT for a
time of 0.6 s, which will be explained here briefly for completeness. Refer to, e.g., [103, 81]
for a more through description. During the MOT phase, the cooling light is red-detuned by
about 23 MHz or around 4 line-widths from the |32S1/2 F = 2⟩ ↔ |52P3/2 F = 3⟩ transition.
The total atom number in the MOT has been estimated to roughly 109 by fluorescence
measurements with the cameras placed around the MOT and using a formula provided in
[100]. When loading is complete, the MOT coils are switched off 5 ms before the launch in
order to give eddy currents sufficient time to decay. During this time the atoms are cooled
in the optical molasses. In order to accelerate the atoms upwards a relative detuning
between upper and lower MOT beam triplets of ∆rel = ±3 MHz is applied which transfers
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Figure 4.1: Raman frequency scan of the velocity selection pulse. The resulting momentum
distribution is Lorentzian and can not strictly be assigned a temperature value [105, 106].
A regular Gaussian fit and a weighted fit which neglects the large wings of the distribution
yield effective temperatures of 2.4 µK and 1.6 µK, respectively.





cosα  4.05 m/s (4.1)
where ν0 is the optical frequency of the cooling laser and α is the angle between the
cooling beam and vertical, which in 1-1-1 configuration equals cosα = 1/
√
3. At the
end of the launch, a far-off-resonance molasses phase optimized for low final temperatures
is used to minimize the expansion of the cloud during the rest of the experiment. The
final temperature in this regime is proportional to the quotient of light intensity and
detuning [81, 104]. During the moving molasses state we therefore increase the detuning
in several steps to 144 MHz, or around 24 line-widths, and adiabatically ramp down the
light intensity. The repumper light is switched off shortly after the cooling light to make
sure that all atoms are in the F = 2 hyperfine state The achieved launch temperatures
are on the order of 3 µK as detailed in the next chapter which is in agreement with the
results from other 87Rb fountains.
4.2 Velocity- and State Selection
After the optical molasses beams are switched off, a velocity-selection Raman pulse [7]
is used to select atoms in the magnetically insensitive m = 0 sub-state within a narrow
the vertical momentum distribution of the launched cloud. This is necessary to limit
the mean Doppler-detuning of the cloud during the following interferometer pulses. The
resulting low vertical velocity spread of the cloud also simplifies the identification of several
systematic effects.
A bias magnetic field is applied and a Doppler-sensitive Raman π pulse with a Gaussian




is employed to transfer atoms in a narrow velocity class










Figure 4.2: Schematic view of the state selection sequence. A Doppler-selective Raman
pulse and F = 2 Blowaway is followed by a microwave pulse and F = 1 Blowaway.
from the |F = 2,m = 0〉 to the |F = 1,m = 0〉 magnetic sub-state, followed by a blow-away
pulse on the |F = 2〉 → |F ′ = 3〉 cycling transition which removes all remaining atoms in
the |F = 2〉 state. Due to the relatively narrow Fourier width σν = 1/ (2πσt)  13 kHz
of the pulse, only a about 10 % of the atoms are transferred, corresponding to a velocity









= 280 nK (4.2)
after velocity selection. Furthermore, only atoms in the mF = 0 sub-state are selected
which leads to another loss factor of 1/5. The whole selection sequence thus decreases the
overall atom number in the fountain by about a factor of 50.
The vertical velocity distribution can be measured by scanning the Raman laser fre-
quency difference to measure the selected velocity class as demonstrated in figure 4.1.
The shown measurement yields an effective temperature value between 1.6–2.4 µK, in
agreement with the coldest reported values in the literature [107, 105]. A more precise
assessment of the temperature is difficult due to the Lorentzian momentum distribution
which has been reported before [105] and theoretically predicted for sub-Doppler Sisyphus
cooling in optical molasses [106]. Since the Lorentzian features of the momentum distribu-
tion are most pronounced in the regime of the coldest achievable temperatures and highest
densities, this indicates that our molasses launch is well optimized and further reduction
of the temperature would require advanced cooling methods such as Raman sideband or
evaporative cooling.
The velocity selected atoms are spin-polarized in the |F = 1,m = 0〉 state, as desired
for the interferometer sequence. Due to the large, but finite 700 MHz detuning of both
Raman laser frequency components from resonance, however, optical pumping due to
spontaneous processes will lead to a small but still significant amount of spurious back-
ground atoms in other states. In order to remove these atoms we drive RF transition
from the |F = 1,m = 0〉 to the |F = 2,m = 0〉 state with a microwave π pulse once the
atoms reach the selection region of the vacuum system. A blow-away pulse resonant to
the |F = 1〉 → |F ′ = 2〉 transition then removes all remaining atom in the F = 1 state.
See figure 4.2 for a schematic overview of the full selection sequence. Afterwards the cloud
consists of a clean sample of about 2×10−7 atoms in the F = 2,m = 0 state with a well
defined vertical velocity class ready for the atom interferometer sequence.
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4.3 Atom Interferometry
Once the selected atoms in the |F = 2,mF = 0⟩ state reach the magnetically shielded re-
gion, a Mach-Zehnder type atom interferometer is carried out by a sequence of π2 − π−
π
2
Raman pulses, spaced in time by T = 260 ms during standard gravimeter operation. Dur-
ing the free fall of the atoms the Raman laser frequency difference is continuously adjusted





ω12 = keff · g = ∓2π × 25.14 MHz/s
to keep the atoms in resonance with one of the two counter-propagating pair of Raman
beams due to the time varying Doppler shift. Here, minus and plus correspond to an
upwards and downwards directed keff, respectively1. Since α also changes the one-photon
detuning ∆ of the Raman lasers at half that rate, another, opposite chirp αR2 = ±2π ×
12.6 MHz is applied to the Raman master laser to maintain a constant ∆ = −700 MHz
with respect to the |F ′ = 1⟩ state.
In order to make the interferometer sequence as symmetric as possible around the
mean parabolic trajectory of the atoms, the second Raman pulse should in principle hap-
pen at its apex. The nearly vanishing velocity2 at this point, however, would break the
Doppler selectivity necessary to distinguish between Raman transitions with upwards and
downwards directed keff in the retro-reflection scheme depicted in figure 3.5. We therefore
conduct the second Raman pulse around 30 ms before the apex which provides a comfort-
able Doppler detuning with a velocity of around 0.3 m/s, and conduct the first and last
pulse while the atoms are closer to the bottom of the interferometer zone.
Each box-shaped Raman pulse is implemented using fast RF switches to minimize
transient times and associated phase shift, see also [11]. The pulse length depends on the
Raman power and was, e.g., adjusted to 34 µs for a π pulse and 17 µs for a π/2 pulse during
the comparison campaign in Onsala. To keep the effective Rabi frequency constant and
control light shifts, the power of Raman Master and Slave laser frequencies were actively
stabilized to 41 mW and 24 mW, respectively, using the intensity stabilization system
described in chapter 3.3.1. Because this system does not account for slow drifts of the fiber
coupling efficiency between Raman module and physics package, the total Raman power
is additionally stabilized with a second, slow feedback loop. It uses the auto-collimation
system detailed in chapter 6.2.1 to measure the Raman power that returns from the physics
package during the central interferometer pulse which provides the largest retro-reflection
signal. Since the auto-collimation efficiency is actively stabilized by the Piezo Tip/Tilt
mirror, this is directly proportional to the total Raman power in the physics package. A
low-pass filter is first applied to this signal to remove shot-to-shot fluctuations due to tilt
noise. The RF power applied to the switching AOM depicted in figure 3.15 is then used
to remove total Raman power drifts over the course of hours and days.
1Due to the |F = 2⟩ initial state used in GAIN, upwards directed photon recoil correspond to downwards
directed keff, and vice versa. Here, the recoil directions are sometimes labeled k+(↑ vrec) and k (↓ vrec).
2The splitting of the interferometer arms leads to a residual velocity at the mean trajectory’s apex of
± ℏkeff
2mRb






Figure 4.3: Fluorescence Detection scheme. The blue line is the signal of the atom cloud
while the yellow signal was taken 40 ms afterwards and indicates fluorescence from thermal
background gas. The integral for each pulse is indicated by the blue shaded areas while
disregarding the slopes. Gray shaded areas show optical pumping from |F = 1〉 to |F = 2〉
with repump light.
4.4 Detection
Once the atoms reach the detection region after the end of the interferometry sequence,
the internal state population is detected with a pulsed measurement using the fluorescence
imaging system described in chapter 3.1.3. It consists of a sequence of three short detection
beam pulses as depicted in figure 4.3, during which the laser frequency is set to a −3 MHz
red-detuning relative to the F = 2 ↔ F ′ = 3 resonance. During the first pulse with
a length of 400 µs only atoms in the |F = 2〉 state contribute to the fluorescence. A
subsequent 10 µs pulse of repump light pumps atoms previously in |F = 1〉 into the upper
|F = 2〉 state. The second detection pulse thus induces more fluorescence corresponding to
the total number of atoms. The ratio of the first and second pulse signal area then yields
the relative state population PF2 = NF2/NTotal, from which the interferometer phase
can be deduced by inverting equation 2.41. After the second detection pulse, auxiliary
repump- and detection pulses are carried out for additional time-of-flight information and
to test for potential systematic effects.
Noise introduced by the detection system is an important factor and originates from
a list of uncorrelated sources. Frequency and intensity fluctuations of the retro-reflected
detection beam, electronic and PMT noise are potential technical noise sources which
should be suppressed as much as possible. Additionally, the standard quantum limit
provides a fundamental limitation to the achievable uncertainty of the detected state
population σP2 ≥ 1/
√
NTotal for a given number of atoms. If a detection system achieves
this limited it is said to be limited by atomic shot noise, which is optimal in the sense that
the only remaining way to further decrease noise is to increase the atom number.
In order to quantify the amplitude of detection noise in the system the following terms
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will be used in addition to σP2










when measuring on the slope of the interferometer fringe, where A is the peak-to-peak
contrast (A = 1 for 100 % contrast). These quantities can readily be measured by replacing
the interferometer pulse sequence with a simple π/2 pulse and recording the fluctuations
of σP2. This was carried out during the gravity measurement campaigns and yielded
values σP2 of 0.005–0.009. Given the interferometer contrast of approximately A ≊ 0.55
this results in phase noise σΦ of 18–32 mrad/shot or signal-to-noise ratio (SNR) of 25–
52. The given range here indicates the observed performance spectrum at the conducted
measurement campaign due to varying levels of fountain- and detection optimizations.
The detection volume during those campaigns had dimensions of (4×10×10)mm3 and
contained about 3 % of the remaining atoms due to horizontal spreading of the cloud [93].
Using the atom number estimation from chapter 4.2, this means that approximately 5×105
atoms contributed to the detection signal. Without any technical noise terms, atomic shot
noise provides a limit of σP2 ≥ 1.4×10−3, about 4-6 times lower than observed.
The detection system is therefore probably not limited by atomic shot-noise but tech-
nical noise contributions, although a significant uncertainty in the above atom number
estimation exists. The detection beam is provided by a DFB diode laser with a linewidth
of about 1 MHz, which is only a factor 6 smaller than the transition linewidth, and not
actively intensity-stabilized. Frequency- and intensity noise caused by the detection beam
could thus easily dominate overall detection noise. Electronic noise caused by the PMT
or its amplifier, or intensity noise of the Raman beams are other potential contributions
to detection noise.
Since the measured detection noise had a maximum value of σg ≤ 30 nm/s2, which
is more than a factor two smaller than the next bigger noise terms caused by vibrations
Raman phase noise, this was not of major concern for the conducted gravity measurements.
If the latter are reduced significantly in the future, or for differential interferometry where
vibrations and Raman laser phase noise are common-mode, improvements of the detection
systems will certainly be of high interest.
4.5 Gravimeter Operation
After describing in detail the individual elements of the atomic fountain sequence in the
previous chapters, we will now describe how the full interferometer phase Φ is obtained
from the detected state population PF2. Afterwards, the measurement protocol imple-
mented to conduct continuous gravity registrations at the optimal phase setting will be
reviewed.
4.5.1 Central Interferometer Fringe
Since the atom interferometer output is a periodic fringe signal the phase of one individual
measurement can only be determined modulo 2π. Many optical interferometer setups,
such as FG-5 falling corner cube gravimeters, circumvent this problem by continuously
recording the output fringe over the entire course of one measurement run and counting
the number of fringes. Since the detection process destroys the coherent superposition
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Figure 4.4: Interferometer fringes during a central chirp rate scan for different pulse
separations T . At the central interferometer fringe with the correct chirp rate α0 
2π×25.14 MHz/s the measured state population is independent of T . The observed fringe
contrast A  0.55 also only shows a slight dependence of T .
of two states, however, this is not an option for atom interferometers. Instead, AIs are
usually operated close to the central interferometer fringe by adjusting the frequency chirp
α which keeps the Raman laser on resonance with the atomic transition during the atom’s
free fall. At the correct setting this chirp exactly compensates for the gravity induced shift
so that α = keff · g so that the total interferometer phase in equation 2.20 vanishes.
In order to operate on the central, or dark, fringe and keep the interferometer phase Φ
smaller than 2π with our standard parameters of T = 260 ms and a total gravity induced
phase of Φ = 1.07×107 rad, the chirp rate α has to be determined with an accuracy of
1
T 2
= 15 Hz/s. This corresponds to a gravity value uncertainty of 5.8×10−6 m/s2 which is
non-trivial to predict at an unknown site and affords an independent measurement. This
can be done in a straightforward way by altering the time T between pulses which leaves
the interferometer signal constant when operating on the central fringe as shown in figure
4.4.
4.5.2 Optimized Mid-Fringe Operation
Once the interferometer operates with the correct chirp-rate it continuously measures
gravity in 20 min sets using a protocol described in the following and in [80]. At the
beginning of each set, a full interferometer fringe is scanned using 32 data points in order
to determine the fringe contrast, amplitude and phase. Given those parameters, the
measurement program then operates the interferometer within the [−π, π] interval around
the central fringe maximum at the most sensitive mid-fringe setting, alternating successive
runs between the left and right fringe slope. This optimizes the phase sensitivity of the
interferometer and enables the rejection of slow fringe amplitude- and offset drifts as well
as imperfections in the detection system which lead to small distortions of the fringe signal
on the flanges as detailed in chapter 6.6 of [80]. Due to tidal gravity changes, which are
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on the order of 1 µm/s2, the interferometer phase changes by about 1 rad on timescales
between 6–12 h. In order to keep the interferometer operating at mid-fringe as described
before the phase setting has to be corrected during these slow changes. This is done using a
slow software feedback loop with a 30 s integral and weak proportional element to equalize
the amplitude on the left- and right side of the fringe [93]. It proved challenging for the
feedback loop, however, to keep the interferometer phase sufficiently close to the mid-fringe
point during relatively quick gravity changes on spring tide slopes such as shown in figure
1.4. Since these large tidal changes can easily be predicted, an additional feed-forward
path based on a simple, purely synthetic tidal model was therefore implemented during
this work. The feedback loop thus only needs to compensate for small residual gravity
changes not contained in this model, e.g. due to atmospheric- or loading effects. The
amplitude of these residual variation is at least one order of magnitude smaller at around
100 nm/s2 over several days, which can be easily handled by the feedback loop.
Interleaved into the procedure described above is a momentum recoil flip between
k↑ and k↓ configuration at every second shot. This enables us to identify and cancel
systematics effect such as group delays in the Raman frequency chain as detailed in chapter
6.7 with high temporal resolution as demonstrated. Since contrast and amplitude are
slightly different for upwards- and downwards directed momentum recoil, separate fringes
are scanned for both configurations. The final gravity value in this protocol is derived by














4.5.3 Gravity Value Extraction and Height Transfer
Running the atom interferometer in this measurement protocol for a few days yields the
highly dynamic tidal gravity signal introduced in chapter 1 and shown in figure 1.4. Re-
ducing this signal to a constant, site-dependent gravity value using an appropriate model
for the observed time-dependence is a standard problem in gravimetry as described before.
Tidal models were calculated with the free software Tsoft [47] using model parameters
provided by M. Schilling3 and H. Wziontek4. Residual gravity signals due to atmospheric
pressure changes were removed with an admittance factor of about 3 nm/s2/hPa and local
pressure recordings. After subtracting the polar-motion correction and transferring the
value from the effective measurement height given by equation 2.37 to a reference height,
one can extract the local gravity value as the mean value of the residual dataset. Small
differences due to the individual circumstances during the 4 performed gravity comparisons
are described in detail in chapter 5.3.
Summary
This chapter gave a detailed account of the experimental sequence and steps taken to
extract the gravity value during the mobile gravity measurements presented in chapter 6.
Special attention was given to detection noise sources and a measurement scheme designed
to reject systematic effects in the atom interferometer, since the accuracy and stability of
the measured gravity data is a central aspect of this work. The next chapter will present
3Institut für Erdmessung, Leibniz Universität Hannover
4Federal Agency for Cartography and Geodesy, Leipzig
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the result of the conducted gravity measurement and analyze the performance achieved
with respect to other gravimeters during the comparison campaigns.
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Chapter 5
Atomic Gravimetry at Geodetic
Observatories
The goal of this work is to optimize and quantify the absolute accuracy and other key
performance characteristics of GAIN during gravity measurements. Due to the dynamic
nature of gravimetric signals this can best be achieved through direct comparisons with
other, collocated gravimeters. A total of four gravity comparison campaigns were therefore
conducted between 2012 and 2015 as part of this work and will be presented in detail below.
The first two campaigns were carried out in the physics building at HUB and involved
simultaneous operation over several days of GAIN and a gPhone spring-based relative
gravimeter in December 2012, and of GAIN and the FG5X-220 absolute gravimeter in
June 2013.
Since a university building in Berlin is a noisy, suboptimal place for state-of-the-art
gravimetry and in order to demonstrate the mobility of the GAIN setup, the following two
campaigns were conducted at designated geodetic reference stations in Wettzell, Bavaria
in November 2013 and in Onsala, Sweden in February 2015. The superconducting relative
gravimeters SG-30 and OSG-054, respectively, served as a reference for the comparison
during those campaigns in combination with a previously determined absolute gravity
value. All GAIN measurements were conducted in a team including my co-workers M.
Hauth and, with the exception of the last campaign, V. Schkolnik. The data obtained
during the first three campaigns is also presented in [80, 101] with two notable differ-
ences: First, the extensive evaluation of the systematic error budget in chapter 6 enables
the specification of an absolute gravity value for the last three campaigns including the
instrumental uncertainty. Second, the result of the repeated data analysis presented here
includes a post-correction of vibrational noise as detailed in chapter 5. Furthermore, key
characteristics such as the magnitude and origin of the observed measurement noise and
time delays [80] have been revisited giving additional insight.
5.1 Initial Comparisons in Berlin
The first direct comparison between GAIN and another gravimeter was carried out in the
laboratory at HUB from November to December 2012. The gPhone-981 relative spring-
based gravimeter from Institut für Erdmessung, Leibniz Universität Hannover (IfE) oper-
1Microg-LaCoste
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Figure 5.1: Left: GAIN and FG5X-220 during the comparison in the mechanics work-
shop of the physics department at HU-Berlin in June 2013. Right: The absolute gravity
reference point is located under the FG5 super-spring.
ated in the same room as GAIN to provide the comparison signal. In order to permit decay
of non-linear drifts and run-in effects of its precision spring after transport, the gPhone
was set up several weeks prior to the comparison measurement. GAIN had been equipped
and tested before the campaign with a fully functional Tip/Tilt mirror system for Cori-
olis compensation and automatic Raman retro-reflection. Figure 5.3 shows the recorded
gravity signal from both sensors over the course of several days. In order to remove envi-
ronmental gravity changes from the raw signal (shown on top), a model composed of earth
tides, ocean loading, air-pressure and polar motion effects was subtracted from the data.
See Appendix B.2 for the details of this model. The gPhone output signal was corrected
by the same synthetic model plus additionally for a linear drift of 102 nm/s2/day as deter-
mined by IfE [108]. The remaining gravity variations are within 20 nm/s2 which indicates
good agreement between both sensors and the applied synthetic model. Differences be-
tween the GAIN and gPhone residuals on this level are apparent, however, and in this
case suggests that instrumental effects in GAIN deteriorated the signal during this early
campaign. A complete analysis of the GAIN long-term stability development is given in
chapter 5.5.
The GAIN residual signal furthermore shows short-term RMS fluctuations of 80–
200 nm/s2/
√
Hz, compared to the gPhone which fluctuates between 30–200 nm/s2/
√
Hz
as shown in figure 5.2. The time dependence of the RMS fluctuations over the measure-
ment period shows an interesting difference between both sensors. Whereas the gPhone
RMS is clearly correlated to daily vibration noise in the environment, such as human
activity in the building or room, GAIN shows an elevated and uncorrelated noise level
which could, in this instance, not be connected to a specific external disturbance. This
indicates that floor vibrations, which were measured by a low-noise seismometer, are not
the dominating noise term. The GAIN short-term noise behavior will be examined in
detail in chapter 5.4.
The second measurement campaign carried out in Berlin took place in June 2013 and
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Figure 5.2: Equivalent total RMS noise for GAIN and gPhone residuals during the first
comparison. The latter shows clear correlation with a weekly work schedule in the univer-
sity building whereas GAIN does not. The yellow dashed line shows the GAIN vibration
noise level computed from platform accelerometer data according to equation 2.39.
involved continuous GAIN measurements over approximately one week and simultaneous
operation of the Microg-LaCoste FG5X-220 absolute gravimeter, which was provided by
IfE and operated by O. Gitlein and M. Schilling. Successful operation of the FG5 is re-
stricted to solid concrete surfaces[70, 14], due to floor excitations caused by its moving
internal test mass. The comparison campaign therefore took place in the mechanical work-
shop on the ground floor of the physics department, where an absolute gravity reference
point had already been established by the Federal Agency for Cartography and Geodesy
(BKG) during an earlier measurement in 2010 [109]. The transport of GAIN from the
laboratory on the first/second floor to the workshop environment was furthermore used
to test the mobility of the setup after implementing a more robust, new amplification[101]
and switching/distribution module[80] for the MOT light as described in chapter 3.3. Dur-
ing operation the FG5 performed 50 drops per hour with an interval of 10 s between drops
in order to minimize wear and tear of the instrument. Both gravimeters were set up with
a distance of approximately 2 m, with the FG5 standing on the reference point marker
as shown in figure 5.1. After simultaneous operation for a few days, the position of both
gravimeters was switched.
The tidal- and residual gravity data obtained during the second campaign are shown
in figure 5.4. After subtracting the identical model already used in campaign 1 adapted
for the measurement period, GAIN shows a very stable residual gravity level with hourly
fluctuations of less than 20 nm/s2 and without apparent long-term drift. The GAIN resid-
ual’s RMS noise varies significantly between 110–280 nm/s2/
√
Hz and correlates weakly
with the activity of the air conditioning in the room. This indicates that air convection
or a related noise source may dominate during this campaign despite the attempts to
shield the Raman mirror from these kinds of disturbances. This will be discussed in more
detail in chapter 5.4. The FG5X-220 residuals show a higher equivalent RMS value of
500–3000 nm/s2/
√
Hz which follows closely the weekly schedule of human/seismic activity
in the building, similar to the previously observed gPhone behavior. It should be noted
that much lower FG5 noise levels have previously been reported under quiet micro-seismic
conditions and with higher repetition rates [110]. The FG5 residuals furthermore show a
global drift of approximately 50 nm/s2 over the course of a few days which is not visible
in the GAIN residuals and could not be explained conclusively. The comparison of the
absolute gravity values of GAIN and FG5X-220 result will be carried out in chapter 5.3.












Figure 5.3: First comparison campaign in Berlin, 2012: gravity signal by GAIN and the
gPhone-98. Top: GAIN tidal gravity data (blue) vs. synthetic model of gravity changes
due to earth tides, ocean-loading, air-pressure and polar motion (black solid line). Middle:
GAIN residual gravity signal after subtracting the above model. Bottom: gPhone residuals
after subtracting the same model and a linear drift of 102 nm/s2/day (see text)
.












Figure 5.4: Second comparison campaign in Berlin, 2013: GAIN and the FG5X-220 gravity
data comparison. Top: GAIN data (blue) vs. a synthetic model of gravity changes due
to earth tides, air-pressure and polar motion (black solid line). Middle: GAIN residual
gravity signal after subtracting the above model. Bottom: FG5X-220 residual gravity
after subtracting the same model
.







Figure 5.5: Year and locations of the gravity measurement campaigns carried out with
the GAIN atomic gravimeter as part of this work. In addition to the depicted institu-
tions, the Institut für Erdmessung (IfE) from Leibniz University Hannover supported the
comparisons in Berlin and Onsala with a gPhone and the FG5X-220 gravimeter.
5.2 Mobile Campaigns
The initial comparisons at HUB presented in the previous chapter provided a testing
ground to separate instrumental effects with moderate amplitudes of more than 10 nm/s2
from physical gravity changes in order to identify the underlying systematic effects still
present at that time in the GAIN setup. This led to the implementation of additional sub-
systems for, e.g., Raman intensity stabilization system and the optimization and automa-
tion of other parts of the setup such as the Tip/Tilt Raman mirror and the automated tilt
alignment system. Furthermore, technical issues regarding the reliability and robustness
of the mobile setup were identified and removed, specifically concerning the MOT laser
system, vibration isolator and instrument control software. To demonstrate the mobility-
and performance-improvements achieved through these modifications we performed two
measurement campaigns at geodetic observatories in Germany and Sweden in order to
compare the GAIN signal with a low-noise superconducting gravimeter. The following
chapters will present the result of these campaigns and then provide a detailed analysis of
the comparison between all involved gravimeters.
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Figure 5.6: Gravimeters involved in the comparison campaign at the geodetic observatory
Wettzell in November 2013. Left: Gravimetric Atom Interferometer (GAIN). Right: GWR
SG-030 superconducting gravimeter. Both instruments were located in the same building
at a horizontal distance of about 2 m.
5.2.1 GAIN Transport and Mobility
Since GAIN was from the beginning designed as a transportable instrument it was brought
to the location of both measurement campaigns using a medium-sized truck2. The disas-
sembly and transport of the physics package, laser- and electronics rack, some additional
test equipment and tools was conducted within a single day by two persons. Reconnect-
ing the three individual units, re-aligning the atomic fountain and optimizing the atom
interferometer required approximately three days at the new location. This process could
be significantly accelerated to only a few hours by optimizing the work-flow, software au-
tomation and some minor modifications to the physical setup. For instance, integrating
the electronics- and optics rack into a single transportable unit could be done using the
existing hardware and would greatly reduce the time needed for the re-establishing the
numerous connections of the data-acquisition-, power- and laser systems.
In order to prevent quick temperature drops of the vacuum chamber despite cold winter
temperatures during the entire transport from Berlin to Onsala, Sweden in February 2015,
the physics package was surrounded with insulating Styrofoam and phase change material
(PCM)3. The PCM successfully maintained the temperature of the vacuum system above
15 °C during the whole 20 h transport despite outside temperatures around 0 °C.
5.2.2 Wettzell campaign in November 2013
The first mobile campaign was conducted at the Geodetic Observatory Wettzell in Bavaria,
Germany, which is operated by BKG and is one of the fundamental reference stations of
2Gross vehicle weight less than 3.5 t, no special license necessary.
3www.rubitherm.eu













Figure 5.7: Comparison campaign in Wettzell, 2013. Top: GAIN data (blue) vs. SG-30
(black). Middle: GAIN (blue) and SCG (black) residual gravity signal after subtracting a
synthetic model including earth tides, ocean loading, air-pressure and polar motion. The
spikes in the black curve correspond to small earth quakes. Bottom: Difference between
GAIN and SG-30 data.












Figure 5.8: Six days of gravity data measured during the Onsala comparison campaign.
GAIN data is shown in blue, SCG data in black. Top: raw tidal gravity variations without
visible differences between both dataset. Middle: residual gravity after subtracting a
synthetic model containing local Earth tide, loading effects, air-pressure and polar motion.
Note the small earthquakes in the SCG signal. Both sensors are in excellent agreement.
Bottom: Difference between GAIN and SCG datasets. No significant signal is left in the
difference which indicates the absence of instrumental drifts over the measurement period.
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the German Gravity Network. The local gravity value is measured regularly with state-of-
the-art absolute gravimeters and monitored continuously by an on-site SCG. The GAIN
campaign took place in the so-called new gravimeter building which is equipped with 5
concrete pillars which are decoupled from the building‘s foundation, and a separate room
and pillar for the SG-304 instrument in order to minimize temperature fluctuations. The
SG-30 is a double-sphere SCG with two independent sensor units. Its internal drift after
the decay of initial run-in effects is small and linear with (−161.84±0.24) nm/s2/year and
(−54.03±0.24) nm/s2/year for the lower and upper sphere, respectively [111]. It thus pro-
vided a precise reference for environmental gravity variations between absolute gravimeter
campaigns and constituted an optimal environment to characterize the performance of the
GAIN setup. Of the 5 pillars, 4 are meant for simultaneous comparison of absolute or rel-
ative gravimeters. During the campaign, GAIN was the only other instrument present
and was set up on pillar FA. See appendix B.4 for further details of this campaign and
a plan of the gravimeter building. After characterizations and initial tests of GAIN in
October 2013, about two weeks of gravity registrations were conducted. Figure 5.7 shows
the resulting gravity data of GAIN and the SCG indicating excellent agreement in the
measured tidal gravity signals. Correcting for the tidal model, air-pressure, loading effects
and polar-motion reveals small residual signals with a magnitude of less than ±10 nm/s2.
GAIN and the SCG agree well on this residual signal, which is caused by local gravity
changes not contained in the above model. The agreement of both sensors shows the ab-
sence of time dependent instrumental effects in the GAIN data and highlights the benefit
of a well-characterized, stable SCG as a reference signal. This is confirmed also by the
difference between SCG and GAIN which shows virtually no remaining signals, and will
be analyzed more in detail in section 5.5.
5.2.3 Onsala campaign in February 2015
The second and final mobile measurement campaign took place at Onsala Space Obser-
vatory (OSO) in Onsala, Sweden in February 2015. Several improvements of GAIN were
implemented leading up to this comparison campaign. The physics package was equipped
with a magnetic shield around the MOT chamber which eliminates cross-coupling between
the MOT coils and the vibration isolator and shortens the set-up time by eliminating the
need for background magnetic fields compensation. Depleted Rubidium sources inside
the vacuum chamber had been replaced with fresh ones. The vibration post-correction
was furthermore used for the first time during this campaign. Finally, drawing from ex-
periences made during the previous campaign in Wettzell, the strength of the Raman
auto-collimation peak was actively stabilized and the phase control routine was improved
with a feed-forward path to keep the interferometer at mid-fringe more accurately during
fast tidal gravity variations.
OSO is a Swedish national facility for Radio astronomy operated by Chalmers Univer-
sity Gothenburg and operates several radio telescopes for astronomy and geodesy. Due to
its status as a geodetic fundamental station it also operates a SCG to measure temporal
gravity changes, and several absolute gravity measurements have been conducted with FG-
5 gravimeters over the last decades. The GWR SG-0545 has been in operation since June
2009. It is a single sphere instrument with a linear drift rate of (−21.91±0.59) nm/s2/year
4made by GWR instruments
5http://holt.oso.chalmers.se/hgs/SCG/monitor-plot.html
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Figure 5.9: Instruments present during the comparison campaign at Onsala space obser-
vatory in February 2015. Left: GAIN physics package in front of th FG5X-220 dropping
chamber. Right: Overall GAIN setup. The superconducting gravimeter GWR SG-054
was operating continuously in the same building at a horizontal distance of about 3 m
at the time of the GAIN measurement. All gravimetry experiments at OSO took place in
the dedicated gravimeter building a few hundred meters away from the Kattegat coast.
It was built on top of a large, sealed off rock formation in order to reduce the magnitude
of hydrological gravity signals. The concrete pillars are directly connected to bedrock for
optimal stability. The SCG is located in a separate room in order to reduce temperature
fluctuations. Two additional pillars for visiting gravimeters are available at a horizontal
distance of about 2 m as detailed in appendix B.4. The setup- and alignment preparations
between transport and taking actual gravity data again took a few days. A total of 3
weeks of gravity data were collected by GAIN between February 10th to 25th. Due to
the proximity of the coast and heavy weather micro-seismic noise was strongly enhanced
during the measurement period. This did not compromise the GAIN performance as de-
tailed in chapter 5.4 but lead to increased noise level in the FG5X-220 measurements.
The first 10 days of gravity data were unfortunately collected with an inaccurate setting
of the Coriolis compensator (see chapter 6.1.1). The Tip/Tilt rotation axis was set using
a marker on the pillar which proved to be inadequate with a deviation of around 16 ° from
the correct value obtained from satellite images. This part of the dataset therefore suffers
from a substantial residual Coriolis shift which depends on the exact value of the atomic
velocity along the South-North axis and can hardly be corrected for in post-processing.
We therefore use only the last data segment with a length of 5 days, which was taken us-
ing the corrected setting, for the main part of the analysis. All further analysis regarding
accuracy and stability also refers to only this part of the data. The upper graph in Figure
5.8 shows the GAIN tidal gravity data which indicates excellent agreement to the SCG
signal. A first residual signal was obtained using a synthetic tidal model including ocean
loading, air-pressure and polar-motion effects. It shows residual fluctuations of roughly
30 nm/s2 with excellent agreement between GAIN and the SCG. Subtracting both instru-
ments’ outputs yields flat white noise with very little long-term fluctuations, indicating
even better agreement between GAIN and the SCG than during the first mobile campaign
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in Wettzell. This confirms the effectiveness of the instrumental improvements before this
campaign and shows the best performance reached by GAIN to date. In order to assess
the absolute gravity value during this campaign, the FG5X-220 absolute gravimeter was
also present for a direct comparison and to provide a current absolute gravity value as
detailed in chapter 5.3. The instrument was operated by M. Schilling from IfE. Mea-
surements with this instrument were conducted in North- and South-facing configuration
on both pillars to rule out potential orientation dependent offsets. Each configuration
was measured again after repeating the setup procedure to exclude other potential setup
related error sources. Both precautions yielded no systematic offsets [70] which is an im-
provement over the previous generation FG5-220 and instills confidence in the obtained
reference value. We therefore adopt the specified instrument uncertainty of 20 nm/s2 for
the reference value.
Both GAIN and the FG5X-220 measured on adjacent pillars and their location was
rotated after four days to compare g on both positions as well as the gravity difference
between both locations. GAIN was operating continuously at its standard 0.7 Hz repetition
rate with short interruptions for readjustments to the laser system and general diagnostics.
The FG5X operated in its standard configuration with 50 drops separated by a 10 s interval,
starting every 30 minutes. A detailed analysis of the measured absolute gravity values will
be presented in the following chapter.
5.3 Absolute Gravity Value
One of the main goals of this work was to assess the accuracy of the GAIN absolute gravity
value on the 10−9 g, or 10 nm/s2, level. Due to the dynamic nature of the gravity value this
requires, amongst other things, a reference value with at least an equal level of accuracy.
This is non-trivial even at geodetic reference stations, since even state-of-the-art absolute
gravimeters are only specified to an absolute accuracy of 20 nm/s2 [64]. During the second
Berlin and the Onsala campaign an adequate reference value was provided by the FG5X-
220 gravimeter operated by IfE which measured on the same reference point within a
period of a few days. During the Wettzell campaign, the gravity reference had previously
been defined through multiple FG5 measurements from 82 observation epochs within 4
years and 7 different FG-5 specimen while taking into account international gravimeter
comparisons [112, 111]. These measurements were transferred to the time of the GAIN
measurement with high fidelity using the continuous SCG signal, resulting in an overall
reference value uncertainty 18 nm/s2. The campaign in 2012 comparing GAIN to the
gPhone does not allow an absolute value comparison on this level because of the lack of a
direct absolute reference value and the early state of the GAIN setup.
In order to obtain the raw gravity value from the GAIN time-series, a model consist-
ing of tidal gravity variations, ocean-loading, air-pressure- and polar motion effects was
subtracted from the raw gravity time-series as mentioned in the previous chapters. This
reduced signal is, without the mean gravity value, shown in the middle rows of figures
5.4,5.7,5.8. To guarantee an unbiased comparison between GAIN and the FG5X-220 ref-
erence values, the same synthetic tide model was used for both instrument‘s data and the
air-pressure effects were calculated using equivalent pressure datasets and with identical
admittance factors (see appendix B.1). The polar motion correction is crucial for the ab-
solute gravity value as it can reach amplitudes of more than 10 nm/s2. Again, equivalent
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Offset Systematic Error Budgets
[nm/s2] Onsala 2015 Wettzell 2013 Berlin 2013
Raman Wavefronts 28 ± 22 28 ± 22 28 ± 22
RF Group delays 0 ± 10 0 ± 10 0 ± 10
Coriolis Effect 12 ± 7 0 ± 15 0 ± 15
Raman Frequency Offset 0 ± 7 0 ± 7 0 ± 7
Self Gravitation -19 ± 5 -19 ± 5 -19 ± 5
Rb Vapor Index -5 ± 5 -5 ± 5 -5 ± 5
Quad. Zeeman Shift 0 ± 5 0 ± 5 0 ± 5
Light Shift (1-photon) 0 ± 5 0 ± 5 0 ± 20
Light Shift (2-photon) 0 ± 5 0 ± 5 0 ± 5
Synchronous Vibrations 0 ± 5 -92 ± 50 -92 ± 50
Reference Laser Freq. 13 ± 2 10 ± 5 0 ± 20
RF Reference Offset. 0 ± 1 0 ± 1 0 ± 40
Total Offset 29 ± 29 -78 ± 59 -88 ± 77
Table 5.1: Improvement of the systematic error budget between the three absolute
gravimeter comparisons. Each value is given as offset ± uncertainty. The respective
total offset was added to the raw GAIN results to obtain the corrected gravity values. All
uncertainties are given as 1σ standard errors (68 % confidence level)
pole coordinates were used for the reduction of both instrument‘s data. A detailed listing
of all relevant model parameters for all four campaigns is given in appendix B.
The GAIN raw gravity value obtained from the model reduction was further corrected
for the known systematic effects discussed in chapter 6 by adding the total offset from the
systematic error budgets shown in table 5.1. Due to improvements of the GAIN setup the
error budget was significantly reduced both in the size of the remaining offset and in the
associated uncertainty between the first and the last campaign. To summarize the main
improvements, the uncertainty was decreased between the Berlin and Wettzell campaign
by implementing active Raman intensity stabilization, verifying the reference laser fre-
quency using cold atom spectroscopy in the atomic fountain and phase-locking the GAIN
10 MHz reference oscillator to a low phase-noise Maser provided by the Wettzell observa-
tory. Another significant improvement of the systematic error budget between Wettzell
and Onsala was achieved by eliminating synchronous vibrations with the magnetic shield
around the MOT region and by characterizing the remaining Coriolis effect uncertainty
as detailed in chapter 6.1.1.
The corrected gravity value is valid at the effective measurement height of GAIN which
in generally differs from the height level of the reference value. Both thus have to be trans-
ferred to a common height level while accounting for the correct vertical gravity gradient
which was measured on all relevant reference points using relative gravimeters prior to the
campaigns. The height levels used for the comparison were 1.2 m for the Berlin and Onsala
campaign (the standard setting for FG5X gravimeters), and 1.25 m for the Wettzell cam-
paign. The effective measurement height of the GAIN sensor was around 1.38 m and 1.42 m
above ground during the Berlin/Wettzell and Onsala6 campaigns, respectively, as detailed
6The 4 cm increase for Onsala is due to setup changes, namely the MOT magnetic shield after which
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Absolute Gravity [nm/s2]
Onsala 2015 Wettzell 2013 Berlin 2013
GAIN Raw Value 9 817 158 325 ± 1 9 808 369 359 ± 1 9 812 641 207 ± 2
Systematic Offset 29 ± 29 -78 ± 59 -88 ± 77
Height Offset 729 ± 12 436 ± 10 412 ± 11
GAIN corrected 9 817 159 083 ± 31 9 808 369 717 ± 60 9 812 641 532 ± 66
Reference value 9 817 159 023 ± 20 9 808 369 633 ± 18 9 812 641 438 ± 23
∆gSCG -3 ± 1 -10 ± 1 0 ± 0
GAIN-(Ref.+∆gSCG) 63 ± 37 94 ± 63 93 ± 81
Table 5.2: Result of three absolute gravity comparison campaigns in Germany and Sweden,
showing good agreement between GAIN and reference gravity values. GAIN raw values
are obtained from the mean residual, after subtracting earth tides, air-pressure effects and
polar motion. ∆gSCG is an offset from superconducting gravimeter residuals to correct for
unmodeled environmental gravity changes between the reference- and GAIN observation
periods (see text). Improvements in the GAIN setup lead to increasing agreement and
substantially lower uncertainty between the first and last campaign. All uncertainties are
given as 1σ standard errors (68 % confidence level).
for each campaign in appendix B. These values were obtained by measuring the height
of the detection beam relative to the ground with a tape measure. The atom’s height
with respect to the floor during the first Raman pulse can then be extracted from the
sequence data and inserted into equation 2.37 to obtain the effective measurement height.
We estimate the uncertainty of the detection height measurement to 3 mm, mainly due
to difficult access and the lack of precision measuring tools. This dominates the overall
height transfer uncertainty due to the large vertical gradient to approximately 10 nm/s2.
Small environmental gravity variations between observation periods which are not
contained in the synthetic model can still influence the absolute gravity comparison on
this level. During the campaigns in Wettzell and Onsala these variations were accounted
for by transferring the measured gravity values between the different observation periods
using the SCG signal. This was done by subtracting the SCG residuals’ mean during both
absolute gravimeter observation periods from each other, yielding:
∆gSCG := gresscg(t
gain))− gresscg(tref )) (5.1)
where the bar indicates the mean value. ∆gSCG was then subtracted from the respective
reference value. Note that due to the well-characterized, linear drift and low noise of the
SCG, this correction can be performed over long time periods with very low uncertainty
and be used to connect several absolute gravity campaigns which was done during the
Wettzell campaign [112]. Since FG5X-220 and GAIN observations on pillar AC during
the Onsala campaign were only separated by a few days, this respective correction is
smaller and almost negligible in comparison to other effects. The same is presumably true
for the absolute gravity campaign in Berlin, however no SCG signal was available on site
during this comparison.
the physics package had to be raised
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The final differences between the gravity values of GAIN and the respective references,
including all of the above corrections, are summarized in table 5.2. GAIN and the reference
values agree on a 95 % or 2σ confidence interval, with the best agreement during the last
campaign in Onsala with a gravity value difference of only (63±37) nm/s2. This represents
an improvement of almost a factor two with respect to the Wettzell campaign and is crucial
for applications of atomic gravimeters in geodesy where long-term, secular signals of a few
10 nm/s2 are of interest.
This level of accuracy represents the current state-of-the-art in absolute gravimetry
which has, to the knowledge the author, only been demonstrated by very few other atomic
gravimeters and is consistent with comparisons of several FG5 specimen [65, 113]. The
first two campaigns show a slightly larger difference between GAIN and the reference
value, which is consistent with the larger systematic uncertainties due to (at the time of
the campaign) outstanding instrumental improvements of GAIN. It is noteworthy that
during all three campaigns the GAIN result is higher than the reference values obtained
by FG5 measurements, which agrees with the results of other atomic gravimeters [65, 11]
and could indicate hidden systematic effects in either of the involved instruments. Future
studies of all relevant systematic error budgets and comparisons to a third, independent
absolute gravimeter implementation would therefore be of high interest to identify the
location and source of this difference. The results shown in table 5.2 for the Onsala and
Wettzell campaign differ slightly from the results published in [14], caused by a number of
corrections implemented during the improved analysis during this work. For the Wettzell
campaign, an inaccurate vertical gradient had been used before which was replaced with
the recommended, published value for this location [114]. For the Onsala campaign anal-
ysis, the GAIN raw value increased by around 12 nm/s2 after accounting for the correct
polar motion correction. A small additional offset caused by the Coriolis effect listed in
table 5.1 was also added here. While both alterations increased the difference between
GAIN and the FG5 reference values, the qualitative result of close agreement between
both instruments remains.
The overall uncertainty is dominated by the GAIN and FG5 systematic error budgets
as shown in table 5.2. Further improvement on this side is therefore necessary and should,
on the GAIN side, be focused on reducing Raman wavefront aberration effects. In order to
raise the confidence in the achieved level of accuracy and compare the GAIN sensor to many
instruments at once, participation at an international or European absolute gravimeter
comparison (ICAG, ECAG) seem like the natural next step. In order to accelerate the
identification and study of systematics in GAIN on the low 10−9 g level, improving the
short-term sensitivity is very beneficial to shorten the required averaging times. The
current status and sources of measurements noise will therefore be detailed in the following
chapter.
5.4 Short-Term Stability and Noise
The residual GAIN gravity signal after correcting for tidal and other environmental effects
is dominated by largely uncorrelated short-term fluctuations due to measurement noise.
The total observed noise is a mixture of several contributions, the most important of which
were isolated and quantified as described below. The root mean square (RMS) values of
shot-to-shot fluctuations were divided by the square root of the instrumental repetition
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rate frep in order to obtain all noise figures in nm/s2/
√
Hz, which emphasizes the effect of
the measurement’s cycle time on the final sensitivity and simplifies comparison to other
gravimeters.
Vibration Phase Noise Any accelerations of the Raman retro-reflection mirror during
the Raman pulse sequence will result in interferometer phase noise σVib through the
interferometer transfer function 2.39 as described in chapters 2.4 and 3.2. This term
often represents the dominating noise source in the literature on atomic gravimetry
[11, 99, 115] and other absolute gravimeters, except in very quiet environments [12,
110]. Due to the low-pass characteristics of the AI transfer function 2.48 which
attenuates the effect of vibration frequencies above 1/T , micro-seismic noise at sub-
Hertz frequencies causes the biggest phase noise contribution and is generally reduced
with an active isolation system (see chapter 3.2) or alternative strategies such as
post-correction [99, 115]. The size of σVib can be estimated using the accelerometer
attached to the Raman mirror by multiplying the vibration spectrum Sa(ω) with
the AI transfer function as shown in equation 2.48. This was carried out for all
the campaigns shown here and results, despite the active vibration isolation, in a
dominating contribution σVib of 50–220 nm/s2/
√
Hz depending on the level of micro-
seismic vibrations, before applying the post-correction algorithm.
Raman Laser Phase Noise introduced in the locking path is another contribution which
leads to interferometer phase noise through the respective transfer function shown
in equation 2.43. The GAIN setup has a well characterized, low noise Raman phase
lock system detailed in chapter 3.3 and in [82]. Using the combined measured
noise spectra of all relevant components in the Raman PLL path, the magnitude
of the associated noise term is limited by the 10 MHz RF reference on the order
of σRa ≈ 50 nm/s2/
√
Hz as described in chapter 3.3.1. This is in good agreement
with the observed atom interferometer noise in the Doppler-free configuration where
the sensitivity to vibration is strongly reduced and Raman phase noise becomes the
dominant contribution.
Detection Noise A limited detection efficiency introduces errors in the measured atomic
state population and leads to amplitude noise in the interferometer signal. The
detection efficiency depends on a number of technical limitations as well as the
atomic shot noise as detailed in chapter 3.1.3 and therefore varies greatly depending
on the number of detected atoms. The magnitude of the associated noise term at
the mid-fringe point was measured during all campaigns by observing the shot-to-
shot fluctuations of the atomic signal after the complete selection sequence and after
a single π/2 Raman pulse. For commonly achieved GAIN detection SNR values
of 50, the equivalent interferometer noise figure at mid-fringe is around σDetg ≊
25 nm/s2/
√
Hz, which is small compared to the other two contributions mentioned
above. Note that this is partly due to the comparatively large interferometer pulse
spacing T employed in GAIN.
The combined effect of the above, uncorrelated effects is given by the quadratic sum
σTotal =
√
(σVib)2 + (σRa)2 + (σDet)2 (5.2)
assuming that other noise sources are negligible. Previous comparisons to expected noise
contributions in the system [80, 101] have concluded that vibration noise of the Raman
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mirror dominates overall. Due to an incorrect pre-factor of
√
2π in the vibration phase
noise computation carried out in [80], however, σVib was actually overestimated by around
a factor 2 before. Figures 5.10 to 5.13 show the observed measurement noise during all
four presented campaigns with and without applied post-correction as well as the vibration
induced gravity noise computed from the mirror accelerometer in a time-resolved manner.
The spectrograms in figures 5.10, 5.11 clearly show the much higher vibration noise above
1 Hz frequency at the university building in Berlin with lots of human activity and a
common concrete floor, compared to the data measured on decoupled concrete pillars at the
remote geodetic observatories shown in figures 5.12,5.13. In the micro-seismic band from
0.1–1 Hz there is no fundamental difference between both situations, seasonal and weather
changes seem to be of more importance here. Micro-seismic noise was actually lowest
during the Berlin 2012 campaigns, somewhat stronger during the Berlin and Wettzell
measurements in 2013 and by far the strongest in Onsala 2015 due to the proximity of
the coastline and winter storms. Below 1 Hz the spectrograms of both observatory data
sets show plenty of earthquakes, which are obscured in the Berlin data by human activity
(steps) next to the seismometer. The AI vibration phase noise indicated by the yellow lines
in figures 5.10-5.13 correlates very well with noise in the micro-seismic band as expected
due to the low-pass filtering behavior of the interferometer transfer function 2.48. In order
to avoid artifacts due to earthquakes and other strong, low-frequency events, a 10 sample





of the observed gravity noise with and without applied post-correction shows both in
its magnitude and its time dependence excellent agreement with the computed vibration
noise σVib. This can be expected from equation 5.2 assuming that the post-correction
removes virtually all of the vibration noise measured by the platform accelerometer. The
agreement thus confirms the accuracy of the vibration phase-noise calculation and the
effectiveness of the post-correction algorithm applied to improve the GAIN gravity signal.
The noise contained in the final, post-corrected gravity signal is in fact uncorrelated with
vibrations within the bandwidth of the platform accelerometer. According to the above
list of expected noise sources, the signal after post-correction should thus be limited by
Raman Laser phase noise σRa ≈ 50 nm/
√
Hz. The observed levels are, however, between
62–260 nm/s2/
√
Hz which is up to 5 times larger during the measurement campaigns as
shown by the solid blue line in figures 5.10 to 5.13. The known noise sources alone can
therefore not fully account for the observed gravity noise. A strong variation during the
first three campaigns indicate that additional environmental effects dominate, however, no
clear correlation with such influences was found. Some potential noise sources requiring
further investigation are
• Acoustic vibration’s outside the accelerometer‘s bandwidth, which could be reduced
in the future through an acoustic isolation curtain or box.
• Air convection and related refractive index changes between the Raman mirror and
the vacuum window. The GAIN physics package was only covered with a simple
wooden box and insulating bubble wrap foil to suppress air movement in this region.
This should in the future be improved through tubing around the Raman free-air
beam path.
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Figure 5.10: Spectrograms of vertical acceleration on the GAIN isolation platform (top)
and on the ground (middle) during the gPhone comparison in Berlin in 2012, showing
an intermediate micro-seismic activity and very high noise levels above 1 Hz due to daily
human activity and the 2nd floor physics lab environment. Bottom: Time-dependence
of observed GAIN sensitivity. The blue lines show the gravity residual RMS value over
10 min data segments with and without post-correction (PC). The yellow lines show two
estimates of the expected vibration noise before PC as detailed below. Strongly time-
dependent excess noise clearly exists and compromises the overall sensitivity above the
Raman Laser Phase noise limit (gray dashed line). See text for further discussion.
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Figure 5.11: Spectrograms of vertical acceleration on the GAIN isolation platform (top)
and on the ground (middle) during the comparison to the FG5X-220 in Berlin 2013.
Clearly visible is a weak micro-seismic background and high noise level above 1 Hz due
to human activity, particularly during the day. Bottom: Time-dependence of observed
GAIN sensitivity. The blue lines show the gravity residual RMS value over 10 min data
segments with and without post-correction (PC). The yellow lines show two estimates of
the expected vibration noise before PC as detailed below. A time-dependent excess noise
source clearly compromises the overall GAIN noise level above the Raman Laser Phase
noise limit (gray dashed line). See text for further discussion.
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Figure 5.12: Spectrograms of vertical acceleration on the GAIN isolation platform (top)
and the concrete pillar (middle) during the Wettzell 2013 measurement campaign. Visible
(from low to high frequencies) are several earthquakes and the variable but moderate
micro-seismic background noise. Bottom: measured GAIN sensitivity. The blue lines show
the gravity residual RMS value over 10 min data segments with and without post-correction
(PC). The yellow lines show two estimates of the expected vibration noise before PC as
detailed below. Excess noise clearly exists with a magnitude of about 140 nm/s2/
√
Hz.
See text for further discussion.
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Figure 5.13: Spectrograms of vertical acceleration on the GAIN isolation platform (top)
and the concrete pillar (middle) during the Onsala 2015 measurement campaign. Shown
are several earthquakes, strongly elevated micro-seismic background and high frequency
platform noise as discussed in chapter 3.2. Bottom: measured GAIN sensitivity. Blue lines
show the gravity residual RMS value over 10 min data segments with and without post-
correction (PC). Yellow lines show two estimates of the expected vibration noise before
PC as detailed below. While the observed noise level is constant, excess noise still exists
above Raman Laser Phase noise (gray dashed line). See text for further discussion.
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• Cross-coupling of horizontal vibrations into the mirror accelerometer, as the in-loop
feedback sensor is used for the post-correction signal. Note, however, that the CMG3
instrument has a high specified −65 dB cross-coupling rejection and considerable
effort was taken to fully exploit this as detailed in chapter 3.2.1. Starting with the
Wettzell campaign, it was positioned optimally on the vibration platform with its
non-central effective measurement axis located directly over the platform pivot point
and under the Raman retro-reflector. At the Onsala campaign, its measurement axis
further aligned with gravity with mrad accuracy. The next step to diagnose this issue
is an independent 6 axis inertial measurement on the platform during gravimeter
operation to fully characterize spurious modes of the isolator platform.
• Magnetic excitations of the isolator platform which are detailed in chapter 6.5.1
might also cause additional vibration noise. For the Onsala campaign, however, this
can be ruled out as it was conducted with magnetic shielding around the MOT.
• The propagation delay of the retro-reflected Raman component due to the distance
between atoms and mirror makes the atom interferometer sensitive to frequency noise
of the Raman master laser [116]. For the narrow linewidth [82] ECDLs used here
and the moderate distance between atoms and mirror of (0.85±0.15)m, however,
this effect should be around one order of magnitude smaller than the observed noise
level. A future measurement of the laser frequency noise would be necessary to rule
out this contribution completely.
Note that the last dataset obtained in Onsala shows a different behavior than the previ-
ous campaign, as the post-corrected signal has relatively constant noise level of around
90 nm/s2/
√
Hz. This supports that magnetic excitations added spurious noise before the
installation of the MOT shield. The remaining noise level, however, is still too large to
be consistent with Raman laser phase noise. Further investigation is therefore needed to
isolate the dominating noise source.
Even with this not fully understood noise term, the sensitivity of GAIN compares
well with other gravimeters. Table 5.3 shows a comprehensive list of the sensitivity to g
within one second for all gravimeters that were involved in the measurement campaigns.
The FG5X-220 clearly shows much higher noise than GAIN which is partly due to ex-
cess noise under the elevated micro-seismic noise levels during both the Berlin and the
Onsala measurement. This is a known limitation of this instrument, numbers as low as
100 nm/s2/
√
Hz have been reported under optimal micro-seismic conditions and using a
higher repetition rate [110]. The GAIN data shows one of the best absolute gravimeter
performances at geodetic observatories so far and outperforms the FG5 in terms of short-
term measurement noise by a small amount for optimal environmental conditions and by
up to an order of magnitude for a strong with an micro-seismic background. Additionally,
GAIN can be operated continuously for long-term gravity registration which is not possible
for the FG5 due to mechanical wear-and-tear. Together this has significant implications in
geodesy and geophysics and specifically enables new ways to conduct absolute gravimetry
at geodetic observatories with one single instrument.
When comparing RMS noise figures of gPhone and the SCGs to GAIN, the results
depend on the chosen signal filtering as their continuous measurement principle allows
control of the effective measurement bandwidth over a wide range. All relative gravimeter
signals were therefore low-pass filtered with a 60 mHz corner frequency to remove the




Hz] GAIN FG5X-220 gPhone SCG
Berlin 2012 78–161 30–193
Berlin 2013 120–266 183–1466
Wettzell 2013 95–156 0.5–3
Onsala 2015 82–90 220–1786 0.3–3
Table 5.3: Sensitivity within one second for different absolute and relatives gravimeters
during all 4 measurement campaigns. All values result from RMS values of residual gravity
data over 10 min segments. The ranges indicate min/max noise amplitudes over several
days. FG5 and gPhone noise amplitudes correlate with micro-seismic vibrations whereas
GAIN shows no clear correlation to observed environmental disturbances. Relative sensor
signals depend on processing parameters and were low-pass filtered to remove micro-seismic
noise, the shown values agree well with results in [35].
micro-seismic frequency band. The gPhone residuals then show lower noise than GAIN
for quiet vibration conditions and higher noise under noisy conditions. As environmental
vibration become stronger, GAIN apparently profits more from its vibration isolation
system whereas the gPhone might suffer from hysteresis or other non-linerar effects in its
precision spring. Both involved SCGs show clearly superior noise levels to any other type of
gravimeter. In combination with their very linear drift behavior and stable calibration, this
makes them the preferred instrument for measuring very small gravity changes over long
time-frames. The need for calibration and drift characterization, however, still necessitates
regular comparisons with absolute gravimeters.





Hz [117] under exceptionally quiet environmental conditions in special
underground locations, which is only a factor 2 better than the results achieved here
under much less ideal circumstances. The author therefore draws a positive conclusion of
the achieved performance, particularly during the last campaign. For the sake of future
improvement, testing the performance of GAIN at a quiet location for a period of months
or longer would be of great interest.
5.5 Long-Term Stability
In addition to the absolute accuracy and short-term noise, stability over longer periods
is of great importance and indicates the quality of the suppression of time-dependent
systematics. This aspect has therefore been analyzed for all four presented measurement
campaigns. Except for the last campaign in Onsala, similar but independent comparisons
have also been carried out in [80, 101]. Note that the term long-term stability was chosen
to distinguish from short-term stability/noise and extents to periods up to 105 s or about
one day. This is very different from some other studies in gravimetry were time series with
lengths of years or even decades exist. We use the Allan deviation, a standard tool to
characterize the stability of time series in general and particulary of frequency and time
measurements, to quantify the stability of the gravity signal on various time scales. It is
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Figure 5.14: Overlapping Allan deviation for GAIN gravity residuals during all 4 cam-
paigns. Both datasets taken at HUB in Berlin are shown dashed because the residuals were
obtained by subtracting the synthetic model described in chapter 5.3. Small signal devia-
tions below 10 nm/s2 could thus be caused by environmental gravity changes as indicated
by the blue bands which denote the timescale and magnitude of atmospheric and hydrolog-
ical gravity changes [35]. The Wettzell and Onsala datasets were computed by subtracting
the respective SCG signal from GAIN gravity data and only contain instrumental effects.
defined as the square root of the Allan variance [118]
σ2y(τ) =
1
2 (M − 1)
M−1∑
i=1
[yi+1 − yi]2 (5.3)
with the dataset length M and data point means yi obtained over the averaging time τ .
Its value for a given τ indicates the stability of the dataset on the time scale of τ . In
the following we will use the slightly adopted overlapping Allan deviation [119] due to its
lower statistical uncertainty. All calculations were carried out using the software package
Stable32 [120]. Figure 5.14 shows a summary of the residual gravity Allan deviations.
Between 1–1000 s the residual gravity datasets behave mostly like uncorrelated, white noise
with a stability improvement as 1/
√
τ . The respective short-term noise reflects in the level
of the Allan deviation at 1 s where it matches the average values for the GAIN sensitivity
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shown in table 5.3. Beyond 1000 s the behavior differs between campaigns and shows the
progress made by the successive instrumental improvements. Note that the two dashed
lines are potentially compromised by actual environmental gravity changes as a synthetic
model was subtracted as detailed in chapter 5.3. The exact size of instrumental drift is
therefore hard to extract from those datasets. This is not the case for the Wettzell and
Onsala datasets were simultaneous SCG signals were subtracted from the GAIN gravity
signal. Updated SCG calibration factors from chapter 5.5.1 were used for this purpose and
no additional time-delay was applied. The Wettzell dataset shows residual instabilities on
timescales of 3×103–105 s after which it falls to a minimum value of 0.6 nm/s2. Beyond
105 s instabilities become apparent due to long-term drifts which lead to an increasing
Allan deviation. This is mostly consistent with the analysis presented in [80, 101] with
the exception that no long-term drift beyond 105 s was reported there. This is presumable
due to the linear drift reduction carried out in that analysis.
The Onsala dataset shows clearly the best GAIN performance achieved so far, with
the lowest short-term noise of around 90 nm/s2/
√
Hz averaging down consistently until
3×104 s. Flicker noise on semi-diurnal time scales then leads to a constant Allan deviation
on the 0.5–0.6 nm/s2 level which decreases again at diurnal periods and reaches its lowest
value of 0.4 nm/s2 just beyond 105 s. This is, to the knowledge of the author, the best
reported stability for an atomic gravimeter so far and has been detailed in a separate
publication [14]. Absolute gravimeter stabilities of below 1 nm/s2 have, in fact, to our
knowledge not been published for any other absolute gravimeter so far.
5.5.1 Scale Factor Determination
All relative gravimeters need to be calibrated to obtain the scale factor b such that the
measured output voltage signals x can be related to physical gravity differences through
∆g = b · x. For superconducting gravimeters b is usually measured through simultaneous
measurements of absolute gravimeters such as the FG5 and utilizes the time-dependence of
tidal gravity variations. A scale factor estimate can be extracted from a linear regression















with the offset â = ȳ − b̂x̄. Here, symbols with a hat denote estimated values and bars
indicate the arithmetic mean. The uncertainty of the resulting estimates depends mostly
on absolute gravimeter noise and the size of tidal gravity variations. This method therefore
works best if the amplitude of those variations are at their monthly maximum.
The simultaneous gravity registrations of GAIN during the Wettzell and Onsala cam-
paigns provided not only an ideal scenario to characterize the performance of GAIN but
also to estimate the scale factor of the two involved SCG gravimeters and compare its
value and uncertainty to previous calibration campaigns. Table 5.4 shows the summary of
obtained SCG scale factors during the GAIN Wettzell and Onsala campaigns compared to
previous estimates obtained from many FG5 measurements performed over several years.
The estimated values of both methods agree within their error bars, however, the relative
uncertainties reached with the GAIN data are much better with 0.3 ‰ and 0.4 ‰ during
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Scale Factor Calibration Wettzell SG30 Onsala SG054
[nm/s2/V] bottom top
FG5 campaigns (mean) −739.0±1.0 −678.4±1.0 −774.3±3.0
GAIN campaign −740.25±0.23 −680.30±0.21 −773.91±0.31
Table 5.4: Comparison of SCG scale factor regressions using GAIN and previously obtained
FG5 gravity data, yielding strongly reduced uncertainty. The GAIN datasets are shown
in figures 5.7, 5.8 and have a length of 10 and 6 days for Wettzell and Onsala, respectively.
The slightly increased uncertainty in Onsala, despite the reduced measurement noise, is
due to the smaller earth tide amplitude and the shorter dataset. Uncertainties given as
1σ standard errors.
the Wettzell and Onsala campaign, respectively. This is 3-5 times better than the previous
FG5 results [121] even though those represent an average over multiple campaigns over
a longer period of time. Even under optimal micro-seismic noise conditions, optimized
measurement schedules and when measuring only during the maximal tide amplitudes,
the expected uncertainty of FG5 calibration campaigns would be 0.5 nm/s2 after 6 days
and only reaches 0.2 nm/s2 after 60 days of registration [122].
GAIN therefore provides a quicker and significantly more precise way to determine
SCG scale factors due to its high repetition rate, continuous operation and low noise
under noisy environmental conditions, which is of considerable benefit in geodesy and
geophysics.
5.5.2 Time Delay
When comparing the output signal of atomic- and superconducting gravimeters, the differ-
ent transfer functions and the associated signal distortions have to be taken into account.
Low frequency group/phase delays are particularly problematic as they subject earth tides,
by far the largest gravitational effect in the above datasets, to an effective time delay.
The transfer function of SCGs is mostly determined by the analog low-pass filter,
data acquisition hardware and internal feedback integrator [123]. For the two instruments
in Wettzell and Onsala, which both have an analog anti-aliasing filter with a corner-
frequency of around 60 s, the total time delay was measured to be on the order of 10 s
as shown in table 5.5. Atom interferometers, on the other hand, effectively measure
the atom‘s acceleration relative to the retro-reflection mirror during the interferometer
pulse sequence. Their transfer function is therefore determined primarily by the vibration
isolation system. For the GAIN active vibration isolator presented in chapter 3.2, this
results in significant group delays only around the effective resonance frequency of the
closed-loop system around 50 mHz. As shown in figure 3.9 the group delay essentially
vanishes above and below this resonance. No observable lag should therefore be present
in the GAIN gravity data, however, a significant time delay of 20 s relative to the SCG at
tidal frequencies was estimated from the GAIN Wettzell data in [80]. The underlying cause
for this discrepancy could not be proven conclusively and has therefore been investigated
further in this work.
The analysis carried out in [80] is based on the maximization of the cross-correlation
coefficient R̂xy(τ) between GAIN and SCG signals [124]. While this is a reliable and
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Figure 5.15: Time delay estimates between GAIN and SCGs obtained for 24h data seg-
ments during the Wettzell and Onsala campaigns, obtained from Chi-Square minimization.
Positive values indicate a time lag of GAIN. The overall time delays from weighted means
are (8.6±3.1) s for Wettzell and (15.1±3.6) s.
adequate method for this purpose it unfortunately does not provide a confidence interval
for the resulting delay estimates. An alternative regression method is therefore employed
here which fits a time delay estimate τD between the two gravity time series xi and yi by









were µ and σ are the global mean and standard deviation of the residual xi − yi. For the
datasets discussed here, σ is clearly dominated by GAIN measurement noise while SCG
noise is negligible. The 1σ confidence level of the time delay can then be estimated by
finding the time delay value where ∆χ2 := χ2 − χ2min = 1 [125].
The analysis was furthermore conducted separately for 12 h gravity data segments
around the daily tidal extrema which yields multiple estimates τD and shows where in
the data time delays manifest. Since only tidal signals were investigated, all SCG data
were passed through a non-causal low-pass filter with 5 mHz corner frequency to remove
earthquakes, micro-seismic and other unwanted high frequency components while avoiding
spurious phase shifts. For every data segment or data point shown in figure 5.15, time
delay estimates were calculated using Chi-Square minimization as well as cross-correlation
methods in order to cross-check both implementations. The resulting estimates are in very
good agreement which strengthens the confidence in the following discussion.
The signature of a positive time delay around the tidal extrema is a derivative signal
with a maximum on the falling slope of the tidal gravity signal, a minimum at the rising
slope and a zero-crossing at the tidal extreme. The amplitude depends on the slope
steepness but is generally small between 0.5–1.3 nm/s2 for a 10 s time delay according to
the measured tidal signal. Because the tidal gravity variations during the GAIN campaign
were larger in Wettzell than in Onsala, the latter campaign shows a reduced sensitivity to
time delay effects despite the improved GAIN sensitivity.
The result for both datasets is shown in figure 5.15. During the Wettzell campaign,
the time delay estimate for 4 out of 7 segments are very close to zero wheras the values
for November 4,5 and 7 indicate a significant delay of around 20 s. Correcting the GAIN
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Time Delay [s] Wettzell Onsala
SCG vs. UTC 8.8 9.15
GAIN vs. SCG 8.6±3.1 15.1±3.6
GAIN vs. UTC 17.4 24.25
Table 5.5: Overview of time delay estimates at tidal frequencies for SCG and GAIN.
GAIN estimates were obtained using the regression method described in the text. SCG
values had been measured before by inserting additional signals into the internal feedback
coil [126] or by calculating the DC time delay of the dominating analog low-pass filter
[127]. Since no uncertainties were provided for SCG estimates, the total GAIN time delay
estimates relative to UTC is also listed without errors.
data by the shown delay values of around 20 s indeed reduces the amplitude of the above
mentioned time delay signature in the residual, however, with a very poor SNR. The
inconsistency between the different data segments and very poor SNR suggests that the
underlying process is non-stationary and might simply be caused by changing environ-
mental perturbations or time dependent systematic effects in GAIN. Unfortunately, no
correlation to environmental or systematic effects could be identified. In conclusion, we
take the averaged GAIN time delay (relative to the SCG) to be the weighted average over
all 7 segments resulting in τWZD = (8.6±3.1) s, significantly smaller than the result in [80].
A similar situation presents itself during the Onsala campaign as shown in figure 5.15.
The first and third estimate yield a sizable delay of 30 s relative to the SCG whereas the
rest agrees within their error bar on a much smaller value. This is remarkable because
several systematic effects that were pointed out in [80] had been fixed before the Onsala
campaign. In particular the influence of fringe deformations due to the detection system
had been reduced by adding a feed-forward path to the atom interferometer phase control
algorithm so that the system would maintain mid-fringe operation very precisely even dur-
ing relatively fast tidal gravity changes. Persistence of the time delay after those changes
indicates that the underlying cause, if existent, has not yet been identified.
Table 5.5 shows a summary of the averaged time delay estimates for both campaigns,
again showing a significant time delay for GAIN. Note, however, that due to the small size
of the time delay signature mention above, the above estimates were extracted from very
low signal-to-noise signals and may be biased due to systematic influences on this level. In
fact, the Allan deviation value for the relevant time-scale of τ = 3 h shown in figure 5.14 is
3 nm/s2 for Wettzell and 1 nm/s2 for Onsala which is similar to the respective amplitudes
of a 20 s time delay signature. It is therefore still unclear whether the estimated time delay
on the order of 10 s is due to unidentified parts of the GAIN transfer function or systematic
effect, or simply an artifact caused by random instabilities shown in the Allan deviation.
A more conclusive analysis would require a longer comparisons with SCG over several
month during changing tidal periods and a further improvement in GAIN‘s sensitivity
and stability on time scales of a few hours. Alternatively, a larger and more dynamic test
signal than natural earth tides would increase the sensitivity of this method. This could
for example be achieved by moving test masses within the vicinity of GAIN, as previously
demonstrated for SCG gravimeters [128].
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Summary
This chapter presented all main results of four gravity measurement campaigns which
compared the atom interferometer GAIN to a gPhone spring gravimeter, two supercon-
ducting instruments and the FG5X-220 absolute gravimeter. The later two measurement
campaigns were conducted at geodetic observatories in Wettzell, Germany and Onsala
Sweden and demonstrate the mobility and robustness of the GAIN setup.
The measured sensitivity, long-term stability and accuracy of GAIN competes excep-
tionally well with current state-of-the-art gravimeters. The shown combination of long-
term gravity monitoring with high stability, absolute accuracy and mobility was found
to be unique to atomic gravimeters such as GAIN. Resulting application in geodesy and
geophysics, such as the calibration of superconducting gravimeters were presented and
discussed.
In order to deliver the stability and accuracy presented here, a range systematic effects
were analysed and removed from the measurement, which will be detailed in the next
chapter.
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Chapter 6
Systematics
The main goal of this thesis is to exploit the potential of atom interferometers for appli-
cations in geodesy and geophysics. The absolute accuracy and stability of the measured
gravity value is of fundamental importance for these tasks. The understanding and control
of systematic effects is therefore of great importance for the development and application
of atomic gravimeters. As a part of this work a thorough analysis of expected and observed
systematics in GAIN was conducted before, during and after the implementation of the
previously discussed instrumental improvements. The result is presented in the following
chapter for each investigated shift.
In contrast to precision measurements of fundamental physical constants or test of the
laws of physics, gravity measurements on Earth are subject to a variety of environmental
influences such as tidal forces or local mass redistributions discussed in detail in chapter
1. This complicates the identification of systematic effects as a large background of real
gravity signals first has to be removed before instrumental effects become visible. Be-
cause synthetic models for the prediction of tidal and other effects are limited to levels
of approximately 10 nm/s2, the comparison to superconducting gravimeters as a reliable,
low-noise reference during both mobile comparison campaigns turned out to be essential
for this task. The present analysis for the GAIN setup was influenced by, but not limited
to, those presented on similar experiments in [27, 83]. Whenever possible, the analysis
was performed using the atomic signal in the atomic fountain itself instead of external
reference signals or simulations. This enables in-situ checking of the experimental pa-
rameters, in some cases even within a measurement campaign, and makes the instrument
independent of external calibrations and references and marks another advantage of atom
interferometers compared to other types of gravimeters.
Due to the sheer number of relevant systematic effects a categorization into the un-
derlying physical sources was attempted. An alternative ordering exists which orders the
effects by their reaction to a flip of the momentum recoil direction keff. As this is of
great practical importance for this experiment, a separate sub-chapter 6.7 deals with the
characteristics of this rejection. Finally, a summary of all regarded systematics will be
presented in table 6.3.
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6.1 Fundamental Effects
This sub-chapter deals with fundamental phase shifts arising in the practical experiment
that were not accounted for in the phase shift calculation in chapter 2.3. This encompasses
rotations of the laboratory reference frame as well as potential higher-order phase-shifts
which are listed in [85] and which are too small to play a role. A general relativistic cal-
culation of the atom interferometer phase presented in [25, 129] has also been considered.
Since the largest additional term in this calculation is smaller than 10−13 g for the GAIN
experimental parameters, however, these relativistic effects can safely be neglected here.
Note, that the finite speed-of-light also manifests as a phase shift in the relativistic model.
Because it can also be derived without a full GR calculation and actually needs to be
considered for GAIN, it will be treated separately in chapter 6.1.3.
6.1.1 Coriolis or Sagnac Phase Shift
Due to the finite temperature and imperfect vertical alignment of the launch, the atoms
in the atomic fountain will exhibit a small, residual horizontal velocity. This results in a
spatial area A spanned by the atom interferometer which leads to a rotation dependent




Ω · A = 2m
ℏ
Ω · (v0 × vrec)T 2 = 2Ω · (v0 × keff) (6.1)
with the atomic velocity vector v0 and the coordinate frame rotation rate Ω. For a
gravimeter with vertical Raman beams in a laboratory frame subject to Earth‘s rotation





vew = 2Ω̃Evew (6.2)
where vew is the atomic velocity along the West direction, θ̄ is the geographical latitude
and Ω̃E the effective rotation rate at a given measurement site which is maximal at the
equator and vanishes on the poles. Note that this result can alternatively be derived by
inserting the vertical component of the Coriolis acceleration aCor = −2Ω × v into the
interferometer phase formula 2.20, hence the term Coriolis shift which will be used here
from now on. Also note that vew obviously varies within the atom cloud due to the finite
temperature. The experimentally relevant quantity is the mean horizontal velocity v̄ew of
the subset of atoms which arrive in the detection zone and contribute to the measured
signal.
In order to keep the Coriolis shift below 10 nm/s2 in Berlin, Germany with Ω̃E ≊
44.46 µrad/s, the upper limit for v̄ew given by equation 6.2 is 127 µm/s. This would be
difficult to ensure permanently in our current setup due to the spreading of the atomic
cloud, much larger size of the detection volume and potential slow drifts of the atomic
launch vector due to MOT power fluctuations.
One method to isolate ∆gCor from the gravity signal is to rotate the entire apparatus
by 180 ° during a measurement which, if all other parameters remain constant, reverses v̄ew
and thus the Coriolis shift [130]. We instead employ a method first proposed in [86] which
rotates the Raman laser wave vector keff during the interferometer sequence by tilting
the retro-reflecting mirror. The Coriolis acceleration can then be strongly suppressed by
rotating the Raman beams in the opposite direction of Earth‘s rotation Ω̃E . Specifically,
















Figure 6.1: The Tip/Tilt mirror rotation axes (gray) are transformed to the geographic ref-
erence frame through the rotation matrix R−1γ . The Coriolis compensator rotates around
ωCC = −Ω̃ER−1γ · ePI2 and completely cancels out Earth’s rotation at γ = γ0 or α = 0.
a Tip/Tilt stage rotates the retro-reflecting mirror around an axis pointing North with a
rate of −Ω̃E during the entire interferometer sequence. The corresponding Piezo Tip/Tilt
actor used here was already detailed in chapter 3.2.3. Since Ω̃E is known very accurately
at a given measurement site and the well-calibrated closed-loop system allows for precise
control of the rotation rate, this system allows in principle for a Coriolis rejection by
more than two orders of magnitude, limited by the specified 0.5 % non-linearity of the
Tip/Tilt stage. Expressed in terms of permitted horizontal velocities, this means that
now up to vew ≤ 25 mm/s would be admissible to maintain a Coriolis shift of less than
10 nm/s2 which is trivial to achieve in our atomic fountain. Compared to rotating the
apparatus by 180 °, this allows for automatic Coriolis compensation without interrupting
the measurement and is not limited by short-term fluctuations of the atomic horizontal
velocity.
Alignment with the Geographic Reference Frame
The simple calculation from above, however, does not account for the alignment uncer-
tainty between mirror rotation axis1 and the geographic reference system as depicted in
figure 6.1. Misalignments α of a few degree have to be expected here because the accu-
rate determination of geodetic North with respect to building walls using map services is
difficult and small misalignments of the apparatus with respect to the walls may cause ad-
ditional uncertainties. This introduces, to leading order, a net rotation of the Raman beam
along the East-West axis which is otherwise zero. One solution to this problem would be,
e.g. to use a gyro compass for improved alignment. A more elegant solution was chosen
in this work instead, which uses the atomic fountain itself to measure geographic North.










where ωew/sn are the respective mirror rotation components in west and north direction.
The second term shows that the additional rotation direction makes the Coriolis shift
1R 1γ denotes a passive rotation, equivalent to the opposite active rotation R γ .
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Standard Fountain Launch (v1ew,v1ns)
Misaligned Fountain Launch (v2ew,v2ns)
Figure 6.2: Coriolis gravity shift ∆gCor(γ) as a function of the mirror rotation direction
in internal coordinates γ = α + γ0. The dashed line corresponds to the optimal setting
where α = 0 and the mirror rotation is aligned with geodetic north. Blue and yellow
datasets indicate two different launch vectors of the atomic fountain. Points are measured
gravity shifts with respect to a superconducting gravimeter, solid lines are the result of a
combined least-squares fit of both datasets yielding the parameters shown in table 6.1.
sensitive to the atom’s velocity in south-north direction. Equation 6.3 can be further
simplified by setting the mirror rotation rate to |ω| = |Ω̃E | and using the angle α as
shown in figure 6.1, resulting in
∆gCor = 2Ω̃E [vew (1− cosα)− vsn sinα] (6.4)
For α = 0, we recover the previous equation 6.2. Assuming α ≤ 5 ° and a worst-case
horizontal velocity vsn = 5 mm/s results in a residual Coriolis shift of 33 nm/s2 which
would be significantly worse than the effect of Piezo calibration errors and dominate the
remaining Coriolis shift. In order to reduce the size of this effect and extract information
about all relevant parameters in this scenario, one can perform gravity measurements while
changing the mirror rotation axis within γ ∈ [0, 2π]. Additionally, the horizontal velocity
component of the cloud can be varied. Since the rotation axis of the GAIN Tip/Tilt mirror
is freely adjustable and the horizontal velocity can be changed by moving the vacuum
bellow to change the launch vector, no adjustments of the setup were needed for this
measurement. The resulting datasets shown in figure 6.2 can be fitted to the Coriolis shift
model in equation 6.4. The offset γ0 between the geographic reference frame α = γ − γ0
and the instruments rotation axis enters the fit as one free parameter. Since the measured
gravity data contain ∆gCor only up to a constant offset c, one more free parameter is
necessary. A joint least-squares fit of both datasets to identical γ0 and c and individual
vew,vns gives all 6 parameters with the values and uncertainties shown in table 6.1. Since
the shown data was taken after the gravity measurement campaign (without moving GAIN








Table 6.1: Parameter values from least-squares fit of the data shown in figure 6.2. The
reduced chi square value of 2.4 indicates an adequate fit. All uncertainties are given with
1σ confidence level.
in the meantime) and the previous measurements at that particular site were conducted
with a slightly misaligned mirror rotation angle γ = 84 °, the fitted parameters did lead
to a negative bias of the measured gravity value. Assuming that no substantial long-term
drift of the atomic velocities came to play here, this bias evaluates to (−12±7) nm/s2 for
the datasets shown in figure 6.2.
Length of Wavevector
Because only the mirror and not also the Raman telescope are rotated during the se-
quence, the length of keff changes slightly between the three Raman pulses in the Coriolis
compensation scheme. In order to investigate this effect we expand keff for a small angle
β between upwards and downwards traveling Raman beam up to second order:











which can be used to calculate the first order interferometer phase shift in equation 2.20
with time/phase dependent keff(β). Due to the quadratic dependence on β we can minimize
this effect by choosing a symmetric tilting behavior with β = 0 during the second Raman
pulse and βRa1 = −βRa3 = Ω̃ET for the first and last pulse. This reflects very well to the
situation in our setup due to the auto-collimation scheme presented in chapter 6.2.1 and











which evaluates to 2.5×10−11 for our typical parameters of T = 0.26 s and Ω̃E ≊ 40 µrad/s.
This is negligible compared to other systematics and around two orders of magnitude below
the targeted accuracy for the gravity measurement. It is therefore more than adequate to
only rotate the mirror without the Raman telescope to compensate for the Coriolis effect.
6.1.2 Self-Gravitation of the Setup
Due to the proximity of the atoms to the walls of the vacuum chamber and rest of the
physics package, the gravitational effect of the apparatus itself can cause effects on the
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10 nm/s2 level and has to be considered. A detailed FEM simulation of the GAIN self-
gravitation was performed in [93], its main result is included here for completeness. It is
based on the original CAD design of the physics package and calculates the Newtonian
gravitation exerted by equivalent point masses on the atoms during their free fall. The
resulting interferometer phase shift is derived by computing the perturbed trajectories and
corresponding phase terms during the atom-light interaction during the Raman pulses2.
The biggest influence was caused by the magnetic shield of the ion-pump and the solid
aluminum block on top of the interferometer zone. All significant components together
added up in [93] result in a net gravity bias of 19 nm/s2 for the usual experimental param-
eters T = 0.26 s. The high fidelity of the CAD model yields a relatively small uncertainty
of only 0.5 % of this value. Due to the fact that some components of the apparatus, such
as the MOT magnetic shield, were not included in this analysis, we instead assume a
larger uncertainty of 5 nm/s2 for this effect. This effect currently does not limit the final
accuracy of the instrument and can readily be improved with moderate computational
cost by increasing the fidelity of the FEM model as outlined in [93].
6.1.3 Finite Speed of Light
Chirping the Raman frequencies during the interferometer may introduce a spurious phase
shift if only one frequency component is chirped. For a stationary atom, the propagation
delay between laser source and atom would result in an identical chirp centered around
a slightly different frequency and have very little effect. Due to the constant acceleration
of the atoms during their free fall, however, the propagation delay changes during the
interferometer sequence which leads to a modified effective chirp-rate and an associated







where v0 is the atomic velocity during the π pulse and αi is the chirp-rate of the respective
Raman frequency component so that α = α1−α2 compensates for the Doppler shift. This
is closely related to retardation effects caused by the finite speed of light which must
be corrected in falling corner-cube gravimeters[132]. Note that due to our symmetric
sequence with the π pulse close to the apex this effect is quite small in comparison to
other configurations which simply drop the atoms. In order to remove it completely we
apply frequency chirps to both Raman frequencies α1 = −α2 ≊ ±12.58 MHz/s so that
∆gc vanishes. Moreover, the induced gravity bias changes sign when reversing the chirp-
rate and will thus be rejected additionally by the k-reversal technique [131]. We therefore
conclude that speed-of-light effects do not contribute significantly to the systematic error
budget.
6.2 Raman Beam Effects
This section contains all effects which directly influence the wave-vector, wavelength or
phase of the Raman beams during the interferometer sequence. keff, or its projection
2An additional path integral component also exists but is too small to be relevant here [93].
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on g, enters the phase directly through equation 2.20 and phase offsets ∆Φ between










In order to obtain the absolute value of g on the 10−9 level, keff and differential phase
shifts therefore have to be controlled or rejected on the same level.
6.2.1 Vertical Alignment
As only the projection of g onto the effective wave vector keff = k1−k2 enters in the atom
interferometer phase, keff has to be well-aligned with the vertical axis. In order to quantify
the related error we expand it to second order in the misalignment angle δ between keff
and the plumb line g.
keff · g = |keff||g| cos δ ≊ keff · g(1− δ2) (6.8)
Controlling δ to less than 10 µrad would therefore results in a relative gravity shift below
10−10 g or 1 nm/s2, one order of magnitude below the targeted accuracy of the gravity
measurement. The situation is complicated, however, by the fact that both incident
and reflected component of the Raman beam affect keff independently through relative
misalignments β as given in equation 6.5. The Raman collimator and retro-reflection
mirror thus both have to be controlled relative to each other and relative to g on this
level.
Alignment of the Retro-Reflector
In order to reduce the number of degrees of freedom an auto-collimation scheme was
implemented as part of this work together with M. Hauth [80]. It consists of the Piezo
Tip/Tilt actor detailed in chapter 3.2.3 which is used for µrad level steering of the reflected
Raman beams. After successful auto-collimation, the retro-reflected beam is coupled back
into the Raman fiber and detected on a photo diode behind a polarizing beam splitter in
the laser module. The auto-collimation acceptance angle of the used Raman telescope-





as shown in figure 6.3 which enables scanning
of the correct retro-reflection angle to better than 1 µrad. In order to ensure persistent
auto-collimation during long-term gravity measurements under the influence of slow µrad
level tilt drifts of the apparatus, a tracking algorithm was implemented as part of this
work which scans the auto-collimation profile during the course of each experimental run
and corrects the Tip/Tilt settings for optimal retro-reflection. The angle β is scanned
by approximately 40 µrad during the interferometer sequence to compensate for Earth’s
rotation as detailed in chapter 6.1.1, and the magnitude of the auto-collimation signal is
recorded for all three Raman pulses. The signal ratio between the first and third Raman
pulse is then used to generate an error signal which is low-pass filtered and fed into a
feedback loop that adjusts the Tip/Tilt setting during the central Raman pulse. In order
to perform the same protocol on the perpendicular tilt-axis, an equivalent mirror rotation
and pulse sequence is carried out during the MOT loading phase. We did not observe any
disturbances of the MOT loading, presumably due to the large one-photon detuning of
the Raman laser. Likewise the auto-collimation signal was not altered or obscured by the















1) Coarse Alignment 2) Auto-Collimation
(a) 1) Coarse alignment is done using a beam splitter
and a corner-cube which are temporarily inserted into
the beam. The telescope is aligned with respect to a
spirit level and the Raman mirror afterwards w/r to the
telescope. 2) Auto-collimation into the Raman fiber can







(b) Laser power retro-reflected into the
Raman fiber as a function of mirror
tip/tilt angle. Black/gray points denote
the peak-sampling at three points in two
axes during in-sequence tilt sweeps from
which a tracking signal is derived.
Figure 6.3: GAIN Raman beam vertical alignment scheme.
MOT loading which is probably due to the extremely small solid angle collected by the
Raman telescope3.
This auto-collimation scheme competes favorably with alternate methods for aligning
anti-collinear laser beams such as [133] without the need for additional elements in the
beam path. This is especially advantageous for atom interferometry where wavefront
aberrations caused by optical elements have to be minimized as discussed in chapter 6.2.4.
Alignment of the Raman Telescope
With the active auto-collimation system enabled, the alignment angle δ is solely dependent
on the Raman telescope orientation which still has to be controlled on the 10 µrad level.
For increased long-term stability the telescope was placed on a stable, adjustable mount
featuring electrolytic tilt meters4 and DC motors5 for remote tilt control and monitoring
on the µrad level. In order to find the correct tilt setting a two-step process is used
as detailed in figure 6.3. First, the Raman telescope is verticalized with respect to a
spirit level which is placed at the position of the retro-reflection mirror using a procedure
3Note that the auto-collimation peak in later measurements showed similar size but significant ellipticity.
Because the semi-axes rotate with the Raman telescope, warping or misalignments are the likely cause.
This did not affect operation of the auto-collimator and is therefore not discussed further here.
4Applied Geomechanics 755 series
5Newport Motorizer 860a S3820





Figure 6.4: Blue: measured gravity residuals while scanning the vertical alignment δ of
the Raman telescope, while maintaining retro-reflection with the auto-collimation system.
Data points corresponds to 3 min of measurements. Yellow: misalignment effect as in
equation 6.8, resulting in tilt values δ0x/y fitted from this dataset (fit uncertainty ∆δ0x/y ≤
2µrad).
implemented in [93]: Incident and reflected beam are aligned using an additional beam-
splitter and cat-eye retro-reflector. Both beams are then focused on a CCD sensor and the
collimator tilt is adjusted until the spots overlap. The liquid level is then replaced by the
Raman mirror and its alignment corrected by again overlapping both spots. Afterwards
the additional beam-splitter is removed from the Raman beam path. Since this method
normalizes the Raman beam incident on the spirit level, as opposed to aligning it with
gravity inside the vacuum chamber, the accuracy of this method is limited by the 1′
wedge of the bottom vacuum window to around 150 µrad. Although this alone is not
sufficient it provides a good starting point where the auto-collimation system is within
its Tip/Tilt-limited working range of ±1 mrad. A more accurate alignment procedure
using the atomic gravity signal is then conducted as the final step. We use the motorized
collimator mount to deliberately scan δ versus the measured gravity value in both x and y
direction as proposed in [27]. During this scan the mirror follows automatically by virtue
of the tracking algorithm and eliminates β. In order to perform this procedure routinely
and efficiently it was integrated into the gravity measurement control system by the author
and is performed fully automatically over the course of a few hours. The resulting gravity
signal in combination with the telescope tilt meter data can then be used with equation
6.8 to find the optimal alignment angle δ0x/y. Figure 6.4 shows the gravity signal during
an alignment scan together with the calculated tilt-effect given the correct δ0x/y. The
uncertainty ∆δ0x/y ≤ 2µrad corresponds to a negligible vertical alignment error of only
0.04 nm/s2. Due to this elaborate multi-step procedure, vertical alignment is therefore not
currently a problem.
6.2.2 Reference Laser Frequency Offsets
As motivated above, an absolute measurement of g at the 10−9 level requires knowledge
of keff on the same or better level, corresponding to an absolute frequency uncertainty of
well below 300 kHz. Because relative shifts of the optical frequency of the Raman beams
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translate directly to keff and hence g, offsets of the laser reference frequency νref have to







The literature value [100] of the 87Rb D2 line was obtained through very precise spectro-
scopic measurements [134] with an uncertainty of 5.5 kHz or 1.4×10−11 which certainly
fulfills this requirement. The Rubidium spectroscopy implementation in the GAIN refer-
ence laser module to which both Raman lasers are referenced, however, does not necessarily
hold up to such high standards. The 87Rb D2 linewidth of 6.1 MHz is about 20 times larger
than the admissible frequency uncertainty which places moderate demands on the accu-
racy of spectroscopy setup. Potential systematic shifts on this level could originate from
residual amplitude modulation or slow drifts of electronic components in the modulation
transfer spectroscopy.
To avoid potential systematic frequency shift, the reference laser frequency was thus
measured explicitly. Instead of comparing it to an accurate optical reference using, e.g. a
frequency comb, one can again employ the cold 87Rb cloud in the atomic fountain by per-
forming D2 line spectroscopy [80] as follows: We first use the standard MOT preparation-
and launch sequence and subsequent velocity- and state selection to prepare a cloud in
the F = 2 hyperfine state in the atomic fountain. As detailed in chapter 4.2, the cloud
has a very narrow vertical velocity distribution corresponding to a Doppler width of only
5 kHz which is well below the transition‘s natural linewidth. Next, the Raman slave laser
is switched off with a mechanical shutter as it is not needed anymore for the rest of the
sequence. We then tune the Raman Master laser close to the D2 transition frequency and
probe the |52S1/2F = 2⟩ → |52P3/2F ′ = 1⟩ open transition by optically pumping a part of
the atoms to the lower hyperfine state with a 80 µs resonant pulse when the atoms are on
the apex of their trajectory and the mean velocity class is zero. Detecting the number of
atoms in F = 1 as a function of the scanned frequency generates a Lorentzian signal with
a FWHM width of 7.8 MHz as shown in figure 6.5. At the center of the peak we assume
that the probe laser is tuned to the center of the 87Rb D2 F2 → F′1 transition as depicted
in figure 6.5 (left). The frequency shift of the reference laser ∆fref can then be extracted
in a straightforward way through
∆fref =
(
fprobe − f litref
)
+∆fLock − faom (6.10)
where fprobe − f litref is given by literature values and can be extracted from, e.g., figure
3.13. The lock PLL reference frequency ∆fLock and Raman switching AOM frequency
shift faom = 80 MHz are known experimental parameters.
To monitor potential drifts of the frequency offset, this measurement was repeated
frequently. Before and during the last gravity comparison in Onsala, Sweden, 14 such
measurements were performed over a period of one month. The mean and standard
deviation of the resulting frequency offsets is f̄ref = (−510±80) kHz and shows no apparent
drift.
The observed frequency shift may be caused by light, magnetic or pressure shifts in
the Rubidium cell investigated here [135]. Other potential error sources are the buffer
gas composition and voltage offsets in the lock electronics. Since the MTS error signal
has a steepness of around 0.1 mV/kHz, however, the measured shift corresponds to offsets













Figure 6.5: Left: Level scheme for probing the reference laser frequency using GAIN’s
atomic fountain (see text). Right: Spectroscopy signal and Lorentz fit of the cold atoms
at the apex of the atomic fountain generated by optical pumping with the Raman Master
laser. The origin indicates the center of the resonance for ∆fref = 0. The shown data
include 200 points and yield a significant frequency offset of ∆fref = (−616±18) kHz.
of several ten mV, which would be unusually large. Finally, the 87Rb transition inside
the fountain could be disturbed by line pulling due to light shifts. Further investigation
is therefore needed to determine the predominant source of the reference laser frequency
shift.
For the time being, we account for a gravity bias of (−13±2) nm/s2 during the mea-
surement in Onsala. A similar value was measured during the comparison campaign in
Wettzell.
6.2.3 Rubidium Background Vapor Pressure
The refractive index of the background gas is another potential error source for keff. Nor-
mally the low background gas pressure in a UHV system is sufficient to keep n = 1 +∆n
close enough to unity. Due to the relatively small detuning of the Raman beams from the
D2 line in combination with large Rubidium partial pressure, however, there might still be
a significant shift for our particular situation. Starting from the wave-number deviations
∆ki = ∆nik
0








The refractive part of the index is given by the electric susceptibility χ(ω) to ∆n(ω) :=
Re (χ(ω))/2 [79] . Since the two spectral components of the Raman beams are separated
by the 6.8 GHz hyperfine splitting and ∆n varies substantially close to atomic transitions,
the refractive index has to be calculated separately for both frequency components. We
use an analytic model given in [136] which considers the complete hyperfine structure
and Doppler broadening at room temperature. The refractive index change for one single
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Figure 6.6: Rubidium background gas dispersion (top) and absorption (bottom) profile as
a function of 87Rb partial pressure, after [136]. Numerical values for room temperature,
p87 = 10−9 hPa and 1 m optical path length. The dashed lines show both Raman frequency
components for standard GAIN settings (see figure 3.13). Annotated transitions mark
i)87Rb F2 → Fe, ii)85Rb F3 → Fe, iii)85Rb F2 → Fe and iv)87Rb F1 → Fe.








here ∆ω is the detuning relative to the center of gravity (CoG) of the D2 line, C2Fd2 is
the hyperfine transition strength, N is the number density and s = f ∗ g is a line-shape
factor resulting from the convolution of the natural line-shape f and Doppler broadened
profile g. One can sum up ∆n(∆ω) for all hyperfine transitions and insert into equation
6.11 which gives the dispersion and absorption profiles shown in figure 6.6. Evaluating
equation 6.11 for both Raman frequency components as a function of the one-photon
detuning ∆ (with respect to the |F ′ = 1〉 state, see figure 3.13) yields the behavior shown
figure 6.7. The gravity shift ∆gindex induced by 87Rb partial pressure is on the order of
10 nm/s2/hPa. For the ∆ = −700 MHz setting used during GAIN gravity measurements
this corresponds to a shift around 5 nm/s2 at 10−9 hPa for both pure 87Rb and a natural
isotope mixture6. Since the background loaded MOT in the GAIN setup operates around
10−9 hPa background pressures, this could results in a small but significant gravity bias.
Note that, for the natural Rubidium isotope mixture, the gravity bias has an interesting
a zero-crossing around a detuning of ∆ = −1276 MHz. This is due to the equal amplitude
6Both cases shown in figures 6.6 and 6.7 assume the same 87Rb partial pressure in order to simulate an
equal MOT loading rate. Hence, the total Rb pressure is 3.6 times larger for the natural abundance case.













Figure 6.7: Gravity bias due to keff changes caused by the refractive index of Rubidium
background gas. The dashed line shows the GAIN setting during gravity measurements
presented in this work. The dot-dashed line indicates a cancellation of the effect due to
an equal but opposite-sign index shift at ∆ = −1276 MHz.
but opposite sign of ∆n for the two frequency components and does not occur if only 87Rb
transitions are considered7.
It should be noted that the used transition model has been found truly accurate only
for very low intensities much below saturation, were the ground state population is undis-
turbed by optical pumping. Saturation line broadening is also not considered in the model
[136]. Although the saturation parameter I/Isat of our Raman beams is on the order of 1,
the large one-photon detuning effectively means that optical pumping should not play a
role and that model predictions should be accurate for frequency settings with negligible
one-photon absorption.
The above treatment further assumes that the Rubidium partial pressure is constant
within the interferometer zone. While pressure gradients in other parts of the chamber
cancel out in the total interferometer phase, variations within the AI region would add an
additional bias caused by different keff values for each Raman pulse. We therefore assume
that pressure gradients in the interferometer zone are very small, which is reasonable given
the geometry of the GAIN vacuum system. This assumption is also supported by optical
absorption measurements of the Rubidium partial pressure which were conducted along
several optical axes of the vacuum system. They yield values of below 10−9 hPa during
operation with the dispensers switched on, which agrees well with the vacuum gauge that
indicates a total pressure at the 5×10−10 hPa level.
Based on this analysis we infer a small gravity value bias of (5±5) nm/s2 for this effect.
The large relative uncertainty accounts for remaining uncertainties in the refractive index
model and the error of the exact Rubidium pressure in the interferometer zone. This
small effect could in the future be eliminated under the current experimental conditions
by means of further characterizations of the refractive index model and by exploiting
the zero-crossing shown in figure 6.7. An alternative approach would be to reduce the
Rubidium pressure in the system by more than one order of magnitude by adding a 2D-
7Which might be relevant to know before purchasing isotope enriched Rubidium sources.
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MOT and a differential pumping stage [83].
6.2.4 Raman Wavefront Aberrations
Due to finite temperature and resulting horizontal velocity distribution within the cloud
(see chapter 6.1.1) the atoms sample different parts of the Raman beam wavefront during
each of the three interferometer pulses according to their respective horizontal positions
within the beam. In a realistic scenario with wavefronts that are curved and locally
distorted due to imperfect optical elements, this leads to a phase shift for a given atomic
trajectory x(t) of:
Φwf = ϕ
eff(x(t1))− 2ϕeff(x(t2)) + ϕeff(x(t3)) (6.13)
where ϕeff(x) is the effective wavefront phase given by the difference of up- and down-
wards traveling Raman beam wavefronts [137]. Since only the difference between up- and
downwards traveling wavefront plays a role, the only optical elements that have to be
regarded in the GAIN setup are the lower vacuum window, the quarter wave plate and
the retro-reflecting mirror. One approach to minimize this effect is to reduce the number
of critical optical elements by putting the retro-reflecting mirror into the vacuum cham-
ber as shown elsewhere [130]. A different approach was chosen here which is compatible
with the GAIN active vibration isolation and retro-reflector Tip/Tilt stage. It relies on
accurate characterization of the optical wavefronts and a model to calculate the resulting
interferometer phase shift which can then be removed in post processing. This was carried
out by Vladimir Schkolnik and Bastian Leykauf [138, 137] and is summarized here for
























































































Figure 6.8: Measured wavefronts of critical optical components in the Raman beam path
(2” diameter). Left: retro-reflection mirror, measured by FBH using a Zygo interferometer.
Right: zero-order λ/4 wave-plate, measured using a Shack-Hartman sensor.
sured using a Shack-Hartmann sensor. Since an in-situ measurement of the lower vacuum
window is not possible without opening the UHV chamber, a set of 5 vacuum windows
with identical dimensions and optical quality were instead used as surrogates. The retro-
reflecting mirror was characterized using a Zygo interferometer equipped with a λ/100
reference flat by courtesy of Ferdinand-Braun Institut für Höchstfrequenztechnik (FBH).
In order to calculate the resulting phase shift of a given wave-front, both the spatial profile
and velocity distributions of the atom cloud are approximated to be Gaussian with widths
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Optical Element dgwf [nm/s2] ∆dgwf [nm/s2]
Lower vacuum window 2× (−5∗) 2× 11∗
λ
4 waveplate 2× (−11) 2× 2
Retro-reflection mirror 4 2
Total -28 22
Table 6.2: Gravity value biases dgwf induced by wavefront aberrations of optical elements
in the Raman beam-path, as determined in [137]. The factors of two indicate that the
bias has to be applied for each pass of the beam through an element. Asterisk indicate
that values were estimated by averaging over surrogate optics as explained in the text.
corresponding to the measured cloud’s size and temperature. The phase shift according
to equation 6.13 is then integrated only over the part of the distribution which reaches the
detection zone and contributes to the signal. The calculation was tested and confirmed by
entering an additional window into the beam path and comparing the predicted phase shift
to the measured gravity bias [138]. The model shows that the phase approaches zero as
the temperature of the atomic cloud is reduced, which is expected and has also been shown
in [130]. Temperatures lower than 2 µK are unfortunately inaccessible with the molasses
cooling technique used in GAIN. Reducing the size of this effect therefore encourages the
use of advanced cooling techniques like Raman sideband cooling or evaporative cooling in
a magnetic or optical trap.
In order to give an estimate of the effect in the current setup, biases for all significant
optical elements were calculated for the given temperature and detection parameters.
For the inaccessible vacuum window the mean bias values for all 5 windows from the
surrogate batch was defined as an estimate. Its significant deviation from zero indicates
characteristic wavefront features stemming from the production process resulting in a
negative bias. The largest measured bias value of all surrogate windows was defined as
the estimate uncertainty in order to give a bound, conservative value [139]. The resulting
phase shifts are listed in table 6.2. A total bias of (−28±22) nm/s2 was removed from all
gravity values measured during this work as a result of this analysis.
6.2.5 Gouy Phase
With the standard GAIN Raman telescope, the Raman beam inside the vacuum chamber
is in good approximation Gaussian with a 1
e2
beam waist radius of w0 ≊ 15 mm and a
Rayleigh length of zR = w2oπ/λ ≊ 876 m. Due to the retro-reflection scheme the atoms
interact with both incident and the retro-reflected part at different longitudinal positions
of the Gaussian beam. An additional Gouy phase term therefore has to be considered.
Note that this is fundamentally different from the wavefront aberrations discussed in
chapter 6.2.4 because the Gouy phase is a consequence of the longitudinal Gaussian mode
and would persists even at arbitrarily low atomic temperatures. For a Gaussian beam
propagating along the z-direction with its waist centered8 at the retro-reflecting mirror at
z = 0 it generally results in a phase shift of ζ(z) = arctan(z/zR). The differential phase
8The beam waist position is located at the coordinate origin which can be chosen at will here as no
symmetries of the atomic trajectory were used for this analysis.
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term imprinted on the atoms during the i-th Raman pulse is therefore given to first order
by:
ϕGoi = − arctan(
zi
zR






were zi is the atom‘s position relative to the beam waist and ∆zi is twice the distance be-
tween atom and retro-reflector. Equation 6.14 is valid for an upward directed photon recoil
and changes sign for keff pointing downwards. Since the Rayleigh range is usually chosen
to be on the order of hundreds of meters it is safe to perform the first order expansion
as in equation 6.14. Note also that this actually corresponds to a worst-case estimation
because the arctan slope has its maximum at zero and the Gouy phase therefore mono-
tonically decreased the further away the atoms are from the beam waist. By combining
the parabolic atomic trajectories with equation 6.14 we can calculate the total phase shift
in the atom interferometer, yielding:




For keff pointing upwards, the above-mentioned Rayleigh length and T = 0.26 s this results
in a phase shift of ∆ΦGo = 1.5 mrad which is negligible compared to other systematic
effects and its value is in good agreement with the analysis performed in [93]. The size of
this systematic effect changes quickly, however, if the Raman beam is expanded to smaller
waist diameters. In order to estimate the maximum acceptable waist size for gravimetry













with keff ∼= 4π/λ. Interestingly the effect depends only on the wavelength of the Raman
beams and the chosen waist radius. The quadratic relation is displayed in figure 6.9 for
n = 2, λ = 780 nm and shows that in order to keep the associated gravity bias well below
10 nm/s2, the beam waist diameter should be larger than 1 cm.
6.2.6 Raman Beam Diffraction
The above chapter concluded that a large Raman beam diameter is advantageous in order
to minimize the Gouy phase. This large beam, however, also has to be accommodated
by the aperture of the vacuum window in the Raman axis. If that aperture is too small,
significant diffraction ripples occur which can lead to substantial amplitude fluctuations
along the beam profile.












as shown in [140, 141]. For the GAIN Raman beam aperture with a = 20 mm, this criterion
leads to a maximal beam radius of wmax0 = 12.3 mm. The Raman telescope used during the
gravity comparison campaigns, however, was slightly bigger than this with w0 = 15 mm.
A certain amount of diffraction was therefore certainly present during the measurements.
Due to the comparatively large horizontal velocity and small vertical splitting of the atoms
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Figure 6.9: Gravity bias induced by the Gouy phase vs. Raman beam waist size. Plotted
is the worst-case estimate for atoms close to the beam waist from equation 6.16. Dashed
and dotted vertical lines show settings used for GAIN gravimetry campaigns and test
measurements, respectively.
during the interferometer sequence, potential position dependent light shift or other effects
are likely to average out between the different parts of the atom cloud. A systematic bias
of the gravity value is therefore improbable here but can not be completely ruled out. In
order to adhere to the 1 % criterion more strictly in the future, a new Raman telescope
with beam radius wmax0 was purchased and will be used for future gravity measurements.
6.3 Raman RF Control
This section contains several systematics which originate from the frequency control, chirp-
ing and switching of the Raman beams during and in between the interferometer pulses.
Not mentioned explicitly here are effects due to pulse-length and -intensity or incorrect
chirp rates because they were already found to be negligible in [11].
6.3.1 Raman Chirp Group Delays
The linear frequency chirp of the Raman lasers during the interferometer sequence compen-
sates for the atomic Doppler-shift and is essential for operating the atom interferometer.
It also, however, makes the interferometer sensitive to phase shifts φRF(f) introduced by
elements of the Raman frequency chain.
Assuming a non-linear frequency dependence φRF(f) ∝ ηf2, which is equivalent to a
first order group delay effect parametrized by η, leads to a spurious atom interferometer
phase shift:
ΦRF = φRF(f0)− 2φRF(f0 + αT ) + φRF(f0 + 2αT ) = 2η(αT )2 (6.18)
where α is the slope of the frequency ramp. Group delays such as this can be introduced
by all RF components in the Raman frequency chain which facilitate the frequency chirp,
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including the DDS, mixers, amplifiers, AOMs. An explicit measurement of ϕRF(f) is
possible and was demonstrated in [11]. Instead of repeating this intricate but not fully
conclusive measurement with the GAIN setup, we instead rely on the suppression of this
effect by reversing the momentum recoil direction and keff in the interferometer which
enables a cancellation of this effect by averaging over the two different configurations.
Residual effects due to the local group delay structure and the small offset in chirp
center frequencies between up-/downwards recoil still exist, however. In order to estimate
their size we refer to the half-sum between up- and downward directed recoil which shows a
total effect of around 40 nm/s2 as shown in figure 6.16. Averaging over both configurations
certainly provides a significant rejection, but a small residual contribution can not be
excluded based on this short analysis. We therefore attribute a common mode rejection
by a factor of 4, and a remaining uncertainty of 10 nm/s2 to this effect.
6.3.2 RF Reference Oscillator Offset
All frequencies in the experiment, including the Raman frequency offset, are referenced
to a 10 MHz quartz oscillator as detailed in chapter 3.4. The accuracy of this frequency
is crucial, since the gravity value is directly referenced to it through the chirp-rate in
equation 2.20. Because the frequency synthesizer derives both its output frequency and
its frequency increment interval from the reference, the chirp-rate actually depends on it
quadratically, or α ∝ f2ref. More precisely, small offsets of the reference oscillator shift the








where the factor two is caused by the two-fold effect of the reference oscillator on both the
chirp-rate step-size and -frequency. Figure 6.10 shows measured gravity changes versus
frequency offsets and confirms the expected behavior.
This result also agrees with [142] and could in the future be used to implement a
post-correction of the measured gravity value to account for slow oscillator drifts. Note,
however, that for relative frequency shifts of 10−7 or larger, several secondary effects such
as changes of the selected velocity class or shifts of the Raman resonance frequency become
relevant which are not contained in equation 6.19 and are in their combination hard to
predict. In order to keep the reference oscillator as stable as possible during gravity
measurements, we stabilized its frequency to an external reference with a bandwidth of
around 0.5 Hz. This was the case during both external measurement campaigns conducted
with GAIN where 10 MHz reference signals from Hydrogen-Masers were used. Due to their
excellent accuracy and stabilities of better than 10−14 on time scale of those campaigns,
this effectively eliminates this effect in the gravity measurement. During the previous
measurement at Humboldt Universität zu Berlin, however, no stable reference oscillator
was available and fRF was manually adjusted by mechanical tuning of the oscillator with
a resolution of 20 mHz. This leads to a sizable uncertainty of 40 nm/s2 during the both
campaigns conducted in Berlin.









Figure 6.10: Measured gravity bias due to frequency offsets ∆fref of the 10 MHz reference
oscillator. The data points are in good agreement with the expected behavior given by
equation 6.19.
6.4 Atomic Frequency shifts
The 87Rb hyperfine structure is subject to well-known systematic shifts in the presence of
light fields and magnetic fields which are inevitable and indispensable during the interfer-
ometry sequence. This section contains the size and influence of these shifts on the gravity
measurement, which are dominated by one-photon light shifts and quadratic Zeeman shifts
as shown below. Light shifts due to off-resonant Raman transitions and frequency offsets
and DC-Stark shifts are smaller but have been considered nevertheless.
6.4.1 One-Photon Light Shift
The coupling of hyperfine levels during the Raman pulses causes shifts of both hyperfine
ground states due to the AC-Stark effect, which can be divided into average and differ-
ential components as detailed in chapter 2.2.1 and defined in equations 2.13 and 2.12,
respectively. Under the assumption that both interferometer paths see the same light in-
tensity, which is very reasonable given their small splitting, the average level shift cancels
in the interferometer phase due to the symmetry of the sequence. The differential shift
δAC = Ω
AC
e − ΩACg , on the other hand, leads to an additional phase for a Mach-Zehnder








where the upper index denotes the 1st and 3rd Raman pulse and Ωeff is the effective two-
photon Rabi frequency. This shows that the effect cancels out if the light shift is equal
for the first and third pulse. This suppression is limited, however, by the fact that the
cloud expands during the sequence due to its finite temperature. The atoms thus move
within the transverse profile of the Raman beams and generally experience unequal light
shifts during the first and last Raman pulse. The remaining effect can be mitigated by
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controlling the intensity ratio of the Raman beams because the individual light shifts of the
upper and lower hyperfine ground state are dominated by the separate resonant Raman
frequency components as expressed by equation 2.24. By choosing the correct ratio the
differential shift δAC can thus in principle be eliminated.
The intensity ratios predicted by equation 2.25 were verified with the GAIN setup by
Matthias Hauth [80] using an additional Raman pulse during the interferometer sequence.
This non-resonant pulse does not drive two-photon transitions and thus leaves the three
pulse interferometer intact, but inflicts the same light-shift as a resonant Raman pulse
due to its very similar one-photon detuning ∆. The resulting level shifts were observed
for different ∆ and Raman intensity ratios I2/I1 and were found to confirm the predicted
behavior. At the ∆ = −700 MHz setting selected during all GAIN gravity measurement
campaigns the required intensity ratio is I2I1 = 1.72. In order to operate the atom interfer-
ometer at this ratio as precisely as possible, an active control system described in chapter
3.3.1 was implemented by Matthias Hauth. It uses a slow feedback system to remove slow
drifts of the Raman power in front of the last fiber coupler. The standard deviation of
residual power fluctuations is on the 1 mW level which induces small phase shift of sev-
eral 10 mrad for one pulse [80] which is then further suppressed by the symmetry of the
sequence. Since ∆ΦAC does not depend on the photon recoil direction, residual interfer-
ometer phase shifts will additionally be suppressed by the k-reversal technique detailed in
chapter 6.7.
The remaining systematic bias on the measured gravity value is therefore very small
and hard to quantify. A small error margin of 5 nm/s2 has been applied in order to account
for this effect.
6.4.2 Two-Photon Light Shift
In addition to the one-photon light shift discussed in chapter 6.4.1, off-resonant Raman
transitions cause an additional light shift. As detailed in chapter 3.1.4, the direction of
the momentum recoil in the atom interferometer is selected by adhering to the resonance
condition in equation 2.6 for driving Doppler-sensitive two-photon transitions. For Raman
lasers on resonance with |g,p⟩ → |e,p+ ℏkeff⟩ this leads to a detuning −2ωD = −2keffva

















Figure 6.11: Coupling and detuning of momentum states by off-resonant Raman transi-
tions as discussed in the text. ωi/r denote the incident/reflected Raman beams. εe and εg
show the level shifts of the two populated states involved in the interferometry sequence.
residual couplings with these detuned states |g,p⟩ ↔ |e,p− ℏkeff⟩ and |e,p+ ℏkeff⟩ ↔
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|g,p+ 2ℏkeff⟩ as depicted in figure 6.11 which in turn results in an additional differential


















where Ωeff is the effective Rabi frequency of the Raman transition, ωr = ℏk2eff/2m is the
recoil frequency and δD abbreviates the effective Doppler shift. Note that δωTPLS changes
sign when flipping the momentum vector which means that, in contrast to the one-photon
light shift, the k-reversal technique does not reject this effect. The resulting interferometer
phase shift can be calculated using the sensitivity function in equation 2.38 and further
simplified by assuming fix pulse areas of π/2 and π for the Raman pulses which leads to






















D denote parameters for the i-th Raman pulse. Since the interferometer
sequence in the GAIN atomic fountain is arranged almost symmetrically on the parabolic
trajectory of the atoms, the Doppler shift during both the 1st and 3rd pulse is relatively
large. This strongly suppresses ΦTPLS compared to a configuration where the atoms are
simply dropped and the velocity during the first pulse is thus small. For the standard GAIN
parameters with T = 0.26 s this leads to a substantial Doppler detuning of 5.8 MHz which,
in combination with the effective Rabi frequency of 15 kHz, leads to a very small phase
shift of 1.3 mrad corresponding to 1.3 nm/s2. This is about one order of magnitude smaller
than the targeted accuracy and currently not an issue. For less symmetric configurations
of GAIN, however, where the atomic velocity during the 1st pulse is small this effect can
be much larger and has to be accounted for. Further phase shifts due to couplings from
Doppler-insensitive Raman transitions due to polarization errors might also arise [143]
and should be characterized in the future by looking at the Raman spectrum. In order
to account for these potential effects, we assume a total uncertainty of 5 nm/s2 caused by
two-photon light shifts.
6.4.3 Light shifts due to Raman Frequency Offsets
Interferometer phase shifts can occur if the Raman resonance condition in equation 2.6 is
not met precisely during the atom interferometer sequence. The resulting asymmetry leads
to a sensitivity to non-inertial effects as first reported in [11] and described theoretically
in [144]. The reported phase shifts due to offsets from the correct Raman frequency for
similar experimental parameters have a magnitude of roughly 14 nm/s2/kHz.
The importance of this effect for GAIN parameters will briefly be discussed here. After
the GAIN velocity selection, which is performed with a Gaussian pulse envelope, the atomic
velocity distribution of the remaining atoms is to a very good approximation represented
by a narrow Gaussian which corresponds to a Doppler width of 10 kHz as detailed in
chapter 4.2. Scans of the Raman resonance condition yields the required settings with
an uncertainty of approximately 500 Hz which results in a gravity value uncertainty of
7 nm/s2.
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6.4.4 Quadratic Zeeman Shift
Level shifts caused by magnetic fields are an important error source and have been carefully
considered already during the design of the GAIN setup [93, 11]. They are, as a first
step, reduced by only allowing atoms in the magnetically insensitive mF = 0 sub-state
to participate in the atom interferometer by virtue of the selection sequence described in
chapter 4.2. The dominant level shift is then caused by the second order Zeeman shift
modeled by the Breit-Rabi formula [100]. This results in an equal and opposite shift of






(gj − gi)2 µ2B
2ℏ∆Eclk
= 2π · 57.5 kHzmT2 (6.23)
where ∆Eclk is the energy splitting between both states, µB is the Bohr magneton and gj
and gi are the fine-structure Landé and nuclear g-factors.
Since the atoms in both arms of the Raman interferometer are in opposite internal
states this causes a differential level shift which can be calculated by evaluating the path
integral along the unperturbed trajectories in both interferometer arms. In order to find a
simple expression that includes the effect of magnetic field gradients across the small split-
ting between both interferometer paths we expand the squared magnetic field to second
order around the classical, mean parabolic trajectory z̄(t), yielding:




∆z2 + ... (6.24)
where γ := ∂zB and κ := ∂2zB are the vertical gradient and curvature of the magnetic
field, respectively, and ∆z(t) = ±vrec (T − |t− tRa2|) /2 parametrizes the distance of both
interferometer paths from the mean parabolic trajectory z̄(t). By evaluating the phase
shift along both paths and using the sensitivity function gs(t) introduced in chapter 2.4















with, e.g., B(t) := B(z̄(t)). The first term shows the dominating effect of magnetic field
fluctuations along the mean trajectory and the second term a higher order effect due to
the small interferometer path splitting. Note that the first order term in γ is equal in both
interferometer arms due to the antisymmetry of the (differential) level shift, and therefore
cancels out in the measured phase difference.
We will first estimate a worst-case value for the leading order ∆ΦmeanB2 . External
background magnetic fields are strongly reduces in the interferometer region due to the
3-layer Mu-Metal shield described in chapter 3.1. A constant bias field of approximately
B0 ≊ 5µT is applied to provide a well-defined quantization axis and avoid spin-flips
during the interferometer sequence. Measurements performed in [93] show that spatial
field fluctuations due to external background fields have a magnitude of approximately
∆B ≊ 100 nT which was confirmed by Zeeman spectroscopy in the fountain as shown in
figure 6.12. In order to give a worst-case estimate of the differential level shift, we assume
that the first half of the atom interferometer is subjected to a constant field B0+∆B and
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Figure 6.12: Magnetic field measurement in the interferometer zone, conducted by scan-
ning the linear Zeeman shift of the m = ±1 sub-states versus cloud position using a single,
Doppler-insensitive Raman pulse. Gray solid and dashed lines show the border of the inner
and outer layers of the magnetic shield. The shaded area indicates the region in which the
interferometer sequence takes place. Measurement and data courtesy of Qing-Qing Hu.
For the usual interferometer time T = 0.26 s this results in a significant shift of 75 mrad
equivalent to a gravity bias of ∆g = 70 nm/s2. Note, however, that this scenario is
impossible for the symmetric fountain configuration employed in GAIN where the second
Raman pulse happens close to the apex of the trajectory. Instead, this effect should largely
cancel out due to the almost symmetric trajectory and the real shift will be much smaller.
The sign of the phase-shift furthermore does not depend on the direction of the momentum
recoil so that the effect is rejected by the keff-reversal technique detailed in chapter 6.7.
This is also consistent with the result of gravimeter measurements using different T but
symmetric trajectories, which faithfully reproduce the expected linear vertical gravity
gradient. We therefore attribute only a small residual uncertainty of 5 nm/s2 to quadratic
Zeeman shifts ∆ΦmeanB2 .
In order to evaluate the additional phase due to the interferometer path splitting,
which has a maximum value of 3 mm for the usual GAIN parameters, we estimate the
maximum size of the second term ∆ΦsplitB2 in equation 6.25. As a worst-case scenario we
assume again that gradient and curvature only influence the first half of the interferometer
sequence and therefore neglect the common-mode suppression due to the symmetric foun-
tain trajectory. By reusing the values for T,B0,∆z from above and assuming constant






≈ 0.3 mrad (6.28)
which corresponds to a very small gravity bias of ∆g  0.3 nm/s2. Since the real gradient
and curvature will on average be much smaller and additionally rejected by the symmetry
of the trajectory, this effect is negligible and currently not a problem. This assessment
agrees with a similar path integral calculation carried out in [83].
Note that the overall magnitude of the main quadratic Zeeman shift ∆ΦmeanB2 is among
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the largest remaining unknowns in GAIN and only not a problem because of the two-
fold cancellation described above. To be even safer in the future, both effects should be
further reduced from the onset simply by lowering the background magnetic field by a
factor of 5-10 which would still be well above residual field fluctuations and thus provide
a clean enough quantization axis. Finally, on-site magnetic flux measurements inside the
interferometer zone as shown in figure 6.12 could be conducted automatically and used to
post-correct the gravity value. Advanced techniques [145, 146] would enable an even more
precise mapping of the field or its gradients if necessary.
6.4.5 DC Stark Effect
Metal surfaces show stray potential differences over centimeter-sized areas due to different
exposed crystalline facets and surface contaminations [147]. These potentials typically
have a size of 1–10 mV over length scales of centimeters and have to be considered in,
e.g., precision force measurements between two conducting surfaces [148] or inhomoge-
neous broadening of Rydberg energy levels close to surfaces [149]. Because of the atom‘s
vicinity to the metal vacuum chamber wall, this potentially leads to a phase shift in atom
interferometers through the DC-Stark effect as considered in [11] and will be discussed
here briefly for GAIN.




E2z α0 = −h · 8×10−6
Hz
(Vm)2 (6.29)
where α0 is the ground-state polarizability of Rubidium[100] and Ez is the magnitude of
the electrostatic field. Since α0 is identical for both hyperfine ground states this effect is
common mode in the interferometer and cancels out to first order. The vertical splitting
of both interferometer arms, however, leads to a remaining effect in case of electric field
gradients. In order to estimate its size in a worst-case scenario we calculate the force










where l is the length scale of the electric gradient. For a gravity effect of ∆g = 10−9 g and
l ≈ 10 cm similar to the size of the interaction region, an electric field of 1.65 V/cm would
be required. This is about two orders of magnitude larger than observed values [147] on
other metal surfaces under similar conditions. Given the small, cm length scale of reported
surface potentials and the large dimensions of the interferometer zone, an averaging effect
furthermore applies for larger pulse spacing T . For instance, in GAIN with T = 0.26 s
and a symmetric trajectory the free fall distance between first/last and center Raman
interferometer pulse is about 30 cm.
Surface charges are therefore not currently a problem for GAIN. In order ensure this
fact for measurements below the 10−10 g level, reductions of patch potentials9 or a mea-
surement of surface potentials in the interferometer zone would be required.
9Graphite spray has been reported to reduce patch charges while preserving UHV compatibility
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6.4.6 Cold Collision Shift
Collision in clouds of cold or ultra-cold atomic gases cause frequency shifts which depend
on the effective density. During the 1990s, the differential shift of the hyperfine clock
transition was a dominating systematic effect in Cesium atomic fountain clocks and one of
the main reasons of interest in the development of Rubidium fountains. For thermal clouds
such as the ones used in GAIN, this shift has been carefully characterized during the work
on Cesium and Rubidium atomic fountains in [150, 107, 105]. The differential frequency
shift of 87Rb atoms in the magnetically insensitive m = 0 sub-states was measured in [107]
to




where ρ denotes the atom density in the cloud. In order to estimate the resulting in-
terferometer phase shift we again follow the sensitivity function approach introduced in
chapter 2.4. For a time-dependent atomic density ρ(t), which reflects well the situation in




g(t)ρ(t)dt = κT (ρ̄2 − ρ̄1) (6.32)
Here, ρ̄1 and ρ̄2 denote the mean densities during the first and second half of the interfer-
ometer sequence, respectively. If the mean density was constant during the sequence, no
phase shift would occur. This is, however, not the case for GAIN, due to the significant
horizontal expansion at a temperature of around 2 µK. After velocity and state selection,
the cloud that participates in the interferometer sequence consist of up to N = 2×107
atoms as detailed in chapter 4.2. One can estimate the mean density evolution by assum-
ing a three dimensional Gaussian cloud shape originating in a point source, with widths
σ(t) = σv · (t− tLaunch), yielding
ρ(t) =
N
(2π)3/2(σxyv )2σzv (t− tLaunch)
3 (6.33)
For the above atom number, T = 0.26 s, horizontal spread velocity of σxyv ≊ 14 mm/s
and vertical spread velocity of σzv ≊ 5.2 mm/s, this leads to mean densities during the
interferometer sequence of ρ̄1 ≊ 1.1×108 cm−3 and ρ̄2 ≊ 1×107 cm−3.
Combined with equation 6.32 this results in a total interferometer phase shift of around
∆Φcoll = 60 µrad. This is equivalent to a gravity bias of only 6×10−12 g which can be safely
neglected in the gravimeter at the current level of accuracy. Note that the associated shifts
would increase by around a factor of 50 without pre-selection. They are also intrinsically
30 times larger when using an atomic fountain with Cesium instead of 87Rb, for which
they are estimated in [27].
6.5 Synchronous Noise
6.5.1 Vibration Isolator Excitations
Accelerations of the Raman mirror during the atom interferometer sequence directly shift
the measured phase as described in detail in chapter 3.2. If they are uncorrelated to
the interferometer sequence, as usually the case for environmental vibration, these shifts
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// MOT coilswitching
Figure 6.13: Platform accelerometer spectrum during running(blue) and stopped(yellow)
GAIN gravimeter operation in Wettzell before integrating the MOT magnetic shielding.
Spikes in the blue spectrum show synchronous excitations of the vibration isolator through
magnetic coupling (see text). The frequency spacing between spikes is identical to the
GAIN sequence repetition rate of 0.67 Hz.
will increase the interferometer phase noise and reduce the sensitivity to g, but not cause
systematic shifts. This is different for excitations that originate from the instrumental
sequence itself and are therefore synchronized with the measurement cycle. This effect is
well known for falling corner-cube absolute gravimeters where floor excitations caused by
the falling test-mass hitting the bottom of the chamber can induce synchronous vibrations
of the floor. When operated at sufficient repetition rates on oscillatory foundations this
can cause a significant gravity bias.
Although the atomic cloud’s mass is much too small to cause such an effect in an
atom interferometer, a similar issue can arise from the magnetic fields of the MOT field
coils which are switched on and off during the MOT loading and launch-sequence. This
switching causes problematic, synchronous vibration isolation excitations through two
different coupling paths. The first path is a direct magnetic attraction of the mild steel
casing of the platform accelerometer and other ferro-magnetic components on the isolator
platform due to the magnetic field gradient caused by the MOT coils. Additional coupling
is introduced by the intrinsic sensitivity of the feedback sensor in the accelerometer to
the field itself, which was measured to approximately 5×10−8 m/s2/mT. Which of those
routes contributed more to the coupling depends on the platform properties along with
field amplitude- and gradient and is ultimately unclear for our scenario. The significance
of the total cross-coupling, however, was evident from artifacts in the accelerometer output
spectrum when the experimental sequence was active as shown in figure 6.13. In order
to investigate the effect on previous gravity measurements, an additional break between
instrumental runs was introduced into the measurement sequence. This changes the phase




Figure 6.14: Measured gravity shift versus the length of breaks between interferometer
cycles, before and after installation of a magnetic shield around the MOT region.
between magnetically induced platform excitations and the interferometer pulse sequence.
The measured gravity value versus length of the break is shown in figure 6.14 and discloses
a substantial effect. Fitting an over-damped oscillator model to the plotted dataset yields
a bias of (91±4) nm/s2 for the standard gravity measurement. It is unclear, however,
how constant and thus applicable this bias is to other measurement campaigns, as varying
placement, environmental conditions or parameters of the mechanical isolator platform
could change the response magnitude. We therefore assign a large uncertainty of 50 nm/s2
to this effect for all campaigns in question. In order to remove this effect conclusively a
Mu metal magnetic shield around the MOT region of the physics package was therefore
implemented during this work. As shown in chapter 3.1.2 it reduces the magnetic field
coupling between MOT and the environment by about a factor of 50–100, which was
sufficient to all but eliminated visibility of the cycling MOT field in the accelerometer
spectrum. The second dataset in figure 6.14 shows again gravity data versus pauses
of varying length between instrumental runs, demonstrating that there is no remaining
gravity bias due to synchronous vibrations after installation of the MOT shield.
6.5.2 50Hz Line Noise
Periodic disturbances of various components of the experimental setup due to 50 Hz line
noise are very common and could potentially introduce interferometer phase shifts, par-
ticularly if the experiment is line triggered. If it is not line triggered, this would simply be
another measurement noise contribution. In order to investigate this effect a line-phase
detector was implemented after the Wettzell campaign which measures the time between






Figure 6.15: Residual gravity value and the number of detected atoms versus 50Hz line
phase relative to the interferometer sequence. The shown dataset was obtained after the
implementation of the MOT-shield during the campaign in Onsala, Sweden. Each data
point represents an average value over 1000 instrument cycles.
the 1st Raman pulse and a positive zero-crossing of the line voltage. Figure 6.15 shows
residual gravity values and detected atom number versus the measured 50 Hz line phase.
Both quantities show a small dependence on the line phase which is only visible with sub-
stantial averaging. The residual gravity changes are on the order of ±5 nm/s2 and atom
number fluctuations have a magnitude of around ±0.5 %. The measurement also confirms
that no accidental line-triggering occurs during gravity measurements as all phase values
occur with equal probability. The small observed gravity changes therefore average out
during gravimeter measurements and therefore do not lead to significant systematic shifts.
Note that during the first three comparison campaigns before the installation of the
MOT shield, stronger atom number correlations to the line-phase of up to ±5 % were
observed[93] due to external magnetic disturbances during the moving molasses launch.
By virtue of the normalized detection scheme, however, this did not affect the gravity
signal and thus did not increase the size of this effect during those campaigns.
6.6 Detection System Bias
Distortions of the interferometer fringe due to systematic effects in the detection system
can lead to significant shifts of the measured gravity value. Such a fringe deformation
was observed and described in detail for GAIN in [80]. The effect is summarized here
for completeness even though it does not lead to a significant correction of the measured
gravity value. The GAIN detection system is based on the successive florescence detection
as detailed in chapter 4.4. At the time of detection, the clouds at both interferometer
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output ports have a position offset of 0.4 mm due to the ℏkeff momentum difference after
the last interferometer pulse. This is smaller than the vertical size of each cloud and
leads to a large overlap which means that the second pulse yields roughly the total atom
number10. The detection pulses for both output ports are separated by 400 µs which
corresponds to a free fall distance of 1.4 mm. Due to the Gaussian-shaped excitation
beam and inhomogeneous imaging onto the PMT aperture this results in unequal detection
efficiencies for both clouds which slightly distorts the interferometer fringe output. This
distortion is maximal on the flanks of the fringe pattern and leaves the maximum/minimum
untouched. When operating at mid-fringe for optimal phase sensitivity, [80] predicted
resulting gravity shifts as large as ±70 nm/s2. Fortunately this shift is rejected when
averaging over the left and right flank with respect to the fringe maximum, and in this
case enters merely as a noise term which can be easily identified in the spectral density of
the gravity time series. All gravity measurements during this work were performed using
symmetric operation on both sides of the interferometer fringe and should therefore not
be affected.
Residual effects might occur, however, during relatively fast tidal gravity changes which
temporarily offset the operating point from mid-fringe due to interferometer phase control
lag. This could mimic effective time delays as observed in [80] and discussed in detail in
chapter 5.5.2. In order to eliminate this issue before the last measurement campaign an
additional feed-forward path was implemented. It uses a tidal gravity model11 to keep the
interferometer operating exactly at mid-fringe even during relatively rapid tidal gravity
changes. The feedback path therefore only has to compensate slow gravity variations due
to environmental effects not contained in the model.
Due to the symmetric mid-fringe operation, detection system biases should therefore
not be a problem.
6.7 Momentum Recoil Reversal Technique
As mentioned throughout the discussion some of the above systematics change their sign
with the overall interferometer phase when the direction of the momentum recoil is re-
versed, and others do not. In order to formalize this we categorized all systematic contri-
butions into Φ− and Φ+. The overall atom interferometer phase including those effects is





keff · gT 2 ± Φrec +Φ−
)
+Φ+ (6.34)
Here, Φrec = γvrecT/2 denotes an additional phase shift due to the slightly different atomic
trajectories for both configurations which for GAIN parameters translates to a difference
of nearly 5 mrad. Additional path integral terms of the interferometer phase shift were
neglected here due to their small size. Most of the systematic effects discussed in the
above chapters depend on the recoil direction and contribute to Φ−. Φ+ consists most
notably of RF group delay, one-photon light shift and quadratic Zeeman shifts which can
thus be separated from the gravity induced phase shift by regarding the half-difference
10Specifically, the second detection pulse takes place symmetrically between both clouds, around which
the first and last pulse are spaced by the cloud distance.
11This does not restrict the choice of potential measurement sites as simple synthetic models suffice
which can be generated automatically for most locations without prior gravity registrations.










(b) Onsala, Sweden (2015)
Figure 6.16: Time dependence of Φindep systematics as indicated by the half-sum ∆Φ↑/↓
for two gravity measurement campaigns, showing similar magnitude. The stability im-
provements in the second campaign is presumably caused by improved Raman intensity
stabilization and other improvements of the setup. The dashed line shows the expected
phase shift Φrec due to small atomic trajectories differences between up/downwards di-
rected recoil.












= Φrec +Φ+ (6.36)
The half-difference Φ̄ is the final phase shift used to obtain the gravity value. The half-
sum ∆Φ↑/↓ embodies the above-mentioned keff-independent shifts and is therefore useful
to study their size and time-dependence.
Figure 6.16 shows the respective dataset for the two last mobile measurement cam-
paigns. The magnitude of Φ+ is below −40 mrad which corresponds to a gravity bias of
less than −40 nm/s2.
The cancellation of the systematics contained in Φ+ is limited by the slightly different
atomic trajectories and Raman chirp center frequency in both configurations. Residual
uncertainties therefore persist for each effect and are specified in the respective sub-chapter
or in the summary in table 6.3. Note that, except if the majority Φ+ effects cancel each
other, even a moderate cancellation by a factor of 4 leads to a residual uncertainty of
less than 10 nm/s2 which is significantly smaller than other dominating effects such as
Raman wavefront aberrations. In the future this could be improved by shifting the pulse
sequence around the apex of the atomic trajectories to match the center frequency of
the Raman chirp. The selected velocity class could furthermore be adjusted between
both configurations by ±keff2m to cancel the effect of Φrec and yield identical mean atomic
trajectories.
6.8 Systematic Error Budget
The above-mentioned systematics effects were identified, analyzed and removed before
and in between the four gravimeter comparison campaigns presented in the next chapter.
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The final error budget discussed in this chapter and summarized in table 6.3 represents
the state during the campaign in Onsala, Sweden in February 2015. Not all comparison
campaigns presented in the following chapter therefore reflect the current state of GAIN
setup and level of accuracy or stability which is clearly marked in the next chapter.
Note the sign difference between bias values listed here and offsets in the next chapter.
By convention, in this work, biases indicate the effect of a certain systematic on the
measured g value and thus should be subtracted. Offsets, on the other hand, give the
correction and thus have to be added to the raw g value to obtain the corrected result.
Note that table 6.3 without the Raman wave-front systematic indicates a systematic
uncertainty of less than 20 nm/s2. This would surpass the accuracy of current state-of-
the-art absolute gravimeters and shows again the potential of atom interferometers for
gravimetry.
Systematic effect Bias Error Applied Mitigation Strategy k↑/↓eff
(nm/s2)
Raman Wavefronts -28 ±22 Wavefront Characterization -
RF Group Delays 0 ±10 keff-Reversal +
Coriolis Effect -12 ±7 Tip/Tilt Mirror -
Raman Frequency Offset 0 ±7 Gaussian Velocity Selection -
Self Gravitation 19 ±5 FEM Modeling, Post-Correction -
Rb Background Vapor 5 ±5 Refractive Index Modeling -
Quad. Zeeman Shift 0 ±5 keff-Reversal, Magnetic Shielding +
Light Shift (1-photon) 0 ±5 keff-Reversal, Intensity Stabilization +
Light Shift (2-photon) 0 ±5 Symmetric Launch Sequence -
Synchronous Vibrations 0 ±5 Magnetic Shielding of MOT -
Reference Laser Freq. -13 ±2 Spectroscopy in Atomic Fountain -
Total -29 ±29
Table 6.3: Systematic error budget for the mobile campaign in Onsala, Sweden, effects or-
dered by size. Systematics smaller than 1 nm/s2 are not listed, namely: vertical alignment,
speed-of-light effects, detection system bias, synchronous line noise, RF frequency offsets
and Gouy Phase. The last columns indicates the behavior under a flip of the momentum
recoil direction (+:constant, -:opposite sign)
Summary
This section gave an exhaustive description of all systematics effects that were considered
and rejected during the preparation, measurement and analysis of the mobile gravity
comparisons. The final systematic error budget was found to be 29 nm/s2 which makes this
experiment one of the most accurate atomic gravimeters world wide. The excellent long-
term stability and accuracy would not have been possible without these considerations
which justifies the considerable time effort invested into this analysis. They form an
integral part of this work and will be essential for gravimetric and other applications in
geodesy and geophysics.
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Chapter 7
Conclusion and Outlook
The main objective of this thesis was to improve the performance characteristics of the
GAIN setup for mobile applications in geodesy and gravimetry, and to increase the ab-
solute accuracy of the measured gravity value to the 10−9 g level. To this end, several
instrumental improvements were carried out by the author and described in this thesis.
The Raman retro-reflector was equipped with a Piezo Tip/Tilt mirror system which
was then used to compensate the Coriolis effect and to perform automatic auto-collimation
of the reflected beam back into the Raman fiber. This enabled, in combination with the
implementation of a motorized Raman beam steering system, the automatic alignment
of the GAIN measurement axis with gravity. Other major improvements of the setup
were the integration of a cleaner, larger Rubidium source and new programming hardware
for the Raman DDS frequency synthesizers, which now use fast FPGA processing to
enable arbitrary frequency and phase control during the sequence. A magnetic shield
around the MOT zone of the physics package was also implemented to remove magnetic
excitation of the vibration isolation system which had previously caused major systematic
and random perturbations. Finally, a post-correction algorithm for residual vibrations
was implemented and applied subsequently to all conducted measurement campaigns.
This significantly increased the sensitivity to g and lead to major new insights into the
observed GAIN measurement noise.
During and after the implementation of these instrumental improvements, four compar-
ison campaigns between GAIN and different state-of-the-art relative and absolute gravime-
ters were conducted. This included comparisons to relative spring-based and supercon-
ducting gravimeters as well as the state-of-the-art falling corner-cube gravimeter FG5X-
220. The last two comparisons took place at remote locations in Wettzell, Germany and
Onsala, Sweden to verify the mobility of the GAIN setup. The presented analysis of all four
measurement campaigns shows the improvement in long-term stability and accuracy over
time as systematic effects were increasingly suppressed or compensated in post-processing.
The best performance was reached in the last campaign with an absolute accuracy due to
the systematic error budget of 37 nm/s2, sensitivity of 85 nm/s2/
√
Hz and current world-
record long-term stability of 0.4 nm/s2, or 4×10−11 g, after one day of integration time.
These numbers compare very well with other mobile state-of-the-art atomic gravimeters
[65] and make GAIN one of the most advanced devices of this kind to date.
The comparisons between GAIN and the FG5X-220 furthermore unveiled interesting
differences in the general characteristics of atomic and falling corner-cube gravimeters.
Despite the good agreement in the measured gravity values, the repeatedly larger result
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from GAIN in combination with slightly elevated values also measured by other atomic
gravimeters [65, 13] indicates that hidden systematic offsets in at least one class of instru-
ments might still exist today. Further investigations are needed here, but this point also
illustrates that the comparison of different absolute gravimeter implementations is not
only interesting in its own right, but essential to find and remove these hidden systemat-
ics. Since, until recently, falling corner-cube gravimeters such as the Microg-LaCoste FG5
completely dominated this field, the advent of atomic gravimeters in geodesy will certainly
lead to a strongly increased confidence in the accuracy of future gravity networks.
Another characteristic difference is the resilience against environmental noise. Because
of the increased micro-seismic noise level during the campaigns in Onsala and Berlin, mea-
surement noise of the FG5X was strongly increased due to technical limitations of the
FG5(X) super-spring [110] which decouples its inertial reference mirror from the environ-
ment. GAIN was, due to its higher repetition rate and more efficacious vibration isolation
system, not affected by elevated micro-seismic noise and showed much lower measurement
noise than the FG5 under those conditions. In contrast to GAIN or other atomic gravime-
ters, falling corner-cube instruments also require a solid concrete foundation to achieve ad-
equate performance as the lifting and falling of the corner-cube induces vibrations. GAIN
does not possess this restriction as no moving parts exist in the physics package. Both
advantages apply to atomic gravimeters in general and provide access to a much larger
set of potential measurement sites for state-of-the-art absolute gravimetry. The ability of
atomic gravimeters to perform continuous gravity registrations over long periods of time
in combination with reduced measurement noise furthermore enables applications which
were before restricted to relative gravimeters, such as tidal model characterizations or
the investigation of ground water induced gravity effects. Falling corner-cube instruments
practically never operate continuously over extended periods of time to prevent wear and
tear of the complicated mechanical dropping system. Although GAIN can not yet reach
the excellent short-term sensitivity of superconducting gravimeters it has already provided
unique sets of continuous absolute gravity data over weeks with a noise level similar to
relative spring-based gravimeters without the long-term drift. Future improvements of
GAIN‘s short- and long-term stability as well as its accuracy and mobility will make it
even more attractive for the above applications in geodesy. These improvements should
first focus on reducing the excess noise contribution described in this work and a further
reduction of Raman wavefront aberrations as well as other remaining systematics. Ad-
vanced concepts to improve the sensitivity such as interleaved interferometry [151] and
dead-time free measurements with two atomic species or isotopes [152] have been demon-
strated and might provide a further quantum leap in sensitivity. In order to exploit this
potential for geodesy on a larger scale, commercialized atomic gravimeters [75, 76, 77]
are starting to appear on the market [153]. The robust and scalable architecture of atom
interferometers further enables applications under harsh environments where spring-based
relative gravimeters reach fundamental limitations, which has spurred the development of
specialized atomic sensors for airborne, shipborne [152, 154] or borehole gravimeters. As
the broader potential of inertial sensor and specifically gravimeters based on atom inter-
ferometry is completely open, the future will show plenty of interesting new applications






Figure A.1: Photograph of the MOT system just before installation of the MOT shield.
The atomic fountain system is fully connected and in operation with optimized launch
temperature using the compensation coils wound around the MOT chamber as specified in
figure 3.3. Fluorescence light from the 87Rb MOT is visible through the central viewport.
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Appendix B
Measurement Campaigns
This chapter lists all parameters required to reproduced the results of the gravity com-
parison campaigns. This includes, for every campaign, the used tidal parameters, source
and admittance factor used for air-pressure correction, the height of GAIN detection zone
and GAIN effective measurement height, and the vertical gravity gradient at this height.
All tidal model and polar motion correction calculation have been performed with Tsoft
[47]. The polar motion correction was also computed with the same software using pole
coordinates from IERS at http://hpiers.obspm.fr/iers/eop/eopc04_14/.
B.1 Air-Pressure Correction
During each campaign the atmospheric loading effect was calculated from local air pres-





, where pstd is the base pressure at a given altitude according
to the standard barometric formula:





Since the admittance factor ap changes slightly for different stations it is given for each of
the four measurement campaigns.
If air pressure data from a nearby weather station at different altitude was used for
air pressure correction, an offset ∆p = p(hgravi)− p(hstation) was added to the respective
records to account for the different base pressure level at the campaign measurement site.
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B.2 Campaign 1: GAIN and gPhone (Berlin, 2012)
Location
s The measurement was performed at Humboldt Universität zu Berlin in Lise-Meitner
Building, Newtonstr. 15, D-12489 Berlin in room 1‘601.
latitude longitude altitude GAIN detection GAIN effective
[°N] [°E] [m] height [m] meas. height [m]
52.43337 13.53062 39.65 0.812±0.003 1.398±0.003
Tidal Model
The earth tide parameters for Berlin were provided by IfE [108]. The listed parameters
include the effect of ocean loading, e.g. no additional loading correction was performed.
Frequency Frequency Amplitude Phase Tide Symbol
min. [cyc/d] max. [cyc/d] [°]
0.0 0.000001 1.0 0.0 DC
0.0001 0.249951 1.1792 -0.0222 Long
0.721500 0.906315 1.14970 -0.1150 Q1
0.921941 0.974188 1.14870 0.1114 O1
0.989049 0.998028 1.14800 0.1711 P1
0.999853 1.216397 1.13360 0.1122 K1
1.719381 1.906462 1.17420 1.6708 N2
1.923766 1.976926 1.18320 1.3700 M2
1.991787 2.002885 1.18300 0.4141 S2
2.004710 2.182843 1.17780 0.2538 K2
2.753244 3.081254 1.06900 0.0000 M3
Air Pressure
Air pressure data was obtained from the nearby Berlin Schönefeld airport weather station
on werdis.dwd.de (product: de.dwd.nkdz.req.HV) yielding hourly pressure records on
station level. A small offset of 0.76 hPa was added to the data to account for the slightly
lower altitude of the campaign measurement site as detailed in B.1.
• Admittance Factor: ap = −3.0 nm/s2/hPa
Gravity Gradient
The vertical gravity gradient in room 1‘601 was measured by BKG in 2010 using relative
gravimeters [109]. The local value is given by (−3010±40) nm/s2/m.
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B.3 Campaign 2: GAIN and FG5X-220 (Berlin, 2013)
Location
The measurement was performed at Humboldt Universität zu Berlin in Lise-Meitner Build-
ing, Newtonstr. 15, D-12489 Berlin in room 0‘701. See table 5.2 for absolute gravity data.
latitude longitude altitude GAIN detection GAIN effective comparison
[°N] [°E] [m] height [m] meas. height [m] height [m]
52.43337 13.53062 35.27 0.813±0.003 1.384±0.003 1.2
Tidal Model
The earth tide parameters for Berlin were provided by IfE [108]. The listed parameters
include the effect of ocean loading, e.g. no additional loading correction was performed.
Frequency Frequency Amplitude Phase Tide Symbol
min. [cyc/d] max. [cyc/d] [°]
0.0 0.000001 1.0 0.0 DC
0.0001 0.249951 1.1792 -0.0222 Long
0.721500 0.906315 1.14970 -0.1150 Q1
0.921941 0.974188 1.14870 0.1114 O1
0.989049 0.998028 1.14800 0.1711 P1
0.999853 1.216397 1.13360 0.1122 K1
1.719381 1.906462 1.17420 1.6708 N2
1.923766 1.976926 1.18320 1.3700 M2
1.991787 2.002885 1.18300 0.4141 S2
2.004710 2.182843 1.17780 0.2538 K2
2.753244 3.081254 1.06900 0.0000 M3
Air Pressure
Air pressure data was obtained from the nearby Berlin Schönefeld airport weather station
on werdis.dwd.de (product: de.dwd.nkdz.req.HV) yielding hourly pressure records on
station level. A small offset of 1.28 hPa was added to the data to account for the slightly
lower altitude of the campaign measurement site as detailed in B.1.
• Admittance Factor: ap = −3.0 nm/s2/hPa
Gravity Gradient
The vertical gravity gradient in room 0‘701 was measured by BKG in 2010 using relative
gravimeters [109]. The local value is given by (−3080±50) nm/s2/m.
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B.4 Campaign 3: GAIN and SG-30 (Wettzell, 2013)
Location
The measurement was performed at the geodetic observatory in Wettzell, Germany. See
table 5.2 for absolute gravity data.
latitude longitude altitude GAIN detection GAIN effective comparison
[°N] [°E] DHHN92 [m] height [m] meas. height [m] height [m]
49.14483 12.87631 606.58 0.815±0.003 1.386±0.003 1.25
Figure B.1: Floor plan of the new gravimeter house at Wettzell observatory by [111]. The




The earth tide parameters for Wettzell listed below were provided by H. Wziontek [111].
They include the effect of ocean loading, no additional loading correction was performed.
Frequency Frequency Amplitude Phase Tide Symbol
min. [cyc/d] max. [cyc/d] [°]
0. 0.00001 1. 0. long
0.000011 0.003426 1.16 0. SA
0.004709 0.010952 1.16 0. SSA
0.025811 0.031745 1.16 0. MSM
0.033406 0.044653 1.16413 -0.2564 MM
0.060131 0.06864 1.13394 -2.634 MSF
0.069845 0.080798 1.14618 0.5581 MF
0.096422 0.104932 1.0572 -2.7465 MSTM
0.106136 0.115412 1.15201 0.4617 MTM
0.130192 0.143814 1.07174 1.4338 MSQM
0.145166 0.249952 1.07405 2.762 MQM
continued on next page
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Frequency Frequency Amplitude Phase Tide Symbol
min. [cyc/d] max. [cyc/d] [°]
0.721499 0.833113 1.15321 -0.5698 SGQ1
0.851181 0.859691 1.15099 -0.6368 2Q1
0.860895 0.892332 1.14803 -0.5287 SGM1
0.892639 0.892951 1.09091 1.0752 3MK1
0.893096 0.89613 1.14598 -0.1533 Q1
0.897806 0.906316 1.14643 -0.0698 RO1
0.92194 0.93045 1.14852 0.1212 O1
0.931963 0.940488 1.15457 0.3437 TAU1
0.958085 0.963857 1.14417 0.3892 NTAU
0.965532 0.965828 1.14991 0.3143 LK1
0.965842 0.966285 1.08257 0.5669 M1
0.966298 0.966757 1.15184 0.1653 NO1
0.968564 0.974189 1.15037 0.165 CHI1
0.989048 0.995144 1.14713 0.3049 PI1
0.996967 0.998029 1.14896 0.1671 P1
0.999852 1.00015 1.12173 3.001 S1
1.00182 1.00365 1.1356 0.223 K1
1.00533 1.00562 1.24923 0.8594 PSI1
1.00759 1.01369 1.16486 -0.1826 PHI1
1.02855 1.03447 1.15449 0.0787 TET1
1.03629 1.03919 1.15557 0.1071 J1
1.03932 1.03965 1.08156 0.3972 3MO1
1.0398 1.07108 1.15508 0.1947 SO1
1.07258 1.08095 1.15285 0.1639 OO1
1.09916 1.2164 1.15369 0.379 NU1
1.71938 1.8234 1.13564 1.7441 3N2
1.82552 1.85695 1.1492 1.5689 EPS2
1.85878 1.85938 1.06597 0.0086 3MJ2
1.85954 1.86243 1.16147 2.3841 2N2
1.86363 1.89507 1.1615 2.1001 MU2
1.89536 1.89569 1.07294 0.0679 3MK2
1.89583 1.89675 1.17662 1.9754 N2
1.89795 1.90646 1.17787 1.9107 NU2
1.92377 1.92742 1.18174 1.8966 GAM2
1.92939 1.93016 1.22538 -0.4048 ALF2
1.93136 1.93319 1.18426 1.4344 M2
1.93439 1.93532 1.22596 1.0342 BET2
1.93698 1.94275 1.16266 -0.1161 DEL2
1.95823 1.96371 1.18772 0.8189 LAM2
1.96583 1.96857 1.18615 1.0721 L2
1.96873 1.96917 1.06721 -0.1797 3MO2
1.96918 1.97693 1.18773 1.0716 KNO2
1.99179 1.99829 1.18409 0.4838 T2
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Frequency Frequency Amplitude Phase Tide Symbol
min. [cyc/d] max. [cyc/d] [°]
1.99971 2.00077 1.18393 0.34 S2
2.00259 2.00303 1.20345 1.0792 R2
2.00471 2.00517 0.98011 -1.0829 3MQ2
2.00531 2.01369 1.18461 0.5371 K2
2.03129 2.04739 1.18205 0.1235 ETA2
2.06758 2.07366 1.16462 -0.6703 2S2
2.07594 2.18284 1.16938 -0.3883 2K2
2.75324 2.86971 1.07009 0.5366 MN3
2.89264 2.90389 1.06944 0.3803 M3
2.92711 2.94033 1.08194 0.109 ML3
2.96599 3.08126 1.05853 0.2767 MK3
3.79196 3.83311 0.52662 -81.2471 N4
3.8644 3.90146 0.31428 61.6901 M4
3.93775 3.9379 1.05822 37.2413 K4
3.93775 3.9379 1.05822 37.2413 K4
Table B.3: Solid earth tidal model parameters in Tsoft format for Wettzell, Germany.
Air Pressure
Air pressure data was obtained from the collocated SG-30 air pressure sensor, yielding a
high-resolution time-series with 1 s sample rate.
• Admittance Factor: ap = −3.0 nm/s2/hPa
Gravity Gradient
The vertical gravity gradient on pillar FA was measured by BKG using relative gravimeters.
The local value is given by (−3200±30) nm/s2/m at a height of 0.25–1.25 m above the pillar
[114].
B.5. CAMPAIGN 4: GAIN, OSG-054, FG5X-220 (ONSALA, 2015) 153
B.5 Campaign 4: GAIN, OSG-054, FG5X-220 (Onsala, 2015)
Location
The measurement was performed in the gravimeter house at Onsala Space Observatory
in Onsala, Sweden in February 2015. GAIN was located on pillar AA from February 3-
8 and on pillar AC from February 8-26. The superconducting gravimeter OSG-054 was
located about 3 m away on a separate pillar. The FG5X-220 was located on pillar AC
from February 3-8 and on pillar AA from February 8-12. The absolute gravity comparison
between GAIN and the FG5X-220 was performed only for the pillar AC. See table 5.2 for
absolute gravity data.
latitude longitude altitude GAIN detection GAIN effective comparison
[°N] [°E] [m] height [m] meas. height [m] height [m]
57.396490 11.925821 8 0.853±0.003 1.423±0.003 1.2
Tidal Model
The earth tide parameters for Onsala listed below were provided by M. Schilling [70]. No
additional loading correction was performed.
Frequency Frequency Amplitude Phase Tide Symbol
min. [cyc/d] max. [cyc/d] [°]
0. 0.000001 1. 0. M0S0
0.000001 0.0024 1.16 0. LONG
0.002401 0.00345 2.9101 -24.89 SA
0.003451 0.005918 1.11735 -3.54 SSA
0.005919 0.00851 1.58376 -9.71 STA
0.008511 0.01096 1.77749 22.93 SQA
0.010961 0.04466 1.08405 1.17 MM
0.044661 0.0808 1.14242 0.01 MF
0.080801 0.11542 1.14761 -0.42 MTM
0.115421 0.25 1.15726 -6.31 MSQM
0.250001 0.870024 1.15095 -0.48 SIG1
0.870025 0.90632 1.14498 -0.34 Q1
0.906321 0.94049 1.14826 0.12 O1
0.940491 0.97419 1.15235 0.22 M1
0.974191 0.99803 1.15482 0.15 P1
0.998031 1.00015 1.10669 -2.33 S1
1.00015 1.00365 1.14098 0.14 K1
1.00365 1.00563 1.26419 1.04 PSI1
1.00563 1.01369 1.17893 -0.27 PHI1
1.01369 1.04481 1.16117 -0.1 J1
1.04481 1.2164 1.15611 0.01 OO1
1.2164 1.83797 1.13158 -0.15 3N2
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Frequency Frequency Amplitude Phase Tide Symbol
min. [cyc/d] max. [cyc/d] [°]
1.83797 1.87215 1.14168 1.54 2N2
1.87215 1.90647 1.18469 2.1 N2
1.90647 1.94276 1.19367 1.27 M2
1.94276 1.97693 1.1896 -0.49 L2
1.97693 2.00304 1.18677 0.34 S2
2.00304 2.18285 1.19937 0.26 K2
2.18285 3.33333 1.08563 1.04 M3
3.33333 4. 5.5586 -164.08 M4
Table B.4: Solid earth tidal model parameters in Tsoft format for Onsala, Sweden.
Air Pressure
Air pressure data was obtained from the collocated OSG-054 instrument sensor, yielding
a high resolution time series with a 1 s sample rate.
• Admittance Factor: ap = −3.5 nm/s2/hPa
Gravity Gradient
The vertical gravity gradient on pillar AA and AC was measured by IfE and H.G Scherneck
using relative gravimeters. The local value is given by (−3000±30) nm/s2/m on pillar AA
and (−3260±30) nm/s2/m on pillar AC at a height of 1.3 m above the floor [70, 127].
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