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ABSTRACT 
 
Controlling the interactions between incident electromagnetic energy and matter is of critical 
importance for many civil and military applications, such as photocatalysis, solar cells, optics, 
radar detection, communications, information processing and transport, et al. For interactions 
in the microwave region of the electromagnetic spectrum, the generation of materials which 
have desirable dielectric and magnetic properties is critical, as these properties ultimately 
determine how a material system interacts with these incident electromagnetic waves. In this 
dissertation, we present a comprehensive report of the microwave absorption properties of 
metal/hydrogen treated anatase titanium dioxide nanoparticles, where the synergistic treatment 
induces favorable structural, optical, and microwave absorption properties, which can be fine-
tuned via controlling the temperature of materials treatment. Furthermore, this material 
demonstrates strong reflection loss and effective bandwidth properties, which places its 
performance within the top quintile of all materials produced. The high efficiency of 
microwave absorption is likely linked to the disordering-induced property changes in the 
materials. Along with the increased microwave absorption properties are largely increased 
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visible-light and IR absorptions, and enhanced electrical conductivity and reduced skin-depth, 
which is likely related to the interfacial defects within the TiO2 nanoparticles caused by the 
metal/hydrogen treatment.   
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CHAPTER 1 
INTRODUCTION 
 
Disclaimer: This chapter is derived in part from the following published manuscript: 
M GREEN, X. CHEN. Recent Progress of Nanomaterials for Microwave Absorption. 
J. Materiomics, in Press, July 2019. 10.1016/j.jmat.2019.07.003 
 
Over the past decades the scientific community has witnessed an eruption in the development 
of nanomaterials, with research exploring their synthesis, fabrication, properties, and 
applications.1-20 Nanomaterials have generated tremendous amounts of research interest due to 
the intrinsic properties of these materials which are casual-linked to their scale.21–30 These 
unique nanomaterial properties have revolutionized materials performance in various 
application domains, and have led to the discovery of new domains of research. Numerous 
breakthroughs have been reported in optics, quantum devices, photocatalysis, photovoltaics, et 
al., due to the exploration of the various exciting properties of nanomaterials.31–34 
Microwave Absorption has recently emerged as an innovative application domain 
where nanomaterials and their intrinsic dielectric and magnetic properties can be utilized. 
Understanding the fundamental properties of these material entities and how their intrinsic 
characteristics dictate interactions with gigahertz-range electromagnetic radiation is imperative 
to the continued advancement of 21st century technology.35 Many civilian and military 
technological systems require the integration of materials which interact with microwave 
radiation in specific desirable fashions, such as inhibiting information leakage from 
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computational and communications systems, and material coatings in stealth technology.36,37 
These system applications are oftentimes constrained by functional limitations, such as space, 
operational frequency, and material/system compatibility.38 Due to these constraints, it's logical 
for the scientific community to develop a wide range of materials which are available for 
application in civilian and military purposes, so that the needs of these unique and specific 
application domains can converge with the performance of select materials. As the pantheon 
of scientific literature continues to grow from to such pursuits, as demonstrated in Fig. 1.1, we 
must see to it to occasionally review, summarize, and tabulate the results put forth in the 
literature, so that the work done by those around the globe can be easily observed, compared, 
and applied. 
  
Fig. 1.1. Keyword occurences as documented by Scopus for the given phrases by year, 1961-2018. 
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Most materials which have been developed for the purposes of microwave absorption are of 
nanoscale morphology. Reports from the literature specifically investigating the propensity for 
dielectric and magnetic interaction of materials as a function of particle size have reported that, 
as the size of particulate matter is constrained, electromagnetic interaction tends to increase.39–
43 This understanding is somewhat intuitive – as the particle size decreases for a given material, 
parameters such as the material surface area are enhanced and thus the effects which lead to 
dielectric or magnetic interaction, such as phase-dielectrics,44 unpaired spin-states,45  eddy-
current losses,35,46 resonance effects,41 et al., can be enhanced through magnifying effects. 
Many of the manuscripts which study the intrinsic effects of dielectric and magnetic 
nanomaterials for microwave absorption don't explicitly investigate their materials as a 
function of particle size, but nevertheless, the particle size parameter does appear to constitute 
an important factor when it comes to utilizing these nanomaterials for electromagnetic 
interference shielding and microwave absorption. 
This chapter is designed to introduce the fundamentals of nanomaterials analysis, so to 
give the research field further context. Herein this chapter includes the principles, methods of 
evaluation, and discussion of some of the common interaction pathways which are common in 
the field of Microwave Absorbing Materials. Also included is a brief discussion specifically 
regarding the field in the context of the -Oxide class of materials which have been developed. 
1.1 Mechanisms of Microwave Absorption 
As an incident microwave is a coupling of an oscillatory electric field and magnetic 
field, the materials which induce microwave absorption do so by interacting with either one of 
these two fields, or both, so to drive light/matter interaction at the gigahertz region of the 
electromagnetic (EM) spectrum. This action is in accordance with Maxwell's equations, where 
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the perturbation of one of the electromagnetic fields by interaction with a material medium will 
induce a response change of the other, resulting in the dissipation of the entire electromagnetic 
wave.47 Dielectric loss is the characteristic electronic interaction between the electric field of 
the incident electromagnetic radiation and the nanomaterial that results in reflection loss;48 
subsequently, magnetic loss is the characteristic magnetic interaction between the nanomaterial 
and the electromagnetic wave.36 Of the multitudes of specific mechanisms of action presented 
in the literature, each can ultimately be described as a function of predominately electronic 
interactions,49 predominately magnetic interactions,50 or a combination of the two,51 which, in 
tandem with the intrinsic properties of the nanomaterial, induce the loss of microwave 
radiation. From Maxwell's equations and the associated constitutive relations resulting from 
such equations, it can be shown that the responses by a nanomaterial to an incident 
electromagnetic wave are ultimately determined by the materials' bulk permittivity and 
permeability,36,52 where permittivity and permeability are defined as complex values so to 
encapsulate energy storage and dissipation.36 
1.1.1 Dielectric Loss 
The energy pathway of dielectric loss is best described as the route which transitions 
energy from the form of a propagating electric field to that of the thermal output from an 
interacting nanomaterial. As the electric field of an EM wave propagates in a forward direction, 
thus changing the polarity of the field sinusoidally and orthogonal to the direction of 
propagation, charged entities within the vicinity of the wave spatially interact with the electric 
field so to be drawn in similar motion to the oscillations of the field wave.48 As the nature of 
the electric field in the context of electromagnetic radiation is oscillatory in its polarity, the 
motion initially induces misalignment between the electric field of the EM wave and the charge 
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distribution of a given particle; in instances where this induces charge displacement via the 
force from the applied electric field, potential is generated within the medium as the 
nanomaterial is displaced from its original state via motion of the EM wave. As a complex 
parameter, the real portion of permittivity ε’ quantifies this lossless interaction between the 
wave and the nanomaterial;36 as the applied force of the EM wave acts on the nanomaterial so 
to induce polarization in the medium, without a release mechanism so to thermally dissipate 
the built potential within the medium, the entirety of the electromagnetic wave passes, and the 
nanomaterial returns to its original state without a net influx of energy. However, if there is a 
dissipation pathway within the nanomaterial as described by the complex portion of 
permittivity ε’’, which can be thought of as a sort of friction to the displacement of the 
subatomic particles, then the passing EM wave attenuates, manifesting as the subsequent 
generation of heat.36 The point of maximal lossy interaction as described by ε’’ is referred to 
as a relaxation peak, and is associated with the dielectric resonance of the nanomaterial, where 
the energy dissipation rate from stored energy to thermal energy is maximized.53 As such, 
permittivity, expressed as the value equal to the charge required to generate a volt of potential 
across a meter of substance, though commonly delineated as a relative term εr which is the 
intrinsic permittivity of the nanomaterial ε with respect to the permittivity of free space ε0 as 
shown in Equation (1), is the defining characteristic of materials that induce microwave 
interaction via dielectric loss.54 
ε𝑟 =  ε/ε0  = (ε′ –  𝑖 · ε′′)  (1) 
1.1.2 Magnetic Loss 
The magnetic counterpart of permittivity is that of permeability, as shown in Equation 
(2). However, since there is no elementary particle from which a monopole of magnetic flux 
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can be fielded,55 permeability is not simply the potential gradient across a distance, but the ratio 
of the magnetic flux density to that of the incident magnetic field, or the measure of a 
nanomaterial's capacity to simply sustain a magnetic field within its medium.52 As with the 
case of permittivity, the relative permeability value, which is the ratio of permeability with 
respect to that of the permeability of free space, is the typically reported value quantifying 
magnetic interaction, and is the parameter utilized in this text. Permeability is achieved through 
a multitude of fashions, which include; eddy-current losses,3546 where the incident magnetic 
portion of the EM field induces an electrical current; and resonance effects, such as natural 
domain resonance,41 ferromagnetic resonance,56 and generally unpaired spin-states,45 where the 
electrons of a nanomaterial of interest generate non-cancelling magnetic moments from their 
spin orientation within a given bulk material domain.46,56 Supplied with an external magnetic 
field, the intrinsic and extrinsic magnetic fields of the nanomaterial align with the incident 
electromagnetic field so to generate a potential associated with alignment, much like in the case 
of the charged particles with permittivity.52 The propensity of a nanomaterial to undergo 
magnetic alignment is quantified by the real part of permeability μ’. As similar to permittivity, 
without a mechanism for energy dissipation, the interaction between the magnetic field of the 
incident EM wave and the nanomaterial is lossless and thus does not result in the net transfer 
of energy.36 If however there is such mechanism for dissipation, represented by the complex 
portion of permeability μ’’, the passing magnetic field will transfer energy, and in the case of 
gigahertz-range electromagnetic energy, attenuate.36 The point of maximal lossy interaction as 
described by μ’’ can similarly be referred to as a relaxation peak, and is associated with the 
magnetic resonance of the nanomaterial,57 where the energy dissipation rate from stored energy 
to thermal heat is maximized. As with permittivity, the permeability of a given nanomaterial is 
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typically represented by the relative permeability μr which is the intrinsic permeability of the 
nanomaterial μ with respect to the permeability of free space μ0. 
µ𝑟 =  µ/µ0  = (µ′ –  𝑖 · µ′′)  (2) 
1.1.3 Dielectric/Magnetic Loss Coupling 
Maxwell's four equations of electricity and magnetism relate the two fields as an 
entangled entity that is electromagnetic radiation. As these two fields propagate in a forward 
direction both orthogonal to each other and the direction of propagation, they, according to the 
conclusions of such derivations, have wavefunction amplitudes which are equivalent in 
magnitude over the distance of propagation. As such, the attenuation of one of the fields has an 
associated effect on the other. However, as both fields have associated potential from which 
energy can be extracted, the attenuation of all such electromagnetic energy can be done either 
through interaction of the electric part, the magnetic part, or a combination of both, so to induce 
the overall effect of absorption.47,50 
1.2 Measurement Principles 
Experimentally determining the nanomaterial response to the electric and magnetic 
portions of incident electromagnetic radiation allows for a suite of calculations so to quantify 
the physical and experimental parameters of synthesized nanomaterials. These measurement 
techniques from first-principles have been covered extensively in various National Institute of 
Standards and Technology (NIST) tech notes58–60 and textbook publications36,37 elsewhere, and 
as such these fundamental considerations shall be discussed only briefly herein, as our interest 
is ultimately in the nanomaterials which these techniques quantify. Furthermore, focus will also 
be constrained to non-resonant methods of analysis, as such methodologies allow for the 
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determination of electric and magnetic response properties over a range of frequencies, which 
is the focus for the majority of the nanomaterials work reviewed herein. 
1.2.1 Fundamentals of Network Analysis 
Non-resonant methods of materials analysis can be sub-categorized into, firstly, 
methods which focus on exclusively the reflection of electromagnetic radiation, and secondly, 
methods which probe both the transmission of an electromagnetic wave, as well as the 
reflection. Both methodologies have specific techniques which generate data frames that 
sufficiently characterize the material response, so to derive permittivity and permeability 
values. From such values, the quantification of parameters such as reflection loss can be 
derived. Response to incident electromagnetic radiation is quantified as a scattering parameter. 
Materials are typically dispersed into a low-loss, non-magnetic solidifying medium such as 
paraffin wax, polyvinyl chloride (PVC), varnish, et al. so to form a bulk material medium 
(simply referred to as the ‘material’ herein for distinction) of which the solidifying materials 
are unresponsive to incident electromagnetic radiation. Such allows for the quantification of 
the scattering response for the medium strictly as a function of the dielectric or magnetic 
nanomaterial which is being investigated.36 For reflection methods, there is only a single 
scattering parameter to be experimentally determined – that which is the result of a signal sent 
and received through the incident port, or port 1. This S11 parameter is the measured scattering 
response of an electromagnetic signal directed back towards the radiation source via the signal 
port. Reflection methods require a pair of S11 values for a given material, so that the system of 
equations which quantify complex permittivity and permeability as a function of these 
scattering parameters can be subsequently resolved. There are multiple ways of which to 
accomplish such; measuring varying thicknesses of the same material, probing the material at 
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multiple positions within a transmission line, backing the material with varying metal plates or 
free space, varying the probe frequencies, and using time-domain techniques – these are all 
options for parameter quantification.36 
For transmission/reflection lines, the utilization of a two-port device allows for the 
quantification of electromagnetic response in the forward as well as the reflected directions, 
thus expanding the system of scattering parameters available for analysis to a 2x2 matrix. A 
representative sketch of a transmission/reflection line is shown in Fig. 2A, where the S-
parameters for the 2x2 matrix are calculated from Maxwell's equations applied for the 
electromagnetic field response at the material domain boundaries.58,60 
  
10 
 
 
 
 
  
Fig. 1.2. A) Schematic of a coaxial transmission/reflection line used to quantify scattering parameters. 
Reproduced with permission from ref. 18. Copyright 1990 the National Institute of Standards and 
Technology. B) Schematic representation of electromagnetic interaction with a given material medium. 
Reproduced with permission from ref. 70. Copyright 2018 Elsevier. 
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In the 2x2 scattering matrix, the S11 parameter is still representative of the response to 
incident radiation from port 1, along with any subsequent signals emitted via internal 
reflections caused by the impedance match of the material with respect to free space.61 S12 is 
now both the signal response of electromagnetic radiation from port 1 traversing through the 
material medium and continuing in propagation towards the port 2 detector, as well as any 
signal generated from subsequent internal reflections.58,60 This can be examined in both 
directions, generating the subsequent S21 and S22 parameters. The full pathway for such signals 
recorded via transmission/reflection lines is demonstrated in Fig. 2B. The basic premise of 
material testing is equivalent between the two physical devices, coaxial lines and waveguides, 
which can apply this setup. Coaxial lines typically utilize a circular cross-section along a 
cylindrical line, with a center conductor passed through the origin, thus allowing the magnetic 
and electric fields to propagate between the center conducting line and the outer conductor.58 
Waveguides on the other hand are typically rectangular and utilize no center conductor to 
propagate electromagnetic radiation, though they can be operated at higher power levels.60 
Regardless of which methodology is chosen so to quantify material response, the scattering 
parameters extracted can ultimately be used to determine complex permittivity and 
permeability. There are multiple sets of algorithms available so to convert S-parameters to the 
desired permittivity and permeability values. From such permittivity and permeability values, 
further material traits can be described. 
The ratio of the lossy action with respect to the lossless is referred to as tangential loss. 
Analogous terms are available for electric and magnetic interactions, thus yielding parameters 
for the dielectric loss tangent as well as the magnetic loss tangent, shown in Equation (3). 
Therein, ε’ and ε’’ are representative of the relative complex permittivity values for lossless 
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and lossy action, respectively. Furthermore μ’ and μ’’ are representative of the relative complex 
permeability values for lossless and lossy action, respectively. Finally, δ is the loss angle 
between the two components, and tan δε and tan δμ are the dielectric and magnetic loss tangents, 
respectively, or on occasion represented as tgδε and tgδμ.62 
These loss tangents are representations of the loss-rate of energy for a mode of 
oscillation given a system with dissipating energy. The ratios can be thought of as a sort of net 
efficiency parameter for the overall energy transfer process; for example, as the product of 
lossless interaction and the loss tangent describes the power dissipation per unit volume at a 
given frequency for dielectric interaction.53 The dielectric loss tangent, being associated with 
particles which can sustain individual monopoles, is furthermore the summated representation 
of the various electric interactions which generate electric loss, such as through conduction and 
polarization.62,63 Materials which are good dielectrics, where conductivity is considerably small 
compared to the product of permittivity and angular frequency, have small loss tangents with 
tan δε ≪ 1. Conversely, good conductors have large loss tangents with tan δε >> 1. The 
Magnetic loss tangent is more constrained given the absence of the magnetic monopole, though 
the same understanding of dissipating energy still applies.62,63 Loss tangents typically peak at 
frequencies higher than that of the relaxation peaks, as the net dissipation efficiency over the 
entire transfer process and the energy transfer rate from lossless interaction to lossy are both 
dependent on the magnitude of the lossless interaction, which varies as a function of frequency 
and in accordance to the Kramers-Kronig dispersion relations, which describes the casual 
nature of dissipation requiring storage.53,64 
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The inverse of the loss tangent parameters defines the quality factor, which is another 
term often used to describe material response, shown in Equation (4). Therein, the quality 
factors for dielectric and magnetic response are Qε and Qμ respectively. The total quality factor 
Q therefore can be calculated via the sum of the inverse values of the dielectric and magnetic 
quality factors, as shown in Equation (5). Generally, the lower the Q value, the greater the 
energy dissipation.37 
tan δε  =  
ε′′
ε′
 ;  tan δµ  =  
µ′′
µ′
  (3) 
𝑄ε =  
1
tan δε 
 =  
ε′
ε′′
 ;  𝑄μ =  
1
tan δμ 
 =  
μ′
μ′′
   (4) 
1
𝑄
 =  
1
𝑄ε
 +  
1
𝑄μ
  (5) 
 The complex permittivity and permeability parameters derived from experimentation 
can be utilized so to calculate the parameters for refraction and propagation of the 
electromagnetic field as it engages with a material interface and traverses through a material 
medium.65,66 The instantaneous vector wave equations derived from Maxwell's equations36 
produce solutions defined by the propagation constant for a general lossy medium, shown in 
Equation (6), which in turn is a complex function of the attenuation and phase constants. As 
the propagation constant is furthermore a function of the complex refractive index, shown in 
Equation (7), which in turn is a function of complex permittivity and permeability, parameters 
such as the refractive index, the extinction coefficient, and finally the attenuation and phase 
parameters can be calculated directly, as shown in Equation (8) and Equation (9).36,37,66,67 
Therein, the complex index of refraction ñ, the propagation constant γ, and subsequently the 
refractive index n, the extinction coefficient k, the attenuation constant α, and the phase 
constant β, are all directly a function on complex permittivity and permeability, with the 
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propagation factors being furthermore a function of incident electromagnetic frequency, and 
the speed of light c, and i, which is the complex unit of.64 The attenuation constant is in units 
of nepers/meter, where conversion to the typical reported decibel per meter value is a result of 
multiplication by the conversion factor of 8.68588.37 The phase constant is given in 
radians/meter, and from such the group velocity of the electromagnetic wave as it propagates 
through the material medium can be extracted by dividing the angular frequency by the phase 
constant, shown in Equation (10).63 
𝛾 = 𝑖 ·
2𝜋𝑓
𝑐
· ?̃? = (𝛼 + 𝑖 · 𝛽)  (6) 
?̃? = [(µ′ –  𝑖 · µ′′)(ε′ –  𝑖 · ε′′)]
1
2 = (n + 𝑖 ∙ k)  (7) 
n = 𝑅𝑒(?̃?) ;  k = 𝐼𝑚(?̃?)  (8) 
𝛼 = 𝑅𝑒(𝛾) ;  𝛽 = 𝐼𝑚(𝛾)  (9) 
ν =
2𝜋𝑓
𝛽
   (10) 
As demonstrated in Fig. 3, the derived propagation values can be simultaneously 
mapped to the response of a wavefunction as it propagates through a material medium. Here, 
the product of the cosine wavefunction as defined by the phase constant, and the exponential 
decay function as defined by the attenuation constant, demonstrates the resultant of a model 
cosine transverse wave as it propagates through space in the x direction.68 
15 
 
 
 
Inverse to the resistivity69 of a material is a material's propensity to conduct charge 
across its interface. This conductivity sums over all dissipative effects70,71 that a material might 
exhibit, from migrating charge to energy lost from the dispersion of stored energy as defined 
by ε’.36 Materials which are said to behave as good conductors exhibit conductivity values on 
the order of 104–108 S m−1. Materials which are classified as semiconductors manifest 
conductivity values on the order of 104 to 10−7 S m−1. Finally, materials which are considered 
insulators exhibit conductivity values below 10−12, as far down as 10−20 S m−1. A perfect 
dielectric would have 0 S m−1 conductivity, whereby achieving such through ε’’ = 0.36 The 
conductivity of a material can be derived from complex permittivity, as shown in Equation 
(11), via the product of angular frequency and lossy non-relative dielectric action, resulting as 
conductivity in units of Siemens per meter, or sometimes referenced as inverse ohm·meter. 
 
Fig. 1.3. The attenuation (cyan) and phase (blue) of a model cosine wavefunction (red), defined by 
predetermined α and β parameters, normalized to an initial amplitude of 1. 
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For materials which are conductive, it's typical to calculate the distance over which a 
traversing electromagnetic wave attenuates by a factor of e−1. This value is referred to as skin 
depth, shown in Equation (12), and is quantified as the inverse of the np/m attenuation 
constant.37,68 The functionalization of attenuation as it traverses a material medium can also be 
understood from the perspective of where the radiation intensity of an incident electromagnetic 
wave undergoes exponential decay by I(d) = I0·e−α·d, with I0 being the initial radiation intensity, 
d being the distance of traversal in meters, and α being the attenuation constant.68 Since the 
skin-depth is defined as the distance over which the electromagnetic field intensity attenuates 
by a factor of e−1 as it traverses a given material medium, setting I(d) = e−1 in the decay function 
yields the distance variable ‘d’ required to satisfy the equality as equivalent to the inverse of 
the attenuation constant.37,68 As the attenuation constant α varies as a function of 
electromagnetic frequency due to changing permittivity and permeability, so too does the skin 
depth vary by the changing of the frequency parameter. 
The impedance factor, also known as the intrinsic impedance, is the ratio of the 
transverse component of the electric field within a material medium with respect to that of the 
transverse component of the magnetic field, as shown in Equation (13). As an electromagnetic 
wave propagates through a given medium, the strength of the resistance to the manifested 
electric and magnetic fields within the material is represented by the intrinsic impedance of the 
material, which can be reduced to terms of permittivity and permeability as a consequence of 
the constitutive relations which fall from Maxwell's equations.62 The nature of the impedance 
factor η in ohms is complex, with the real portion representing the resistance along the real axis 
and subsequently the action of capacitor and inductor reactance is mapped onto the complex 
axis, in the positive and negative domains respectively.36  
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σ = 2π𝑓 ∙ (ε0 ∙ ε′′)  (11) 
𝛿 =  𝛼−1 =  
1
𝑅𝑒(𝛾)
  (12) 
𝜂 =  
𝑬
𝑯
=  𝑍0 [
µ′ – i·µ′′
ε′ – i·ε′′
]
1
2
  
(13) 
1.2.2 Performance Evaluation 
In the current pantheon of scientific literature, one of the apex parameters that materials 
scientists seek to optimize for applications such as radar absorption in stealth technology,72 
electromagnetic interference in signal processing,73 and information leakage in signal 
transport,35 is that of reflection loss (RL). RL, also known as return loss in the fields of 
telecommunications and signal processing, is a log ratio of reflected power with respect to the 
incident power scaled by a factor of 10. In the early days of transmission line theory, RL, as 
derived from materials testing systems74–76 which were single-port devices backed by a perfect 
conductor, could be directly expressed via measurement of the S11 parameter from experiment, 
where reflection loss as a unit of decibel is the logarithm of the S11 parameter scaled by a 
factor of 20, as shown in Equation (14).36,37 
For the development of single-layer plane wave absorbing materials, Naito and 
Suetake50,51,76–78 proposed a mathematical model for relating the reflection coefficient Γ to the 
input parameters of permittivity and permeability by means of the input impedance, as shown 
in Equation (15). As mentioned, the historical context of this model pertained to microwave 
absorbing materials backed by a perfect conductor, analogous to material coatings for an 
aircraft chassis;79,80 even though technically this may or may not strictly be an absorbing 
phenomenon,45 the term “microwave absorption” was applied and has since remained all-
encompassing for systems which may use absorption or cancellation.8182 From this analytical 
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model, materials analysis across a three-dimensional domain of RL as a function of thickness 
and frequency can be examined, since permittivity and permeability themselves are both a 
function of frequency. Therein, the reflection coefficient, gamma, is a function of impedance 
Z, where Zin is the input impedance, as shown in Equation (16) and Equation (17), and Z0 is 
the characteristic impedance of free space (376.73 Ω, though this term can be normalized out 
of the expression for the reflection coefficient). Furthermore, ε’ and μ’ are the relative 
permittivity and permeability parameters for lossless interaction, respectively, and ε’’ and μ’’ 
are the relative permittivity and permeability parameters for the lossy interaction of the incident 
electromagnetic wave. Finally, f is the frequency of the incident electromagnetic wave, d is the 
material thickness, and c is the speed of light. From such, RL can be calculated, since RL as a 
function of the reflection coefficient is the logarithm of the modulus of gamma scaled by a 
factor of 20, as shown in Equation (18).78,83,84 Although the entirety of this model has 
occasionally generated questions regarding its validity,85 as one of the consequences of such 
derivation is the counterintuitive conclusion that sometimes increasing the thickness of the 
single-layer plane absorber decreases the absorptivity of the material, nevertheless, the model 
is the most highly utilized method the for determining material response to incident 
electromagnetic radiation in the microwave region, and appears to have been demonstrated 
experimentally.51,84,86 
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𝑅𝐿(𝑑𝐵) = 20 log10(𝑆11)  (14) 
Γ =
𝑍𝑖𝑛−𝑍0
𝑍𝑖𝑛+𝑍0
  (15) 
𝑍𝑖𝑛 =  𝜂 · tanh(𝛾 ·  𝑑)  (16) 
𝑍𝑖𝑛 = 𝑍0 [
µ′ – 𝑖·µ′′
ε′ – 𝑖·ε′′
]
1
2
· tanh (𝑖
2𝜋𝑓·𝑑
𝑐
[(ε′ –  𝑖 · ε′′)(µ′ –  𝑖 · µ′′)]
1
2)  
(17) 
𝑅𝐿(𝑑𝑏) =  20 log10(|Γ|)  (18) 
The optimization of RL can furthermore be realized through the process of attenuation 
as the electromagnetic wave propagates through the material medium. Materials which have 
sufficiently large permittivity and permeability values will also demonstrate a strong 
attenuating response to incident electromagnetic radiation.87 However, this specific mechanism 
of action should be contrasted against the understanding that the resulting increase in the 
complex parameters will have subsequent effects upon a material's ability to generate the 
impedance matching conditions, which results in a tendency to reflect the incident radiation off 
of the material boundary.8088 
The effective bandwidth is the span of frequencies over which RL is greater than some 
determined threshold value.45 Such a property is useful in systems where the frequency 
parameter that is to be engaged with is not precisely known, or the material interaction requires 
a light/matter action across a range of operable frequencies. Two of the common proficiency 
thresholds in the literature are −10.0 dB, equivalent to a 90% absorption threshold, and 
−20.0 dB, equivalent to a 99% absorption threshold, etc. The −10.0 dB threshold is the more 
common feature represented in the literature and thus is the proficiency parameter utilized 
herein. For example, as demonstrated in Fig. 4, if the RL curve for a material thickness of 
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3.0 mm starts at 2.0 GHz with an RL value of −2.0 dB, and proceeds with an upwards trajectory 
towards greater RL as a function of increasing frequency. Material response crosses the 
−10.0 dB threshold at 7.0 GHz, from where the curve subsequently increases to reach a 
maximal RL point, and subsequently attenuates towards lesser RL as a function of increasing 
frequency, crossing the −10.0 dB threshold again at 9 GHz, and ending at −2.0 dB at 18.0 GHz. 
For this given RL curve the effective bandwidth is said to be 2.0 GHz. This analytical process 
can be repeated as a function of changing thickness parameters.45 To note, some manuscripts 
report an ‘effective bandwidth’ as the span of frequencies which can be targeted by a range of 
matching thicknesses – this is not the effective bandwidth and readers should pay ample 
attention to the distinction. 
 
In terms of associating the mechanism for RL to a nanomaterial's propensity for 
dielectric and magnetic interaction, one potential method for attempting to deduce the 
underlying causal pathway is to simulate the function response while setting the permeability 
Fig. 1.4. Example RL curve (red), juxtaposed against the −10 dB proficiency threshold (dashed 
black), with the proficiency bandwidth (solid black) demarcated 
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parameters to the ‘trivial’ result of μr = (1 – i∙0).89 This ‘zero magnetic susceptibility’ 
calculation, where the magnetic susceptibility parameter χm is equivalent to zero, removes the 
consideration for the effects of the lossless and lossy interactions through the magnetic 
response to the nanomaterial from the calculation. Comparing the resultant simulation values 
to that of the experimental results allows for the comparison to be made between a hypothetical 
nanomaterial with zero magnetic susceptibility, and the authentic nanomaterial representation. 
Thus, if the simulated result is of similar magnitude to the authentic result, it is thus suggested 
that the propensity for RL is due to a dielectric interaction. Otherwise, the interaction is 
considered to be that of magnetic origin. 
1.2.3 Common Interaction Pathways 
A few mechanisms for electromagnetic interaction have been explicitly elucidated 
through either experimentation or permittivity and permeability analysis, and will be discussed 
briefly herein. Such mechanisms are Debye relaxation for dielectric interaction, and eddy 
current loss and natural resonance for magnetic interaction.90 
1.2.3.1 Debye Relaxation 
Debye relaxation is a process in which incident electric fields distort the normal state 
of matter in a way which generates polarization through either the distortion of the electron 
cloud, localized bond distortions, or the alignment of permanent dipoles.36,48,79 In a polarized 
state, dipoles move and orientate against a frictional force which induces energy loss as heat. 
This process of polarization as a function of frequency is modeled by Debye theory. From 
Debye theory, the representation of permittivity as shown in Equation (20), where, f is the 
incident frequency, εs is the stationary dielectric constant equal to the limit of εr as f goes to 
zero, ε∞ is the optical dielectric constant equal to the limit of εr as f goes to infinity, and τ is the 
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relaxation time, reduces to in the plane of ε’’ and ε’ the form of a semicircle, commonly known 
as a Cole-Cole diagram.36,79 The exponential variable a is an empirical constant introduced to 
allow for shape distortion, where in typical cases a = 0 and the Cole-Cole diagram takes 
semicircle form.36 From this diagram, the relaxation time τ can be determined for a given 
operating frequency via Equation (21), where β is the slope of a line passing through the 
operating frequency point and εs, or the inverse slope of a line passing through the operating 
frequency point and ε∞.36 τ can be subsequently calculated from β. 
One of the consequences of Debye theory is that conductivity can have specific effects 
on lossless permittivity, as shown in Equation (22).90 Such demonstrates that increases in 
nanomaterial conductivity have significant effects on the permittivity resultants demonstrated 
by a given nanomaterial, inducing increases in their relative values, both lossless interaction 
and lossy interaction respectively as conductivity is defined as the product of angular frequency 
and lossy permittivity.36 Thus, increasing the conductivity of given nanomaterials can have 
demonstratable effects on the materials’ reflection loss. 
1.2.3.2 Eddy Current Loss 
Eddy current loss is a phenomenon where the varying of a magnetic field in a material 
medium induces voltages which drive a conduction current and subsequently Joule heating and 
power loss.53 The eddy current loss contribution to reflection loss, as related to the electrical 
conductivity of the nanomaterial and the matching thickness, is represented by Equation (23), 
where μ0 is vacuum permeability. If the magnetic loss is due to eddy current loss, a graphical 
plot of d(μ’’/(μ’)2 f)/df with respect to f will be zero over the tested frequency range, or, a graph 
of (μ’’/(μ’)2 f) with respect to f will remain flat. If such relationship is anything but, then the 
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magnetic losses demonstrated by the nanomaterial are causal linked to some other mechanism 
of action.46 
1.2.3.3 Natural Resonances 
It’s typical in the field to postulate Natural Resonances as the casual mechanism for 
electromagnetic interactions when the special cases of Debye relaxation and Eddy Current Loss 
are ruled out through analysis.91–94 However, there are methods which allow researchers to 
explicitly measure some of these natural resonance effects for developed materials if the 
experimental apparatuses are available. For example, magnetic losses due to natural resonance 
can be determined by comparing the resonance peaks demonstrated via complex permeability 
with an analysis of anisotropy fields.[56,96] Various forms of the Landau-Lifshitz-Gilbert 
(LLG) equations (for example as shown in Equation (24) and Equation (25) for spherical 
magnetic particles, where f is the frequency, f0 is the spin resonance frequency, α is the damping 
coefficient, and A = Ms/Ha with Ms being the saturation magnetization and Ha being the 
anisotropy field) can be utilized to ultimately determine whether the permeability response is 
due to natural resonance, where good agreement between the theoretical model and the 
experimental results suggests natural resonance.[96] For more complicated systems, such as 
materials with c-plane anisotropy,[56] modified LLG equations can be used to elucidate natural 
resonance as the casual mechanism. Using the spin resonance frequency determined from 
permeability, the in-planar anisotropy field Hϕ can be calculated via the Kittel equation 
f0 = γ·sqrt(Hθ·Hϕ), assuming Hθ or the out-of-plane anisotropy field is known from further 
measurement. Furthermore, Hϕ can be determined from the expression μi – 1 = Ms/2πHϕ, where 
μi is the shape factor modified Bruggeman effective medium theory; A correlation between the 
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resultant Hϕ values demonstrates that a resonance peak in the permeability results is likely due 
to natural resonance.[56] 
1.2.4 Size and Shape Factors 
As previously mentioned, most materials which have been developed for the purposes 
of microwave absorption are of nanoscale morphology. The size and shape or morphology of 
nanomaterials can directly alter the dielectric/magnetic properties to provide a good match 
between them for microwave absorption. As the size of particulate matter is minimized towards 
the nanoscale, electromagnetic interaction tends to increase.39–42,90 As the particle size 
decreases, parameters which are a function of nanoparticle domain, such as the material surface 
area or the quantity of active chemical sites,79 are enhanced, and thus the effects which lead to 
dielectric or magnetic interaction, such as phase-dielectrics,44 unpaired spin-states,45 eddy-
current losses,35,46 resonance effects,41 et al., are subsequently enhanced so to induce 
microwave absorption. Furthermore, phenomena such as interfacial polarization and multiple 
scattering can too be enhanced by the decrease in particle size due to magnifying effects of 
similar rationale.79 
Similar to that of particle size, the shape of a given nanomaterial also has considerable 
effect on the response it demonstrates to incident electromagnetic radiation. Typical 
nanoparticles utilized as microwave absorbing materials are of a simple structure, such as 
sphere, flake, et al. However, controlling shape factors beyond the simple manifestations, 
through forming more complex shapes such as disks,79 rings,95,96 nets,97 and core-shell 
nanomaterials,98 are thought to help enhance microwave absorbing properties. Interfacial 
dipole rotations can be created by simply manipulating the shape and morphology of the 
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nanomaterials. Plasmonic effects can be observed in nanomaterials with size and shape tuning 
to provide additional mechanisms for microwave absorption. 
1.3  Recent Developments in Oxide Materials for Microwave Absorption 
-Oxide based nanomaterials have a wide range of responses to gigahertz-range 
electromagnetic radiation, due to the functional capacity of the metal center to which the 
oxygen anion is bonded to,99–104 as well as the structural manifestation of the material as 
determined by the crystalline lattice of the material phase.105–108 As such, these materials have 
a wide array of potential manifestations which will interact with gigahertz-range 
electromagnetic radiation, through both electronic and magnetic pathways. 
1.3.1 Iron Oxide 
Much of the current research in the field of materials study for microwave absorption 
can be traced back to the work of Naito et al.50,76 regarding the use of ferrites as a potential 
material for electromagnetic wave absorption in the MHz region of the electromagnetic 
spectrum. The iron species in the oxide materials such as magnetite acts ferromagnetically, 
where the non-zero spin states of the ferrite due to unpaired electrons induce a propensity to 
interact with external magnetic fields from sources such as incident electromagnetic 
radiation.50,56,76 Modern studies have built upon this understanding and applied the principles 
such as reflection loss to the gigahertz region of the electromagnetic spectrum. 
For example, Ni et al. synthesized both a set of Fe3O4 nanocrystals109 and 
microspheres110 so to investigate the magnetic interactions of magnetite with gigahertz range 
electromagnetic radiation in detail. Both the nanocrystals, as shown in Fig. 5A–D, and the 
Fe3O4 microspheres were synthesized by a hydrothermal method, using ammonium iron (II) 
sulfate hexahydrate as the metal source, though sodium fluoride was added in the synthesis of 
26 
 
 
the microspheres so to utilize its reducing properties. Both the nanocrystals and the 
microspheres demonstrated high permittivity values, associated with the presence of the Fe2+ 
ions in the material domain, much like that of classic Magnetite.109,110 Similarly, the 
permeability values associated with the materials were elevated beyond the trivial value, 
indicating contribution to electromagnetic absorption through magnetic interaction.109 For the 
nanocrystals, maximal RL values were reported at −29.5 dB at 3.9 GHz, −26.9 dB at 5.4 GHz, 
and −21.1 dB at 8.2 GHz, for the 5.0, 4.0, and 3.0 mm thicknesses respectively at 30 wt% in 
paraffin, shown in Fig. 5. The permittivity and permeability values associated with these points 
of maximal RL were reported as εr = (9.2 – i·0.2) and μr = (1.5 – i·0.72), εr = (9.3 – i·0.3) and 
μr = (1.2 – i·0.52), and εr = (9.5 – i·0.4) and μr = (0.9 – i·0.38), for the 5.0, 4.0 and 3.0 mm 
nanocrystal materials respectively. For the microspheres, maximal RL values were reported as 
−44.7 dB at 4.7 GHz, −27.8 dB at 5.4 GHz, and −23.3 dB at 6.9 GHz, for 4.0, 3.5, and 3.0 mm 
thicknesses at 40%wt in paraffin. The permittivity and permeability values associated with 
these points of maximal RL were reported as εr = (11.0 – i·1.3) and μr = (1.3 – i·0.58), εr = 
(11.0 – i·1.4) and μr = (1.23 – i·0.54), and εr = (11.1 – i·1.6) and μr = (1.06 – i·0.0.45), for the 
4.0, 3.5 and 3.0 mm microsphere materials respectively. The results for materials analysis are 
reported in Table 1. 
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More recently, undoped ferrites have been generated as Fe3O4 nanowires111 and 
nanosheets,111 and even synthesized from ore cinder to generate the Fe3O4 from industrial 
waste.112 Furthermore, simple ferrite nanomaterials have been both doped and utilized in 
composite synthesis for systems such as Ni:B/Fe3O4,113 Cu:Co:Ni:Zn/Fe2O4,114  
Ni:Co/Fe2O4,115 Co:Mn/Fe2O4,116 Bi:La/FeO3,117 PANI|Co:Zn/Fe2O4,118 PANI|Li:Zn/Fe3O4,119 
C|Fe3O4,96,120–122 ZnO|Fe3O4,123 Fe:Mn/Fe3O4,124 and Fe-phthalocyanine oligomer/Fe3O4,125 in 
attempt to utilize iron's propensity for inducing a magnetic interaction through magnetic 
interaction so to drive reflection loss.126 This effect however is not always guaranteed, as many 
of the synthesized nanomaterials demonstrate permeability values close to trivial, as shown in 
Table 1, and Table 2. For example, Liu et al.122 generated a set of Fe3O4@C core/shell 
nanoparticles and nanosheets, generated by calcinating α-Fe2O3 in acetone, and examined their 
Fig. 1.5. (a) SEM, (b, c) TEM, (d) SAED, and (e) RL curves (e) for Fe3O4 nanoparticles. Reproduced 
with permission from ref. 109. Copyright 2009 IOP Publishing Ltd. 
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electromagnetic response via permittivity and permeability. The resultant nanomaterial had 
non-trivial magnetic interaction at the low end of the frequency spectrum, but quickly reduced 
to the trivial result of near μr = (1 – i.0) at the higher end. It was at this higher end of the 
frequency spectrum where maximal RL was predominantly achieved, with nanomaterials such 
as 60 nm Fe3O4@C nanosheets generating RL values of −41.9 dB at 12.8 GHz with a 2.0 mm 
material thickness.122 The results of this research and from materials of similar quality can be 
found tabulated in Table 2. The introduction of differing magnetic materials such as cobalt and 
nickel have been shown to affect the nanomaterial's interaction with the magnetic portion of 
electromagnetic radiation, and the addition of dielectric nanomaterials such as manganese 
induces perturbation on the nanomaterial's propensity to interact with the electric portion of the 
wave.127 Furthermore, complex formations of iron oxides have also been utilized as absorbing 
nanomaterials,128–131 where nanomaterials such as Nd/BiFeO3,132 Ni:Co/BaTiFe10O19,133 
Mn:Ni:Co/BaTiFe10O19,134 ZnO|BaFe12O19,135 Ce/BaFe12O19,136 Zn:Ni/SrFe12O19,137 
Mn:Cd:Zr/SrFe12O19,138 Nd:Co/SrFe12O19,139 Co:Zn:Al:Ce/BaFe16O27,140 
Co:Zn/BaFe16O27,141,142 and Co:Zn:La/BaFe16O27,142 (Sb:SnO2)|Zn:Co:Gd/BaFe16O27,143 and 
Ba:La/Co2Fe36O60,144 demonstrate interactions with EM radiation which are driven through 
both dielectric and magnetic losses. For example, Feng et al.141 reported the strong RL of a zinc 
and cobalt doped barium ferrite, with a maximal RL reported as −28.5 dB with a 2.2 mm thick 
absorber at 11.6 GHz, and a 9.3 GHz proficiency bandwidth. Feng also demonstrated the 
analysis of multi-layered absorbers therein, utilizing the aforementioned barium ferrite in 
tandem with carbonyl iron so to extend the proficiency bandwidth of the material to 13 GHz. 
The results of the analysis of these nanomaterials are presented in Table 2, and Table 3. 
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1.3.2 Manganese Oxide 
Manganese oxide nanomaterials have been demonstrated to interact with incident 
microwave radiation as a dielectric nanomaterial. Yuping et al.145 demonstrated that this 
interaction with gigahertz-range electromagnetic radiation varied as a function of 
crystallographic structure, comparing manganese dioxide particles of differing synthesis times 
thus generating differing α, β, and γ crystal forms, shown in Fig. 6. The permittivity of the 
MnO2 nanomaterials increased as a function of synthesis time, showing that of the three, the β-
MnO2 demonstrated the highest overall lossless and lossy dielectric action. The opposite was 
generally true for permeability, showing that the longer the synthesis time, the lower the 
permeability values.145 Calculations for reflection loss at 2 mm thicknesses demonstrated that 
the agglomerate nanomaterial of α, β, and γ-MnO2 yielded the highest RL, reaching −35.6 dB at 
12.3 GHz. Pure phases of γ-MnO2 and β-MnO2 demonstrated RL of −24.2 dB at 17.6 GHz, and 
−25.2 dB at 10.9 GHz, respectively, shown in Fig. 6. The permittivity and permeability values 
associated with these points were reported as εr = (10.8 – i·3.7) and μr = (1.0 – i·0.02), εr = (4.5 
– i·1.9) and μr = (1.2 – i·0.3), and εr = (14.9 – i·4.2) and μr = (1.0 – i·0.01), for the agglomerate, 
γ-MnO2, and β-MnO2 nanomaterials, respectively.145 
33 
 
 
 
 
Further research on manganese oxide nanomaterials and composites such as urchinlike 
α-MnO2,146 Mn3O4,147 and La:Sr/MnO3,148 has also demonstrated strong RL returns in the 
gigahertz range, where the manganese species therein showed propensity to induce dielectric 
interaction, and the La:Sr dopants demonstrate an in tandem increased response to both 
dielectric and magnetic interaction.148 The full results of these analyses are given in Table 4. 
Fig. 1.6. TEM/SAED and RL curves for (a, 2hr) γ-MnO2, (b, 12hr) agglomerate-MnO2 and (c, 48hr) β- 
MnO2. Reproduced with permission from ref. 145. Copyright 2013 Elsevier. 
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1.3.3 Titanium Oxide 
The most prevalent of the titanium oxide class nanomaterials, titanium dioxide, 
fundamentally lacks an intrinsic mechanism through which to interact with gigahertz-range 
electromagnetic radiation.44 However, nanomaterials which integrate impurities and 
perturbated crystalline phases into the TiO2 domain have been shown on specific occasion to 
induce interaction with microwaves. For example, carbonyl iron|TiO2 composites constructed 
by An et al.84 have been demonstrated to absorb microwave radiation, with a reported RL value 
of −62.0 dB at 6.69 GHz with a 2.06 mm thickness. Doped TiO2 nanomaterials such as Fe/TiO2 
nanowires149 have also been demonstrated to interact favorably with incident radiation. 
Furthermore, hydrogenated TiO2 nanoparticles44,98 (as shown in Fig. 7) and 
nanosheets150 have also been shown to absorb incident radiation, through interaction with the 
electric portion of incident light across a two-phase boundary, generated via the distorting 
process of hydrogenation. Finally, mesoporous carbon/TiO2 composites have been shown to 
generate desirable RL values at high thicknesses, with the 9.0 mm composite of equal 
proportions demonstrating a −53.8 dB RL at 12.1 GHz.151 Complex titanium-derived oxides 
such as barium titanate have also been integrated with dopants and structural defects so to 
induce microwave absorption.152,153 
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Fig. 1.7. (a, b) HRTEM images of 60 wt% hydrogenated rutile/anatase composite nanocrystals with 
their respected (c) power reflection ratio and (d) RL curves. Reproduced with permission from ref. 44. 
Copyright 2014 Materials Research Society. 
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Jing et al.152 demonstrated the electromagnetic characteristics of flake BaTiO3, where 
the synthesized nanomaterials were shown to have high permittivity values associated with the 
nanomaterial. The maximally represented RL value was −29.6 dB at 12.0 GHz with a 4.0 mm 
thickness. The associated permittivity and permeability values were εr = (23.4 – i·2.7) and μr = 
(0.94 – i.0·00) for the material. Furthermore, nanomaterials such as Ni/BaTiO3,153 and 
hydrogenated BaTiO3,154 demonstrate that nanomaterials processing and doping can also be 
utilized so to drive RL values from complex titanium oxides, through high permittivity activity 
and increased lossy magnetic interaction. These results are tabulated in Table 5. 
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1.3.4 Zinc Oxide 
Zinc oxide has been consistently utilized as a foundational framework in nanomaterials 
development, even though the intrinsic interaction between ZnO and GHz-range radiation has 
consistently been shown to be lacking, as the material has no demonstrated magnetic interaction 
nor a strong dielectric action so to drive RL.155156 However, the introduction of dopants so to 
induce electromagnetic interaction has been generally successful in the realm of nanomaterials 
development. Nanomaterials and composites such as PANI|ZnO,157 Zn:Fe/ZnO,158 Ni|ZnO,159 
rGO|ZnO,160 and rGO|T-ZnO,161 have been demonstrated to interact with microwaves of 
specific frequencies. Integration of magnetic entities such as iron and nickel induced 
perturbation in the nanomaterial response to the magnetic portion of incident electromagnetic 
waves, and carbon-based integrations such as graphene and various polymers demonstrated an 
induced change in nanomaterial response to the electric portion of incident electromagnetic 
waves. 
Furthermore, deviations in physical manifestation through synthesis techniques have 
been utilized, generating nanomaterials such as porous hollow ZnO,162 dendritic ZnO (shown 
in Fig. 8),163 netlike ZnO,164 as well as hydrogenated ZnO,165 where the perturbed particles were 
shown to have both an improved lossless dielectric response, as well as lossy response, to 
40 
 
 
incident radiation compared to that of pristine ZnO nanomaterials, resulting in the increase of 
the nanomaterial's RL. These results are tabulated in Table 6. 
 
 
  
Fig. 1.8. (a–c) SEM images of dendritic ZnO, with (d) the associated RL curves. Reproduced with 
permission from ref. 163. Copyright 2008 Royal Society of Chemistry. 
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1.3.5 Silicon Oxide 
The primary silicon oxide nanomaterial, silicon dioxide, possesses a similar lacking in 
an intrinsic response to incident electromagnetic radiation compared to that of ZnO, barely 
registering a RL value; for example, −1.2 dB at 12.3 GHz with a 3 mm thickness.156 It too 
however has been successfully paired with dopants so to induce interaction with incident 
radiation. For example, ZnO|SiO2 composites,156 even though neither of the materials 
intrinsically interact with gigahertz-range electromagnetic radiation, when paired together 
demonstrate elevated RL values, through the composite's lossy and lossless interaction as 
described by permittivity. For these ZnO|SiO2 composites, as shown in Fig. 15, RL was 
reported to be −10.8 dB at 12.8 GHz with a 3.0 mm thickness. SiO2 has also been doped by 
means of heterogeneous atomic species so to induce dielectric relaxation in the otherwise 
inactive material medium.38 Furthermore, complex silicates such as ceramics have also been 
utilized in microwave absorption, such as SiOC ceramics166 and Al:ZnO/ZrSiO4 ceramics,167 
through deviation of the nanomaterial's relative permittivity values. These results are reported 
in Table 7. 
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Fig. 1.9. EM images of ZnO|SiO2 nanocomposites (a–d), with associated RL values (e). Reproduced 
with permission from ref. 156. Copyright 2007 AIP Publishing. 
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1.3.6 Aluminum Oxide 
Aluminum oxide as an isolated nanomaterial hasn't been demonstrated to intrinsically 
interact with gigahertz-range electromagnetic radiation, though it too has been utilized as a 
framework upon which dopants have been introduced so to cause microwave absorption. 
Nanomaterials such as Fe3Al/Al2O3,168 as synthesized by Wei et al. demonstrate that coupling 
aluminum oxide with magnetic particulates demonstrate increased responses to both the 
electric and magnetic portions of incident electromagnetic radiation in a manner to which RL 
is induced, by surrounding the dielectric nanomaterial with magnetic particles so to generate 
further polarization charges on the surface of the dielectric particles, and as a consequence the 
subsequent interaction introduces to the system an actionable dielectric loss.168 Similar work 
was shown to be effective by Zhang et al.169 shown in Fig. 10, where in reverse order iron 
nanoparticles were imbedded into an Alumina matrix so to induce reflection loss via strong 
lossy magnetic interaction as defined by μ’’, yielding a maximal RL value of −21.4 dB at 
13.3 GHz with a 1.4 mm absorber. The results of these nanomaterial sets are summarized in 
Table 8 for their RL responses and proficiency parameters. 
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Fig. 1.10. (A) XRD, (A, insert) TEM, (A, TEM insert) SAED, and (B) RL curves of Fe/Al2O3 particles. 
Reproduced with permission from ref. 169. Copyright 2013 Elsevier. 
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1.4 Summary 
The current state of research into oxide materials for the purposes of microwave 
absorption can be classified into two categories; the former being research into the 
enhancement of nanomaterials which intrinsically interact with incident electromagnetic 
radiation, and the latter being research into the activation of materials which do not demonstrate 
intrinsic interactions. For the former, magnetic oxides such as the various Iron Oxides dominate 
the research landscape, as the Iron Oxide subclass is considerably more studied as compared 
to the manganese oxides170 and study into the other oxide materials is comparatively lacking. 
For the latter, inducing interaction by varying the nanomaterial crystal structure, particle and 
material doping identities and scales, and composite ratio – these domains of tuning 
demonstrate aggregate effects on inactive nanomaterial, inducing interaction with incident 
electromagnetic radiation in a way that is deemed desirable from the perspective of maximizing 
reflection loss. 
The nature of nanomaterial interaction with electromagnetic radiation is ultimately 
quantified by the permittivity and permeability of a given bulk material domain. These values 
are complex numbers, relating to the energy storage and dissipation of the nanomaterial, 
typically relative to that of free space. There are many ways in which researchers can utilize 
these nanomaterial properties to quantify various intrinsic interactions with light. Fundamental 
parameters, such as the refractive index, the extinction coefficient, the attenuation and phase 
constants, and impedance can be directly derived. To an extent, the mechanisms of interaction 
can also be elucidated from these response parameters, through the direct calculation of 
phenomena such as Eddy Current Loss and Debye Relaxation, as well as via response 
simulations for hypothetical fields absent either electric and magnetic components. 
49 
 
 
Furthermore, the RL of a nanomaterial can be calculated knowing permittivity and permeability 
as a function of frequency and material thickness. Maximizing this reflection loss value with 
respect to both a point of maximal RL as well as the effective bandwidth are two of the main 
goals for researchers in this field. 
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CHAPTER 2 
PROPOSAL 
 
Disclaimer: This chapter is derived in part from the following published manuscripts: 
M. GREEN, P. XIANG, Z. LIU, J. MUROWCHICK, X. TAN, F. HUANG, X. 
CHEN. Microwave Absorption of Aluminum/Hydrogen Treated Titanium Dioxide 
Nanoparticles. J. Materiomics. Volume 5, Issue 1, Pg. 133-146, March 2019 
M. GREEN, A. TRAN, R. SMEDLEY, A. ROACH, J. MUROWCHICK, X. CHEN. 
Microwave Absorption of Magnesium/Hydrogen-Treated Titanium Dioxide 
Nanoparticles. Nano Mater. Sci. Volume 1, Issue 1, Pg. 48-59, March 2019 
 
Understanding electromagnetic radiation and its interactions with matter has been of pertinent 
importance in our pursuits to develop the next generation of advanced technologies.35 
Specifically, radiation defined by the microwave region of the electromagnetic spectra (1-18 
gigahertz) has been utilized for radar detection,35,80,87,171 communications purposes,35,48,79,87 
information processing and transport,35,48,79 et al. For certain systems, integrating materials into 
various devices as to interact with this electromagnetic radiation in specific desirable fashions, 
like coatings for radar absorption in stealth technology, or absorption of emitted 
electromagnetic radiation from electronic devices so that information stored therein is secure, 
are material traits that remain highly desired.35,80,87,171,172 As such, the discovery of new 
materials that possess intrinsic capabilities for microwave absorption are vital to the future of 
technological development. 
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 Traditionally, due to a lack of interaction mechanisms between titanium dioxide (TiO2) 
and microwave radiation, TiO2 has historically not been considered an effective microwave 
absorbing material.44,98,165 Conventional models of interaction between microwave photons and 
materials have been largely confined to interactions between an associated electromagnetic 
field, and a material that possesses either permanent and/or induces dipoles for dipole rotation, 
or magnetic moment alignment for ferromagnetic resonance48,79,87 until recently, where 
introduction of the new subtype of resonance mechanism proposed as the collective-
movement-of-interfacial-dipole (CMID) model for hydrogenated TiO2 nanoparticles provided 
an alternate approach. In this model, a collective interfacial polarization amplified microwave 
absorption (CIPAMA) occurs due to the interaction of the incident microwave irradiation and 
the collective dipoles from the build-up of charge densities at the crystalline/disordered 
interfacial boundaries within hydrogenated core/shell TiO2 nanoparticles.98 This process of 
hydrogenation32 has brought forth multitudes of new methodologies for perturbation of TiO2 
that has been highly studied since its discovered use in water photolysis by Fujishima et al in 
the early 1970’s.173 Since first being synthesized in 2011,32 this so-christened “black TiO2” has 
generated enormous amounts of interest globally,174–176 because of both its demonstrated ability 
to improve the optical properties of the nanocrystal, and the methods potential to be coupled 
with already proven techniques of material perturbation, such as metal ion doping,177 non-metal 
doping,178 and self-doping,179 to generate a broad array of new materials with enhanced 
performances.180–182 The exposure of TiO2 to elevated temperatures in a hydrogen atmospheric 
environment induces partial recrystallization from an initial TiO2 phase to that of a disordered 
hydrogenated phase at the nanoscale.32,44,98,165 This nanoscale partial recrystallization induces 
engineered disorder at the material surface phase boundary, that can be effectively fine-tuned 
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by both time and temperature exposure variance. The disordering process of crystallization has 
been shown to perturb the chemical system of TiO2 so to generate a material that demonstrates 
intrinsic capabilities for microwave absorption.32,44,98,165  
The materials which have been previously demonstrated in the literature as black-TiO2 
nanomaterials are exclusively nanoparticles of the angstrom scale.32,44,98,165,183–188 As can be 
seen in Fig. 2.1, larger, commercially-available nanoparticles on the order of 50-100nm are 
minimally affected by the hydrogenation process as compared to the angstrom-scale particles 
reported on in the literature given similar processing conditions. As necessitating these 
angstrom-scale materials increases development costs, it would be desirable to facilitate these 
types of light/matter interactions in cheaply, commercially-available nanoparticles. 
 
The disordering of the lattice of TiO2 nanoparticles has been shown recently not only 
achieved with hydrogenation, but also with various metal reductants at elevated 
temperatures,183–188 resulting in similar modifications on the structural, optical, and 
photocatalytic properties of TiO2 nanoparticles. As such, we hypothesize that a 
Fig. 2.1. A) H2-TiO2 nanoparticles synthesized at 600, 650, 700 and 750 °C, and B) Angstrom-scale 
H2-TiO2 
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reduction/hydrogenation process coupling can be utilized so to allow for enhancement 
structural processing in inducing microwave absorbing capabilities of TiO2 nanoparticles. The 
objective is to use a tandem metal reductase/hydrogenation treatment method in order to induce 
structural deviations within commercial Anatase TiO2 nanoparticles. Two metals, magnesium 
and aluminum, have been selected as reductants, as the reduction potential of these materials 
are higher than that of titanium and thus have sufficient reaction potential to draw the oxygen 
atoms away from the anatase crystal lattice.  
The physical properties of the synthesized materials presented herein will be 
characterized via a complete set of light-matter analytical techniques in attempt to fully 
understand the mechanism of interaction between the material and the incident electromagnetic 
waves. In order to study the effects of the core/shell phenomena, multiple approaches, such as 
X-ray Diffraction (XRD), Transmission Electron Microscopy/High Resolution Transmission 
Electron Microscopy (TEM/HRTEM), X-Ray Photoelectron Spectroscopy (XPS), Ultraviolet-
Visible Spectrophotometry (UV-Vis), Raman Spectroscopy, Fourier-Transform Infrared 
Spectroscopy (FTIR), and Complex Permittivity and Permeability Network Analysis, will be 
utilized in the crystalline perturbation of the Anatase TiO2 precursor. Observing the intrinsic 
changes due to such perturbation will be key to elucidating the underlying mechanism. 
A further aspect of this project is to develop a set of more robust analytical methods 
for determining the response parameters behind reflection loss. The current state of the field is 
rudimentary, with a majority of published works in the literature170 simply seeming to apply 
brute-force iterated computations over experimental data sets with little regard to enhancing 
the level of characterization which can be derived from network analysis. While the next 
generation of analytical techniques will not be discussed herein as they are appropriated to 
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future projects, the initial generations of computational development will be explored herein to 
give the derived materials and their results further understanding. 
  In summary, the proposed research study aims to develop a new set of materials that 
absorb incident gigahertz-range electromagnetic radiation. Furthermore, the physical 
properties of the synthesized materials presented herein will be characterized via a complete 
set light-matter interacting analytical techniques, in attempt to fully understand the mechanism 
of interaction between the material and the incident electromagnetic waves. In order to study 
the effects of the core/shell phenomena, multiple approaches will be utilized in the crystalline 
perturbation of the Anatase TiO2 precursor. Observing the intrinsic changes due to such 
perturbation will be key to understanding the underlying mechanism. Through such, a suite of 
understanding will be revealed, offering new perspective as to how these core/shell 
nanomaterials interact with incident electromagnetic radiation. 
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CHAPTER 3 
METHODS 
 
Disclaimer: This chapter is derived in part from the following published manuscripts: 
M. GREEN, P. XIANG, Z. LIU, J. MUROWCHICK, X. TAN, F. HUANG, X. 
CHEN. Microwave Absorption of Aluminum/Hydrogen Treated Titanium Dioxide 
Nanoparticles. J. Materiomics. 5 (2019) 133-146. 
M. GREEN, A. TRAN, R. SMEDLEY, A. ROACH, J. MUROWCHICK, X. CHEN. 
Microwave Absorption of Magnesium/Hydrogen-Treated Titanium Dioxide 
Nanoparticles. Nano Mater. Sci. 1 (2019) 48-59. 
M. GREEN, X. CHEN. libRL: A Python library for the characterization of microwave 
absorption. J. Open Source Software 4 (2019) 1836. 
 
In order to fully elucidate the casual mechanisms of the light/matter interactions responsible 
for microwave absorption, a full characterization of the synthesized materials is necessary. 
Characterization of the reduced/hydrogenated titanium-dioxide nanoparticles will allow for 
distinguishing between various mechanisms discussed in the literature. 
3.1 X-ray Diffraction 
Of all the available materials characterization techniques available to research, X-Ray 
diffraction (XRD) is one of the most fundamental. This characterization technique is 
foundational to understanding the structure of crystalline materials. As crystalline materials 
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have a highly ordered and repeating structure, X-ray diffraction allows for the analysis of this 
intrinsic and unique periodicity. 
All photons are wavelike. They have properties such as amplitude, which is the 
magnitude of electromagnetic force exerted normal to the direction of propagation, and 
wavelength, which is the distance over which that force completes a full oscillation. 
Furthermore, due to this intrinsic wave-like behavior, the interaction between photons consists 
of the type of responses typical of wave-like systems. In particular, waves which oscillate 
together interfere constructively, and waves which oscillate opposed interfere destructively. 
These phenomena are what give rise to diffraction patterns. When photons are reflected 
off of the cascaded planes of atoms, as shown in Fig. 3.1, the photons reflecting off the 
subsequent atoms are, as a consequence of the added depth of penetration, displaced in relation 
to the photons which diffracted from higher planes.108 Due to this displacement, the wave-like 
nature of photons causes interference as a function of the angle of incidence. If the displacement 
is of a length which is on par with the wavelength of the photon, the resulting interference is 
constructive, and can be detected.108 Else, the interference is destructive, and the lack of 
detection can be noted. For angles which result in strong constructive interference, solving for 
distance d can be accomplished with geometric analysis resulting in the relationship shown in 
equation 3.1. 
𝑛𝜆 =  2𝑑 𝑠𝑖𝑛(𝜃)  (3.1) 
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 Extending this understanding to a 3-dimensional crystal structure, whose atom 
spacings are intrinsic to the structure class as well as the elements which form the manifold, 
we can see that each crystalline material has a unique diffraction pattern intrinsic to its identity. 
And it’s this property which makes X-Ray diffraction such a vital tool for those who study 
crystalline materials.189 
Another phenomenon from X-ray diffraction which proves useful for the study of 
nanomaterials is the relationship between the line broadening of the diffraction peaks and the 
crystallite size. For two limiting angles slightly above and below the angle which induces 
maximal constructive interference, nonzero interference occurs and is observed in the 
diffraction pattern as line broadening as a function of particle size. These two angles are related 
via equation 3.2, where τ = m∙d is the crystallite size, equal to the product of the d spacing and 
integer number of crystal planes within the crystallite.108 From this understanding we can derive 
Fig. 3.1. The diffraction of X-rays by a model single-plane crystal. 
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the Scherrer Equation, shown as equation 3.3, where K is the shape factor with a typical value 
of 0.9, λ is the X-Ray wavelength, β is the line broadening full width at half maximum (FHWM) 
peak height in radians, and θ is the Bragg angle. This equation, assuming that crystallite size is 
the only factor for line broadening, provides a method for approximating crystallite size from 
the diffraction peak. 
2𝜏 ⋅ cos (
𝜃1+𝜃2
2
) 𝑠𝑖𝑛 (
𝜃1+𝜃2
2
) =  𝜆  (3.2) 
τ  =  Kλ/(β cosθ )  (3.3) 
3.2 X-ray Photoelectron Spectroscopy 
X-ray photoelectron spectroscopy (XPS) is an elemental technique which can be 
utilized in determining the surface elemental composition of a given material. XPS relies on 
the photoelectric effect,190 where an electron which is bound to an atom or ion is forced to eject 
from its place in the atom’s shell when hit by a sufficiently energized photon. The kinetic 
energy of this ejected electron is measured shown in Fig. 3.2.  
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 Though this kinetic energy is not intrinsically discrete, it is however ultimately a 
function of the binding energy of the ejected electron, which is both element and environment 
specific. The binding energy of the ejected electrons is related to the measured kinetic energy 
by equation 3.4, where KE is the kinetic energy of the electron, E is the incident energy of the 
photon, BE is the binding energy of the electron, and finally φ is the work function of the 
instrument.  
𝐾𝐸 =  𝐸 − φ − 𝐵𝐸  (3.4) 
For this project, understanding the material characteristics of the nanoparticle shell will 
be desirable, as structural perturbation at the surface of the nanoparticle is what drives 
microwave absorption. If this change in structural manifestation is accompanied by changes in 
the electronic environment, such as the generation of hydroxyl groups bound to the material, 
or the formation of Ti3+ entities, such will be detectible to the spectrometer. 
3.3 Transmission Electron Microscopy 
Fig. 3.2. Emission diagram of the photoelectron process. 
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Transmission Electron Microscopy and High-Resolution Transmission Electron 
Microscopy (TEM and HRTEM respectively) are electron microscopy techniques which use 
the forward scattering of electrons generated by an electron gun so to generate, which are 
subsequently focused onto an imaging device and analyzed.191 These techniques offer some of 
the most concise analysis resolutions due to the short wavelength of the electrons used for 
analysis.  
For imaging, the gray-scale contrast typically observed is scattering contrast. 
Scattering contrast is observed using high-angle annular dark-field detectors to produce image 
contrast which is predominately a function of atomic number. This renders atomic species in 
nanomaterials distinguishable. Well-ordered lattice structures will also be differentiable from 
regions of disorder, as the contrast over a material is going to vary by the aggregate mean of 
the atomic number over the depth of the observed specimen. I.E. if the intensity of an observed 
signal through a plane of titanium atoms has an intensity I1 and an observed signal through a 
plane of oxygen atoms has an intensity I2 ≠ I1 then a region of disordered, amalgamated titanium 
and oxygen atoms will generate a resulting intensity signal between the intensities of I1 and I2. 
3.4 Raman Spectroscopy 
Raman spectroscopy is a technique which relies on the inelastic scattering of photons 
to determine the vibrational modes of the surface of a material.192 As light has no mass, when 
a photon interacts with particle, the particle interacts as an immovable object. Thus, energy 
changes observed by exciting a material’s vibrational state are derived from the photon’s wave 
properties. Monochromatic light is irradiated onto a sample material and the various photonic 
events subsequently result from this process. A photonic event where the energy of the resulting 
photon is less than the energy of the incident photon is called stokes scattering. Stokes 
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scattering works by exciting an electron to a virtual state; if this electron then returns to a 
vibrational state of an energy which is higher than the energy of the original state, then the 
emitted photon is ejected with an energy equal to that of the energy difference between the 
initial vibrational state and the resulting vibrational state. The various energy level changes are 
what is reported as the Raman shifts associated with a materials’ vibrational modes. 
3.5 Fourier-Transform Infrared Spectroscopy 
As a complimentary form of spectroscopy, Fourier-Transform Infrared Spectroscopy 
(FTIR) instead uses a polychromatic light source to emit a broad frequency spectrum at a 
material.192 The light not absorbed by the material is then passed through a Michelson 
interferometer, which contains a fixed mirror, and movable mirror, and a beam splitter, as 
shown in Fig. 3.3. 
 
 
As mirror 2 is moved along the path dx, various wavelengths of light are systematically 
destructively interfered, generating variations in resulting spectra as a function of dx, measured 
Fig. 3.3. Schematic of a Michelson interferometer. 
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as intensity with respect to wavelength. The resulting signal is transformed via the Fourier 
transform function, which inverts the function domain from units of x to 1/x, typically 
represented in units 1/cm.  
 An analyte in question interacts with Infrared (IR) radiation due to the intrinsic 
vibrational modes of the analyte. If a bond is polar, thus having a dipole moment, the oscillatory 
nature of the radiation will induce a change in the vibrational state of the bond across the dipole. 
The resulting signal absent the frequency corresponding to the vibrational mode excited is then 
passed to the interferometer and analyzed.  
3.6 Ultraviolet-Visible Spectroscopy 
Typically, when ultraviolet-visible spectroscopy (UV-Vis) is discussed, the application 
of the spectroscopic technique is in attempt to quantify the beam intensity derivative as it 
changes with concentration across a transmission path. For solids however, spectral reflectance 
can be utilized to obtain the absorption spectra of a crystalline material. From the absorption 
spectra, material traits like the optical band gap, which is the energy difference between the 
valence band and the conducting band, can be calculated.181  
3.7 Software Development 
As it currently stands, there is no available software which will analyze the permittivity 
and permeability data from network analysis and returns the reflection loss values over the 
analysis space. For this reason, the libRL library193 was developed, as an open-source scientific 
computing solution built in Python to be used to characterize the electromagnetic responses 
derived from complex permittivity and permeability. The current source code of this repository 
is presented in Appendix B and the module is installable with pip and git from the online 
repository https://github.com/1mikegrn/libRL. 
63 
 
 
The permittivity and permeability data set derived from network analysis is a Nx5 array 
of strings, where column 0 is the tested frequency, and columns 1-4 are the resulting values for 
ε’, ε’’, µ’, and µ’’ which correspond to the specific frequency analyzed. This array typically 
comes in a .csv file which requires parsing. Currently, 
libRL.src.tools.refactoring.file_refactor() takes the .csv file and converts the input into an 
actionable Mx5 numpy.ndarray of float-point values called ‘data’, where the rows M are the 
rows in N which contain only strings which can be converted to a float-type. These values are 
then passed to the higher-level functions for computation. 
The initial implementation of libRL.relfection_loss() used this actionable 
numpy.ndarray and calculates the reflection loss using equation 3.5 and 3.6, where the 
reflection loss RL is a function of the input impedance Zin, and Zin is determined by computing 
the resultant based on the derived experimental data. 
𝑅𝐿(𝑑𝐵) =  20 log10 [|
𝑍𝑖𝑛−1
𝑍𝑖𝑛+1
|]  (3.5) 
𝑍𝑖𝑛 = [
𝑑𝑎𝑡𝑎[: ,3]–  𝑗 · 𝑑𝑎𝑡𝑎[: ,4]
𝑑𝑎𝑡𝑎[: ,1]–  𝑗 · 𝑑𝑎𝑡𝑎[: ,2]
]
1
2
· 
tanh (𝑗
2𝜋𝑑·𝑑𝑎𝑡𝑎[:,0]
𝑐
[(𝑑𝑎𝑡𝑎[: ,1] – 𝑗 · 𝑑𝑎𝑡𝑎[: ,2])(𝑑𝑎𝑡𝑎[: ,3] – 𝑗 · 𝑑𝑎𝑡𝑎[: ,4])]
1
2)  
(3.6) 
 
 
 As permittivity and permeability are normalized to per-unit thickness, the d value can 
be modulated as chosen and the result is an AxB array where the array rows correspond to the 
frequencies calculated, and the columns correspond to the thicknesses calculated, and each 
value in the AxB array is a resulting reflection loss result based on the 6 input variables. 
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With this AxB array determined, we can further derive other relationships of interest, 
such as the effective bandwidth. For a given column of data, the regions where the data is below 
the integer value of -10 are the regions which contribute to the effective bandwidth. Using the 
modified quarter-wave function, regions between the bounds of the half-wave function can be 
assigned to a particular band which rungs across the (f, d) domain. The summed effective 
bandwidth is subsequently determined as the sum of all the bandwidths across the (f, d) domain. 
This functionality is encapsulated in libRL.src.band_analysis.band_analysis(). 
 Other relationships which can be derived from the permittivity and permeability data, 
such as those discussed in chapter 2, are also built into the libRL library. These relationships 
are quantified by the function encapsulated in libRL.src.characterization.characterization(). 
The characterization function takes a set or list of keywords in the ‘params’ variable, and 
calculates the characteristic values associated with the parameter. 
3.8 Conclusion 
Using the tools and methods described herein, it’s possible to quantify the full scope 
of a material’s light/matter interactions. Using both established analytical methods, as well as 
some which have been custom-built, we should be able to quantify the generated materials’ 
electromagnetic response to GHz-range electromagnetic energy, and examine the evidence as 
pertaining to determining the mechanism of action. 
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CHAPTER 4 
ALUMINUM/HYDROGEN-TREATED TITANIUM DIOXIDE NANOPARTICLES 
 
Disclaimer: This chapter is derived in part from the following published manuscripts: 
M. GREEN, P. XIANG, Z. LIU, J. MUROWCHICK, X. TAN, F. HUANG, X. 
CHEN. Microwave Absorption of Aluminum/Hydrogen Treated Titanium Dioxide 
Nanoparticles. J. Materiomics. 5 (2019) 133-146. 
 
In this chapter, using the understanding and methodology previously discussed, we investigate 
the structural, optical, and microwave dielectric, magnetic, and reflection loss properties of 
TiO2 nanoparticles treated with aluminum metal and hydrogen gas simultaneously at elevated 
temperatures. The final analysis of these Al/H2 treated TiO2 nanoparticles demonstrate that the 
material possesses impressive microwave absorption performance. Furthermore, as microwave 
absorption in terms of reflection loss is dependent on permittivity, permeability, incident 
frequency, and material thickness,50,194 and both permittivity and permeability are dependent 
on incident frequency, through the utilization of interpolation techniques in a manner so to 
increase the sensitivity of analysis,195 we show that the theoretical point of maximal reflection 
loss is even greater than the maximal point derived from the experimental data set, and that one 
of the materials synthesized herein demonstrates a point of perfect reflection loss. We 
demonstrate herein that the treating temperature has a large influence on the position and value 
of the microwave absorption; as the synthesis temperature increases, the frequency of maximal 
microwave absorption decreases, and the overall magnitude of maximal absorption increases 
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first with temperature, reaches apex, and subsequently decreases. Our study shows that the 
microwave absorption of the Al/H2 treated TiO2 nanoparticles can be theoretically fine-tuned 
simply with controlling the treatment temperature. Meanwhile, the treated TiO2 nanoparticles 
possess a structural disordering near the surface of the nanoparticles, a large visible-light 
absorption, an increased IR absorption, a large Raman luminescent background, a much-
improved microwave electrical conductivity, and much reduced skin-depth. These results lead 
us to conclude that the structural defects and minor chemical composition changes play the 
underlying key roles in the dramatic changes for various light-matter interactions, based on 
general understandings of the structure/composition determination. 
4.1 Experimental 
Commercial anatase TiO2 particles and aluminum powders were obtained from Sigma-Aldrich 
and Fisher Scientific, respectively, and used without further purification. In a typical synthesis, 
1.0 g TiO2 was grinded 0.3 g Al powder for 10 min with a pestle and mortar, then put in a high-
temperature tube furnace and treated at certain temperatures (600, 650, 700 and 750 °C) under 
hydrogen atmosphere for 3 h. The cooled sample was washed with 1.0 M HCl solution 
overnight under stirring, and subsequently filtered and then dried at 100 °C overnight to obtain 
the aluminum-hydrogen treated TiO2 nanoparticles. 
The scanning electron microscopy (SEM) images were captured via a Vega3 SEM 
instrument operating at an electron voltage of 20 kV over 376.9 and 4.75 μm width of field for 
images S1A and S1B respectively. The transmission electron microscopy (TEM) and high-
resolution transmission electron microscopy (HRTEM) images were obtained on a FEI Tecnai 
F200 TEM instrument with an electron accelerating voltage of 200 kV. A small amount of 
sample dispersed in water was dropped onto a thin holey carbon film, and dried overnight 
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before the TEM measurement. The X-ray diffraction (XRD) patterns were collected on a 
Rigaku Miniflex XRD instrument with Cu Kα as the X-ray source (wavelength = 1.5418 Å). 
Rietveld refinement was executed via Profex software196 utilizing the included anatase structure 
file for initialization, and the resultant was visualized using VESTA 3. The surface chemical 
bonding information was obtained with XPS on a PHI 5400 XPS system equipped with a 
conventional (non-monochromatic) Al anode X-ray source with Kα radiation. A small amount 
of TiO2 nanocrystals was pressed onto conductive carbon tape for XPS measurements. The 
binding energies were calibrated with respect to the C 1s peak from the carbon tape at 284.6 eV. 
The Raman spectra were measured on an EZRaman-N benchtop Raman spectrometer with the 
excitation wavelength of 785 nm. The Fourier transform infrared (FTIR) spectra were collected 
using a Thermo-Nicolet iS10 FT-IR spectrometer with an attenuated total reflectance (ATR) 
unit where TiO2 nanoparticles were pressed onto its ZnSe window directly and the 
measurement were conducted in air at room temperature. The ultraviolet–visible (UV–vis) 
spectra were collected with an Agilent Cary 60 UV–Vis spectrometer with a fiber optical 
reflectance unit. MgO power was used as the reference material. The microwave complex 
permittivity and permeability of anatase and hydrogenated TiO2 nanosheets were measured at 
the frequency range of 1–18 GHz using HP8722ES network analyzer. The samples dispersed 
in melted paraffin wax were pressed into a ring with the thickness of 2.0 mm, inner diameter 
of 3 mm, and outer diameter of 7 mm. The mass content of sample was controlled at 60 wt%, 
and the testing was performed at room temperature. 
4.2 Results and Discussion 
The bulk material and crystal lattice properties of the synthesized materials can be observed 
directly with SEM, TEM, and HRTEM imaging. Fig. S4.1 shows the SEM images of the Al/H2 
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treated TiO2 nanoparticles, demonstrating the fine nature of the materials over the wide field 
of view shown, and general uniform elemental composition as evidenced by the backscattering 
electron resultant being generally uniform in contrast against the carbon-based platform. Fig. 
4.1 shows the TEM and HRTEM images of the Al/H2 TiO2 nanoparticles, the selected images 
also coming from material treated at 700 °C. The TEM images in Fig. 4.1 indicate the primary 
particle size is around 70–100 nm. The HRTEM images in Fig. 4.1C and D show the generation 
of a 1–2 nm thick disordered layer near the surface of the nanoparticles with highly crystalline 
lattice fringes in the bulk (as can be also seen from the selected area electron diffraction 
(SAED) in Fig. 4.1A–B and fast Fourier transform patterns in Fig. 4.1C–D in the insets). As 
such, these Al/H2 treated TiO2 nanoparticles possess the deviation in structural manifestation 
referred to in the literature as a core/shell nanostructure, in that the core of the crystalline 
structure remains unperturbed, and perturbation of the crystalline material is induced primarily 
along the surface. This observation is consistent with previous findings on both hydrogenated 
TiO2 nanoparticles and aluminum-reduced TiO2 nanoparticles; 72,182–185 the Al/H2 treatment 
brings a similar general structural modification on TiO2 nanoparticles as both hydrogenation 
and aluminum reduction bring individually. 
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The bulk crystal structure of the TiO2 nanoparticles treated at 600, 650, 700 and 750 °C, 
along with the starting commercial anatase TiO2 nanoparticles, was analyzed via XRD and is 
shown in Fig. 4.2A. The primacy of the crystalline anatase phase was shown to be maintained 
between over the entirety of the material treatment range. However, demonstrated at the 750 °C 
treatment temperature is the formation of the reduced magneli phase heptaoxotetratitanate, 
Ti4O7, COD ID 1008048, which is not demonstrated in the previous studies of hydrogenation 
or aluminum reduction, where thermal conversion of TiO2 occurs from the anatase to rutile 
Fig. 4.1. (A, B) Representative TEM and (C, D) HRTEM images of TiO2 nanoparticles treated at 
700 °C. The inserts in (A) and (B) show the SAED patterns and the inserts in (C) and (D) show the 
FFT images. 
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phases upon the subsequent increase of the temperature, as the rutile phase is the more stable 
phase at higher temperatures (e.g. > 700 °C), even in pure hydrogen environment.98 Herein 
however, due to the introduction of aluminum material into the hydrogenation system, a 
reduced phase of Ti4O7 is observed, which is a novel observation compared to previous reports 
on both hydrogenated TiO2 and Al-reduced TiO2 particles.44,165,183–186 Such seems to suggest 
that the aluminum additive is both having a reducing effect on the system and is synergistically 
compatible with the hydrogenation process for means of material reduction and restructuring.  
The nanoparticle sizes were calculated using the Scherrer equation, τ = Kλ/(β cosθ), 
where τ is the mean size of the crystallite domains, K is the shape factor with a typical value of 
0.9, λ is the X-Ray wavelength, β is the line broadening full width at half maximum (FHWM) 
peak height in radians, and θ is the Bragg angle.72,108 Using the FHWM values from the (200) 
peak, the crystallite sizes are 37.2, 36.9, 35.5, 35.7, and 44.1 nm for anatase, and the Al/H2-
TiO2 Material treated at 600, 650, 700 and 750 °C, respectively. Therefore, the nanoparticle 
size of the anatase phase is slightly decreased below 700 °C and largely increased at 750 °C, 
which coincides with the manifestation of the Ti4O7 phase (Fig. 4.2A, demarcated via ‘o’ 
symbolism). The following diffraction curves were furthermore analyzed via Rietveld 
Refinement so to elucidate the change in the anatase domain as a function of increasing 
treatment temperature. The results of such analyses are presented in both Fig. XX and Fig. XX 
in regard to calculated diffraction and lattice parameters for the anatase phase as the material 
undergoes thermal treatment. The unit cell volume of the anatase crystalline domain was 
calculated to be 136.21 Å3 for starting anatase, and 136.03, 136.17, 136.12, and 136.65 Å3 for 
the 600, 650, 700, and 750 °C Al/H2-TiO2 nanomaterials. Such suggests that the thermal 
treatment both at and below 700 °C had a sort of pressurizing effect on the core anatase domain 
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of the Al/H2 treated nanomaterials, inducing compression of the grain. However, at 750 °C the 
stressors present within the processing system perturb the nanoparticle in a reverse fashion, 
resulting in growth of the resultant particles and expansion of the crystalline domain along with 
the introduction of the Ti4O7 magneli phase. This crystal deviation, coupled with the 
understanding that reduction processes typically force TiO2 crystal domains from a corner-
shared octahedral manifestation to that of an edge-shared octahedral, or from an edge-shared 
octahedral, to that of a plane-shared octahedral, could furthermore have effects on the bulk 
dielectric and magnetic properties of the generated nanomaterials.197 
 Fig. 4.2B shows the Raman spectra for the nanomaterials of interest. The signal 
resultant of the anatase nanomaterial is a typical characteristic spectrum for the material, with 
no background and strong peaks at 161, 414, 535, and 660 cm−1 from the Ti-O bond stretching 
modes A1g at 513 cm−1, B1g at 519 cm−1, and Eg at 660 cm−1, as well as the O-Ti-O bending 
modes B1g at 414 cm−1, and Eg at 164 cm−1 in the crystalline anatase phase.32,172,198 While 
maintaining these characteristic peaks, the treated TiO2 nanoparticles have some extent of 
broad luminescence backgrounds resultant from surface defects, consistent with previous 
studies of hydrogenated TiO2 nanoparticles.44,98,165 The integral volume of luminescence 
background increases in the following order: anatase < 650 °C < 700 °C < 750 °C < 600 °C. 
Furthermore, the position of the luminescence background locates mainly in the lower 
wavenumber range for the TiO2 treated at 600 °C, but higher in wavenumber range for the 
TiO2 treated at 750 °C. Such would seem to suggest that there are differing 
manifestations/distributions in material defects with respect to the various treated TiO2 
nanoparticles. 
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The FTIR spectra are shown in Fig. 4.2C for the transmittance percentage (%T) of 
incident infrared radiation over the range of 4000-650 cm−1. Anatase TiO2 nanoparticles 
showed a transmittance of nearly 100% from 4000 to 1300 cm−1, which gradually decreases to 
52.3% at 650 cm−1 due to lattice vibrations. Meanwhile, a miniscule divot is observed at appx. 
1640 cm−1, and a shallow, prolonged depression in %T between 3800 and 3000 cm−1, centered 
around 3300 cm−1, are observed in the response pattern. Both are related to O-H vibrational 
modes – the former from surface hydroxyl groups, the latter from chemisorbed water.150 The 
overall transmittance of the treated TiO2 nanoparticles decreases as the synthesis temperature 
is iteratively increased. The hydroxyl group markers near 3300 and 1640 cm−1 decrease in 
prominence due to the treatment. The transmittance starts to gradually decrease from 2200 to 
650 cm−1 for the TiO2 nanoparticles treated at 600 and 650 °C, where the magnitude of decrease 
becomes larger as the wavenumber becomes smaller. The transmittance starts to decrease from 
2800 to 650 cm−1 for the TiO2 nanoparticles treated at 700 °C, with a considerable decrease in 
the lower wavenumber region. Distinct decreases in the transmittance are observed for the TiO2 
nanoparticles treated at 750 °C. The transmittance is only 80.3% at 4000 cm−1, and gradually 
decreases to 37.5% at 650 cm−1. The region below 860 cm−1 shows a sharp decrease in 
transmittance from the lattice TiO bond vibrations in the TiO2 nanoparticles.150,199,200 The 
decrease in the transmittance from 4000 to 860 cm−1 correlates with the large luminescence 
background in the Raman spectra, again, being likely related to the defects created in the TiO2 
nanoparticles after the Al/H2 treatment process. The trend of the transmittance decrease against 
temperature increase is well aligned with the increase of the Raman background, with an 
exception for the TiO2 nanoparticles treated at 600 °C, where the discrepancy can most likely 
be attributed to the different selecting rules for the corresponding optical transitions involved 
73 
 
 
with the defects in the infrared and Raman spectrum.201 The large decrease of the transmittance, 
or the increase of absorption of the infrared irradiation, is often related to the possible free 
charge carriers existing in the Al/H2 treated TiO2 nanoparticles, whereby thermal treatment of 
the TiO2 nanomaterials yields materials which due to increased oxygen vacancies in the particle 
domain demonstrate a lowered Fermi level for the nanoparticles, thus allowing for less hindered 
charge excitation into the conduction band.150,202–204 Such understanding is consistent with the 
previous observations that hydrogenated TiO2 nanoparticles have much larger electrical 
conductivity and carrier densities compared to that of anatase TiO2.71,98,99,202–206 
Fig. 4.2D displays the UV–Vis absorption spectra. The anatase TiO2 nanomaterial 
demonstrates significant absorption in the UV region below the wavelength of 380 nm, and 
subsequently barely any absorption in the visible-light range, which is consistent with the 
original studies of photocatalysis and the anatase bandgap. The Al/H2-TiO2 nanomaterials 
display considerable absorption characteristics over the entire visible-light region, in addition 
to the characteristic anatase absorption in the UV region. The quantity of light absorbed in the 
visible-light region increases in the order of 650 °C < 600 °C < 700 °C < 750 °C. Compared to 
the moderate increase in the visible-light absorption of the samples treated below 700 °C, the 
samples treated at 750 °C displays a distinct increase. This increase might be related to the 
newly formed magneli phase, as TiO2 interfaces can demonstrate long-wavelength absorption 
performances across phase boundaries, for example in anatase-rutile composites.207 As such, 
the Al/H2 TiO2 nanomaterials are shown to display large absorption in the visible-light region, 
consistent with the Raman and FTIR observations previously mentioned, due to the creation of 
structural defects and the disordered layer on the outside of the crystalline TiO2 
nanoparticles.44,98,165,183–186 
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Material analysis via XPS was used to investigate the elemental composition and 
chemical perturbation specifically within the disordered phase, as XPS is a surface-probe 
technique that optimizes near the material surface at depths of 1–2 nm,107,182,190,208 which is 
consistent with the thickness of the disordered layer in the Al/H2 treated TiO2 nanoparticles. 
Fig. 4.3 shows the XPS spectra of the TiO2 nanoparticles treated at 700 °C, mainly showing the 
O, Ti and C signals. The carbon signal is from the atmospheric deposition during the XPS 
measurement and is used as the reference with the C 1s core-level binding energy of 284.6 eV. 
The O 1s core-level XPS spectrum was deconvoluted into a dominant peak near 529.7 eV from 
Fig. 4.2. (A) XRD spectra of pristine anatase and TiO2 nanoparticles treated at 600, 650, 700, and 
750 °C. The ‘o’ demarcation in the Figure designates signal responses due to the presence of Ti4O7. 
(B) Raman, (C) FTIR, and (D) UV–Vis spectra of anatase and the TiO2 nanoparticles treated at 600, 
650, 700, and 750 °C. 
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the lattice O2− ions in the TiO2 nanoparticles, and a minor peak near 532.0 eV, which is of a 
binding energy similar to that of typical hydroxyl groups (Fig. 4.3C). The Ti 2p core-level XPS 
spectrum as shown in Fig. 4.3B demonstrates the characteristic peaks of Ti4+ ion of TiO2 
nanoparticles, with peaks centered at 458.7 and 464.3 eV for the Ti 2p1/2 and Ti 2p3/2 binding 
energies, respectively;32,44,98,165 if Ti3+ ions were generated in the material shell domain, 
especially in enough quantity so to be the prominent mechanism for microwave absorption, 
their manifestation in XPS results would be shown as a peak around 457.1 eV,209 which is not 
demonstrated. Finally, the Al 2p core-level XPS spectrum revealed a small symmetric signal 
peak around 75.8 eV, shown in Fig. 4.3D, where the symmetry suggests that such signal is the 
result of non-metallic aluminum particulates within the material domain, such as aluminum 
oxide or hydroxide,190 though these crystal phases are not observed in the bulk-phase XRD 
pattern. 
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The relative complex permittivity and permeability, εr = (ε’ – j·ε’’) and μr = (μ’ – j·μ’’), 
were measured over the microwave range from 1 to 18 GHz. Permittivity and permeability are 
representations of a materials’ intrinsic dielectric and magnetic response to incident 
electromagnetic radiation, made relative by taking the ratio of the material response with 
respect to that of the permittivity and permeability of free space, ε0 = 8.854·10−12 F/m and 
μ0 = 4π·10−7 H/m respectively. The real portions of these relative values, ε’ and μ’ respectively, 
represent lossless interaction between the respective material and electromagnetic wave, 
relative to that of vacuum space.44,98,165 Subsequently, the complex portions of permittivity and 
Fig. 4.3. (A) Survey, (B) Ti 2p, (C) O 1s, and (D) Al 2p core-level XPS spectra of TiO2 nanoparticles 
treated at 700 °C. 
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permeability, ε’’ and μ’’ respectively, represent relative lossy interaction between the material 
and incident wave. 44,98,165 Finally, the ratio of x’’/x’ = tgδx, where x is either ε or μ, correlates 
to the dielectric and magnetic dissipation factors respectively, also known as dielectric or 
magnetic tangential loss, which is the ratio of the relative power dissipated by the material as 
thermal energy, with respect to the power stored within the material medium.44,98,165 This ratio 
can be thought of as a sort of net efficiency parameter for the overall energy transfer process, 
as the product of lossless interaction and the loss tangent describes the power dissipation per 
unit volume at a given frequency.53 Further points of interest in the permittivity and 
permeability resultants are instances where the lossy action of the material as described by the 
imaginary portion of the complex values maximizes. These instances are referred to as 
relaxation peaks, and are associated with the resonance of a material, where the energy 
dissipation rate from stored energy to thermal heat is maximized. The aforementioned loss 
tangents typically peak at frequencies higher than that of the relaxation peaks, as the net 
dissipation efficiency over the entire transfer process and the energy transfer rate from lossless 
interaction to lossy are both dependent on the magnitude of the lossless interaction, which 
varies as a function of frequency and in accordance to the Kramers-Kronig dispersion 
relations.53,64 
As shown in Fig. 4.4, the anatase TiO2 nanoparticles demonstrate stable lossless 
dielectric action over the 1–18 GHz testing range, maintaining ε’ values between 6.1 and 6.5. 
The TiO2 nanoparticles treated at 600 °C have similar ε’ values, except over the range of 15–
18 GHz, where the relative lossless interaction is of slightly lesser magnitude. The TiO2 
nanoparticles treated at 650 °C demonstrate a ε’ value dropping from 8.1 to 7.7 over the 1.0–
13.0 GHz frequency range, from where ε’ then descends to 6.1 at 18.0 GHz. The ε’ value at 
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700 °C starts high at 18.8 times the permittivity of free space at 1.0 GHz, from where the 
magnitude of lossless interaction gradually decreases to 12.0 at 13.1 GHz, to 7.8 at 16.0 GHz, 
where it stabilizes until 18.0 GHz. Finally, the ε’ value of the 750 °C material starts at 28.7 
times the permittivity of free space at 1.0 GHz and gradually falls to 27.2 at 4.3 GHz, from 
where it then increases to 29.5 at 10.1 GHz, plummets to 13.5 at 13.3 GHz, from where it ramps 
back up to 21.7 at 17.0 GHz, and decreases finally to 21.0 at 18.0 GHz. These results, 
specifically within the 10.1–17.0 GHz frequency range across the four material are 
characteristic of dielectric resonance,53 which strengthens as a function of increasing treatment 
temperature, or, as the anatase material is perturbed farther and farther from a pristine state. 
Furthermore, materials analysis demonstrates large overall increases in the ε’ values, observed 
for the TiO2 nanoparticles treated at 700 and 750 °C. Since the lossless interaction described 
by ε’ is indication of the stored electrical energy within the material, therefore, the Al/H2 
treatment at 700 and 750 °C distinctly increase the capability of TiO2 nanoparticles to store 
electrical energy. Such affinity for action may be related to the appearance of Ti4O7 phase. This 
increase, analogous to visible-light absorption, may be traced back to the increase of 
microwave states or transition cross-sections that could be created by the defects located in the 
disordered layer or in the crystalline/disordered interface. 
The lossy action of both anatase and the Al/H2-TiO2 nanoparticles as described by ε’’ 
is presented in Fig. 4.4B. Anatase nanomaterials are essentially lossless, with a recorded ε’’ 
value between 0.03 and 0.3. For the 600 °C Al/H2-TiO2 nanoparticles, the light/matter 
interaction was also essentially lossless, with the exception of a gradual increase from 0.26 at 
12.1 GHz to 1.4 at 15.1 GHz, followed with a gradual relax in the ε’’ value to 0.83 at 18.0 GHz. 
The ε’’ value for the TiO2 nanoparticles treated at 650 °C is between 0.90 and 1.40 over the 
79 
 
 
majority of the tested frequency range, with the exception of a dielectric resonance peak with 
a magnitude of 2.45 centered at 14.0 GHz covering from 11.3 to 16.7 GHz. The extent of the 
ε’’ value peak associated with relaxation in the 700 °C material is located at a similar frequency 
to that of the peak demonstrated by the 650 °C nanomaterial, though the relaxation peak is of 
roughly twice the magnitude. The mean interaction of this material is between 4.2 and 5.5 times 
the lossy permittivity of free space, and the material furthermore demonstrates a relaxation 
peak with a relative value of 6.6, centered at 15.1 GHz, covering a range of 10.8–17.8 GHz. 
Finally, the ε’’ value for the 750 °C nanomaterial increases from 1.6 at 1.0 GHz to 8.1 at 
18.0 GHz, and has three consecutive relaxation peaks represented within the data, with 
maximal values for lossy action equal to 18.9 centered at 12.1 GHz, covering from 5.2 to 
14.2 GHz, 8.7 centered at 15.7 GHz covering from 14.2 to 16.8 GHz, and 8.4 centered at 
17.6 GHz covering from 16.8 to 18.0 GHz. The ε’’ values of the Al/H2 treated TiO2 
nanoparticles are much stronger than that of the anatase TiO2 nanoparticles. As lossy 
permittivity so described by ε’’ is an expression of the dissipation of electrical energies and is 
furthermore related to the absorption process, the increased ε’’ values for the set of Al/H2 
treated TiO2 nanoparticles therefore suggests that the dissipation of electromagnetic energy 
through electronic interaction is improved compared to that of the anatase TiO2 nanoparticles. 
From the values of lossless and lossy dielectric action, the dielectric loss tangent can 
thus be calculated; such results are shown in Fig. 4.4C. As the attenuating lossy interaction of 
the anatase nanomaterial was small, the subsequent tgδε value of anatase TiO2 nanoparticles 
was also such, resulting in tangential loss values between 0.02 and 0.04 over the frequency 
range of 1.0–18.0 GHz. The 600 °C material demonstrates a gradual increase in tgδε, from 
0.01 at 1.0 GHz to 0.05 at 12.0 GHz, and then furthermore to 0.21 at 15.2 GHz at a quasi-
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exponential rate, from where it subsequently peaks and then decreases to 0.14 at 18.0 GHz. The 
tgδε value at 650 °C gradually increases from 0.14 at 1.0 GHz to 0.17 at 11.1 GHz, and 
furthermore to 0.35 at 14.1 GHz in a similar quasi-exponential fashion, from where the loss 
tangent crests and subsequently decreases to 0.21 at 18.0 GHz. The tgδε value for the 700 °C 
nanomaterial increases gradually from 0.28 at 1.0 GHz to 0.54 at 18.0 GHz, and has a 
pronounced peak with the value of 0.73 at 15.9 GHz covering from 11.2 to 17.7 GHz. Finally, 
the tgδε value for the 750 °C Al/H2-TiO2 nanomaterial increases gradually from 0.05 at 1 GHz 
to 0.39 at 18.0 GHz, and has three pronounced peaks with a value of 1.01 at 12.6 GHz covering 
from 5.1 to 14.0 GHz, a value of 0.46 at 15.3 GHz covering from 14 to 16.8 GHz, and a value 
of 0.40 at 17.6 GHz covering from 16.8 to 18.0 GHz. Compared to that of anatase TiO2 
nanoparticles, the tgδε values of Al/H2 treated TiO2 nanoparticles are much larger, indicating a 
much higher net dissipation efficiency of electrical energy. 
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As shown in Fig. 4.5A, the magnetic interaction between incident electromagnetic 
radiation and anatase TiO2 nanoparticles is minimal, with the lossless interaction as quantified 
by μ’ was shown to be confined between 0.95 and 1.04 over the frequency range of 1–18 GHz. 
Contrast to anatase, the Al/H2 treated TiO2 nanoparticles generally have a larger μ’ values. The 
μ’ values treated between 600 and 750 °C fluctuate between 1.00 and 1.13 in most frequency 
regions; however, distinct variations are observed over the frequency range of 12.1–17.3 GHz. 
Fig. 4.4. The frequency profiles of (A) lossless permittivity, (B) lossy permittivity, and (C) the dielectric 
loss tangent of complex permittivity, over the microwave region of 1–18 GHz, for both anatase and 
TiO2 nanoparticles treated at 600, 650, 700, and 750 °C. 
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For example, the μ’ value at 600 °C increases from 1.07 at 13.0 GHz to 1.18 at 15.5 GHz, and 
then decreases to 0.87 at 17.3 GHz; the μ’ value at 650 °C decreases from 1.10 at 13.0 GHz to 
0.95 at 16.5 GHz; the μ’ value at 700 °C increases from 1.00 at 13.0 GHz to 1.18 at 16.5 GHz, 
and then decreases to 1.14 at 18.0 GHz; finally, the μ’ value at 750 °C increases from 0.99 at 
10.5 GHz to 1.73 at 13.3 GHz, then decreases to 1.08 at 16.0 GHz and finally increases to 1.18 
near 18.0 GHz. The significant difference in this lossless magnetic interaction between the 
anatase and Al/H2 treated TiO2 nanoparticles suggests that the Al/H2 treatment also brings in a 
notable disturbance regarding the stored magnetic energy by the TiO2 nanoparticles. 
In terms of the lossy magnetic interaction as shown in Fig. 4.5B, the μ’’ value of the 
anatase TiO2 nanoparticles decreases gradually from 0.30 at 1.0 GHz to 0.04 at 18.0 GHz. In 
comparison, the μ’’ values of the Al/H2-TiO2 nanoparticles are smaller than that of the anatase 
TiO2 nanoparticles, mainly in the lower frequency range (1.0–11.0 GHz), but are larger in the 
higher frequency range. For example, the μ’’ value of the 600 °C Al/H2 treated TiO2 
nanoparticles is between 0.01 and 0.1 in the frequency range of 1.0–12.0 GHz, but it increases 
to 0.30 at 16.4 GHz, and decreases to 0.20 at 18.0 GHz; for the 650 °C nanomaterial, lossy 
permeability increases to 0.15 at 15.0 GHz and decreases to 0.05 at 18.0 GHz; for the 700 °C 
nanomaterial, it increases continuously to 0.14 at 18.0 GHz; finally for the 750 °C 
nanomaterial, μ’’ increases to 0.47 at 12.3 GHz, decreases to 0.40 at 13.0 GHz, then increases 
more so to 0.57 at 14.3 GHz and decreases to 0.35 at 18.0 GHz. The large difference of μ’’ 
values at 750 °C may be potentially related to the appearance of Ti4O7 magneli phase. These 
deviations in interaction to magnetic stimulus as defined by the increase in the lossy 
permeability values of the anatase after Al/H2 treatment suggests that such Al/H2 treatment 
disturbs the magnetic energy dissipation properties in the TiO2 nanoparticles, and apparently, 
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the treating temperature plays an important role on the determination of how the lossy 
interaction manifests. 
As with permittivity, from the experimental permeability values, the magnetic loss 
tangent as defined as the ratio between the lossy magnetic interaction with respect to the 
lossless can be thus derived. These changes in such tgδμ parameter as a function of frequency 
appear similar to that of the μ’’ value, shown in Fig. 4.5C. The tgδμ value of anatase TiO2 
nanoparticles decreases gradually from 0.31 at 1.0 GHz to 0.04 at 18.0 GHz; the tgδμ value of 
the Al/H2 treated TiO2 nanoparticles is between 0.01 and 0.1 in the frequency range of 1.0–
12.0 GHz, but then demonstrates distinct peaks in the spectra: for the 600 °C material, a peak 
of 0.31 at 16.6 GHz; for the 650 °C material, a peak of 0.15 at 15.2 GHz; for the 700 °C 
material, two peak values of 0.11 at 15.0 and 18.0 GHz; and for the 750 °C material, two peaks 
of 0.38 at 12.0 GHz and 0.48 at 15.2 GHz. These apparently increased tgδμ values at higher 
frequencies suggests that the magnetic dissipation efficiency is largely improved, mainly in the 
high frequency ranges for the TiO2 nanoparticles after Al/H2 treatment. 
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Fig. 4.6A shows the electrical conductivity (σ) in the frequency range of 1–18 GHz. 
The σ value is calculated via σ (S·m−1) = 2π f(ε0·ε’’), where ε0 is the permittivity of free space 
equal to 8.854 × 10−12 F/m, f is the incident frequency in Hertz, and ε’’ is the relative imaginary 
component of permittivity.68,80,171 Anatase TiO2 nanoparticles demonstrate minimal 
conductivity that increases from 0.016 S·m−1 at 1.0 GHz to 0.068 S·m−1 at 18.0 GHz, with three 
small broad peaks apexed around 0.057 S·m−1 at 6.3 GHz, 0.089  S·m−1 at 13.4 GHz, and 
Fig. 4.5. The frequency profiles of (A) lossless permeability, (B) lossy permeability, and (C) the 
magnetic loss tangent of the complex permeability in the microwave region of 1–18 GHz of anatase 
and TiO2 nanoparticles treated at 600, 650, 700, and 750 °C. 
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0.14 S·m−1 at 17.8 GHz. The σ value is slightly increased in the 600 °C Al/H2-TiO2 
nanomaterial, especially at higher frequency ranges. Such conductivity increases from 
0.0047 S·m−1 at 1.0 GHz to 0.82  S·m−1 at 18.0 GHz, and has three weak peaks of 0.026  S·m−1 
at 4.0 GHz, 0.10  S·m−1 at 9.0 GHz, 1.10 S·m−1 at 15.2 GHz and one strong peak of 0.91 S·m−1 
at 16.4 GHz. For the 650 °C material, conductivity increases from 0.067 S·m−1 at 1.0 GHz to 
1.35 S·m−1 at 18.0 GHz, and demonstrates two weak peaks of 0.24 S·m−1 at 4.0 GHz and 0.62 
S·m−1 at 9.1 GHz, and one strong peak of 1.91 S·m−1 at 14.1 GHz. The electrical conductivity 
is further increased after treated at 700 °C; the 700 °C nanomaterial increases from 0.31 S·m−1 
at 1.0 GHz to 4.1 S·m−1 at 18.0 GHz, and has two weak peaks of 1.07 S·m−1 at 3.8 GHz and 
2.36 S·m−1 at 9.0 GHz and furthermore one strong peak of 5.59 S·m−1 at 15.3 GHz. Finally, the 
750 °C Al/H2 TiO2 nanomaterial demonstrates the greatest increase in electrical conductivity; 
such σ value increases from 0.098 S·m−1 at 1.0 GHz to 6.8 S·m−1 at 18.0 GHz, and has three 
peaks of 12.6 S·m−1 at 12.1 GHz, 7.6 S·m−1 at 15.8 GHz and finally 8.2 S·m−1 at 17.7 GHz. The 
trend in conductivity as a function of synthesis temperature increases in the following order: 
anatase TiO2 << 600 °C < 650 °C < 700 °C < 750 °C, and the Al/H2 treatment largely increases 
conductivity of the TiO2 nanoparticles in the majority of the tested microwave range. For 
example, the conductivity value of 12.6 S·m−1 at 12.1 GHz for the TiO2 nanoparticles treated 
at 750 °C is approximately 140 times of that of the anatase TiO2 nanoparticles (0.089 S·m−1 at 
13.4 GHz). 
Fig. 4.6B shows the skin-depth (δ) of microwave irradiation on the Al/H2-TiO2 
nanoparticles. The skin-depth is defined as the distance over which the electromagnetic field 
intensity attenuates by a factor of e−1 as it traverses a given material medium, whereby a typical 
exponential decay function e-αx yields at a distance x = e−1 the value equivalent to the inverse 
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of the attenuation constant.68 In terms of permittivity and permeability, this skin depth can be 
calculated from the expression (δ/mm) = 103·α−1 ≈ 103·(πfμ0μrσ)−1/2; herein 103 is the 
conversion factor so to yield results in units mm−1, α is the attenuation constant calculated via 
the equation α = j(2πf·c−1)·Re{sqrt[(μ’ – j·μ’’)(ε’ – j·ε’’)]}, j is the complex value of the sqrt(-
1), f is the incident frequency in Hertz, c is the speed of light, and both εr = (ε’ – j·ε’’) and μr = 
(μ’ – j·μ’’) are the respective relative permittivity and permeability values for lossless and lossy 
action, respectively, and finally σ is the conductivity of the material, whose functional relation 
to the skin depth is commonly utilized for means of calculation, particularly in instances where 
ε’’>> ε’.37,68,171 As seen from Fig. 4.6B, the δ value decreases as the frequency of the 
electromagnetic field increases in the microwave region of 1–18 GHz. The δ value of anatase 
TiO2 nanoparticles starts around 96.3 mm at 1.0 GHz and gradually decreases to 37.5 mm at 
7.0 GHz, from where it remains relatively stable over the remainder of the frequency range. 
The δ value of the Al/H2-TiO2 nanoparticles treated at 600 °C generally decays over the 1–
18 GHz frequency domain, though it demonstrates localized points of maximal electromagnetic 
penetration of 241.1 mm at 5.4 GHz and 85.4 mm at 10.3 GHz. For the Al/H2-TiO2 
nanoparticles treated at 650 °C, the trend in conductivity was similar to that of the 600 °C 
nanomaterial but at half the length and without the local peaks. A similar observation with the 
700 °C nanomaterial, with the overall trend being half the magnitude of the 650 °C material. 
Finally, the 750 °C Al/H2-TiO2 nanoparticles demonstrated a skin-depth values between that of 
the 650 and 700 °C material beneath the frequency of 9 GHz, possibly due to the introduction 
of the magneli phase. In general, the lower the microwave electrical conductivity, the higher is 
the ability of the electromagnetic field to propagate and penetrate within the material. As the 
frequency increases, the δ value decreases. These calculations show that δ value decreases after 
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treatment at temperatures at or higher than 650 °C, and that the electromagnetic field is strongly 
attenuated; consequently, the electromagnetic field decreases more rapidly. 
From the experimentally derived permittivity and permeability vales, it can be shown 
that the Al/H2 treatment on TiO2 nanoparticles increases the dissipation efficiency of not only 
the electrical component, but also the magnetic component of an incident electromagnetic field, 
which may lead to the increase of the overall absorption of microwave radiation. As such, the 
reflection loss (RL) as a function of frequency and material thickness was calculated via 
equations 1 and 2. 
𝑅𝐿(𝑑𝐵) =  20 log10 [|
𝑍𝑖𝑛−1
𝑍𝑖𝑛+1
|]  (4.1) 
𝑍𝑖𝑛 = [
µ′ – 𝑗·µ′′
𝜀′ – 𝑗·𝜀′′
]
1
2
· 𝑡𝑎𝑛ℎ (𝑗
2𝜋𝑓·𝑑
𝑐
[(𝜀′ –  𝑗 · 𝜀′′)(µ′ –  𝑗 · µ′′)]
1
2)  (4.2) 
 
Fig. 4.6. (A) Electrical conductivity and (B) skin-depth of anatase and TiO2 nanoparticles treated at 
600, 650, 700, and 750 °C. 
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Here, reflection loss as represented by eqn (1) is a function of the normalized input 
impedance Zin, represented by eqn (2), which is itself a function of complex relative 
permittivity and permeability εr = (ε’ – j·ε’’) and μr = (μ’ – j·μ’’), the incident frequency of 
electromagnetic energy f, and the material thickness d.50,51,76,210 Finally, j is the complex value 
of the sqrt(-1), and c is the speed of light. The resultant domains of these calculations are 
presented in Fig. 4.7, over a 1–18 GHz, 0.1–4 mm domain, and with a collapsed thickness axis 
in Fig. 4.8A, as well as a collapsed material axis in Fig. 4.8B. For example, at a 2.0 mm 
thickness, the anatase TiO2 nanoparticles demonstrated a minimal RL value of −2.57 dB at 
14.47 GHz. Comparatively, the Al/H2-TiO2 nanoparticles demonstrated much larger RL values. 
For example, minimal RL values of −18.35 dB at 16.81 GHz, −33.70 dB at 14.43 GHz, 
−25.34 dB at 10.61 GHz and −16.35 dB at 6.95 GHz were reported for the TiO2 nanoparticles 
treated at 600, 650, 700 and 750 °C, respectively (Fig. 4.7A–D). Globally, the minimal RL 
values for each of the materials is −4.65 dB at 7.12 GHz, 4.0 mm for anatase, −22.77 dB at 
16.64 GHz, 1.9 mm for the 600 °C material, −33.7 dB at 14.43 GHz, 2.0 mm for the 650 °C 
material, −58.02 dB at 6.61 GHz, 3.1 mm for the 700 °C material, and finally −28.26 dB at 
8.14 GHz, 1.7 mm for the 750 °C material, again demonstrating the superiority of the Al/H2-
TiO2 nanoparticles. In terms of the quantification of microwave absorption, the smaller the RL 
value, the less the microwave reflection from the material domain and thus the larger the 
microwave absorption. For example, a RL value of −20 dB corresponds to an absorption of 
99.0%, and −30 dB is 99.9% absorption. From the experimental results, the global absorption 
efficiency of the Al/H2 treated TiO2 nanoparticles increases in the following order with respect 
to the treatment temperature: 600 °C < 650 °C < 750 °C < 700 °C. Deviation in this trend for the 
750 °C material could be from the introduction of the more conductive Ti4O7 phase within the 
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material medium. Furthermore, the frequency of the absorption shifts to lower values as the 
treating temperature increases; this trend appears universal over all represented thicknesses and 
materials, as shown in Fig. 4.8B. Such observation demonstrates that the materials presented 
herein possess the capacity to be tuned via simply changing the treating temperature, so that 
the generated material interacts with a particular frequency of interest at a particular thickness 
of interest, ultimately leading to a higher domain of utility for the Al/H2-TiO2 nanomaterials. 
 
 
Fig. 4.7. Reflection loss domains over the microwave region of 1–18 GHz for the TiO2 nanoparticles 
treated at (A) 600 °C, (B) 650 °C, (C) 700 °C and (D) 750 °C, overlaid upon the RL domain for 
anatase (gray). 
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Using the function relationship between incident frequency and material thickness as 
previously reported, the 700 °C and 750 °C Al/H2-TiO2 nanomaterials were analyzed along the 
prominent RL band so to observe the reflection loss response as a function of simulated 
permittivity and permeability values. In order to accomplish such, the χm = μr/μ0 – 1 magnetic 
susceptibility parameter was arbitrarily set to zero, so to simulate the complex relative 
permeability as the trivial result of μr = (1 – j·0).72 Furthermore, simulations of material 
Fig. 4.8. Stacked reflection loss curves over the microwave region of 1–18 GHz for both the anatase 
and TiO2 nanoparticles treated at 600, 650, 700 and 750 °C. Inserted numerical values are thickness 
parameters placed directly above the maximal point of their representative curves. (B) Stacked 
reflection loss curves over the microwave region of 1–18 GHz as a function of thickness for anatase 
(cyan), 600 °C (magenta), 650 °C (black), 700 °C (blue), and 750 °C (red). 
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interaction where there was no electrical dissipation, i.e. where ε’’ = 0 for the incident 
electromagnetic wave, were executed so to observe a change in function response.89 The 
comparative results are presented in Fig. S4.4 and Fig. S4.5, where S4 is the 700 °C material, 
and S5 is the 750 °C material, respectively. As can be seen from the resultant deviations in the 
reflection loss curves, removing the contribution of the magnetic component from the 700 °C 
material had little to no effect on the overall reflection loss value in the areas in which the 
experimental results demonstrate a strong response for reflection loss. Contrastingly, removing 
the dielectric contribution from the reflection loss function drastically effects the resultant data 
set, to the point where there is essentially no reflection loss within the general vicinity of the 
maximal RL value of the experimental dataset, and little RL response over the entirety of the 
RL band. This is consistent with the previously proposed CMID model,98 which suggests that 
a resultant electric field across the phase boundary of a core/shell nanoparticle is the mechanism 
of action which is inducing reflection loss. Interestingly, for the 750 °C material, although the 
point of maximal reflection loss appears to also be contributed to completely by the dielectric 
response, the removal of the lossy dielectric action from the calculation shows that the given 
magnetic parameters from the material would induce a strong response in reflection loss, if 
there was indeed no dielectric action (Fig. S4.5). However, as there is dielectric action, the 
resultant permittivity/permeability coupling negates experimental validation of this magnetic 
pathway, as the experimental data demonstrates only a weak RL response at the equivalent 
frequency/thickness coordinates. This may be due to the introduction of the Ti4O7 magneli 
phase, though the nature of this interaction requires further investigation. Overall, the modeling 
process previously described seems to validate the CMID model, in that the results of simulated 
responses suggest that removing that dielectric light/matter interaction as defined by the 
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permittivity of the nanomaterial results in the negating of the reflection loss value we see from 
both the 700 °C and 750 °C Al/H2-TiO2 nanomaterial. 
It should be noted that, as the measurement of materials analysis for complex 
permittivity and permeability generates a discrete set of permittivity and permeability values, 
which are then iteratively computed across the frequency-thickness domain to determine 
reflection loss, the completeness of a given data set is highly sensitive to the interval step size 
over which the experimental procedure is executed. As the process of deriving reflection loss 
Fig. 4.9. (A) Interpolated contour plot of the 700 °C-treated TiO2 nanomaterials with demarcated RL 
thresholds, with (B) the associated effective bandwidth plot (experimental data demarcated as points, 
interpolated data demarcated by line). (C) The Fpeak vs. d plot and (D) RLpeak vs. d plot from both 
experimental (blue demarcations and f1(d), Δd = 0.1 mm, Δf = 0.085 GHz)) and interpolated (black 
demarcations and f2(d), Δd = 0.01 mm, Δf = 0.01 GHz) data sets. 
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curves from permittivity and permeability data sets is highly sensitive,76 it is entirely possible 
that the analysis would not or could not have been conducted at a small enough 
frequency/thickness interval, and in terms of points of perfect reflection loss, where the 
normalized input impedance was exactly equal to the value of 1,50 and thus the point which 
achieved such impedance value from a material data set was glossed over unintentionally. This 
leaves researchers in the field of microwave absorbing materials to chance, as it is extremely 
difficult to accurately predict the necessary six input values for permittivity, permeability, 
frequency, and thickness a priori before running the final calculation for reflection loss. This 
issue can be mitigated however through further theoretical analysis via the implementation of 
interpolation techniques;211 as permittivity and permeability are a function of frequency, 
interpolation allows for the reflection loss value to be a true function instead of an iterated 
calculation, though the functionalization of the normalized input impedance, demonstrated in 
equation 3. 
𝑍𝑖𝑛(𝑓, 𝑑) = [
µ′(𝑓)–  𝑗 · µ′′(𝑓)
𝜀′(𝑓)–  𝑗 · 𝜀′′(𝑓)
]
1
2
· 
𝑡𝑎𝑛ℎ (𝑗
2𝜋𝑓·𝑑
𝑐
[(𝜀′(𝑓) –  𝑗 · 𝜀′′(𝑓))(µ′(𝑓) –  𝑗 · µ′′(𝑓))]
1
2)  
(4.3) 
Herein, the normalized input impedance as represented by eqn (3) is strictly a function 
of frequency and thickness, as the permittivity and permeability values are replaced with 
permittivity and permeability functions, defined by an interpolation function via the 
independent input frequency parameter. This input impedance is then used in eqn (1) as a 
substitute for eqn (2) so to calculate reflection loss. Both linear and cubic spline interpolating 
techniques were used; linear interpolation simply assumes a straight line between two 
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successive points in a data set, and cubic spline interpolation, which is the most widely utilized 
of interpolating functions in physics and engineering, utilizes third-order polynomials so to 
conjoin subsets of data in a manner that ensures continuity in the first and second derivatives.211 
Utilizing a 0.01 GHz·0.01 mm grid spacing in analysis, the maximal reflection loss from the 
Al/H2-TiO2 nanomaterial treated at 750 °C increases to a reported theoretical value of 
−47.77 dB at 8.30 GHz, 1.66 mm via linear interpolation, and −43.04 dB at 8.30 GHz, 1.66 mm 
via the cubic spline function (Fig. S4.6 and Fig. S4.7). Furthermore, the reflection loss trend as 
a function of increased precision was shown to be generally linear (as shown in Fig. S4.8) in 
both the cases of the linear interpolation and cubic spline, which suggests that as precision 
increases reflection loss goes to negative infinity. From such, it can be said that in this case the 
Al/H2-TiO2 750 °C nanomaterial satisfies the criterion for an optimal absorption point.50,76 
However, these results also demonstrate that the sensitivity of a given material setup increases 
as the target reflection loss value increases, or in another word, the thickness of a given material 
is allowed to vary by smaller and smaller distances so to target ranges of smaller and smaller 
frequencies as the predetermined acceptable threshold for reflection loss increases. As such, it 
may be that isolated points of perfect reflection loss exist in a given material, which are 
interesting to consider, but these isolated points become less useful the more one reduces the 
RL threshold. 
Utilizing the cubic spline interpolation function, the effective bandwidth for various 
RL thresholds was investigated in the Al/H2-TiO2 nanomaterial treated at 700 °C across a range 
of material thicknesses (Fig. 4.9A). The effective bandwidths from interpolated data at RL 
thresholds of −10, −20, −30, and −40 dB over the 4.0 mm range of material thicknesses is 
demonstrated in Fig. 4.9B, with the maximal achieved effective bandwidths being reported as 
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6.13 GHz with a 1.61 mm thickness for the −10 dB RL threshold, 0.84 GHz with a 1.91 mm for 
the −20 dB RL threshold, 0.21 GHz with a 2.86 mm for the −30 dB RL threshold, and finally 
0.09 GHz with a 2.79 mm for the −40 dB RL threshold. This process of interpolation allows for 
an increased precision in analysis of the effective bandwidth, as shown in Fig. 4.9B, where the 
resultant curve is more precisely defined compared to strictly using the experimental data set. 
As can be seen in Fig. 4.9C, the power function which describes the relationship between the 
frequency of maximal reflection loss and the material thickness is essentially identical when 
derived from the experimental vs. the interpolated data set. Here, the associated data sets were 
found to follow the non-linear regression functions of f1(d) = 22.259/d1.072 for the experimental, 
and f2(d) = 22.201/d1.070 for the interpolated. These results are both in general agreement with 
the quarter-wavelength relationship reported in previous works,45,89 where d(f)=4−1(2m-1)·c/[ 
n(f)·f ] = λ·(2m-1)/4, with d being the material thickness, f being the frequency, n being the 
refractive index (which is dependent on permittivity and permeability, and thus ultimately 
dependent on frequency), c being the speed of light, λ being the propagation wavelength, and 
m being an integer value greater than zero, where in this specific case m = 1. The major 
deviation in the reported results is in the reported maximal reflection loss values, as shown in 
Fig. 4.9D, and the resultant grid spacing utilized in mapping response over 3D space, as shown 
in Fig. 4.9A and Fig. S4.10. 
Based on the above results, the Al/H2 treated TiO2 nanoparticles display distinct 
dielectric properties that diverge significantly from anatase. The Al/H2-TiO2 nanomaterials 
possess perturbed crystalline domains, crystalline/disordered core/shell structures, and 
demonstrate large visible-light absorption, broad IR absorption, and strong microwave 
absorption, similar to those of hydrogenated or aluminum reduced TiO2 nanoparticles. Property 
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changes are mainly observed in the TiO2 nanoparticles treated above 700 °C. The perturbation 
process at 750 °C leads to the appearance of the Ti4O7 magneli phase, a dramatic visible-light 
absorption, a large and broad IR absorption, distinct changes of the microwave complex 
permittivity and permeability, and microwave absorption. Based on the Raman spectra, the 
quantity of defects qualitatively determined from the luminescence background in the lower 
wavenumber range tends towards the following order: anatase TiO2, 650 °C < 700 °C << 
750 °C << 600 °C, but tends to follows a different order in the higher wavenumber range: 
anatase TiO2, 650 °C, 700 °C < 600 °C < < 750 °C. Based on the UV–visible absorption spectra, 
the quantity of defects related to the visible-light absorption tends to follow the order of anatase 
TiO2 < 650 °C < 600 °C < 700 °C < <750 °C. Based on the FTIR absorption spectra, the 
quantity of defects related to the broad IR absorption from 650 cm−1 to 4000 cm−1 follows the 
given order: anatase TiO2 < 600 °C, 650 °C < 700 °C < <750 °C. It would appear that these 
given trends as related to the Raman luminescence background, Visible-light absorption, and 
IR absorption do not correlate well with each other. Given such, it's reasonable to conclude that 
the defects responsible for one of the optical transitions may not be active for the other, likely 
manifesting as different mechanisms for different optical transitions, due to differing crystalline 
properties which result from the adjusting of the material treating temperature. However, the 
above defects are likely related to the dielectric properties of the TiO2 nanoparticles, where the 
influence of the magnetic properties is minimal, as the oscillatory nature of the electromagnetic 
field is too fast for the magnetic component to respond in those frequency ranges. The real and 
imaginary permittivity values tend towards the following order: anatase TiO2 < 600 °C << 
650 °C < 700 °C < 750 °C. Therefore, the change of the relative permittivity values increases 
with the increase of the treating temperature. However, the dielectric loss tangent (tgδε) value 
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follows a differing sequence: anatase TiO2  < 600 °C < 650 °C < 750 °C < 700 °C. The change 
of the relative permeability values tends towards the following order: anatase TiO2 < 
700 °C < 650 °C < 600 °C < 750 °C, with the magnetic loss tangent (tgδμ) following suite. From 
permittivity and permeability, the electrical conductivity and skin-depth was calculated. The 
overall electrical conductivity follows the order: anatase TiO2 << 
600 °C < 650 °C < 700 °C < 750 °C, and the magnitude of the skin-depth tends towards a 
differing order: 600 °C > anatase TiO2 > 650 °C > 750 °C > 700 °C. The change of the 
microwave efficiency as defined by permittivity and permeability apparently lead to the change 
of the skin-depth value, and thus the attenuation of electromagnetic radiation as it traverses 
through the TiO2 nanoparticles. Ultimately, using the permittivity and permeability parameters 
in tandem with incident frequency values over a range of material thicknesses, the values for 
reflection loss were derived; the data shows that the overall microwave absorption efficiency 
tends towards the following order: anatase TiO2 << 650 °C < 600 °C < 750 °C < 700 °C. Given 
the relationship between reflection loss and that of complex permittivity and permeability, the 
microwave absorption efficiency appears to be controlled by the co-play of the four complex 
function inputs, as well as the incident electromagnetic frequency and material 
thickness.150,154,212 The resultant from removing the lossy action of the material as defined by 
permittivity suggests that it is electronic interactions that induces the majority of 
electromagnetic interaction, most likely through interaction with the core/shell phenomena via 
the CMID model as previously proposed.44,98,165 As the trends in microwave absorption against 
the temperature do not match well with the changes of the visible-light, IR absorption, the 
Raman luminescence background, or the electrical conductivity, it becomes non-trivial to 
predict the performance of the microwave absorption based on these individual analytical 
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techniques, likely again, due to the different absorption mechanisms for each event. However, 
it can be seen that the anatase TiO2 nanoparticles, which do not have defects involved for 
visible-light, IR absorption, the Raman luminescence background or poor electrical 
conductivity have a poor microwave absorption performance.44,98,165 It would seem reasonable 
from such to conclude that the defects created through the Al/H2 thermal treatment play the 
casual role in establishing the strong improvement in microwave absorption performance. 
44,98,106,165,213 As seen from the microscopic images, the treated TiO2 nanoparticles have 
crystalline/disordered core/shell structures, which is characteristic to the features defined by 
the previously proposed CMID model so to account for a materials' enhanced microwave 
absorption performance. In this study, we observe experimentally that the global minimal RL 
values for each of the materials is −4.65 dB at 7.12 GHz, 4.0 mm for anatase, −22.77 dB at 
16.64 GHz, 1.9 mm for the 600 °C material, −33.7 dB at 14.43 GHz, 2.0 mm for the 650 °C 
material, −58.02 dB at 6.61 GHz, 3.1 mm for the 700 °C material, and finally −28.26 dB at 
8.14 GHz, 1.7 mm for the 750 °C material. These results demonstrate the versatility of the 
synthesized materials, whereby it may be possible to target select frequencies of incident 
electromagnetic radiation by varying the synthesis temperature, if it is so required that material 
thickness be held constant. Furthermore, the effective bandwidth of the most promising 
material, the 700 °C Al/H2-TiO2 nanomaterial, at the RL threshold of −10 dB was calculated to 
be 6.12 GHz from a 1.60 mm thick absorber. Finally, though the utilization of mathematical 
interpolation techniques we can predict a point of perfect absorption in the 750 °C 
nanomaterial. 
4.3 Conclusion 
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In summary, we have shown in this study that Al/H2 treated TiO2 nanoparticles 
demonstrate intriguing microwave dielectric and absorption properties. With the increase of 
the treating temperature, the position of the microwave absorption shifts to the lower frequency 
region, while there may exist an optimal temperature to reach the maximum microwave 
absorption efficiency, as the microwave absorption efficiency first increases and then 
decreases. Accompanied with the changes in the microwave properties are the changes of the 
visible-light absorption, IR absorption, Raman luminescence background, electrical 
conductivity, skin-depth, and crystalline structures which are related to various defects and the 
tiny aluminum doping that are induced by the Al/H2 treatment and responsible for the 
microwave absorption performance of the treated TiO2 nanoparticles. A large RL value of 
−58.02 dB is achieved with 700 °C treated TiO2 nanoparticles for a 3.1 mm coating. This action 
appears to possess fine-tuning capacity, whereby adjusting the treating temperature of the 
material allows for specific targeting of select frequencies for strong reflection loss. Band 
analysis of the strongest microwave absorption band suggests that the interaction between the 
nanoparticle and incident electromagnetic radiation was predominately dielectric in nature. 
Overall, the high efficiency of microwave absorption is most likely causal linked to the 
engineered disorder within the nanomaterials, with the resultant reflection loss being induced 
by dielectric action between the nanomaterial and incident electromagnetic wave. 
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CHAPTER 5 
MAGNESIUM/HYDROGEN-TREATED TITANIUM DIOXIDE 
NANOPARTICLES 
 
Disclaimer: This chapter is derived in part from the following published manuscripts: 
M. GREEN, A. TRAN, R. SMEDLEY, A. ROACH, J. MUROWCHICK, X. CHEN. 
Microwave Absorption of Magnesium/Hydrogen-Treated Titanium Dioxide 
Nanoparticles. Nano Mater. Sci. 1 (2019) 48-59. 
 
In this chapter, continuing on the research theme of chapter 4, we investigate the structural, 
optical, and microwave dielectric, magnetic, and reflection loss properties of TiO2 
nanoparticles treated with magnesium metal and hydrogen gas simultaneously at elevated 
temperatures. The final analysis of these Mg/H2 treated TiO2 nanoparticles demonstrate that 
the material possesses impressive microwave absorption performance. 
 Ever since the Fujishima report173 demonstrating water photolysis by titanium dioxide 
(TiO2) with ultraviolet light, TiO2 nanomaterials and their physicochemical permutations have 
generated an enormous amount of global interest. One of the most recent advancements in the 
TiO2 evolution is the application of the hydrogenation process,32 to generated a set of “black 
TiO2” materials which demonstrated dramatic property changes and enhanced performances 
within multiple domains of applications. The hydrogenation process induces engineered 
material disorder of a crystalline surface of an initial crystalline TiO2 phase via exposing the 
nanomaterial to a heated, pressurized hydrogen environment.32,44,98,165 Since the initial 2011 
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publication,32 utilization of the hydrogenation process has been revitalized in the materials 
science domain, due to both the direct study of the casual mechanisms of structural perturbation 
for materials utilization, and furthermore due to hydrogenation techniques’ potential for 
coupling with other material permutation methodologies, such as self-doping,179 non-metal 
doping,214,215 and metal ion doping,177,183,216 which can result in multitudes of materials for 
applications with enhanced performance. One application is within the realm of gigahertz-
range electromagnetic interaction, commonly referred to as microwave absorption.45,180–182 For 
certain systems, integrating materials into various devices to interact with incident 
electromagnetic radiation in specific desirable fashions, like the absorption of emitted radiation 
from electronic devices so that information stored and transmitted therein is secure, or chemical 
coatings for radar absorption in stealth technology, are material traits that remain highly 
desired.48,79,80,87,171 As such, discoverie146s of new materials for microwave absorption are vital 
for the development of next-generation advanced technologies. Various materials have been 
demonstrated to interact with microwave radiation so to induce reflection loss, such as pure 
and doped carbon nanotubes and fibers,214,215,217,218 pure and doped silicon carbides,219,220 
simple and complex oxides such as iron221,222 and manganese oxide, iron and cobalt 
phosphides,72,73 et al. Those materials typically have intrinsic dielectric and magnetic properties 
to interact with an associated electric and magnetic field through either permanent and/or 
induced dipoles for dipole rotation, or magnetic moment alignment for ferromagnetic 
resonance.48,79,87 Hydrogenated TiO2 nanomaterials work through the collective-movement-of-
interfacial-dipole (CMID) model, where collective interfacial polarization amplified 
microwave absorption (CIPAMA) occurs, due to the interaction of the incident microwave 
irradiation and the collective dipoles resultant from the build-up of charge densities at the 
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crystalline/disordered interfacial boundaries within hydrogenated core/shell TiO2 
nanoparticles.44,223 This lattice disordering has also been observed when exposing the material 
to a metal reductase, such as aluminum and magnesium, at elevated temperatures.183–188 
Therefore, it is reasonable to believe that a coupling of the metal reductant with the 
hydrogenation process may also provide additional opportunities to perturb and enhance the 
microwave absorbing capabilities of TiO2 nanoparticles. As, such, in this study we investigate 
the microwave dielectric, magnetic, and absorbing properties of TiO2 nanoparticles treated with 
magnesium and hydrogen simultaneously. The Mg/H2 treated TiO2 nanoparticles demonstrate 
high versatility and strong magnitudes for microwave absorption performance. The treating 
temperature has a considerable influence on the position and magnitude of the microwave 
absorption. As the temperature increases, the position of the microwave absorption decreases; 
the absorption value increases first with temperature and then decreases. 
5.1 Experimental 
Commercial anatase TiO2 particles and magnesium powders were obtained from 
Sigma-Aldrich and Fisher Scientific, respectively, and utilized without further purification. In 
a typical materials synthesis, 1.0 gm anatase was grinded with 0.2 gm magnesium powder for 
approximately 10 min via pestle and mortar, then subsequently placed into a high-temperature 
tube furnace and treated at iterative temperatures (450, 500, 550, 600, 650 and 700 °C) under 
hydrogen atmosphere for 3 h at 30 PSI. Once the system cooled the sample was washed with 
∼1.0 M HCl solution overnight under stirring. Finally, the material was filtered and dried at 
90 °C overnight so to obtain the magnesium/hydrogen treated TiO2 nanoparticles. 
The transmission electron microscopy (TEM) images were obtained on a FEI Tecnai 
F200 TEM instrument with an electron accelerating voltage of 200 kV. A small amount of 
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sample dispersed in water was dropped onto a thin holey carbon film, and dried overnight 
before the TEM measurement. The X-ray diffraction (XRD) patterns were collected on a 
Rigaku Miniflex XRD instrument with a Cu Kα as the X-ray source (wavelength = 1.5418 Å). 
The surface chemical bonding information was obtained with XPS on a PHI 5400 XPS system 
equipped with a conventional (non-monochromatic) Al anode X-ray source with Kα radiation. 
A small amount of the TiO2 nanoparticles were pressed onto conductive carbon tape for XPS 
measurements. The binding energies were calibrated with respect to the C 1s peak from the 
carbon tape at 284.6 eV. The ultraviolet–visible (UV–vis) spectra were collected with an 
Agilent Cary 60 UV–Vis spectrometer with a fiber optical reflectance unit. MgO power was 
used as the reference material. The Fourier transform infrared (FTIR) spectra were collected 
using a Thermo-Nicolet iS10 FTIR spectrometer with an attenuated total reflectance (ATR) 
unit, where TiO2 nanoparticles were pressed onto its ZnSe window directly and the 
measurements were conducted in air at room temperature. Finally, the Raman spectra were 
measured on an EZRaman-N benchtop Raman spectrometer with the excitation wavelength of 
785 nm. The microwave complex permittivity and permeability of the TiO2 nanoparticles were 
measured at the frequency range of 1 GHz to 18 GHz using HP8722ES network analyzer. The 
samples dispersed in melted paraffin wax were pressed into a ring with the thickness of 2.0 mm, 
inner diameter of 3 mm, and outer diameter of 7 mm. The mass content of sample was 
controlled at 60 wt%, and the testing was performed at room temperature. 
5.2 Results and Discussion 
Commercial Commercially available anatase TiO2 nanoparticles are used as the 
starting TiO2 materials, herein referred to as quote, “anatase”. The Mg/H2 treated TiO2 
nanoparticles are obtained by heating a mixture of magnesium powder and pristine TiO2 
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nanoparticles in a pure H2 environment for 3 h at elevated temperatures. This was done at 50 °C 
intervals between 450 °C and 700 °C, selected upon visual confirmation of the color change 
after treatment. These materials are referred to herein often simply by their treatment 
temperatures. The structural defects suggested via diffraction analysis are observed directly 
with TEM and high-resolution transmission electron microscopy (HRTEM). The TEM images 
(Fig. 5.1A and B) indicate the primary particle size is around 100 nm to 200 nm for the Mg/H2 
treated TiO2 nanoparticles treated at 600 °C. The HRTEM images (Fig. 5.2C and D) show the 
generation of a 1–2 nm thick disordered layer near the surface of the nanoparticles, with 
crystalline lattice fringes in the bulk within apparently many crystalline grains (Fig. 5.1C and 
D). These results confirm that the Mg/ H2 treated TiO2 nanoparticles demonstrate deviation in 
structural manifestation, in that the core of the crystalline structure remains relatively 
unperturbed, compared to the more extensive perturbation induced near the surface of the 
nanoparticle, forming a crystalline/disordered core/shell nanostructure. This observation is 
consistent with previous findings on hydrogenated TiO2 nanoparticles or Al- or Mg-treated 
TiO2 nanoparticles.44,98,165,183–188 From such it can be concluded that the Mg/H2 treatment brings 
a similar structural modification on TiO2 nanoparticles to hydrogenation or magnesium 
reduction. 
Fig. 5.1E shows the XRD patterns of both anatase and the various Mg/H2 treated TiO2 
nanoparticles. The crystalline anatase phase of the bulk material is generally maintained when 
treated between 450 and 550 °C. Above 600 °C, the bulk grain of the particles begins to deviate 
from anatase through the generation of both magnesium-doped titanate phases such as Mg2TiO4 
and other reduced titanium oxide derivatives such as TiO, Ti2O3, Ti4O7, Ti5O9, Ti6O11, etc (Figs. 
S5.1–S5.3). The anatase phase is barely visible at the 650 °C treatment temperature, and 
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disappears entirely within the 700 °C nanomaterial. These results seem to suggest that the 
hydrogenation technique can be synergistically applied with the use of metal reductant to force 
crystalline deviation at lower treatment temperatures, as bulk crystal deviation for strict 
hydrogenation of TiO2 nanoparticles has only been previously demonstrated at higher 
temperatures. As the treatment temperature required for phase transformation is lower with the 
addition of the magnesium material, the rutile phase is not environmentally selected for and 
thus is absent from the x-ray analysis.172,198,207,224 The crystalline grain sizes are deduced using 
the Scherrer equation, , where  is the mean size of the crystalline domains,  is the shape factor 
with a typical value of 0.9,  is the X-Ray wavelength,  is the line broadening full width at half 
maximum (FHWM) peak height in radians, and  is the Bragg angle;108 using the FHWM values 
from the (200) peak, the anatase crystalline grain sizes were calculated to be 25.9, 34.6, 38.2, 
36.3 and 33.0 nm for the anatase TiO2, and the TiO2 nanomaterials treated at 450, 500, 550 and 
600 °C, respectively. 
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XPS is used to investigate the elemental composition and chemical perturbation in the 
disordered phase, as it is a surface-probing technique that examines elemental information near 
the surface of 1 nm to 2 nm,107,182,190,208 which is consistent with the thickness of the disordered 
layer in the Mg/H2 treated TiO2 nanoparticles. Fig. 5.2A shows the XPS survey spectra of the 
TiO2 nanoparticles treated at 600 and 700 °C. These results show the O, Ti, Mg and C signals. 
The carbon signal is from the atmospheric deposition during the measurement and is used as 
Fig. 5.1. (A, B) Representative TEM and (C, D) HRTEM images of TiO2 nanoparticles treated at 
600 °C. (E) X-ray diffraction patterns of anatase TiO2 (blue) as well as the TiO2 nanoparticles treated 
at 450 (green), 500 (magenta), 550 (cyan), 600 (red), 650 (yellow), and 700 °C (black), with a cutout 
image of the 600 and 700 °C diffraction patterns. 
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the reference with the C 1s core-level binding energy of 284.6 eV. The Ti 2p core-level XPS 
spectrum demonstrated in Fig. 5.2B shows essentially the characteristic peaks of Ti4+ ion of 
TiO2 nanoparticles with peaks centered at 458.6 and 464.2 eV for the Ti 2p1/2 and Ti 2p3/2 
binding energies, respectfully;44,98,165 if Ti3+ ions exist, the amount of such seems to be very 
small, as determined via the XPS measurement. The O 1s core-level XPS spectrum 
demonstrated in Fig. 5.2C can be deconvoluted into a dominant peak near 530.1 eV from the 
lattice O2− ions in the TiO2 nanoparticles, and a minor peak near 531.8 eV with the energy 
similar to hydroxyl groups.44,98,165 Finally, examination of the Mg 2p core-level XPS spectrum 
in Fig. 5.2D reveals a small peak centered around 50.4 eV with symmetry typical of magnesium 
profiles associated with oxidized atomic species such as magnesium oxide or hydride,190 though 
such could also be from the Mg2TiO4 material as detected from x-ray diffraction. 
For anatase, FTIR results in Fig. 5.2E demonstrate nearly 100% transmittance across 
the 4000 cm−1 to 1300 cm−1 wavenumber range, upon which there is a gradual decrease to 
52.3% at 650 cm−1 due to the vibrations from the anatase crystal lattice. Furthermore, within 
the response signal are the characteristic OH markers from surface hydroxyl groups and 
chemisorbed water, manifested via the a short signal depression in the %T centered around 
1640 cm−1 for the former, and the shallow prolonged depression in between 3800 cm−1 and 
3000 cm−1, centered around 3400 cm−1 for the latter.44,150 The absorption bands associated 
with these two signals is more pronounced in the 450 °C, and these signals generally dissipate 
as the synthesis temperature increases, disappearing almost entirely in the 700 °C nanomaterial. 
The general trends in the IR transmittance as a function of wavenumber suggest a positive 
correlation, where that the decrease in wavenumber is accompanied by a decrease in the 
transmittance, up until the wavenumber decreases below 1000 cm−1 where the signal response 
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is taken over by response to the vibrations in the crystal lattice.150 Further trends in the spectra 
include a decrease in the magnitude of IR transmittance from 450 °C nanomaterials as synthesis 
temperature increases, where maximal transmittance is achieved by the 600 °C nanomaterial; 
subsequent increases in the treatment temperature past 600 °C result in an increase in the 
transmittance of IR radiation. In other word, the magnitude of IR transmittance follows in the 
order of anatase ≈450 °C < 500 °C < 550 °C < 600 °C > 650 °C > 700 °C. Such a trend suggests 
that the optical transition involved with the defects which induces interaction with IR radiation 
reaches maximum absorption at a treating temperature of around 600 °C.201 The large decrease 
of transmittance for infrared irradiation could be related to the free charge carriers existing in 
the treated TiO2 nanoparticles.71,99,150,202–206  
For the UV–Visible region, Fig. 5.2F demonstrates a similar trend in light/matter 
interaction compared to the IR absorption. Anatase TiO2 demonstrates strong absorption 
characteristics below 380 nm in wavelength, and subsequently negligible absorption at higher 
tested wavelengths. Starting at 450 °C treatment, the nanomaterial demonstrates a small, 
uniform increase in the absorption across the entire visible-light region, as well as the large 
absorption in the UV region. Furthermore, absorption increases as a function of increasing 
wavelength. As the synthesis temperature is iteratively increased, the absorption of the visible 
light increases, reaching maximal absorptivity from the 600 °C. Higher synthesis temperatures 
result in a decrease in visible light absorption, similar to the observed IR absorption. 
Raman results are reported in Fig. 5.2G. The anatase TiO2 nanoparticles display 
characteristic Raman scattering with no background and strong peaks at 161, 414, 535, and 
660 cm−1, which correspond to the TiO bond stretching modes of A1g (513 cm−1), B1g 
(519 cm−1) and Eg (660 cm−1), and the OTiO bending modes B1g (414 cm−1) and Eg 
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(164 cm−1) in the crystalline anatase phase.32,172,198 While maintaining the characteristic peaks 
derived from anatase TiO2, as the nanomaterial is treated at temperatures between 450 and 
600 °C, the resultant TiO2 nanoparticles develop a broad luminescence background from 
structural defects in the crystalline domain, consistent with previous results.44,98,165 At 450 °C, 
the Raman spectrum is similar to that of the pristine TiO2, except for a slightly increased 
luminescence background. The luminescence background is broad, starting around 1000 cm−1, 
ending above 3100 cm−1, and centering near 2200 cm−1. Furthermore the amount of the 
luminescence background largely increases with the iterative increase in treating temperature, 
starting from 450 and approaching maximal intensity as the temperature is increased to 600 °C, 
where then subsequent increases in the treating temperature towards 650 and 700 °C result in 
a decrease in the localized signal; this trend in the luminescent background is similar to that of 
the trends in IR and Visible light absorption. At 600 °C, the positions of the Raman peaks shift 
to near 173, 225, 262, 437, and 641 cm−1. The typical Raman bands due to the presence of the 
rutile phase of TiO2 appear faintly at 143, 235, 447, and 612 cm−1, which can be ascribed to 
the B1g, two-photon scattering, Eg, and A1g modes, respectively. At 650 and 700 °C, the 
characteristic Raman peaks for anatase TiO2 disappear, with one strong peak appearing near 
251 cm−1, coupled with one small peak also appearing at 291 cm−1. Finally, a second trend in 
the broad luminescence background is observed from 100 to 2500 cm−1, centered around 
480 cm−1, whose intensity decreases with the increase of the wavenumber, and overall 
intensity increases with increasing temperature. This response would suggest that the 
generation of differing material phases as a function of treating temperature induce changes in 
the selecting rules previously suggested, transitioning optical activities at the surface of the 
particle from one set of available transitions to the next. 
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Fig. 5.2. (A) Survey, (B) Ti 2p, (C) O 1s, and (D) Mg 2p peak spectra from the 600 and 700 °C 
treated TiO2 nanomaterials. The Mg* demarcation demonstrates the Mg Auger peak. (E) FTIR, (F) 
UV–Vis, and (G) Raman spectra of anatase TiO2 (blue) as well as the TiO2 nanoparticles treated at 
450 (green), 500 (magenta), 550 (cyan), 600 (red), 650 (yellow), and 700 °C (black). 
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Fig. 5.3A–D shows the dielectric and magnetic response to incident electromagnetic 
energy in the 1.0–18.0 GHz range. In microwave systems, permittivity is associated with an 
electrical interaction between the material and the electric portion of an incident 
electromagnetic wave, with the lossless parameter ε’ quantifying the dielectric interaction that 
results in energy storage within the medium, and the lossy parameter ε’’ quantifying the 
dielectric interaction that results in energy dissipation. Analogously, permeability is associated 
with the magnetic interaction between a material and the magnetic portion of the incident wave, 
with the parameter μ’ quantifying the lossless magnetic interaction which results in energy 
storage, and the parameter μ’’ quantifying the lossy magnetic interaction which results in 
energy dissipation. Fig. 5.3A and B show the relative dielectric interaction, lossless and lossy, 
respectively, of the given nanomaterials as represented by εr = (ε’ – i·ε’’). The magnitude of 
relative lossless dielectric action for the anatase TiO2 nanoparticles ranges between 6.1 and 6.5 
over the 1.0–18.0 GHz frequency range, with a corresponding lossy dielectric action between 
0.2 and 0.1. For the 450 °C treated  TiO2 nanomaterial the εr value increases to an average of 
(7.6 – i·0.75) over the frequency range, ranging between 8.2 at 1.0 GHz to that of 7.2 at 
18.0 GHz for lossless action, and 0.5 at 1.0 GHz to 1.0 at 18.0 GHz for lossy action. As the 
temperature is increased past 450 °C, the nanomaterials begin to demonstrate instances of 
dielectric resonance,53 specifically at the higher frequencies. For the 500 °C nanomaterial, the 
initial relative dielectric action is (12.2 – i·0.51) at 1.0 GHz, remaining relatively constant until 
14.0 GHz, where resonance induces a decline in lossless permittivity and subsequent peak in 
lossy permittivity, culminating with a relaxation peak of (10.9 – i·3.53) at 16.5 GHz, past which 
the resonance peak dissipates, to a final relative permittivity value of (9.6 – i·2.39) at 18 GHz. 
For the 550 °C nanomaterial, the initial relative permittivity increases to (22.6 – i·2.65) at 
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1.0 GHz, remaining relatively stable as frequency increases. At 12.2 GHz, lossless dielectric 
action decreases nonuniformly to a minimum of 14.0 at 17.5 GHz, which correlates with a 
maximal lossy dielectric action of 20.6 at 17.5 GHz. For the 600 °C nanomaterial, initial 
permittivity at 1.0 GHz is (22.6 – i·2.65), from which ε’ slowly decreases to a value of 29.7 at 
8.2 GHz; correspondingly the ε’’ value is relatively stable at approximately 1.0 as the frequency 
ranges between 1.0 and 8.2 GHz. As the frequency further increases, multiple strong resonance 
peaks are observed between 8.2 and 18.0 GHz, defined by permittivity values of (26.0 – i·12.9) 
at 10.5 GHz and (21.4 – i·13.1) at 12.4 GHz, where after which the permittivity of the 
nanomaterial concludes with a value of (22.1 – i·4.4) at 18.0 GHz. For the 650 °C nanomaterial, 
the permittivity demonstrates initial weaker magnitudes as compared to the 600 °C 
nanomaterial, initializing via εr = (22.1 – i·4.4) at 1.0 GHz, slightly dipping in lossless dielectric 
action as frequency increases but remaining relatively stable via the lossy dielectric response. 
Past 6.0 GHz, the lossy dielectric action begins to increase, and at 11.2 GHz the permittivity 
response demonstrates resonance, culminating with a relative value of (16.7 – i·14.9) at 
14.0 GHz at the resonance peak. As frequency further increases the resonance signal dissipates, 
ending at a final permittivity value of (14.5 – i·1.46) at 18.0 GHz. Finally, the 700 °C treated 
TiO2 nanomaterial demonstrates an initial permittivity value of (21.2 – i·1.57) at 1.0 GHz, from 
which lossless permittivity demonstrates relative stability as lossy permittivity steadily 
increases. At 10.5 GHz, lossless permittivity nonuniformly decreases as lossy permittivity 
increases to a maximum of 9.07 at 13.1 GHz, where from such as the incident frequency 
continues to increase both parts of permittivity generally decrease, until reaching a finally 
permittivity value of (11.4 – i·1.84) at 18.0 GHz. It is interesting to note that, absent the 
fluctuations that seem to be due to dielectric resonance, the trends in magnitude of permittivity 
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seem to correlate with the trends in other light/matter interactions, in that the general magnitude 
devoid of resonance peaks follows in the order of anatase <450 °C < 500 °C < 550 °C < 600 °C 
> 650 °C > 700 °C, suggesting that the same sources could be inducing light/matter interactions 
across this broad range of the electromagnetic spectrum.150 
Compared to the dielectric interaction of the TiO2 nanoparticles, the magnetic 
interaction of the nanomaterials is relatively small. The lossless and lossy magnetic interaction 
between the nanoparticles and incident electromagnetic radiation are demonstrated in Fig. 5.3C 
and D. For anatase, the permeability of the material as represented by μr = (μ’ – i·μ’’) does not 
tend far beyond the trivial value of μr = (1 – i·0), typical of non-magnetic materials such as 
carbon nanotubes and fibers.49,215,225 This trend is generally universal for all of the synthesized 
TiO2 nanomaterials at frequencies below 10.0 GHz, and holds true for both anatase as well as 
the 450 °C nanomaterial over the entire tested 1.0–18.0 GHz frequency range. However, for 
the 500 °C nanomaterial, at 12.0 GHz μ’’ demonstrates a small increase towards a maximal 
value of 0.23 at 16.6 GHz, which is followed by a subsequent decrease in μ’’. Furthermore at 
17.0 GHz the lossless magnetic interaction as defined by μ’ increases to 1.1 and remains stable 
there up to 18.0 GHz. For the 550 °C nanomaterial, μ’ remains relatively stable over the 1–
18 GHz frequency range, though μ’’ demonstrates an increase from trivial at 10.0 GHz, to a 
maximal lossy magnetic action quantified as 0.39 at 16.5 GHz, after which permeability 
subsequently decreases to a final value of (0.87 – i·0.27) at 18.0 GHz. For the 600 °C 
nanomaterial, at 10.0 GHz, the magnitude of lossless magnetic interaction increases from 1.0 
to 1.73 at 14.5 GHz, from where it subsequently decreases back to near trivial. The lossy 
interaction near 6.0 GHz increases to a local maximum of 0.37 at 13.0 GHz, from where it 
decreases to a local minimum of 0.18 at 14.2 GHz, only to rise again to its highest μ’’ value of 
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0.43 at 16.3 GHz, after which μ’’ decreases to a final value of 0.31 at 18.0 GHz. The 650 °C 
nanomaterial deviates from triviality once with respect to lossless interaction, going from 
0.87 at 13.5 GHz and reaching a peak value of 1.67 at 16.3 GHz before descending back again 
and ending at a final value of 1.46 at 18.0 GHz. Similarly, there is a single peak associated with 
lossy permeability, where at 10.0 GHz μ’’ goes from 0.0 to a maximal value of 0.67 at 
15.1 GHz, from where it decreases to 0.0 again at 18.0 GHz. Finally, the 700 °C TiO2 
nanomaterial demonstrates increases in both lossless and lossy magnetic action above 10 GHz. 
For lossless interaction permeability increases from 1.0 at 10.0 GHz to a maximal value of 
1.50 at 16.8 GHz, and for lossy interaction the magnitude increases from 0.0 at 9.5 GHz to a 
local maximal value of 0.22 at 15.4 GHz, from where it dips to a local minimum of 0.12 at 
16.4 GHz before reaching its final maximal value of 0.29 at 17.5 GHz, slightly decreasing to a 
final value of 0.27 at 18.0 GHz. 
The loss tangents for the TiO2 nanomaterials are presented in Fig. 5.3E and F, for 
dielectric and magnetic loss respectively. Loss tangents, represented by ε’’/ε’ = tgδε for the 
dielectric loss tangent and μ’’/μ’ = tgδμ for the magnetic loss tangent, demonstrate a sort of 
efficiency for converting energy from incident electromagnetic fields to the form of heat, as it 
is the ratio of lossy interaction with respect to lossless, and power flow is functionally 
dependent on the product of lossless interaction and the loss tangent, specifically demonstrated 
in regard to dielectric action in electronic devices.53 Over the tested 1.0–18.0 GHz frequency 
range, anatase TiO2 nanoparticles demonstrate little to no efficiency converting 
electromagnetic radiation to heat, demonstrating loss tangents ranging from 0.02 to 0.04 with 
regard to the dielectric loss tangent tgδε, and 0.05 and 0.3 with regard to the magnetic loss 
tangent tgδμ. For the 450 °C treated TiO2 nanoparticles, the loss tangents are also small and 
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uniform over the testing frequencies, averaging a magnitude of 0.11 for tgδε, and 0.04 for tgδμ. 
For the 500 °C nanomaterial, the loss tangents maintain similar trends to that of the lossy 
dielectric and magnetic actions, remaining relatively stable at values less than 14.0 GHz, 
approximately 0.05 for tgδε, and 0.1 for tgδμ. Past 14.0 GHz, each of the loss tangents peaked 
to values of 0.32 and 0.23 at 16.6 GHz, for tgδε and tgδμ respectively. For the 550 °C treated 
nanomaterial, below 10.0 GHz the respective loss tangents are relatively stable, averaging 
values of 0.14 and 0.11 for tgδε and tgδμ respectively. At approximately 10.0 GHz, tgδμ begins 
to increase, reaching a maximal value of 0.4 at 16.5 GHz, from whence the parameter declines 
to a final value of 0.31 at 18.0 GHz. At approximately 12.0 GHz the data shows a similar 
increase in the tgδε parameter, increasing quasi-exponentially to a value of 1.48 at 17.5 GHz, 
from whence tgδε declines to a final parameter value of 1.35 at 18.0 GHz. For the 600 °C 
nanomaterial, the loss tangents remain stable below 7.0 GHz, maintaining average parameter 
values of 0.22 and 0.03 for tgδε and tgδμ respectively. At 7.0 GHz, both parameters demonstrate 
an increase in magnitude, ascending to values of 0.67 at 13.1 GHz for tgδε and 0.35 at 16.6 GHz 
for tgδμ. From these respective maxima, tgδε descends to 0.2 at 15.3 GHz where it remains until 
18.0 GHz, and tgδμ decreases to a local minimum of 0.1 at 14.2 GHz, from whence it rises again 
to a maximum value of 0.35 at 16.3 GHz, after which tgδμ decreases to a final value of 0.3 at 
18.0 GHz. For the 650 °C nanomaterial, below 10.0 GHz the loss tangents are stable around 
values of 0.17 and 0.07 for tgδε and tgδμ respectively, after which at higher frequencies each 
parameter increases to maximal values of 1.01 at 14.8 GHz and 0.58 at 14.5 GHz respectively. 
After reaching maxima each parameter decreases to final values of 0.28 and 0.02 at 18.0 GHz. 
Finally, the loss tangents for the 700 °C TiO2 nanomaterial trace similar paths to that of the 
dissipation factors. For tgδε, the parameter value is 0.07 at 1.0 GHz and increases steadily to a 
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maximal value of 0.59 at 13.8 GHz, where it remains stable until at 15.5 GHz the parameter 
magnitude declines to 0.15 at 17.5 GHz, where it remains for the remainder of the tested 
frequencies. For tgδμ, the parameter value is roughly 0.07 between 1.0 and 9.5 GHz, after which 
at higher frequencies tgδμ increases to a value of 0.19 at 15.2 GHz, from where it dips to a local 
minimum of 0.9 at 16.6 GHz, after which the parameter ascends once more, reaching a final 
maximum of 0.21 at 17.5 GHz, at where it remains as the testing frequency reaches its end at 
18.0 GHz. 
Fig. 5.3G shows the electrical conductivity (σ) which is calculated via σ (S·m−1) = 2π 
f (ε0·ε’’), where ε0 is the permittivity of free space equal to 8.854 × 10−12 F/m, f is the incident 
frequency in Hertz, and ε’’ is the relative imaginary component of permittivity.68,72,80,171 For 
anatase, electrical conductivity is negligible over the tested 1.0–18.0 GHz frequency range, 
only reaching a maximal value of 0.13 S m−1 at 18.0 GHz. For the 450 °C treated TiO2 
nanomaterial, electrical conductivity slightly increases though is stable across the 1–18 GHz 
tested frequency range, with an average value of 0.5 S m−1. For the 500 °C nanomaterial, σ 
maintains small values for electrical conductivity, approximately 0.5 from 1 to 14 GHz. At 
higher frequencies σ increases to a peak value of 3.2 S m−1 at 16.6 GHz, after which at high 
frequencies the conductivity decreases to a final value of 2.4 S m−1 at 18.0 GHz. For the 550 °C 
nanomaterial, σ initializes at 0.14 at 1.0 GHz, from whence electrical conductivity increases as 
a quasi-power function to the maximal conductivity value of 20.1 S m−1 at 17.5 GHz, after 
which σ decreases to a final value of 19.3 S m−1 at 18.0 GHz. For the 600 °C nanomaterial, 
conductivity steadily increased from a value of 0.4 S m−1 at 1.0 GHz to a local maximal value 
of 9.2 S m−1 at 12.6 GHz, from where σ drops to a localized minimal value of 2.6 S m−1 at 
15.7 GHz, after which conductivity increases again to a final σ value of 4.4 S m−1 at 18.0 GHz. 
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For the 650 °C nanomaterial, electrical conductivity starts at a value of 0.2 S m−1 at 1.0 GHz 
and increases quasi-exponentially to a localized maximal value of 11.7 S m−1 at 14.0 GHz, 
from where drops to 3.9 S m−1 at 17.15 GHz and sustains for the remainder of the tested 
frequencies. Finally, for the 700 °C TiO2 nanomaterial starts at 0.08 S m−1 at 1.0 GHz and 
increases concavely towards a maximal value of 6.6 S m−1 at 13.2 GHz, after which the 
electrical conductivity decreases convexly towards a value of 1.6 S m−1 at 17.5 GHz and 
remains there until the testing frequency reaches 18.0 GHz. 
The skin depth (δ) is shown in Fig. 5.3H δ is defined as the distance over which the 
electromagnetic field intensity attenuates by a factor of e−1 as it traverses a given material 
medium, whereby a typical exponential decay function e-αx yields at a distance x = e−1 the 
value equivalent to the inverse of the attenuation constant.68 Skin depth is calculated from the 
expression (δ/mm) = 103·α−1 ≈ 103·(πfμ0μrσ)−1/2, where 103 is a conversion factor to units 
mm−1 and α = i(2πf·c−1)·Re{sqrt[(μ’ – i·μ’’)(ε’ – i·ε’’)]}, where i is the complex value of the 
sqrt(-1), f is the incident frequency in Hertz, c is the speed of light, and both εr = (ε’ – i·ε’’) and 
μr = (μ’ – i·μ’’) are the respective relative permittivity and permeability values for lossless and 
lossy action, respectively (such can be approximated as a function of σ conductivity if ε’’ > > 
ε’).37,68 For anatase, δ starts at a value of 109 mm−1 at 1.0 GHz and decreases to a value of 
38 mm−1 at 7.0 GHz, from where it remains relatively stable for the remainder of the tested 
frequency range. For the Mg/H2 treated TiO2 nanoparticles, the average magnitude of the skin-
depth follows in the order of anatase >450 °C > 500 °C > 550 °C > 600 °C < 650 °C < 700 °C, 
suggesting that attenuation of the electromagnetic wave as it passes through the material 
medium is related to similar sources which cause the light/matter interactions in the visible-
light and IR regions. The integral values of these curves over 1.0–18.0 GHz domain are 
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829 GHz mm−1 for anatase, 662 GHz mm−1 for the 450 °C nanomaterial, 499 GHz mm−1 for 
the 500 °C nanomaterial, 234 GHz mm−1 for the 550 °C nanomaterial, 154 GHz mm−1 for the 
600 °C nanomaterial, 203 GHz mm−1 for the 650 °C nanomaterial, and finally 341 GHz mm−1 
for the 700 °C nanomaterial. Furthermore, the rate of decay for skin depth over the tested 
frequency range increases and morphs towards exponential tendencies. For the 450 °C 
nanomaterial, the δ value starts at 184 mm−1 for a 1.0 GHz electromagnetic wave, 
exponentially decaying towards a value of 12 mm−1 at 18.0 GHz. For the 500 °C nanomaterial, 
the initial δ value is 150 mm−1 at 1.0 GHz, decaying to a value of 5 mm−1 at 18.0 GHz. For 
the 550 °C nanomaterial, the initial and final δ values were 55 mm−1 and 1 mm−1 at 1.0 and 
18.0 GHz, respectively. The 600 °C nanomaterial demonstrates initial and final values of 
59 mm−1 and 2 mm−1 at 1.0 and 18.0 GHz, respectively. The 650 °C nanomaterial initial and 
final values at 1.0 and 18.0 GHz is 67 mm−1 and 4 mm−1. Finally, the 700 °C treated TiO2 
nanomaterial demonstrates skin-depth values of 143 mm−1 and 4 mm−1 at the initial and final 
frequencies of 1.0 and 18.0 GHz, respectively. 
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Fig. 5.3. (A) Lossless permittivity, (B) lossy permittivity, (C) lossless permeability, (D) lossy 
permeability, (E) the dielectric and (F) magnetic loss tangents, (G) the electrical conductivity, and (H) 
the skin depth for the TiO2 nanoparticles. 
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From the both the permittivity and permeability values, it can be shown that the Mg/H2 
treatment on TiO2 nanoparticles increases the dissipation efficiency and effect of not only the 
electrical component, but also the magnetic component of an incident electromagnetic field, 
specifically at higher frequencies, which may lead to the increase of the overall absorption of 
microwave radiation. As such, the reflection loss (RL) as a function of frequency and material 
thickness is calculated from equations (1) and (2). Here, reflection loss as represented by eqn 
(1) is a function of the normalized input impedance Zin, represented by eqn (2), which is itself 
a function of complex relative permittivity εr = (ε’ – i·ε’’), complex relative permeability μr = 
(μ’ – i·μ’’), the incident angular frequency for electromagnetic energy 2πf, and the material 
thickness d [[58], [59], [60], [61]]. Finally, i is the complex value of the sqrt(-1), and c is the 
speed of light. 
𝑅𝐿(𝑑𝐵) =  20 log10 [|
𝑍𝑖𝑛−1
𝑍𝑖𝑛+1
|]  (5.1) 
𝑍𝑖𝑛 = [
µ′ – 𝑗·µ′′
𝜀′ – 𝑗·𝜀′′
]
1
2
· 𝑡𝑎𝑛ℎ (𝑗
2𝜋𝑓·𝑑
𝑐
[(𝜀′ –  𝑗 · 𝜀′′)(µ′ –  𝑗 · µ′′)]
1
2)  (5.2) 
The resultant frequency/thickness calculations for those treated TiO2 nanomaterials are 
presented in Fig. 5.4, over a 1.0–18.0 GHz, 0.1–4.0 mm domain. The maximal reflection loss 
values as derived from raw analysis of the nanomaterials is as follows: for anatase, a maximal 
RL value of −4.65 dB at 7.12 GHz with a 4.0 mm thickness; for the 450 °C nanomaterials, 
−8.12 dB at 13.92 GHz with a 2.2 mm thickness; for the 500 °C nanomaterials, −24.53 dB at 
15.79 GHz with a 1.4 mm thickness; for the 550 °C nanomaterials, −24.37 dB at 12.56 GHz 
with a 1.4 mm thickness; for the 600 °C nanomaterials, −30.39 dB at 4.91 GHz with a 2.7 mm 
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thickness; for the 650 °C nanomaterials, −34.69 dB at 9.07 GHz with a 1.7 mm thickness; for 
the 700 °C nanomaterials, −33.49 dB at 9.67 GHz with a 1.7 mm thickness. 
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Fig. 5.4. Reflection loss performance results for the (A) 450, (B) 500, (C) 550, (D) 600, (E) 650, and 
(F) 700 °C treated  TiO2 nanoparticles. 
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Those results demonstrate a versatility of the Mg/H2 treated TiO2 nanoparticles, as the 
range entire 1.0–18.0 GHz frequency range can be addressed by a particular material, simply 
by fine-tuning the synthesis temperature parameter as well as the material thickness, as shown 
in Fig. 5.5A and B. These reflection loss results are analyzed to elucidate the nature of the 
light/matter interaction. Two parameter sets are utilized in attempt to parse out the nature of 
this interaction. The first utilizes the theoretical response as demonstrated by magnetic 
susceptibility, defined as χm = μr/μ0 – 1, being theoretically set to zero in eqn (2).45,89,213,226 The 
second simulates interaction where electromagnetic interaction as defined by dielectric action 
is rendered lossless; as the set of nanomaterials synthesized herein demonstrate via permittivity 
response characteristic of resonance peaks, and the typical response in relative complex 
permittivity of materials in dielectric resonance is a peak in lossy permittivity coupled with a 
depreciation in lossless permittivity as frequency is continuously increased [53], the simulation 
for theoretical response absent of dielectric action was calculated by first, arbitrarily allowing 
lossy permittivity as defined by ε’’ = 0, and by second, setting the derivative of ε’ to zero, i.e. 
d/df (ε’) = 0, by fixing ε’ to that of the initial value at 1.0 GHz as an approximation for steady-
state lossless interaction. The results of these theoretical analyses are demonstrated in Figs. 
S5.4 and S5 for the first and second theoretical simulations, respectively. As can be seen, the 
demonstrated theoretical results calculated correlate with the associated increases in lossy 
permittivity and lossy permeability demonstrated previously in Fig. 5.3B and D, in that the 
stripping away of one mechanism for interaction removes the associate response due to said 
parameter. This manifests particularly in the lower frequencies where magnetic interaction is 
small; removal of the magnetic parameters induces little change in functional response, yet 
removing the dielectric parameters yields drastic change in response. Conversely, at the higher 
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frequencies where magnetic interaction is prevalent, it is shown that the overall contribution to 
the response from either set of dielectric or magnetic parameters is negligible – such suggests 
that at the higher tested frequencies it might be a coupling of the individual components which 
induce reflection loss. 
As each of the synthesized nanomaterials demonstrates a band of peak reflection loss 
within the (f, d) domain, the coordinate points associated with maximal reflection loss are 
extracted from the data set and analyzed. Fig. 5.5C demonstrates the relationship between the 
frequency if maximal RL to that of the material thickness, as compared to a power function of 
the form f(d) = x1·d -x2 where the frequency f is a function of the thickness d scaled by the 
appropriate (x1, x2) function constants.73 These constants are determined to be (29.861, 0.996) 
for anatase, (31.475, 1.068) for the 450 °C nanomaterial, (23.051, 1.052) for the 500 °C 
nanomaterial, (18.488, 1.093) for the 550 °C nanomaterial, (14.475, 1.073) for the 600 °C 
nanomaterial, (16.826, 1.114) for the 650 °C nanomaterial, and finally (19.404, 1.226) for the 
700 °C nanomaterial. These results further demonstrate the versatility of the nanomaterials, as 
changing the treating temperature for materials synthesis changes the domain of the bandwidth 
allowing for fine-tuning of the material to target specific frequencies of interest. Furthermore, 
the materials are functionalized via the quarter wavelength relationship for anti-reflection 
within the material medium, expressed as d(f) = c/[4f·n(f)], with d being the material thickness, 
f being the frequency, n being the refractive index (which is dependent on permittivity and 
permeability, and thus ultimately dependent on frequency), and c being the speed of light.45 
Functionalization via d(f) is well aligned with the materials as the refractive index changes as 
a function of frequency. Deviation from regression via the power function f(d) as compared to 
the experimental values follows the increase in treatment temperature; as magnetic interaction 
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strengthens at the higher synthesis temperatures and at higher frequencies, the power regression 
faulters due to the inability of the function to account for the multitude of input parameters 
utilized in generating the resultant that is reflection loss. Contrastingly, the quarter wavelength 
function does not demonstrate this issue, as the function takes into account the material 
perturbation through incorporation of the refractive index. 
The permittivity and permeability values derived from experimentation are 
furthermore utilized to determine the effective bandwidths of the synthesized materials. The 
effective bandwidth (Δf10) is the magnitude of the range of frequencies which can be targeted 
by a selected material for microwave absorption, as characterized by a given proficiency 
Fig. 5.5. Stacked Reflection loss curves for the TiO2 nanomaterials, extended to (A) 4.0 mm and (B) 
10.0 mm. (C) fpeak vs. d results compared to the functionalization of f(d) (orange) as a power function 
and d(f) (lime green) as the quarter wavelength relationship. 
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threshold for analysis, typically −10 dB. In order to determine the effective bandwidth with 
high precision, eqn (2) is substituted with eqn (3), which is an interpolation function, derived 
from piecewise third-order polynomials which relate the experimentally derived permittivity 
and permeability values to the incident frequencies of electromagnetic radiation. As such, 
interpolation allows for the reflection loss value to be a true function instead of an 
experimentally constrained iterated calculation, by functionalization of the normalized input 
impedance. 
𝑍𝑖𝑛(𝑓, 𝑑) = [
µ′(𝑓)–  𝑗 · µ′′(𝑓)
𝜀′(𝑓)–  𝑗 · 𝜀′′(𝑓)
]
1
2
· 
𝑡𝑎𝑛ℎ (𝑗
2𝜋𝑓·𝑑
𝑐
[(𝜀′(𝑓) –  𝑗 · 𝜀′′(𝑓))(µ′(𝑓) –  𝑗 · µ′′(𝑓))]
1
2)  
(5.3) 
Herein, the normalized input impedance as represented by eqn (3) is strictly a function 
of frequency and thickness, as the permittivity and permeability values are replaced with 
permittivity and permeability functions, defined by the cubic spline interpolation function via 
the independent input frequency parameter. This normalized input impedance is then used in 
eqn (1) as a substitute for eqn (2) so to calculate the effective bandwidth, at 0.01 GHz · 0.01 mm 
resolution. The results of such analyses are presented in Fig. 5.6. The maximal effective 
bandwidth values associated with the given synthesized materials at a −10 dB proficiency 
threshold is as follows; 0 GHz for anatase, 0 GHz for the 450 °C nanomaterial, 3.75 GHz for 
the 500 °C nanomaterial with a 1.50 mm thick absorber, 2.52 GHz for the 550 °C nanomaterial 
with a 1.38 mm thick absorber, 3.96 GHz for the 600 °C nanomaterial with a 0.92 mm thick 
absorber, 2.19 GHz for the 650 °C nanomaterial with a 1.05 mm thick absorber, and finally 
3.83 GHz for the 700 °C nanomaterial with a 1.32 mm thick absorber. These results suggest 
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that the 500–700 °C nanomaterials are particularly adept at absorbing a wide range of 
frequencies. Particularly, the utilization of coupled dielectric and magnetic action at distinct 
frequencies allows for the increased effective bandwidth at low thicknesses, as the periodicity 
of the absorption band is distorted by the nanoparticle as the frequency increases. Coupling 
such with the variation in the d(f) functionalization of these materials furthermore demonstrates 
the fine-tuning capacity of these TiO2 nanomaterials.  
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To better show the temperature dependence of the microwave absorption properties, 
the changes of RLpeak, fpeak and Δf10 were plotted against the change of the treating temperature 
along different coating thicknesses, as shown in Fig. 5.7. RLpeak fluctuated with the treating 
temperature, reaching local maximums around 500 and 650 °C as shown in Fig. 5.7A, while 
Fig. 5.6. Effective bandwidth response for the (A) 450, (B) 500, (C) 550, (D) 600, (E) 650, and (F) 
700 °C treated TiO2 nanoparticles at various proficiency thresholds. 
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fpeak increased with the treating temperature from 450 to 650 °C and then decreased upon 
further temperature increase to 700 °C (Fig. 5.7B) when the coating thickness was larger than 
1.0 mm, and Δf10 fluctuated with the temperature when the coating thickness was larger than 
0.8 mm, reaching a maximum near 600 when the coating thickness was smaller than 1.2 mm, 
two local maxima near 500 and 700 °C when the coating thickness was between 1.2 and 
1.7 mm, and reached to a maximum near 550 °C when the coating thickness was larger than 
1.7 mm (Fig. 5.7C). 
 
. 
Fig. 5.7. The change of (A) RLpeak, (B) fpeak, and (C) Δf10 as a function of the treating temperature. 
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5.3 Conclusion 
Commercial Based on the above results, Mg/H2 treated TiO2 nanoparticles have 
displayed distinct dielectric and magnetic properties compared to anatase TiO2 nanoparticles. 
These property changes are mainly observed in the TiO2 nanoparticles treated above 500 °C. 
The Mg/H2 coupled treatment results in the manifestation of crystalline/disordered core/shell 
nanostructures, the appearance of other Magnesium-based chemical phases, dramatic visible-
light absorption, a large and broad IR absorption, an apparent change in the Raman spectrum 
related to material defects, distinct changes of the microwave complex permittivity and 
permeability, and greatly enhanced microwave absorption and effective bandwidth. Based on 
the characterization spectra, the nanomaterial defects related to light/matter interaction follow 
in the general order of anatase <450 °C < 500 °C < 550 °C < 600 °C > 650 °C > 700 °C, and this 
ordering of magnitudes presents itself through a multitude of analytical techniques, such as 
FTIR, UV–Vis, Raman (high wavenumber), and permittivity network analysis (low 
frequency). This correlation suggests that a similar source, which is likely related to defects 
created by the Mg/H2 treatment, is behind light/matter interaction across a broad range of 
electromagnetic radiation, ranging from the UVA region down into the microwave region. In 
terms of microwave absorption, this interaction induces dielectric and magnetic interaction 
which causes improved microwave absorption, as represented by the strong results in overall 
reflection loss as well as effective bandwidth. 
In summary, we have shown in this study that Mg/H2 treated TiO2 nanoparticles 
demonstrate interesting dielectric and magnetic properties, leading to strong results in terms of 
microwave absorption. With the increase of the treating temperature, the position of the 
microwave absorption shifts to the lower frequency region. There may exist an optimal 
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temperature to reach the maximum microwave absorption efficiency, as the microwave 
absorption efficiency first increases and then decreases. Accompanied with the changes in the 
microwave properties are changes in the visible-light absorption, IR absorption, Raman 
luminescence background and crystalline structures. The light/matter interaction revealed 
through these techniques are related to various structural perturbations and defects that are 
induced by the Mg/H2 treatment, chief of which is the generation of the crystalline/disordered 
core/shell nanostructure, and are in summary responsible for the dramatic increase in 
microwave absorption performance by the treated TiO2 nanoparticles. 
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CHAPTER 6 
CLOSING REMARKS 
 
Disclaimer: This chapter is derived in part from the following published manuscripts: 
M. GREEN, P. XIANG, Z. LIU, J. MUROWCHICK, X. TAN, F. HUANG, X. 
CHEN. Microwave Absorption of Aluminum/Hydrogen Treated Titanium Dioxide 
Nanoparticles. J. Materiomics. 5 (2019) 133-146. 
M. GREEN, A. TRAN, R. SMEDLEY, A. ROACH, J. MUROWCHICK, X. CHEN. 
Microwave Absorption of Magnesium/Hydrogen-Treated Titanium Dioxide 
Nanoparticles. Nano Mater. Sci. 1 (2019) 48-59. 
 
Over the course of this project we’ve successfully synthesized two set of materials: Al/H2-TiO2, 
and Mg/H2-TiO2. These materials demonstrated strong electromagnetic interactions across the 
UV, visible, IR, and microwave regions of the electromagnetic spectra. In particular, we’ve 
demonstrated that through the formation of core-shell nanostructures, we can control the 
change in permittivity and permeability so to fine-tune the reflection loss response of the 
synthesized nanomaterials. This formation is induced by both the hydrogen environment as 
well as the introduced metallic entities through the reduction of the anatase precursor. It’s 
observed in the permittivity and permeability results of both the Al/H2-TiO2 and Mg/H2-TiO2 
that, as the temperature of material synthesis increases, the permittivity of the resulting material 
is increased in a relatively stable progression. Once the material demonstrates secondary bulk 
phase formations however, we begin to see a more chaotic response in the dielectric and 
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magnetic response, with pronounced relaxation peaks forming in both the dielectric and 
magnetic domains. Further increases in the temperature seem to have a decreasing effect on the 
permittivity and permeability, suggesting that the optimal structural formation is the 
order@disorder core/shell nanostructure, both in terms of periodicity and predictability. In 
terms of disordering activity, the Mg/H2 has a lower temperature threshold for formation, likely 
due to magnesium having a higher oxidation potential, which would make its propensity for 
stripping oxygen atoms away from the anatase crystalline structure stronger than that of 
aluminum.  
 Ever since our original reports on the core/shell nanoparticles discussed in this 
dissertation, our research has continued to develop the tools which are used to simulate and 
predict materials response. As such, to close this dissertation, we’ll build on the original 
hypothesis and further demonstrate the relationship between the treating temperature and the 
resulting reflection loss.  
 The data sets derived from experimentation were used so to model the dielectric and 
magnetic response as a function of treating temperature. The modeling methods implemented 
use numerical methods to generate piecewise 3rd order polynomials which pass through the 
experimental. These cubic functions are commonplace in both the sciences and engineering 
due to their inherent continuous first- and second-derivatives, which is a common property of 
physical systems. Each frequency datum between 1-18 GHz was assigned a cubic function 
constructed from the dielectric and magnetic responses of the various materials at that 
frequency. The result of these constructions is shown in Fig. 6.1 and Fig. 6.2, where the colored 
curves represent the original data sets derived from experimentation, and the grey curves are 
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the curves resulting from the functionalization of the treating temperature for the Al/H2-TiO2 
and Mg/H2-TiO2 nanomaterials, respectively.  
 
Fig. 6.1. Functionalization of the A) lossless permittivity, B) lossy permittivity C) lossless permeability, 
and D) lossy permeability parameters for the Al/H2-TiO2 nanomaterials. 
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 These functions were subsequently used to simulate the permittivity and permeability 
of theoretical materials between the min and max treatment temperatures over intervals of 1 
degree. These results were then used to build the reflection loss and effective bandwidth models 
shown in Fig. 6.3 and 6.4 for the Al/H2-TiO2 and Mg/H2-TiO2 nanomaterials, respectively. For 
the Al/H2-TiO2 nanomaterials, the generated models suggest that the maximal response in 
reflection loss both in terms of maximal RL and the effective bandwidth are well realized in 
the 700 °C nanomaterial, with a theoretical maximal Δf10 of 4.6 near a synthesis temperature 
of 685 °C. This theoretical maximal Δf10 is only a few tenths of a GHz away from the 
experimental value. The models also show that strong reflection loss is well concentrated along 
the first band227 near the domain of the 700 °C nanomaterial, which is observed in the 
experimental data. 
Fig. 6.2. Functionalization of the A) lossless permittivity, B) lossy permittivity C) lossless permeability, 
and D) lossy permeability parameters for the Mg/H2-TiO2 nanomaterials. 
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For the Mg/H2-TiO2 nanomaterial, the reflection loss model demonstrates that the 
region of high reflection loss is quasi-bifurcated in the area between the 600 °C and 650 °C 
regions, with pockets of high response scattered between 500 °C and 700 °C at low thickness 
values. The models also demonstrate that the effective bandwidth is maximized by the 600 °C 
nanomaterial at Δf10 = 3.9 GHz, and that the intermediary temperatures between 600 °C and 
the experimental bounds demonstrate a saddling effect before increasing to local maximas and 
then subsequently falling off to zero. This suggests that the optimal result for the Mg/H2-TiO2 
nanomaterial is well realized in the 600 °C material. 
Fig. 6.3. A) Reflection loss and B) effective bandwidth models generated from the simulated 
permittivity and permeability data of the Al/H2-TiO2 nanomaterial. 
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Though the experimental design for these projects was sufficiently encompassing of 
the design space, the integration of data-driven methods with materials science is a vital next 
step in the evolution of materials research. Current projects have used these methodologies for 
materials optimization, and we continue to work on new and exciting technological 
advancements which will make materials development cheaper, more effective, and less time 
consuming. 
  
Fig. 6.4. A) Reflection loss and B) effective bandwidth models generated from the simulated 
permittivity and permeability data of the Mg/H2-TiO2 nanomaterial. 
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APPENDIX A 
SUPPLEMENTAL FIGURES 
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Figure S4.1: SEM imaging of the Al/H2-TiO2 nanoparticles treated at 700 °C at a (A) 
376.9µm WOF and (B) 4.75 9µm WOF. 
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Figure S4.2: (Black) Observed diffraction pattern, (Red) Rietveld refinement curves, and 
(Blue) difference curves for the (A) anatase, (B) 600, (C) 650, (D) 700, and (E) 750 °C 
Al/H2-TiO2 nanoparticles.  
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Figure S4.3: Anatase core crystal resultants from Rietveld refinement for the (A) anatase, (B) 
600, (C) 650, (D) 700, and (E) 750 °C Al/H2-TiO2 nanoparticles. (F) lattice parameters 
derived from refinement. 
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Figure S4.4: Comparative reflection loss curves for the Al/H2-TiO2 nanomaterial 
hydrogenated at 700 °C, where the resultant curves were simulated with zero magnetic 
susceptibility (red) and zero dielectric dissipation (blue). 
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Figure S4.5: Comparative reflection loss curves for the Al/H2-TiO2 material hydrogenated at 
750 °C, where the resultant curves were simulated with zero magnetic susceptibility (orange) 
and zero dielectric dissipation (blue). 
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Figure S4.6. Interpolated plot of the Al/H2-TiO2-750 °C peak, using a cubic spline 
interpolation technique at a 0.01GHz·0.01mm grid space (10-2 step size). 
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Figure S4.7. Interpolated plots of Al/H2-TiO2-750 °C peak, using a linear interpolation 
technique over the 0.01GHz·0.01mm gird space (10-2 step size).  
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Figure S4.8. Interpolated reflection loss plots as a function of increasing precision for the 
Al/H2-TiO2-750 °C materials, using cubic and linear spline interpolation techniques. 
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Figure S4.9. Interpolated plots at 0.01GHz·0.01mm resolution for anatase (gray) and the 
Al/H2-TiO2 nanomaterials hydrogenated at 700 °C (colored). 
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Figure S5.1. XRD patterns of 700 °C Mg/H2-treated TiO2 nanoparticles, pristine TiO2 
nanoparticles, Ti5O9 (PDF#11-0193), TiO (023-1078), Mg2TiO4 (025-1157), Ti2O3 (043-
1033), and Ti4O7 (018-1402). 
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Figure S5.2. XRD patterns of 650 °C Al/H2-treated TiO2 nanoparticles, pristine TiO2 
nanoparticles, Mg2TiO4 (025-1157), TiO (023-1078), Ti2O3 (043-1033), Ti4O7 (018-1402), 
and Ti5O9 (PDF#11-0193). 
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Figure S5.3. XRD patterns of 600 °C Mg/H2-treated TiO2 nanoparticles, pristine TiO2 
nanoparticles, Mg2TiO4 (025-1157), TiO (023-1078), Ti2O3 (043-1033), Ti4O7 (018-1402), 
and Ti5O9 (PDF#11-0193), 
 
  
A14 
 
  
Figure S5.4. Theoretical reflection loss performance results for the (A) 450, (B) 500, (C) 550, 
(D) 600, (E) 650, and (F) 700 °C Mg/H2-TiO2 nanoparticles, absent the magnetic component 
(χm = 0).  
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Figure S5. Theoretical reflection loss performance results for the (A) 450, (B) 500, (C) 550, 
(D) 600, (E) 650, and (F) 700 °C Mg/H2-TiO2 nanoparticles, absent the dielectric component 
(ε’’ = 0; d/df (ε’) = 0). 
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APPENDIX B 
SOFTWARE 
 
 
 
 
 
[NOTE: Only the directly applicable 
versions of the computational codes are presented herein, as  
including all versions and updates would be inconvenient. 
Any requests for legacy code or project updates 
can be sent directly to the Author. 
Library code is made available online as open-source at 
https://github.com/1mikegrn/libRL] 
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---libRL--- 
 
 
 
 
libRL/ 
    __init__.py                         # initial executable 
    src/ 
        __init__.py                     # initial executable 
        reflection_loss.py              # reflection loss protocol 
        characterization.py             # characterization protocol 
        band_analysis.py                # band anaylsis protocol 
        quarter_wave.py                 # quareter wave protocol 
        f_peak.py                       # f_peak protocol 
        tools/ 
    __init__.py                 # initial executable 
            cpfuncs.pyx                 # cython protocols 
            pyfuncs.py                  # python fall-back form cpfuncs 
            refactoring.py              # Data processing protocols 
            quick_graphs.py             # data visualization protocols 
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---__init__.py--- 
 
# Copyright (C) 2019 Michael Green 
# This program is free software: you can redistribute it and/or modify 
# it under the terms of the GNU General Public License as published by 
# the Free Software Foundation, under version 3.0 of the License. 
# 
# This program is distributed in the hope that it will be useful, 
# but WITHOUT ANY WARRANTY; without even the implied warranty of 
# MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.  See the 
# GNU General Public License for more details. 
# 
# You should have received a copy of the GNU General Public License 
# along with this program.  If not, see <https://www.gnu.org/licenses/> 
 
""" 
:code:`__init__.py` 
=================== 
 
libRL is a library of functions used for characterizing Microwave Absorption. 
 
functions include: 
 
:: 
 
    libRL.reflection_loss( 
    data=None, f_set=None, d_set=None, **kwargs 
    ) 
 
resultants of Reflection Loss over (f, d) gridspace. Yields the 
resulting Reflection Loss results for a given set of permittivity 
and permeability data. 
see the DocStrings for complete documentation. 
 
:: 
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    libRL.characterization( 
    data=None, f_set=None, params="all", **kwargs 
    ) 
 
characterization of Reflection Loss. Yields the calculated results 
of common formulations within the Radar Absorbing Materials field. 
see the DocStrings for complete documentation. 
 
:: 
 
    libRL.band_analysis( 
    data=None, f_set=None, d_set=None, m_set=None, threshold=-10, **kwargs 
    ) 
 
Band Analysis of Reflection Loss. uses given set of permittivity and 
permeability data in conjuncture with a requested band set to determine 
the set of frequencies whose reflection losses are below the 
threshold. 
see the DocStrings for complete documentation. 
 
Developed at the University of Missouri-Kansas City under NSF grant DMR-1609061 
by Michael Green and Xiaobo Chen. 
 
full details can be found at https://1mikegrn.github.io/libRL/ 
""" 
 
from libRL import src, gui 
from libRL.src.band_analysis import band_analysis 
from libRL.src.characterization import characterization 
from libRL.src.reflection_loss import reflection_loss 
from libRL.src.profile import Profile 
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---libRL.src.__init__.py--- 
 
from libRL.src import( 
    band_analysis, 
    characterization, 
    f_peak, 
    quarter_wave, 
    reflection_loss, 
    tools 
) 
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--- libRL.src.reflection_loss.py--- 
 
import time 
import concurrent.futures 
from pandas import DataFrame 
from libRL.src.tools import refactoring, quick_graphs 
from pathos.multiprocessing import ProcessPool as Pool 
from numpy import( 
    array, zeros, arange 
) 
 
def reflection_loss( 
        data=None, f_set=None, 
        d_set=None, **kwargs 
): 
    """ 
 
The reflection_loss (RL) function calculates the RL based on the mapping 
passed through as the grid variable, done either through multiprocessing 
or through the python built-in map() function. The RL function always 
uses the interpolation function, even though as the function passes 
through the points associated with the input data, solving for the 
function at the associated frequencies yields the data point. This 
is simply for simplicity. 
 
ref: https://doi.org/10.1016/j.jmat.2019.07.003 
 
:: 
 
    :param data:   (data) 
 
Permittivity and Permeability data of Nx5 dimensions. Can be a string 
equivalent to the directory and file name of either a .csv or .xlsx of Nx5 
dimensions. Text above and below data array will be automatically avoided by 
the program (most network analysis instruments report data which is compatible 
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with the required format) 
 
:: 
 
    :param f_set:   (start, end, [step]) 
 
tuple for frequency values in GHz 
 
- if given as list of len 3, results are interpolated 
- if given as list of len 2, results are data-derived with the calculation 
  bound by the given start and end frequencies 
- if f_set is None, frequency is bound to input data 
 
:: 
 
    :param d_set:   (start, end, step) 
 
tuple for thickness values in mm. 
 
- if d_set is of type list, then the thickness values calculated will only be 
  of the values present in the list. 
 
:: 
 
    :param kwargs:  interp= 
                    ('cubic'); 'linear' 
 
Method for interpolation. Set to linear if user wants to linear interp instead 
of cubic spline. Default action uses cubic spline. 
 
:: 
 
    :param kwargs:  override= 
                    (None); 'chi zero', 'eps set' 
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provides response simulation functionality within libRL, common for discerning 
which EM parameters are casual for reflection loss. 'chi zero' sets 
mu = (1 - j*0). 'eps set' sets epsilon = (avg(e1)-j*0). 
 
:: 
 
    :param kwargs:  multiprocessing= 
                    (False); True, 0, 1, 2, ... 
 
Method for activating multiprocessing functionality for faster run times. This 
kwarg takes integers and booleans. Set variable to True to use all 
available nodes. Pass an integer value >1 to use (int) nodes. Will properly  
handle 'False' as an input though it's equivalent to not even designating the 
particular kwarg. 
 
NOTE: if you use the multiprocessing functionality herein while on a Windows 
computer you ***MUST MUST MUST MUST*** provide main module protection via the 
:code:`if __name__ == "__main__":` conditional so to negate infinite spawns. 
 
:: 
 
    :param kwargs:  quick_graph= 
                    (False); True, 'show', str() 
 
Generates a `.png` graphical image to a specified location. If set to True, the 
quick_graph function saves the resulting graphical image to the location of the 
input data as defined by the data input (assuming that the data was input via a 
location string. If not, True throws an assertion error). The raw string of a 
file location can also be passed as the str() argument, if utilized then the 
function will save the graph at the specified location. Optionally, this kwarg 
can be set to 'show' to simply display the generated image to either a  
matplotlib window on the desktop or within a jupyter notebook if the function 
is run on google colab. 
 
:: 
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    :param kwargs:  as_dataframe= 
                    (False); True 
 
returns data in a pandas dataframe. This is particularly useful if multicolumn 
is also set to true. 
 
:: 
 
    :param kwargs:  multicolumn= 
                    (False); True 
 
outputs data in multicolumn form with  a numpy array of [RL, f, d] iterated 
over each of the three columns. 
 
- if as_dataframe is used, then return value will be a pandas dataframe with 
  columns of name d and indexes of name f. 
 
:: 
 
    :param kwargs:  quick_save= 
                    (False); True, str() 
 
Saves the results to an excel file for external reference. If set to True, the 
quick_save function saves the resulting excel file to the location of the 
input data as defined by the data input (assuming that the data was input via a 
location string. If not, True throws an assertion error). The raw string of a 
file location can also be passed as the str() argument, if utilized then the 
function will save the excel file at the specified location. 
 
:: 
 
    :return:        [RL, f, d] 
 
returns Nx3 data set of [RL, f, d] by default 
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- if multicolumn=True, an NxM dataframe with N rows for the input frequency 
  values and M columns for the input thickness values, with pandas dataframe 
  headers/indexes of value f/d respectively. 
    """ 
    # data is refactored into a Nx5 numpy array by the file_refactor 
    # function from 'refactoring.py' 
 
    start_time = time.time() 
    file_name = 'results' 
 
    overview = { 
        'function': 'reflection_loss', 
        'date/time': time.strftime('%D %H:%M:%S', time.localtime()), 
        'd_set': str(d_set), 
        'f_set': str(f_set), 
        '**kwargs': str(kwargs) 
    } 
 
    if 'quick_save' in kwargs: 
        if kwargs['quick_save'] is True: 
            kwargs['quick_save'], file_name = refactoring.qref(data) 
        kwargs['as_dataframe'] = True 
        kwargs['multicolumn'] = True 
 
    if 'quick_graph' in kwargs and kwargs['quick_graph'] is True: 
        kwargs['quick_graph'], file_name = refactoring.qref(data) 
 
    data = refactoring.file_refactor(data, **kwargs) 
 
    # acquire the desired interpolating functions from 'refactoring.py' 
    e1f, e2f, mu1f, mu2f = refactoring.interpolate(data, **kwargs) 
 
    # refactor the data sets in accordance to refactoring protocols 
    # in 'refactoring.py' 
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    f_set = refactoring.f_set_ref(f_set, data) 
    d_set = refactoring.d_set_ref(d_set) 
 
    # construct a data grid for mapping from refactored data sets 
    # d *must* be first as list comprehension cycles through f_set 
    # for each d value, and this is deterministic of the structure 
    # of the resultant. 
    grid = [(e1f, e2f, mu1f, mu2f, m, n) 
            for n in d_set 
            for m in f_set 
            ] 
 
    # if multiprocessing is given as True use all available nodes 
    # if multiprocessing is given and is a non-zero 
    # integer, use int value for number of nodes 
    # if multiprocessing is given as anything else, ignore it. 
    # returns res of Zx3 data where Z is the product 
    # of len(f_set) and len(d_set) 
 
    if 'multiprocessing' in kwargs and int(kwargs['multiprocessing']) > 0: 
 
        if kwargs['multiprocessing'] is True: 
            pool = Pool() 
            res = array(pool.map( 
                refactoring.reflection_loss_function, grid 
                )) 
            pool.close() 
 
        else: 
            pool = Pool(nodes=int(kwargs['multiprocessing'])) 
            res = array(pool.map( 
                    refactoring.reflection_loss_function, grid 
                    )) 
            pool.close() 
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    else: 
        res = array(list(map( 
            refactoring.reflection_loss_function, grid 
            ))) 
 
    # takes data derived from computation and the file directory string and 
    # generates a graphical image at the at location. 
    if 'quick_graph' in kwargs and isinstance( 
            kwargs['quick_graph'], str 
            ) is True: 
 
        quick_graphs.quick_graph_reflection_loss( 
            results=res, location=kwargs['quick_graph'] 
            ) 
 
    # formatting option, sometimes professors 
    # like 3 columns for each thickness value 
    if 'multicolumn' in kwargs and kwargs['multicolumn'] is True: 
 
        # get frequency values from grid so 
        # to normalize the procedure due to the 
        # various frequency input methods 
        gridInt = int(len(grid) / len(d_set)) 
 
        # zero-array of NxM where N is the frequency 
        # values and M is 3 times the 
        # number of thickness values 
        MCres = zeros( 
            (gridInt, d_set.shape[0] * 3) 
        ) 
 
        # map the Zx3 result array to the NxM array 
        for i in arange(int(MCres.shape[1] / 3)): 
            MCres[:, 3 * i:3 * i + 3] = res[ 
                                        i * gridInt:(i + 1) * gridInt, 0:3 
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                                        ] 
 
        # stick the MultiColumn Array in the place of the results array 
        res = MCres 
 
    if 'as_dataframe' in kwargs and kwargs['as_dataframe'] is True: 
 
        if 'multicolumn' in kwargs and kwargs['multicolumn'] is True: 
            res = DataFrame(res[:, ::3]) 
            res.columns = list(d_set) 
            res.index = list(f_set) 
 
        else: 
            res = DataFrame(res) 
            res.columns = ['RL', 'f', 'd'] 
 
        if 'quick_save' in kwargs and isinstance( 
                kwargs['quick_save'], str 
                ) is True: 
                 
            stats = ( 
                    res[res.min().idxmin()][res.min(axis=1).idxmin()], 
                    'frequency='+str(res.min(axis=1).idxmin()), 
                    'thickness='+str(res.min().idxmin()) 
                    ) 
 
            overview.update({ 
                    'calculation time': time.time()-start_time, 
                    'maxRL': str(stats) 
                }) 
 
            overview = DataFrame.from_dict(overview, orient='index') 
 
            refactoring.save_to_excel( 
                data=res, 
A29 
 
                location=kwargs['quick_save'], 
                file_name=file_name, 
                parent='reflection_loss', 
                overview=overview 
            ) 
 
    return res 
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---libRL.src.characterization.py--- 
 
import time, cmath 
from pandas import DataFrame 
from libRL.src.tools import refactoring, quick_graphs 
from numpy import( 
    array, zeros, float64, sqrt, errstate, pi 
) 
 
# constants 
j = cmath.sqrt(-1)              # definition of j 
c = 299792458                   # speed of light 
GHz = 10 ** 9                   # definition of GHz 
Z0 = 376.730313461              # intrinsic impedance 
e0 = 8.854188 * 10 ** (-12)     # permittivity of free space 
 
def characterization( 
        data=None, f_set=None, 
        params="all", **kwargs 
): 
    """ 
 
The characterization function takes a set or list of keywords in the 'params' 
variable and calculates the character values associated with the parameter. See 
10.1016/j.jmat.2019.07.003 for further details and the function comments below 
for a full list of :code:`param` arguments. 
 
ref: https://doi.org/10.1016/j.jmat.2019.07.003 
 
:: 
 
    :param data:   (data) 
 
Permittivity and Permeability data of Nx5 dimensions. 
Can be a string equivalent to the directory and file 
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name of either a .csv or .xlsx of Nx5 dimensions. Text 
above and below data array will be automatically 
avoided by the program (most network analysis instruments 
report data which is compatible with the required format) 
 
:: 
 
    :param f_set:   (start, end, [step]) 
 
tuple for frequency values in GHz 
- or - 
- if given as list of len 3, results are interpolated 
- if given as list of len 2, results are data-derived 
with the calculation bound by the given start and 
end frequencies 
- if f_set is None, frequency is bound to input data 
- if f_set is of type list, the frequencies calculate 
will be only the frequencies represented in the list. 
 
::   
     
    :param params:  list() 
 
A list i.e. [] of text arguments for the parameters the user wants calculated. 
 
The available arguments are: 
 
:: 
 
    [ 
    "tgde",          # dielectric loss tangent 
    "tgdu",          # magnetic loss tangent 
    "Qe",            # dielectric quality factor 
    "Qu",            # magnetic quality factor 
    "Qf",            # total quality factor 
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    "ReRefIndx",     # Refractive Index 
    "ExtCoeff",      # Extinction Coeffecient 
    "AtnuCnstNm",    # Attenuation Constant (in Np/m) 
    "AtnuCnstdB",    # Attenuation Constant (in dB/m) 
    "PhsCnst",       # Phase Constant 
    "PhsVel",        # Phase Velocity 
    "Res",           # Resistance 
    "React",         # Reactance 
    "Condt",         # Conductivity 
    "Skd",           # Skin Depth 
    "Eddy"           # Eddy Current Loss 
    ] 
 
- if 'all' (default) is passed, calculate everything. 
 
:: 
 
    :param kwargs:  override= 
                    (None); 'chi zero' 'eps set' 
 
provides response simulation functionality within libRL, common for discerning 
which EM parameters are casual for reflection loss. 'chi zero' sets mu = 
(1 - j*0). 'eps set' sets epsilon = (avg(e1)-j*0). 
 
:: 
 
    :param kwargs:  as_dataframe= 
                    (False); True 
 
returns the requested parameters as a pandas dataframe with column names as the 
parameter keywords. 
 
:: 
 
    :param kwargs:  quick_save= 
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                    (False); True, str() 
 
Saves the results to an excel file for external reference. If set to True, the 
quick_save function saves the resulting excel file to the location of the 
input data as defined by the data input (assuming that the data was input via a 
location string. If not, True throws an assertion error). The raw string of a 
file location can also be passed as the str() argument, if utilized then the 
function will save the excel file at the specified location. 
 
:: 
 
    :return:        (results) 
 
NxY data set of the requested parameters as columns 1 to Y with the input 
frequency values in column zero to N. 
 
- if kwarg as_dataframe is True, returns a pandas dataframe with the requested 
  parameters as column headers, and the frequency values as index headers. 
    """ 
 
    start_time = time.time() 
    file_name = 'results' 
 
    overview = { 
        'function': 'characterization', 
        'date/time': time.strftime('%D %H:%M:%S', time.localtime()), 
        'f_set': str(f_set), 
        'params': str(params), 
        '**kwargs': str(kwargs) 
    } 
 
    if 'quick_save' in kwargs and kwargs['quick_save'] is True: 
        kwargs['quick_save'], file_name = refactoring.qref(data) 
    # data is refactored into a Nx5 numpy array by the file_ 
    # refactor function in libRL 
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    data = refactoring.file_refactor(data, **kwargs) 
 
    # acquire the desired interpolating functions from 'refactoring.py' 
    e1f, e2f, mu1f, mu2f = refactoring.interpolate(data, **kwargs) 
 
    # ignore for when user inputs simulated data which includes 
    # e, mu = (1-j*0) which will throw unnecessary error 
    errstate(divide='ignore') 
 
    # if input is an explicit list, keep the list. 
    # Otherwise, refactor as usual. 
    if isinstance(f_set, list) is True: 
        f_set = array(f_set, dtype=float64) 
    else: 
        f_set = refactoring.f_set_ref(f_set, data) 
 
    # and you thought that first function was ugly 
    chars = { 
        "TGDE": lambda f: e2f(f) / e1f(f), 
 
        "TGDU": lambda f: mu2f(f) / mu1f(f), 
 
        "QE": lambda f: (e1f(f) / e2f(f)) ** -1, 
 
        "QU": lambda f: (mu1f(f) / mu2f(f)) ** -1, 
 
        "QF": lambda f: ((e1f(f) / e2f(f)) + (mu1f(f) / mu2f(f))) ** -1, 
 
        "REREFINDX": lambda f: sqrt( 
            (mu1f(f) - j * mu2f(f)) * (e1f(f) - j * e2f(f)) 
        ).real, 
 
        "EXTCOEFF": lambda f: -1*sqrt( 
            (mu1f(f) - j * mu2f(f)) * (e1f(f) - j * e2f(f)) 
        ).imag, 
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        "ATNUCNSTNM": lambda f: ((2 * pi * f * GHz) * sqrt( 
            (mu1f(f) - j * mu2f(f)) * (e1f(f) - j * e2f(f))) * (c ** -1) 
                                 ).real, 
 
        "ATNUCNSTDB": lambda f: (2 * pi * f * GHz * sqrt( 
            (mu1f(f) - j * mu2f(f)) * (e1f(f) - j * e2f(f))) * (c ** -1) 
                                 ).real * 8.86588, 
 
        "PHSCNST": lambda f: -1*((2 * pi * f * GHz) * sqrt( 
            (mu1f(f) - j * mu2f(f)) * (e1f(f) - j * e2f(f))) * (c ** -1) 
                              ).imag, 
 
        "PHSVEL": lambda f: (2 * pi * f * GHz) / chars["PHSCNST"](f), 
 
        "RES": lambda f: (Z0 * sqrt( 
            (mu1f(f) - j * mu2f(f)) * (e1f(f) - j * e2f(f))) 
                          ).real, 
 
        "REACT": lambda f: -1*(Z0 * sqrt( 
            (mu1f(f) - j * mu2f(f)) * (e1f(f) - j * e2f(f))) 
                            ).imag, 
 
        "CONDT": lambda f: (2 * pi * f * GHz) * (e0 * e2f(f)), 
 
        "SKD": lambda f: 1000 / ((2 * pi * f * GHz * sqrt( 
            (mu1f(f) - j * mu2f(f)) * (e1f(f) - j * e2f(f)))) * (c ** -1) 
                                 ).real, 
 
        "EDDY": lambda f: mu2f(f) / (mu1f(f) ** 2 * f), 
 
    } 
 
    # give user option to just calculate everything without forcing them 
    # to type it all. also, don't be case sensitive. 
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    if params == 'all': 
        params = [ 
            "tgde", "tgdu", "Qe", "Qu", "Qf", 
            "ReRefIndx", "ExtCoeff", 
            "AtnuCnstNm", "AtnuCnstdB", 
            "PhsCnst", "PhsVel", "Res", 
            "React", "Condt", "Skd", "Eddy" 
        ] 
 
    # results matrix, first column reserved for frequency 
    # if output to numpy array 
    Matrix = zeros((f_set.shape[0], len(params) + 1), dtype=float64) 
    names = ["frequency"] 
    Matrix[:, 0] = f_set 
 
    # call the lambda functions from the char dictionary 
    for counter, param in enumerate(params, start=1): 
        Matrix[:, counter] = chars[param.upper()](f_set[:]) 
        names.append(param) 
 
    if 'as_dataframe' in kwargs and kwargs['as_dataframe'] is True: 
        # whoops, didn't need that first column after all! 
        panda_matrix = DataFrame(Matrix[:, 1:]) 
        panda_matrix.columns = list(names[1:]) 
        panda_matrix.index = list(f_set) 
 
        if 'quick_save' in kwargs and isinstance( 
                kwargs['quick_save'], str 
                ) is True: 
 
            overview.update({'calculation time': time.time()-start_time}) 
 
            overview = DataFrame.from_dict(overview, orient='index') 
 
            refactoring.save_to_excel( 
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                data=panda_matrix, 
                location=kwargs['quick_save'], 
                file_name=file_name, 
                parent='characterization', 
                overview=overview 
            ) 
 
        return panda_matrix 
 
    return Matrix, names 
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---libRL.src.band_analysis.py--- 
 
import time, cmath 
from os import path 
from pandas import DataFrame 
from libRL.src.tools import refactoring, quick_graphs, band_funcs 
from pathos.multiprocessing import ProcessPool as Pool 
from numpy import( 
    array, zeros, float64, sqrt, errstate, pi 
) 
 
# some users having issues with pyximport compiling if they don't have 
# a compiler installed to the OS path. So, try the install, if it doesn't work, 
# fall back to a python implementation 
 
# try: 
     
#     import pyximport; pyximport.install( 
#         language_level=3, 
#         build_dir=path.join(path.abspath(path.dirname(__file__)),'tools') 
#     ) 
 
#     from libRL.src.tools import cpfuncs 
#     print(1) 
 
# except: 
#     from libRL.src.tools import pyfuncs as cpfuncs 
#     print(0) 
 
def band_analysis( 
        data=None, f_set=None, 
        d_set=None, m_set=None, 
        thrs=-10, **kwargs 
        ): 
    """ 
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The Band Analysis for ReFlection loss (BARF) function uses Permittivity 
and Permeability data of materials so to determine the effective bandwidth 
of Reflection Loss. The effective bandwidth is the span of frequencies 
where the reflection loss is below some proficiency threshold (standard 
threshold is -10 dB). Program is computationally taxing; thus, efforts 
were made to push most of the computation to the C-level for faster run 
times - the blueprints for such are included in the cpfuncs.pyx file which 
is passed through pyximport() 
 
    :*and yes, I love you 3000*: 
 
ref: https://doi.org/10.1016/j.jmat.2018.12.005 
 
ref: https://doi.org/10.1016/j.jmat.2019.07.003 
 
:: 
 
    :param data:    (data) 
 
Permittivity and Permeability data of Nx5 dimensions. Can be a string 
equivalent to the directory and file name of either a .csv or .xlsx of Nx5 
dimensions. Text above and below data array will be automatically avoided by 
the program (most network analysis instruments report data which is compatible 
with the required format) 
 
:: 
 
    :param f_set:   (start, end, [step]) 
 
tuple for frequency values in GHz 
 
- if given as tuple of len 3, results are interpolated 
 
- if given as tuple of len 2, results are data-derived with the calculation 
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  bound by the given start and end frequencies from the tuple 
 
- if given as int or float of len 1, results are interpolated over the entire 
  data set with a step size of the given tuple value. 
 
- if f_set is None (default), frequency is bound to input data. 
 
:: 
 
    :param d_set:   (start, end, [step]) 
 
tuple for thickness values in mm. 
 
- if d_set is of type list, then the thickness values calculated will only be 
  of the values present in the list. (is weird, but whatever.) 
 
:: 
 
    :param m_set:   (start, end, [step]) 
 
tuple of ints which define the bands to be calculated. 
 
- if m_set is given as a list [], the explicitly listed band integers will be 
  calculated. 
 
:: 
 
    :param thrs:    -10 
 
Threshold for evaluation. If RL values are below this threshold value, the 
point is counted for the band. Default value is -10. 
 
:: 
 
    :param kwargs:  override= 
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                    (None); 'chi zero',  'eps set' 
 
provides response simulation functionality within libRL, common for discerning 
which EM parameters are casual for reflection loss. 'chi zero' sets mu = 
(1 - j*0). 'eps set' sets epsilon = (avg(e1)-j*0). 
 
:: 
 
    :param kwargs:  interp= 
                    ('cubic'); 'linear' 
 
Method for interpolation. Set to linear if user wants to linear interp instead 
of cubic spline. 
 
:: 
 
    :param kwargs:  quick_graph= 
                    (False); True, 'show', str() 
 
saves a `.png` graphical image to a specified location. If set to True, the 
quick_graph function saves the resulting graphical image to the location of the 
input data as defined by the data input (assuming that the data was input via a 
location string. If not, True throws an assertion error). The raw string of a 
file location can also be passed as the str() argument, if utilized then the 
function will save the graph at the specified location. Optionally, this kwarg 
can be set to 'show' to simply display the generated image to either a  
matplotlib window on the desktop or within a jupyter notebook if the function 
is run on google colab. 
 
:: 
 
    :param kwargs:  as_dataframe= 
                    (False); True 
 
Formats results into a pandas dataframe with the index labels as the thickness 
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values, the column labels as the band numbers, and the dataframe as the 
resulting effective bandwidths. 
 
:: 
 
    :param kwargs:  quick_save= 
                    (False); True, str() 
 
Saves the results to an excel file for external reference. If set to True, the 
quick_save function saves the resulting excel file to the location of the 
input data as defined by the data input (assuming that the data was input via a 
location string. If not, True throws an assertion error). The raw string of a 
file location can also be passed as the str() argument, if utilized then the 
function will save the excel file at the specified location. 
 
:: 
 
    :return:        (d_set, band_results, m_set) 
 
returns len(3) tuple of (d_set, band_results, m_set). the rows of the 
band_results correspond with the d_set and the columns of the band_results 
correspond with the m_set. 
 
- if kwarg as_dataframe is True, returns the requested dataframe with the 
  band values as column headers and the thickness values as row headers. 
    """ 
 
    start_time = time.time() 
    file_name = 'results' 
 
    overview = { 
        'function': 'band_analysis', 
        'date/time': time.strftime('%D %H:%M:%S', time.localtime()), 
        'f_set': str(f_set), 
        'd_set': str(d_set), 
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        'm_set': str(m_set), 
        'threshold': thrs, 
        '**kwargs': str(kwargs) 
    } 
 
    # data is refactored into a Nx5 numpy array by the file_refactor 
    # function from 'refactoring.py' 
    if 'quick_save' in kwargs and kwargs['quick_save'] is True: 
        kwargs['as_dataframe'] = True 
        kwargs['quick_save'], file_name = refactoring.qref(data) 
     
    if 'quick_graph' in kwargs and kwargs['quick_graph'] is True: 
        kwargs['quick_graph'], file_name = refactoring.qref(data) 
 
    # data is refactored into a Nx5 numpy array by the file_ 
    # refactor function in libRL 
    data = refactoring.file_refactor(data, **kwargs) 
 
    # refactor the data sets in accordance to 
    # refactoring protocols in 'refactoring.py' 
    f_set = refactoring.f_set_ref(f_set, data) 
    d_set = refactoring.d_set_ref(d_set) 
    m_set = refactoring.m_set_ref(m_set) 
 
    # acquire the desired interpolating functions from 'refactoring.py' 
    e1f, e2f, mu1f, mu2f = refactoring.interpolate(data, **kwargs) 
 
    # ignore for when user inputs simulated data which includes 
    # e, mu = (1-j*0) which will throw unnecessary error 
    errstate(divide='ignore') 
 
    # this time make the permittivity and permeability grid first 
    # so we can push the core of the calculation down to the C-layer 
    # via cython 
    PnPGrid = array([ 
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        f_set[:], 
        e1f(f_set[:]), 
        e2f(f_set[:]), 
        mu1f(f_set[:]), 
        mu2f(f_set[:]) 
        ]).transpose() 
 
    # make another grid for the band edges 
    mGrid = zeros((f_set.shape[0], m_set.shape[0] * 2), dtype=float64) 
 
    # use the 1/2 integer function to populate it 
    for i, m in enumerate(m_set): 
        mGrid[:, 2 * i] = refactoring.dfind_half( 
            e1f, e2f, mu1f, mu2f, f_set[:], m 
            ) 
 
        mGrid[:, 2 * i + 1] = refactoring.dfind_half( 
            e1f, e2f, mu1f, mu2f, f_set[:], m + 1 
            ) 
 
    # push the calculation to cython for increased computation performance 
    # see included file titled 'cpfuncs.pyx' for build blueprint 
 
    band_results = band_funcs.band_analysis_cython( 
        PnPGrid, mGrid, m_set, d_set, thrs 
    ) 
 
    # takes data derived from computation and the file directory string and 
    # generates a graphical image at the at location. 
    if 'quick_graph' in kwargs and isinstance( 
            kwargs['quick_graph'], str 
            ) is True: 
        quick_graphs.quick_graph_band_analysis( 
            bands=band_results, 
            d_vals = d_set, 
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            m_vals = m_set, 
            location=kwargs['quick_graph'] 
        ) 
 
    if 'as_dataframe' in kwargs and kwargs['as_dataframe'] is True: 
        res = DataFrame(band_results) 
        res.columns = list(m_set) 
        res.index = list(d_set) 
 
        if 'quick_save' in kwargs and isinstance( 
                kwargs['quick_save'], str 
                ) is True: 
 
            overview.update({'calculation time': time.time()-start_time}) 
 
            overview = DataFrame.from_dict(overview, orient='index') 
 
            refactoring.save_to_excel( 
                data=res, 
                location=kwargs['quick_save'], 
                file_name=file_name, 
                parent='band_analysis', 
                overview=overview 
            ) 
 
    else: 
        res = (d_set, band_results, m_set) 
 
    return res 
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---libRL.src.fpeak.py--- 
 
import time 
from pandas import DataFrame 
from libRL.src.tools import refactoring, quick_graphs 
from pathos.multiprocessing import ProcessPool as Pool 
from numpy import( 
    array, zeros, arange 
) 
 
def f_peak( 
    data=None, f_set=None, 
    d_set=None, m_set=None, 
    **kwargs 
    ): 
 
    # data is refactored into a Nx5 numpy array by the file_refactor 
    # function from 'refactoring.py' 
 
    start_time = time.time() 
    file_name = 'results' 
 
    overview = { 
        'function': 'f_peak', 
        'date/time': time.strftime('%D %H:%M:%S', time.localtime()), 
        'd_set': str(d_set), 
        'f_set': str(f_set), 
        '**kwargs': str(kwargs) 
    } 
 
    if 'quick_save' in kwargs and kwargs['quick_save'] is True: 
        kwargs['quick_save'], file_name = refactoring.qref(data) 
        kwargs['as_dataframe'] = True 
        kwargs['multicolumn'] = True 
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    if 'quick_graph' in kwargs and kwargs['quick_graph'] is True: 
        kwargs['quick_graph'], file_name = refactoring.qref(data) 
 
    data = refactoring.file_refactor(data, **kwargs) 
 
    # acquire the desired interpolating functions from 'refactoring.py' 
    e1f, e2f, mu1f, mu2f = refactoring.interpolate(data, **kwargs) 
 
    # refactor the data sets in accordance to refactoring protocols 
    # in 'refactoring.py' 
    f_set = refactoring.f_set_ref(f_set, data) 
    d_set = refactoring.d_set_ref(d_set) 
    m_set = refactoring.m_set_ref(m_set) 
 
    # construct a data grid for mapping from refactored data sets 
    # d *must* be first as list comprehension cycles through f_set 
    # for each d value, and this is deterministic of the structure 
    # of the resultant. 
 
    grid = [(e1f, e2f, mu1f, mu2f, m, n) 
            for n in d_set 
            for m in f_set 
            ] 
 
    if 'multiprocessing' in kwargs and int(kwargs['multiprocessing']) > 0: 
 
        if kwargs['multiprocessing'] is True: 
            pool = Pool() 
            res = array(pool.map( 
                refactoring.reflection_loss_function, grid 
                )) 
            pool.close() 
        else: 
            pool = Pool(nodes=int(kwargs['multiprocessing'])) 
            res = array(pool.map( 
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                    refactoring.reflection_loss_function, grid 
                    )) 
            pool.close() 
         
    else: 
        res = array(list(map( 
            refactoring.reflection_loss_function, grid 
            )))     
 
    # get frequency values from grid so 
    # to normalize the procedure due to the 
    # various frequency input methods 
    gridInt = int(len(grid) / len(d_set)) 
 
    # zero-array of NxM where N is the frequency 
    # values and M is 3 times the 
    # number of thickness values 
    MCres = zeros( 
        (gridInt, d_set.shape[0] * 3) 
    ) 
 
    # map the Zx3 result array to the NxM array 
    for i in arange(int(MCres.shape[1] / 3)): 
        MCres[:, 3 * i:3 * i + 3] = res[ 
            i * gridInt:(i + 1) * gridInt, 0:3 
        ] 
 
    # stick the MultiColumn Array in the place of the results array 
    res = MCres[:, ::3] 
 
    bool_matrix = zeros(res.shape) 
 
    grid = [(row, col) 
        for row in range(len(f_set)) 
        for col in range(len(d_set)) 
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    ] 
 
    out_cord = list() 
 
    for row, col in grid: 
        try: 
            if res[row, col] < res[row+1, col] and      \ 
                res[row, col] < res[row, col+1] and     \ 
                res[row, col] < res[row-1, col] and     \ 
                res[row, col] < res[row, col-1]: 
                bool_matrix[row, col] = 1 
                out_cord.append([f_set[row],d_set[col]]) 
        except: 
            pass 
        
    return out_cord 
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---libRL.src.quarter_wave.py--- 
 
import time, cmath 
from pandas import DataFrame 
from libRL.src.tools import refactoring, quick_graphs 
from numpy import( 
    array, zeros, arange 
) 
 
def quarter_wave( 
    data=None, f_set=None, 
    m_set=None, **kwargs 
): 
 
    start_time = time.time() 
    file_name = 'results' 
 
    overview = { 
        'function': 'quarter_wave', 
        'date/time': time.strftime('%D %H:%M:%S', time.localtime()), 
        'f_set': str(f_set), 
        'm_set': str(m_set), 
        '**kwargs': str(kwargs) 
    } 
 
    if 'quick_save' in kwargs and kwargs['quick_save'] is True: 
        kwargs['as_dataframe'] = True 
        kwargs['quick_save'], file_name = refactoring.qref(data) 
     
    data = refactoring.file_refactor(data, **kwargs) 
 
    f_set = refactoring.f_set_ref(f_set, data) 
    m_set = refactoring.m_set_ref(m_set) 
 
    # acquire the desired interpolating functions from 'refactoring.py' 
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    e1f, e2f, mu1f, mu2f = refactoring.interpolate(data, **kwargs) 
 
    def ref_index(f): 
        y = cmath.sqrt( 
            (mu1f(f)-cmath.sqrt(-1)*mu2f(f))*(e1f(f)-cmath.sqrt(-1)*e2f(f)) 
            ) 
        return y.real 
 
    output = list() 
    for m in m_set: 
 
        def dfind_qw(f): 
            y = (299792458/(f*(10**9)))*(1.0/ref_index(f))*(((2.0*m)-1.0)/4.0) 
            return y*1000 
 
        res = list(map(dfind_qw, f_set)) 
        output.append(res) 
 
    dataset = array(output).transpose() 
 
    if 'as_dataframe' in kwargs and kwargs['as_dataframe'] is True: 
        dataset = DataFrame(dataset) 
        dataset.columns = list(m_set) 
        dataset.index = list(f_set) 
 
        if 'quick_save' in kwargs and isinstance(kwargs['quick_save'], str) is True
: 
 
            overview.update({'calculation time': time.time()-start_time}) 
 
            overview = DataFrame.from_dict(overview, orient='index') 
 
            refactoring.save_to_excel( 
                data=dataset, 
                location=kwargs['quick_save'], 
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                file_name=file_name, 
                parent='quarter_wave', 
                overview=overview 
            ) 
 
    return dataset 
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---libRL.src.tools.__init__.py--- 
 
from os import path 
from libRL.src.tools import( 
    quick_graphs, 
    refactoring 
) 
 
try: 
    import pyximport; pyximport.install( 
        language_level=3, 
        build_dir=path.join(path.abspath(path.dirname(__file__)),'cython') 
    ) 
 
    from libRL.src.tools import cpfuncs as band_funcs 
 
except: 
    from libRL.src.tools import pyfuncs as band_funcs 
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---libRL.src.tools.regaftoring.py--- 
 
""" 
:code:`refactoring.py` 
====================== 
 
refactoring.py provides the data refactoring protocols for the 
libRL module. 
 
functions include: 
 
:: 
 
    refactoring.file_refactor(data=None): 
 
resultant is the processed Nx5 data array of [frequency, e1, e2, mu1, mu2]. 
Gives the user options for inputting data, from a file location string to the 
data array already formatted. 
 
:: 
 
    refactoring.interpolate(data, **kwargs): 
 
resultant is the four scipy-derived interpolating functions for e1, e2, mu1, 
and mu2. Default is cubic spline interpolation (piece-wise 3rd order 
polynomials) but user has the option to override with linear interpolation. 
 
:: 
 
    refactoring.f_set_ref(f_set, data): 
 
resultant is the Nx1 array of frequency values determined from user inputs. 
see refactoring.f_set_ref? for complete documentation 
 
:: 
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    refactoring.d_set_ref(f_set): 
 
resultant is the Nx1 array of thickness values determined from user inputs. 
see refactoring.d_set_ref? for complete documentation 
 
:: 
 
    refactoring.m_set_ref(m_set): 
 
resultant is the Nx1 array of band values determined from user inputs. 
see refactoring.m_set_ref? for complete documentation 
 
""" 
 
import cmath, time 
from werkzeug.datastructures import FileStorage 
 
from numpy import ( 
    arange, delete, abs, array, 
    argmin, float64, average, sqrt 
) 
 
from pandas import ( 
    read_csv, ExcelWriter, 
    read_excel, DataFrame 
) 
 
from scipy.interpolate import interp1d 
 
from os.path import splitext, split, join 
 
def file_refactor(dataFile=None, **kwargs): 
    """ 
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refactors the given user data into actionable permittivity and permeability 
data. 
 
:: 
 
    :param dataFile:(file_path) 
 
Permittivity and Permeability data of Nx5 dimensions. Can be a string 
equivalent to the directory and file name of either a .csv or .xlsx of Nx5 
dimensions. Text above and below data array will be automatically avoided by 
the program (most network analysis instruments report data which is compatible 
with the required format). 
 
:: 
 
    :param kwargs:  override= 
                    (None); 'chi zero', 'eps set' 
 
provides response simulation functionality within libRL, common for discerning 
which EM parameters are casual for reflection loss. 'chi zero' sets 
mu = (1 - j*0). 'eps set' sets epsilon = (avg(e1)-j*0). 
 
:: 
 
    :return:        data 
 
refactored data set of Nx5 dimensionality in numpy array 
    """ 
 
    if dataFile is None: 
        error_msg = 'Data must be passed as an array which is mappable ' \ 
                   'to an Nx5 numpy array with columns ' \ 
                   '[freq, e1, e2, mu1, mu2]' 
        raise RuntimeError(error_msg) 
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    # allows for file location to be passed as the data variable. 
    elif isinstance(dataFile, str) is True: 
 
        if splitext(dataFile)[1] == '.csv': 
            data = read_csv(dataFile, sep=',').to_numpy() 
             
            if data.shape[1] == 1 \ 
                    and "\t" in data[data.shape[0]//2][0]: 
                data = read_csv(dataFile, sep='\t').to_numpy() 
                 
        elif splitext(dataFile)[1] == '.xlsx': 
            data = read_excel(dataFile).to_numpy() 
 
        else: 
            error_msg = 'Error partitioning input data from string' 
            raise RuntimeError(error_msg) 
 
    # hook for GUI data input 
    elif isinstance(dataFile, FileStorage) is True: 
        ext = splitext(dataFile.filename)[1] 
        if ext == '.xlsx': 
            data = read_excel(dataFile.stream).to_numpy() 
        elif ext == '.csv': 
            data = read_csv(dataFile, sep=',').to_numpy() 
             
            if data.shape[1] == 1 \ 
                    and "\t" in data[data.shape[0]//2][0]: 
                data = read_csv(dataFile, sep='\t').to_numpy()             
        else: 
            error_msg = 'Error partitioning input data from string' 
            raise RuntimeError(error_msg) 
 
    else: 
        data = dataFile 
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    # check each position in numpy array 
    # if it can be a number, make it a number 
    index = [(row, col)  
        for row in range(data.shape[0])  
        for col in range(data.shape[1]) 
    ] 
 
    for coordinate in index: 
        try: 
            data[coordinate] = float64(data[coordinate]) 
        except: 
            pass 
 
    # finds all rows in numpy array which aren't 
    # a part of the Nx5 data array expected. 
    # 
    # NOTE: 
    # if the file contains more/less than 
    # 5 columns this fails as the 6th row is 
    # always filled with NaN. That being said, 
    # most instruments output a Nx5 data file. 
 
    set_to_del = {row for row in arange(data.shape[0]) for col in 
                  arange(data.shape[1]) if 
                  isinstance(data[row, col], (int, float)) is False 
                  or data[row, col] != data[row, col]} 
 
    # removes non-data rows from input array to yield the data array 
    data = delete(data, list(set_to_del), axis=0) 
 
    if 'override' in kwargs and kwargs['override'] == 'chi zero': 
        data[:, 3:5] = array([1, 0]) 
 
    elif 'override' in kwargs and kwargs['override'] == 'eps set': 
        avg = average(data[:,1]) 
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        data[:, 1:3] = array([avg, 0]) 
 
    return data 
 
def interpolate(data, **kwargs): 
    """ 
 
uses SciPy's interpolation module to generate interpolating functions over the 
input data. 
 
:: 
 
    :param data:   (data) 
 
Permittivity data of Nx5 form where N rows are [frequency, e1, e2, mu1, mu2] 
 
:: 
 
    :param kwargs:  interp= 
                    ('cubic'); 'linear' 
 
Method for interpolation. Set to linear if user wants to linear interp instead 
of cubic spline. 
 
:: 
 
    :return:        e1f, e2f, mu1f, mu2f 
 
returns four functions for Real Permittivity, Complex Permittivity, Real 
Permeability, and Complex Permeability respectively 
    """ 
 
    params = ['e1f', 'e2f', 'mu1f', 'mu2f'] 
 
    if 'interp' in kwargs and kwargs['interp'] == 'linear': 
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        funcs = {param: interp1d( 
            array(data[:, 0], dtype=float64), 
            array(data[:, count], dtype=float64), 
            kind='linear', fill_value='extrapolate' 
        ) for count, param in enumerate(params, start=1) 
        } 
 
    else: 
        funcs = {param: interp1d( 
            array(data[:, 0], dtype=float64), 
            array(data[:, count], dtype=float64), 
            kind='cubic', fill_value='extrapolate' 
        ) for count, param in enumerate(params, start=1) 
        } 
 
    return funcs['e1f'], funcs['e2f'], funcs['mu1f'], funcs['mu2f'] 
 
def f_set_ref(f_set, data): 
    """ 
 
refactors the input f_set to the corresponding Nx1 numpy array. 
 
:: 
 
    :param f_set:   (start, end, [step]) 
 
tuple for frequency values in GHz 
 
- if given as tuple of len 3, results are interpolated 
- if given as tuple of len 2, results are data-derived with the calculation 
  bound by the given start and end frequencies from the tuple 
- is given as int or float of len 1, results are interpolated over the entire 
  data set with a step size of the given tuple value. 
- if f_set is None (default), frequency is bound to input data. 
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:: 
 
    :param data:   (data) 
 
uses data as reference as frequencies are experimentally determined. 
 
:: 
 
    :return:        f_set 
 
refactored f_set of Nx1 numpy array 
    """ 
    if f_set is None: 
        f_set = array([ 
            m for m in data[:, 0] 
        ], dtype=float64) 
 
    elif f_set is float or int and isinstance(f_set, tuple) is False: 
        f_set = array([ 
            m for m in arange(data[0, 0], data[-1, 0] + f_set, f_set) 
        ], dtype=float64) 
 
    elif len(f_set) == 2: 
 
        if f_set[0] > f_set[1]: 
            error_msg = "f_set must be of order (start, stop, [step]) where " \ 
                        "'start' is a value smaller than 'stop'" 
            raise SyntaxError(error_msg) 
 
        if f_set[0] < data[0,0] or f_set[1] > data[-1,0]: 
            error_msg = "f_set must be of order (start, stop, [step]) where " \ 
                        "'start' and 'stop' are within the bounds of the data" 
            raise SyntaxError(error_msg) 
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        f_set = array([ 
            m for m in data[ 
                       argmin(abs(f_set[0] - data[:, 0])): 
                       argmin(abs(f_set[1] - data[:, 0])) + 1, 
                       0] 
        ], dtype=float64) 
 
    elif len(f_set) == 3: 
 
        if f_set[0] < data[0,0] or f_set[1] > data[-1,0]: 
            error_msg = "f_set must be of order (start, stop, [step]) where " \ 
                       "'start' and 'stop' are within the bounds of the data" 
            raise SyntaxError(error_msg) 
 
        if f_set[0] > f_set[1]: 
            error_msg = "f_set must be of order (start, stop, [step]) where " \ 
                       "'start' is a value smaller than 'stop'" 
            raise SyntaxError(error_msg) 
 
        f_set = array([ 
            m for m in arange(f_set[0], f_set[1] + f_set[2], f_set[2]) 
        ], dtype=float64) 
 
    else: 
        error_msg = 'Error in partitioning frequency values' 
        raise SyntaxError(error_msg) 
 
    return f_set 
 
def d_set_ref(d_set): 
    """ 
 
refactors the input d_set to the corresponding Nx1 numpy array. 
 
:: 
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    :param d_set:   (start, end, [step]) 
 
tuple for thickness values in mm. 
 
- if d_set is of type list, then the thickness values calculated will only be 
  of the values present in the list. 
 
:: 
 
    :return:        d_set 
 
refactored d_set of Nx1 numpy array 
    """ 
    if d_set is None: 
        error_msg = 'd_set must be given as a tuple of length 3 ' \ 
                   '(d_st, d_end, d_step) or a list [] of d values.' 
        raise SyntaxError(error_msg) 
 
    elif type(d_set) is list: 
        d_set = array(d_set, dtype=float64) 
 
    else: 
        try: 
            d_set = arange( 
                d_set[0], d_set[1] + d_set[2], d_set[2], dtype=float64 
            ) 
 
        except: 
            error_msg = 'd_set must be a tuple type int or float of ' \ 
                       'structure (start, end, step) ' \ 
                       'or a list [] of type int or float values.' 
            raise SyntaxError(error_msg) 
 
    return d_set 
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def m_set_ref(m_set): 
    """ 
 
refactors the input m_set to the corresponding Nx1 numpy array. 
 
:: 
 
    :param m_set:   (start, end, [step]) 
 
tuple of ints which define the bands to be calculated. 
 
- if m_set is given as a list [], the explicitly listed band integers will 
  be calculated. 
 
:: 
 
    :return:        refactored m_set of Nx1 numpy array 
  """ 
    # partition band values 
    if type(m_set) is list: 
        m_set = array(m_set, dtype=int) 
 
    else: 
 
        try: 
            m_set = arange(m_set[0], m_set[1] + m_set[2], m_set[2], dtype=int) 
 
        except: 
            error_msg = 'm_set must be a tuple of positive integers of ' \ 
                       'structure (start, end, step) ' \ 
                       'or a list [] of integer values.' 
 
            raise SyntaxError(error_msg) 
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    return m_set 
 
def reflection_loss_function(grid): 
    e1f=grid[0] 
    e2f=grid[1] 
    mu1f=grid[2] 
    mu2f=grid[3] 
    f=grid[4] 
    d=grid[5] 
 
    # I know, it's super ugly. 
    y = (20 * cmath.log10((abs(((1 * (cmath.sqrt((mu1f(f) - cmath.sqrt(-
1) * mu2f(f)) / 
        (e1f(f) - cmath.sqrt(-1) * e2f(f)))) * (cmath.tanh(cmath.sqrt(-1) * 
        (2 * cmath.pi * (f * 10**9) * (d * 0.001) / 299792458) * 
        cmath.sqrt((mu1f(f) - cmath.sqrt(-1) * mu2f(f)) * (e1f(f) - cmath.sqrt(-
1) * 
        e2f(f)))))) - 1) / ((1 * (cmath.sqrt((mu1f(f) - cmath.sqrt(-1) * mu2f(f)) / 
        (e1f(f) - cmath.sqrt(-1) * e2f(f)))) * (cmath.tanh(cmath.sqrt(-1) * (2 * 
        cmath.pi * (f * 10**9) * (d * 0.001) / 299792458) * cmath.sqrt( 
        (mu1f(f) - cmath.sqrt(-1) * mu2f(f)) * (e1f(f) - cmath.sqrt(-1) * 
        e2f(f)))))) + 1))))) 
 
    # return inputted data for documentation and return 
    # the real portion of y to drop complex portion 
    # of form j*0 
    return y.real, f, d 
 
# to find the 1/2th integer wavelength, NOT quarter. 
def dfind_half(e1f, e2f, mu1f, mu2f, f, m): 
    y = ((299792458 / (f * 10**9)) * (1.0 / ( 
        sqrt((mu1f(f) - cmath.sqrt(-1) * mu2f(f)) * 
        (e1f(f) - cmath.sqrt(-1) * e2f(f))).real)) * ( 
            ((2.0 * m) - 2.0) / 4.0)) * 1000 
    return y 
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def qref(data): 
    """ 
catches the argument references before initial calculation processing 
and saves the information to an isolated variable for later use. 
 
    """ 
 
    assert isinstance(data, str) is True, \ 
        'To use the True assertion for this **kwarg the user must ' \ 
        'pass a valid data file string as the data argument. The user may ' \ 
        'also pass a directory location instead.' 
 
    if splitext(split(data)[1])[1] == '': 
        error_msg = "error parsing out data file." 
        raise SyntaxError(error_msg) 
 
    else: 
        output_location = split(data)[0] 
        file_name = splitext(split(data)[1])[0] 
 
    return output_location, file_name 
 
def save_to_excel(data, location, file_name, parent, overview): 
    """ 
 
uses the function arguments and resultants to generate an excel file to be  
saved locally. 
 
    """ 
 
    writer = ExcelWriter(join(location, parent + ' ' + file_name) + '.xlsx') # pyli
nt: disable=abstract-class-instantiated 
    data.to_excel(writer, sheet_name=parent) 
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    overview.to_excel(writer, sheet_name='overview') 
 
    writer.save() 
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---libRL.libRL.src.tools.cpfuncs.pyx--- 
 
""" 
:code:`cpfuncs.pyx` 
=================== 
 
Cython protocols for computing the effective bandwidth with ulgy 
for loops 
 
""" 
 
from numpy import( 
zeros, abs, argmin, 
nan_to_num, where 
) 
 
import cmath 
import warnings 
from scipy.interpolate import interp1d 
 
# typical RL function, return the real portion to truncate the complex portion 
# (which is always j*0) 
cpdef gamma(e1, e2, mu1, mu2, f, d): 
    y = (20 * cmath.log10((abs(((1 * (cmath.sqrt((mu1 - cmath.sqrt(-1) * mu2) / 
        (e1 - cmath.sqrt(-1) * e2))) * (cmath.tanh(cmath.sqrt(-
1) * (2 * cmath.pi * (f * 10**9) * (d * 0.001) / 299792458) * 
        cmath.sqrt((mu1 - cmath.sqrt(-1) * mu2) * (e1 - cmath.sqrt(-
1) * e2))))) - 1) / 
        ((1 * (cmath.sqrt((mu1 - cmath.sqrt(-1) * mu2) / (e1 - cmath.sqrt(-
1) * e2))) * 
        (cmath.tanh(cmath.sqrt(-
1) * (2 * cmath.pi * (f * 10**9) * (d * 0.001) / 299792458) * cmath.sqrt( 
        (mu1 - cmath.sqrt(-1) * mu2) * (e1 - cmath.sqrt(-1) * e2))))) + 1))))) 
    return y.real 
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cpdef band_analysis_cython(PnPGrid, mGrid, m_set, d_set, thrs): 
    """ 
 
The band_analysis_cython function determines the band analysis of materials 
by tallying the frequency points which satisfy the threshold, and summing 
the span of their frequencies. 
 
:: 
 
    :param PnPgrid:     (data) 
 
PnPgrid is a pre-processed permittivity & permeability array passed from 
libRL.CARL of shape Nx5 of [freq, e1, e2, mu1, mu2]. 
 
:: 
 
    :param mGrid:       (array) 
 
mGrid is a numpy array of d_values calculated from a modified 
quarter-wavelength function determined from the frequency values of the 
PnPgrid. 
 
:: 
 
    :param m_set:       m_set 
 
m_set is a numpy array of bands passed through from 
libRL.refactoring.m_set_ref() 
 
:: 
 
    :param d_set:       d_set 
 
d_set is a numpy array of thickness values passed through from 
libRL.refactoring.d_set_ref() 
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:: 
 
    :param thrs:        thrs 
 
thrs is the threshold value to test Reflection loss against for each (f, d) 
point in the response field, passed through directly from 
libRL.band_analysis() 
 
:: 
 
    :return:            res 
 
returns a NxM array of the N thicknesses along band M which respond have 
reflection loss values below the threshold. 
    """ 
 
    cdef int cnt0 
    cdef int cnt1 
 
    # you're going to get an annoying warning 
    # from the interpolation of the lower 
    # first bound, because in d(f) the result of 
    # 2m-2 is 0 for m being 1, the first 
    # band. This is of no consequence to  the 
    # actual calculation though since the 
    # included computation corrects for this 
    # instance by pushing the starting freq 
    # value to PnPGrid[0,0] when the requested 
    # frequency is outside the data range. 
 
    warnings.filterwarnings('ignore') 
 
    res = zeros((d_set.shape[0], m_set.shape[0])) 
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    for cnt0 in range(m_set.shape[0]): 
 
        # functionalize every 2 col of mGrid to yield a frequency value for the 
        # lower and upper index bounds. 
 
        DtoFlow = interp1d( 
            mGrid[:, 2*cnt0], PnPGrid[:, 0], 
            kind='linear', fill_value='extrapolate' 
        ) 
 
        DtoFhigh = interp1d( 
            mGrid[:, 2*cnt0+1], PnPGrid[:, 0], 
            kind='linear', fill_value='extrapolate' 
        ) 
 
        for cnt1 in range(d_set.shape[0]): 
 
            # determine the band boundaries from the interpolation function. 
            f_init_low = float(DtoFlow(d_set[cnt1])) 
            f_init_high = float(DtoFhigh(d_set[cnt1])) 
 
            # if either value is outside the potential (f, d) grid space, truncate 
            # at the grid space edge so to not erroneously extrapolate. 
            if f_init_low < PnPGrid[0,0]: 
                f_init_low = PnPGrid[0,0] 
 
            if f_init_high > PnPGrid[-1,0]: 
                f_init_high = PnPGrid[-1,0] 
 
            # determine the associated indexes within PnPGrid. 
            upper_index = argmin(abs(f_init_high - PnPGrid[:,0])) 
            lower_index = argmin(abs(f_init_low - PnPGrid[:,0])) 
 
            # for the freq values within the band boundaries, if the associated 
            # reflection loss is below the thrs, increase the band_count. 
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            # band_count starts at -1 because a single point below the thrs 
            # doesn't constitute a span. 
            band_count = -1 
            for val in range(lower_index,upper_index): 
                if gamma( 
                PnPGrid[val, 1], PnPGrid[val, 2], PnPGrid[val, 3], 
                PnPGrid[val, 4], PnPGrid[val, 0], float(d_set[cnt1]) 
                ) < thrs: 
                    band_count += 1 
 
            # resultant is the product of the band count and the step size. 
            res[cnt1, cnt0] = band_count*( 
            (PnPGrid[upper_index,0] - PnPGrid[lower_index,0])/( 
            PnPGrid[lower_index:upper_index].shape[0]-1)) 
 
            # clean up data 
            res = nan_to_num(res) 
            res = where(res<0, 0, res) 
 
    return res 
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---libRL.src.tools.quick_graphs.py--- 
 
""" 
:code:`quick_graphs.py` 
======================= 
 
quick and dirty default graphing protocols for reflection_loss and 
band_analysis functions. 
 
NOTE: 
these functions are designed to be *technically* functional. 
Users are welcome to use them for as long as they serve them to an acceptable 
degree, but please note, bug reports to the contents herein must be of a 
'technical' nature, and not artistic. If an axis doesn't have the spacing you 
want or the scale/range doesn't fit your specific desires, don't expect an 
update to tailor the library to your personal, artistic liking - at that point, 
you're better off just taking the data output and using matplotlib to generate 
your own images. 
 
P.S. 
 
ATM, quick_graphs doesn't support libRL.characterization because of the sheer  
level of customization inherent to the function. I may add a feature at a  
later date to generate sets of graphs in a directory for each parameter,  
but to be frank, it's not too high on my list of priorities. 
 
""" 
 
from os import path 
from matplotlib import colors, pyplot as plt, rcParams 
import mpl_toolkits.mplot3d.axis3d as axis3d 
 
rcParams['font.family'] = 'serif' 
rcParams['font.sans-serif'] = ['Bookman'] 
rcParams['font.size'] = 12 
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rcParams['figure.figsize'] = 4.5, 4 
rcParams['axes.labelpad'] = 10 
rcParams['mathtext.fontset'] = 'stix' 
 
lw = 1.3 
tck = 4 
rcParams['axes.linewidth'] = lw 
rcParams['ytick.major.width'], rcParams['xtick.major.width'] = lw, lw 
rcParams['ytick.major.size'], rcParams['xtick.major.size'] = tck, tck 
 
def quick_graph_reflection_loss(results, location): 
    """ 
 
    quick and dirty default graphing protocols for the band analysis. 
 
:: 
 
    :param bands:       (data) 
 
band data passed through from the band_results derived from the cython 
computation. 
 
:: 
 
    :param d_vals:      d_set 
 
d_set from libRL.band_analysis() 
 
:: 
 
    :param m_vals:      m_set 
 
m_set from libRL.band_analysis() 
 
:: 
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    :param location:    (file directory) 
 
string directory location of where to save the resulting graphical image. 
 
:: 
 
    :return:            (None) 
    """ 
 
    if location == 'show': 
        dpi=50 
    else: 
        dpi=200 
 
    fig = plt.figure(dpi=dpi) 
    ax = fig.add_axes([0.1,0.15, 0.7, 0.75], projection='3d') 
    cbaxes = fig.add_axes([0.80, 0.352, 0.02, 0.378]) 
 
    ax.set_proj_type('ortho') 
    ax.zaxis._axinfo['juggled'] = (1, 2, 0) 
 
    ax.dist = 13 
    ax.view_init(-153, -130) 
 
    ax.w_xaxis.set_pane_color((1.0, 1.0, 1.0, 1.0)) 
    ax.w_yaxis.set_pane_color((1.0, 1.0, 1.0, 1.0)) 
    ax.w_zaxis.set_pane_color((1.0, 1.0, 1.0, 1.0)) 
 
    ax.tick_params(labelsize=10, pad=0) 
    ax.tick_params(axis='z', pad=3) 
    ax.set_xlabel('Frequency / GHz', fontsize=12) 
    ax.set_ylabel('Thickness / mm', fontsize=12) 
 
    ax.xaxis.set_major_locator(plt.MaxNLocator(5)) 
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    ax.yaxis.set_major_locator(plt.MaxNLocator(5)) 
 
    ax.set_zticklabels([0, -10, -20, -30, -40, -50, -60], va='center') 
    ax.set_zticks([0, -10, -20, -30, -40, -50, -60]) 
 
    ax.set_zlim(-60, 0) 
 
    ccmap = colors.ListedColormap( 
        [(0, 0, 0), (0, 0, 255 / 255), 
         (0, 255 / 255, 255 / 255), (0, 255 / 255, 0), 
         (255 / 255, 255 / 255, 0), (255 / 255, 0, 0)] 
    ) 
 
    plot1 = ax.plot_trisurf( 
        results[:, 1], 
        results[:, 2], 
        results[:, 0], 
        cmap=ccmap, 
        linewidth=1, 
        alpha=0.95, 
        vmin=-60, 
        vmax=0 
    ) 
 
    cbar1 = plt.colorbar(plot1, cax=cbaxes) 
    cbar1.ax.tick_params(labelsize=10) 
 
    cbar1.set_ticks( 
        [0, -10, -20, -30, 
         -40, -50, -60] 
    ) 
 
    cbar1.ax.set_ylabel( 
        'Reflection Loss / dB', 
        fontsize=12, labelpad=15 
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    ) 
 
    cbar1.ax.invert_yaxis() 
 
    if location == 'show': 
        plt.show() 
 
    else: 
        fig.savefig(path.join(location, 'quick_graph RL.png')) 
 
    plt.close() 
 
def quick_graph_band_analysis(bands, d_vals, m_vals, location): 
    """ 
 
    quick and dirty default graphing protocols for the band analysis. 
 
:: 
 
    :param bands:       (data) 
 
band data passed through from the band_results derived from the cython 
computation. 
 
:: 
 
    :param d_vals:      d_set 
 
d_set from libRL.band_analysis() 
 
:: 
 
    :param m_vals:      m_set 
 
m_set from libRL.band_analysis() 
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:: 
 
    :param location:    (file directory) 
 
string directory location of where to save the resulting graphical image. 
 
:: 
 
    :return:            (None) 
    """ 
 
    if location == 'show': 
        dpi=50 
    else: 
        dpi=200 
 
    fig = plt.figure(dpi=dpi) 
    ax = fig.add_subplot(111) 
 
    ax.tick_params(direction='in', pad = 3) 
    ax.set_xlabel('Thickness / $mm$', fontsize = 12) 
    ax.set_ylabel('Frequency / GHz', fontsize = 12) 
     
    cmap = plt.cm.get_cmap('rainbow') 
 
    leg_list=[] 
    for count, band in enumerate(m_vals): 
        ax.plot( 
            d_vals, 
            bands[:,count], 
            c=cmap(count/m_vals.shape[0]), 
            ) 
        leg_list.append('band '+str(band)) 
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    ax.legend(leg_list) 
 
    plt.tight_layout() 
 
    if location == 'show': 
        plt.show() 
 
    else: 
        fig.savefig(path.join(location, 'quick_graph band_analysis.png')) 
 
    plt.close() 
