Abstract. In this article, using the recent theory of noncommutative motives, we compute the additive invariants of orbifolds (equipped with a sheaf of Azumaya algebras) using solely "fixed-point data". As a consequence, we recover, in a unified and conceptual way, the original results of Vistoli concerning algebraic K-theory, of Baranovsky concerning cyclic homology, of the second author and Polishchuk concerning Hochschild homology, and of BaranovskyPetrov and Cǎldǎraru-Arinkin (unpublished) concerning twisted Hochschild homology; in the case of topological Hochschild homology and periodic topological cyclic homology, the aforementioned computation is new in the literature. As an application, we verify Grothendieck's standard conjectures of type C + and D, as well as Voevodsky's smash-nilpotence conjecture, in the case of "low-dimensional" orbifolds. Finally, we establish a result of independent interest concerning nilpotency in the Grothendieck ring of an orbifold.
Introduction
A differential graded (=dg) category A, over a base field k, is a category enriched over complexes of k-vector spaces; see §2.1. Let us denote by dgcat(k) the category of (essentially small) k-linear dg categories. Every (dg) k-algebra A gives naturally rise to a dg category with a single object. Another source of examples is provided by schemes since the category of perfect complexes perf(X) of every quasi-compact quasi-separated k-scheme X (or, more generally, suitable algebraic stack X ) admits a canonical dg enhancement perf dg (X); consult [29, §4.6] [39] . Moreover, the tensor Let E : dgcat(k) → D be an additive invariant with values in a Z[1/n]-linear category. On the one hand, as mentioned above, we have a canonical R(σ) 1/naction on E([X σ /σ]). On the other hand, N (σ) acts naturally on [X σ /σ] and hence on E([X σ /σ]). By functoriality, the former action is compatible with the latter. Consequently, we obtain an induced N (σ)-action on E([X σ /σ]). Under the above notations, our first main result is the following: ). This implies that the above isomorphism (1.2) can be re-written as follows:
Intuitively speaking, (1.5) shows that every additive invariant of (global) orbifolds can be computed using solely "ordinary" schemes. Unfortunately, when E is lax monoidal the above isomorphism (1.5) obscures the monoid structure on E([X/G]).
Given a commutative ring R and an R-linear idempotent complete additive category D, let us write − ⊗ R − for the canonical action of the category of finitely generated projective R-modules on D. Under some mild assumptions, the above Theorem 1.1 admits the following refinements: Corollary 1.6. (i) If k contains the n th roots of unity, then (1.2) reduces to
(ii) If k contains the n th roots of unity and D is l-linear for a field l which contains the n th roots of unity and 1/n ∈ l, then (1.7) reduces to an isomorphism
Example 1.10 (Algebraic K-theory). As mentioned in Example 2.2 below, algebraic K-theory is a lax symmetric monoidal additive invariant. Therefore, in the case where k contains the n th roots of unity, Corollary 1.6(i) leads to the following isomorphism of Z-graded commutative Z[1/n]-algebras 1 :
(1.11)
Vistoli established the formula (1.11) in [55, Thm. 1] under the weaker assumptions that X is regular, Noetherian, and of finite Krull dimension, but under the additional assumption that X carries an ample line bundle 2 . Moreover, since he did not assume that 1/n ∈ k, he excluded from the direct sum the (conjugacy classes of) cyclic subgroups whose order is divisible by p. Note that Corollary 1.6(i) enables us to upgrade (1.11) to an homotopy equivalence of spectra. Example 1.12 (Mixed complex). As mentioned in Example 2.4 below, the mixed complex C is a symmetric monoidal additive invariant. Therefore, in the case where k contains the n th roots of unity, Corollary 1.6(ii) leads to the following isomorphism of commutative monoids in the derived category of mixed complexes:
Note that since C is compatible with base-change and the morphism (1.13), induced by pull-back, is defined over k, the assumption that k contains the n th roots of unity can be removed! Baranovsky established the above formula (1.13) in [4, Thm. 1.1 and Prop. 3.1] under the additional assumption that X is quasi-projective. Moreover, he used G-coinvariants instead of G-invariants. Since 1/n ∈ k, G-coinvariants and G-invariants are canonically isomorphic. Hence, the difference between (1.13) and Baranovsky's formula is only "cosmetic"; see also [3, Cor. 1.17 (2) ]. The advantage of G-invariants over G-coinvariants is that the former construction preserves monoid structures. Remark 1.14 (Orbifold cohomology). Cyclic homology and its variants factor through C. Consequently, a formula similar to (1.13) holds for all these invariants. For example, when k = C and E is periodic cyclic homology HP * , the Hochschild-KostantRosenberg theorem leads to an isomorphism 3 of Z/2-graded C-vector spaces (1.15)
Example 1.16 (Topological Hochschild homology). As explained in §2.7 below, topological Hochschild homology T HH * (−) is a lax symmetric monoidal additive invariant with values in the category of Z-graded k-vector spaces. Therefore, in the case where k contains the n th roots of unity, Corollary 1.6(ii) leads to the following isomorphism of Z-graded commutative k-algebras:
To the best of the authors' knowledge, the formula (1.17) is new in the literature. Let l be the field obtained from k by adjoining the n th roots of unity. Note that by combining Proposition 2.16 below with the following Morita equivalences
we can remove the assumption that k contains the n th roots of unity! Example 1.18 (Periodic topological cyclic homology). Let k be a perfect field of characteristic p > 0, W (k) the associated ring of p-typical Witt vectors, and K := W (k) [1/p] the fraction field of W (k). As mentioned in Example 2.5 below, periodic topological cyclic homology T P is a lax symmetric monoidal additive invariant. Since T P 0 (k) ≃ W (k) (see [23, §4] ), we observe that T P (−) 1/p can be promoted to a lax symmetric monoidal additive invariant with values in Z/2-graded K-vector spaces. Therefore, in the case where k contains the n th roots of unity 4 (e.g. k = F p d with d the multiplicative order of p modulo n), Corollary 1.6(ii) leads to the following isomorphism of Z/2-graded commutative K-algebras:
To the best of the authors' knowledge, the formula (1.19) is new in the literature.
In the case where X is moreover proper, Hesselholt proved in [23, Thms. 5.1 and
where H * crys (−) stands for crystalline cohomology. Therefore, in this case, the above formula (1.19) can be re-written as the following isomorphism of (finite dimensional) Z/2-graded K-vector spaces: [7, 11, 26, 27] . This is generally referred to as the "McKay correspondence". Whenever it holds, we can replace [X/G] by Y in all the above formulas. Here is an illustrative example (with k algebraically closed): the cyclic group G = C 2 acts on any abelian surface S by the involution a → −a and the Kummer surface Km(S) is defined as the blowup of S/ /C 2 in its 16 singular points. In this case, the dg category perf dg ([S/C 2 ]) is Morita equivalent to perf dg (Km(S)). Consequently, Corollary 1.6(i) leads to an isomorphism
Since the Kummer surface is Calabi-Yau, the category perf(Km(S)) does not admit any non-trivial semi-orthogonal decompositions. Therefore, the above decomposition (1.23) is not induced from a semi-orthogonal decomposition.
Smooth quotients. Let us write π : X → X/ /G for the quotient morphism. Our second main result is the following:
Example 1.25 (Hochschild homology). As mentioned in Example 2.4, Hochschild homology HH is an additive invariant. Therefore, whenever the geometric quotient X/ /G is k-smooth, Theorem 1.24 leads to an isomorphism HH(X/ /G) ≃ HH(X) G . This isomorphism was established in [44, Prop. 2.1.2] using the Hochschild-KostantRosenberg theorem. Remark 1.26. Assume that we are in the situation of Corollary 1.6(ii) and that all the geometric quotients X g / /C(g) are k-smooth. In this case, (1.8) reduces to an isomorphism
This holds, for example, in the case of a symmetric group acting on a product of copies of a smooth curve.
Equivariant Azumaya algebras. Let F be a flat quasi-coherent sheaf of algebras over [X/G], and perf dg ([X/G]; F ) the canonical dg enhancement of the category of Gequivariant perfect F -modules perf([X/G]; F ). Given an additive invariant, let us write E([X/G]; F ) instead of E(perf dg ([X/G]; F )). Finally, given a cyclic subgroup σ ∈ ϕ, let us denote by F σ the pull-back of F along the morphism [X σ /σ] → [X/G]; note that F σ is a N (σ)-equivariant sheaf of algebras over X σ . Under the above notations, our third main result which extends Theorem 1.1, is the following:
5 It is natural to ask if such an isomorphism is induced from a semi-orthogonal decomposition of perf([X/G]) with components perf(X g / /C(g)). This was the motivating question for the work [44] . A positive answer to this question was obtained therein in many cases. However, the required semi-orthogonal decompositions are usually highly non-trivial; this complexity already occurs in the "simple" case of a symmetric group acting on a product of copies of a smooth curve. On the other hand, an example of a (non-faithful) G-action where a semi-orthogonal decomposition does not exist was constructed in [40] . 
induced by pull-back with respect to the morphisms
From now on we will assume that F is a sheaf of Azumaya algebras over [X/G], i.e. a G-equivariant sheaf of Azumaya algebras over X. We will write r for the product of the ranks of F (at each one of the connected components of X). Let us denote by F σ #σ the sheaf of skew group algebras corresponding to the σ-action on F σ . Note that since σ acts trivially on X σ , F σ #σ is a sheaf of O X σ -algebras. Finally, let us write Z σ for the center of F σ #σ and Y σ := Spec(Z σ ). By construction, F σ #σ (and hence Z σ ) is σ-graded.
Let E : dgcat(k) → D be an additive invariant as in Theorem 1.27, and assume that k contains the n th roots of unity. As mentioned above, Z σ is σ-graded and therefore it comes equipped with a canonical σ ∨ -action, where σ ∨ := Hom(σ, k × ) stands for the dual cyclic group. Hence, by functoriality,
Since k contains the n th roots of unity, we have a char-
. Therefore, we can consider the direct summand e σ E(Y σ ) of E(Y σ ) associated to the idempotent e σ ∈ R(σ) 1/n . In the case where the category D is l-linear for a field l which contains the n th roots of unity and 1/n ∈ l, the σ ∨ -action on E(Y σ ) may be translated back 6 into a (σ ∨∨ = σ)-grading on E(Y σ ). Whenever an object O is equipped with a g -grading, we will write O g for its degree g part. In particular, E(Y g ) g stands for the degree g part of E(Y g ). Under the above notations, Theorem 1.27 admits the following refinements: Corollary 1.29. Assume that F is a sheaf of Azumaya algebras over [X/G]. Under this assumption, the following holds:
line bundle (equipped with a C(g)-equivariant flat connection) on X g := X g ; when k = C, we will denote by L g the associated C(g)-equivariant rank one local system on X g . (ii) If k contains the n th roots of unity and the category D is Z[1/nr]-linear, then (1.28) reduces to an isomorphism
(iii) If k contains the n th roots of unity and D is l-linear for a field l which contains the n th roots of unity and 1/nr ∈ l, then (1.30) reduces to an isomorphism
Example 1.31 (Algebraic K-theory). Algebraic K-theory is an additive invariant. Therefore, in the case where k contains the n th roots of unity, Corollary 1.29(iii) 6 By choosing an isomorphism ǫ between the n th roots of unity in k and in l, we can identify
This identification is moreover natural on σ.
leads to the following isomorphism of Z-graded C-vector spaces
It may be shown that in the particular case when k = C and F is induced from a cohomology class α ∈ H 2 (G, C × ) by pull-back along the morphism [X/G] → BG, the formula (1.32) reduces to the algebraic analogue of the formula established by Adem-Ruan [1, §7] in the topological setting of twisted orbifold K-theory. Example 1.33 (Mixed complex). The mixed complex C is an additive invariant. Moreover, by construction, it sends graded dg categories to graded mixed complexes. This implies that C(Y g ) = C(X g ; Z g ) comes equipped with a canonical g -grading, which clearly agrees with the one defined above. Therefore, in the case where k contains the n th roots of unity and 1/nr ∈ k, Corollary 1.29(iii) leads to the following isomorphism in the derived category of mixed complexes
where C(Y g ) g stands for the degree g part of the tautological g -grading on C(Y g ). The morphism (1.34) is given by first restricting
) and then by projecting C(Y g ) onto its degree g part C(Y g ) g . This shows, in particular, that (1.34) is defined over k. Since C is compatible with base-change, we can then remove the assumption that k contains the n th roots of unity!
A formula similar to (1.34) holds for all the variants of cyclic homology. In the particular case of Hochschild homology HH and periodic cyclic homology HP , this formula admits the following (geometric) refinements: Corollary 1.35. Assume that 1/nr ∈ k. In the case of HH * , (1.34) reduces to an isomorphism of Z-graded k-vector spaces:
). By combining these identifications with (1.34), we then obtain (1.36).
In the particular case when k = C and F is induced from a cohomology class α ∈ H 2 (G, C × ) by pull-back along the morphism [X/G] → BG, the formula (1.36) was established by Baranovsky and Petrov in [5, Thm. 6] . In the case where k is of characteristic 0, the formula (1.36) was announced by Cǎldǎraru in [12] . Therein, Cǎldǎraru and Arinkin used it in order to conceptually explain an ad hoc computation of Vafa and Witten [54] concerning elliptic curves. Corollary 1.37 (Twisted orbifold cohomology). Assume that k = C. In the case of HP * , (1.34) reduces to an isomorphism 7 of Z/2-graded C-vector spaces:
7 The data L := (Lg )g defines a G-equivariant local system on ∐ g∈G X g or, equivalently, a local system on the inertia stack I(X ) of X := [X/G]. Under these notations, the above isomorphism (1.38) can be re-written as HP * (X ; F ) ≃ H * (I(X ), L).
Proof. Let us write f : Y g → X g for the structural morphism. Thanks to the Hochschild-Kostant-Rosenberg theorem (see [16, 30, 31] ), the equality f * (C) = g∈G L g , and Corollary 1.29(i), we have the following isomorphisms:
By combining them with (1.34), we then obtain (1.38).
Notations. Throughout the article, k will be a field of characteristic p ≥ 0 and G a finite group of order n. Except in Appendix A, we will always assume that 1/n ∈ k. In order to simplify the exposition, we will often write • instead of Spec(k), (−) 1/n instead of (−) Z[1/n] , and make no notational distinction between a dg functor and its image under an additive invariant. 2. Preliminaries 2.1. Dg categories. Let (C(k), ⊗, k) be the category of (cochain) complexes of kvector spaces; we use cohomological notation. A differential graded (=dg) category A is a category enriched over C(k) and a dg functor F : A → B is a functor enriched over C(k); consult Keller's ICM survey [29] . Recall from §1 that dgcat(k) stands for the category of (essentially small) dg categories and dg functors. Let A be a dg category. The opposite dg category A op has the same objects and As explained in [47, §1.6] , the category dgcat(k) admits a Quillen model structure whose weak equivalences are the Morita equivalences. Let us denote by Hmo(k) the associated homotopy category.
The tensor product A⊗B of dg categories is defined as follows: the set of objects is the cartesian product of the sets of objects of A and B and (A⊗ B)((x, w), (y, z)) := A(x, y) ⊗ B(w, z). As explained in [29, §2.3] , this construction gives rise to a symmetric monoidal structure on dgcat(k), which descends to Hmo(k).
A dg A-B-bimodule is a dg functor B : A ⊗ B op → C dg (k) or, equivalently, a right dg (A op ⊗ B)-module. A standard example is the dg A-B-bimodule 
consists of full triangulated subcategories T 1 , T 2 ⊆ T satisfying the following conditions: the inclusions T 1 , T 2 ⊆ T admit left and right adjoints; the triangulated category T is generated by the objects of T 1 and T 2 ; and Hom and periodic topological cyclic homology T P (see [23] ) also give rise to (lax symmetric monoidal) additive invariants.
2.3. Change of coefficients. Given a ring homomorphism S → R and a S-linear idempotent complete additive category D, let D R be the idempotent completion of the category obtained by tensoring the Hom-sets of D with R. This procedure leads to a 2-functor from the 2-category of S-linear idempotent complete additive categories to the 2-category of R-linear idempotent complete additive categories. Moreover, we have an obvious "change of coefficients" functor (−) R : D → D R .
Noncommutative motives.
Given dg categories A and B, there is a natural bijection between Hom Hmo(k) (A, B) and the set of isomorphism classes of the category rep(A, B). Under this bijection, the composition law of Hmo(k) corresponds to the tensor product of bimodules. Therefore, since the dg A-B-bimodules (2.1) belong to rep(A, B), we have the symmetric monoidal functor:
The additivization of Hmo(k) is the additive category Hmo 0 (k) with the same objects as Hmo(k) and with abelian groups of morphisms Hom Hmo0(k) (A, B) given by the Grothendieck group K 0 rep(A, B) of the triangulated category rep(A, B). The category of noncommutative motives NMot(k) is defined as the idempotent completion of Hmo 0 (k) and the universal additive invariant
as the composition of (2.6) with the canonical functors Hmo(k) → Hmo 0 (k) and Hmo 0 (k) → NMot(k). Given a commutative ring of coefficients R, the category NMot(k) R is defined as in §2.3. As explained in [47, §2.3] , given any R-linear idempotent complete additive ((symmetric) monoidal) category D, pre-composition with the functor U(−) R gives rise to induced equivalences of categories
where the left-hand side stands for the category of R-linear ((lax) (symmetric) monoidal) functors and the right-hand side for the category of ((lax) (symmetric) monoidal) additive invariants. For further information on noncommutative motives we invite the reader to consult the recent book [47] and survey [48] .
Remark 2.9. Given dg categories A and B, with A smooth and proper, we have an equivalence rep(A, B) ≃ D c (A op ⊗ B). Consequently, we obtain isomorphisms
2.5. Perfect complexes of trivial G-actions. Let X be a quasi-compact quasiseparated k-scheme equipped with a trivial G-action. In this case, we have [X/G] = X × • BG. This leads naturally to the following dg functor:
Proposition 2.11. The above dg functor (2.10) is a Morita equivalence 8 .
Proof.
. Therefore, it suffices to show that the induced functor
is a Morita equivalence. Let us denote by 
where REnd(−) stands for the (derived) dg k-algebra of endomorphisms. The proof follows now from the canonical quasi-isomorphism of dg k-algebras between REnd(⊕ g∈G G) and
Corollary 2.12. We have an isomorphism of monoids
Proof. Combine Proposition 2.11 with the fact that U is symmetric monoidal.
2.6. Galois descent for representation rings. Let l/k be a finite Galois field extension with Galois group Γ. Consider the induced homomorphism
Proposition 2.14. The above homomorphism (2.13) is invertible.
Proof. Since 1/n ∈ k, the group algebra k[G] is semi-simple. Hence, we have
A i with A i a central simple algebra over its center l i . As explained in
Γ is invertible. Note that l i ⊗ k l decomposes into a direct sum of copies of a field. Moreover, Γ permutes these copies. This implies that K 0 (l i ⊗ k l) ≃ Z{S}, where S is a set on which Γ acts transitively. The proof follows now from the fact that the diagonal inclusion Z → Z{S} induces an isomorphism Z ≃ (Z{S}) Γ .
2.7.
Galois descent for topological Hochschild homology. As mentioned in Example 2.5, topological Hochschild homology T HH is a lax symmetric monoidal additive invariant. Since the "inclusion of the 0 th skeleton" yields a ring isomorphism k ∼ → T HH 0 (k), we observe that T HH * (−) can be promoted to a lax symmetric monoidal additive invariant with values in Z-graded k-vector spaces.
Let l/k be a finite Galois field extension with Galois group Γ. Given a dg category A, consider the induced homomorphism of Z-graded k-vector spaces
Proposition 2.16. The above homomorphism (2.15) is invertible.
Proof. Note first that by definition of topological Hochschild homology, the following two procedures lead to the same Z-graded k-vector spaces: (i) First apply the functor T HH * (−) to the dg l-linear category A ⊗ k l, and then consider T HH * (A ⊗ k l) as a Z-graded k-vector space. (ii) First consider A ⊗ k l as a dg k-linear category, and then apply T HH * (−).
Consider A⊗ k l as a dg k-linear category. Consider also the dg (A⊗ k l)-A-bimodule:
Since the field extension l/k is finite, (2.17) belongs to the category rep(A ⊗ k l, A). Consequently, (2.17) corresponds to a morphism A ⊗ k l → A in the homotopy category Hmo(k). Using the equivalence of categories (2.7), we then obtain an induced homomorphism of Z-graded k-vector spaces res : T HH * (A ⊗ k l) → T HH * (A). In the particular case where A = k, the homomorphism res : T HH 0 (l) → T HH 0 (k) agrees with the field trace homomorphism tr : l → k. Note that tr is surjective.
We now have all the ingredients necessary to conclude the proof. Choose an element λ ∈ l such that tr(λ) = 1, and consider the following composition:
We claim that the homomorphisms (2.15) and (2.18) are inverse to each other. On the one hand, given α ∈ T HH * (A), we have the following equalities
where (a) follows from the projection formula. On the other hand, given β ∈ T HH * (A ⊗ k l) Γ , we have the following equalities
where (b) follows from [49, Prop. 5.5] and (c) from the fact that l/k is a finite Galois field extension. This finishes the proof.
R(G)-action on additive invariants
We start with some generalities. Let (D, ⊗, 1) be a Z-linear monoidal category. Given an object O ∈ D, consider the associated abelian group Hom(1, O). 
holds for every f, g ∈ Hom(1, O). Let us now consider the case where D = NMot(k). Given a quasi-compact quasiseparated k-scheme X (or, more generally, a suitable algebraic stack X ), the tensor product − ⊗ X − makes perf dg (X) into a commutative monoid in dgcat(k). Since the universal additive invariant is symmetric monoidal, we obtain a commutative monoid U(X) in NMot(k). The above general considerations, combined with the following isomorphism (see Remark 2.9)
allow us then to conclude that the Grothendieck ring K 0 (X) acts on U(X). Moreover, the monoid structure of U(X) is K 0 (X)-linear. Note that under the notations of §2.1, the K 0 (X)-action on U(X) may be explicitly described as follows:
Given an additive invariant E, the equivalence of categories (2.7) implies, by functoriality, that the Grothendieck ring K 0 (X) acts on E(X). If E is moreover symmetric monoidal, then the monoid structure of E(X) is K 0 (X)-linear. Finally, let us consider the case where X = [X/G]. In this case, the morphism
. By combining it with the above considerations, we obtain a canonical R(G)-action on E([X/G]) for every additive invariant E, which may be explicitly described as follows:
Primitive part of R(σ)
In this section, given σ ∈ ϕ, we introduce the primitive part of the representation ring R(σ). We start with some preliminaries on cycle group rings.
4.0.1. Cyclic group rings. Let Σ be a commutative ring and ρ a cyclic group of order m. Assume that 1/m ∈ Σ. The choice of a generator t ∈ ρ leads to a decomposition
where Φ j (t) stands for the cyclotomic polynomial corresponding to the primitive j th roots of unity. Consider the idempotent e prim := ρ ′ ρ (1 − e ρ ′ ), with e ρ ′ := ( h∈ρ ′ h)/|ρ ′ |, where the product runs over all minimal non-trivial subgroups ρ ′ of ρ. Note that e prim , being a product of idempotents is, indeed, an idempotent. Moreover, it is mapped to δ j,m under the projection
is defined as follows:
Remark 4.2. If u : ρ → ̺ is a non-injective group homomorphism, then u(e prim ) = 0. Indeed, since Ker(u) contains a minimal subgroup ρ ′ , we have u(1 − e ρ ′ ) = 0. The idempotent e prim is maximal with respect to this property.
The following result follows easily from the above definitions/considerations: 
The primitive part 10 R(σ) 1/n of R(σ) 1/n is defined as the direct summand e σ R(σ) 1/n .
Remark 4.5. Thanks to the above Lemma 4.3, the group Aut(σ) of automorphisms of σ acts on the primitive part R(σ) 1/n .
Lemma 4.6. The idempotent e σ belongs to the kernel of the restriction homomorphism
Proof. We may assume without loss of generality that k contains the n th roots of unity. Therefore, the proof follows from the above Remark 4.2.
Proposition 4.7 (Computation)
Some explanations are in order: gen(σ) stands for the set of generators of σ; Map(gen(σ), l) stands for the set of functions from gen(σ) to l; the lower arrow in (4.8) sends an irreducible σ-representation V to the composition of its character χ V with ǫ; and the right vertical arrow in (4.8) identifies a function on gen(σ) to the function on σ that is zero on the complement of gen(σ).
Proof. Note first that we have the following identifications
By composing them with the following l-algebra isomorphism
we obtain the lower arrow in diagram (4.8). Note also that (4.9) implies that
Thanks to the right-hand side of (4.1) (with Σ = l), the dimension of the l-vector space R(σ) l is equal to φ(|σ|), where φ stands for Euler's totient function. Now, Lemma 4.6 leads to the following inclusion of l-algebras
This shows that an element of R(σ) l is a function on σ which is zero on all proper subgroups σ ′ of σ. Consequently, we have R(σ) l ⊆ Map(gen(σ), l). Finally, since both sides of this inclusion have the same dimension φ(|σ|), the proof is finished. 10 There is no obvious relation between the rings R(σ) 1/n and K 0 (k[σ] prim ). Indeed, the ring
is not a direct summand of the ring R(σ) 1/n .
G 0 -motives over an orbifold
Let X be a smooth separated k-scheme equipped with a G-action. In this section, of independent interest, we construct a certain category of G 0 -motives Mot(X ) over the (global) orbifold X := [X/G], as well as a functor Ψ : Mot(X ) → NMot(k). This will be a key technical tool used in the proof of Theorems 1.1 and 1.27. 5.1. Construction. Let DM(X ) be the category whose objects are the finite mor-
Let Hmo(X ) be the category with the same objects as DM(X ). Given any two objects Y and Y ′ of Hmo(X ), let Hom Hmo(X ) (Y, Y ′ ) be the set of isomorphism classes of the bounded derived category
Note that since Y × BG Y ′ is smooth, every bounded coherent complex on it is perfect. Note also that the above definition (5.1) depends on the fact that X is a (global) quotient stack. The composition law
is induced by the classical (derived) "pull-back/push-forward" formula
where p ij stands for the projection from the triple fiber product onto its ij-factor. Finally, the identity of an object Y of Hmo(X ) is the (isomorphism class of the)
The additivization of Hmo(X ) is the category Hmo 0 (X ) with the same objects as Hmo(X ) and with abelian groups of morphisms Hom Hmo0(X ) (Y, Y ′ ) given by the Grothendieck group 11 of the triangulated category (5.1). Thanks to Quillen's dévissage theorem [45, §5] and to the definition of G-theory, we have isomorphisms
In particular, we have a ring isomorphism
Note also that, since the assignment (5.2) is exact in each one of the variables, the composition law of Hmo(X ) extends naturally to Hmo 0 (X ).
Definition 5.5 (G 0 -motives). The category of G 0 -motives Mot(X ) is defined by formally adding to Hmo 0 (X ) all finite direct sums and direct summands. Let us write U(−) for the canonical functor from Hmo(X ) to Mot(X ).
11 The idea of using the Grothendieck group in the construction of categories of "motivic nature" goes back to the work of Manin [41] 
where Φ i * (E) stands for the Fourier-Mukai dg-functor
and Φ i * (E) B for the associated bimodule; see §2.1. By construction of the categories Hmo(X ) and Hmo(k), these considerations lead to a functor
which naturally extends to the motivic categories:
Remark 5.8 (Sheaves of algebras). Suppose that X is equipped with a flat quasicoherent sheaf of O X -algebras F . In this case, as we now explain, it is possible to construct a variant Ψ F of the functor Ψ. Given objects
→ X of Hmo(X ), we may view (5.6) as an exact functor
, where Φ i * (E) is defined by the above formula (5.7) but considered as a FourierMukai dg-functor from perf dg (Y 1 ; f * 1 (F )) to perf dg (Y 2 ; f * 2 (F )). By construction of the categories Hmo(X ) and Hmo(k), these considerations lead to a functor
Properties.
In what follows, we establish some (structural) properties of the category of G 0 -motives. These will be used in the next sections.
Push-forward and pull-back. Let
Note that Ψ(α * ) = α * and Ψ(α * ) = α * . Note also that if α, β : Y 1 → Y 2 are isomorphic 1-morphisms in DM(X ), then α * = β * and α * = β * . Proof. Consider the following commutative diagram:
K
By applying K 0 (−) to (5.11), we obtain the claimed compatibility. Consider also the objects [gY /gHg
Note that we have a commutative 2-diagram of (global) orbifolds
t t t t t t t t t X ,
where the 1-isomorphism α g is given by (y → gy, h → ghg −1 ) and the evaluation of the 2-isomorphism η g : f g • α g ⇒ f at y ∈ Y is given by gy
→ y. Therefore, α g may be considered as an isomorphism in the category DM(X ); in the sequel, we will write g instead of α g (note that α g acts as g on Y ). By functoriality (see §5.2.1), we obtain inverse isomorphisms g 
5.2.5.
Base-change functoriality. Given a field extension l/k, base-change − × k l leads to a (2-)functor DM(X ) → DM(X l ), where 
Pull-back functoriality. The morphism of (global) orbifolds [X/G] → BG leads to a pull-back functor
Mot(BG) → Mot(X ), U(Y) → U(X × BG Y).
Proofs: decomposition of orbifolds
In this section we prove Theorem 1.1 and Corollaries 1.6 and 1.9. We start with some preliminaries on representation rings. 6.1. Decomposition of representation rings. Given a cyclic subgroup σ ∈ ϕ, recall from Definition 4.4 that the representation ring R(σ) 1/n comes equipped with a canonical idempotent e σ . Since N (σ) maps naturally into the group Aut(σ) of automorphisms of σ, it follows from Remark 4.5 that N (σ) acts on the primitive part R(σ) 1/n . Moreover, the restriction homomorphism Res 
Proof. In the case where k contains the n th roots of unity, the isomorphism (6.2) was proved in [55, Prop. (1.5)]; see also [15, Cor. 7.7.10]. Using Proposition 2.14, the general case follows now from Galois descent. 
1/n . Let e σ ∈ R(σ) 1/n be the canonical idempotent introduced in Definition 4.4. As explained in §4.0.2, since N (σ) maps naturally into Aut(σ), the idempotent e σ is invariant under the N (σ)-action on R(σ) 1/n . Hence, we can (and will) identify the G 0 -motives e σ (U([X σ /σ])
. Under the above notations and identifications, we have the following morphism
in the category Mot([X/G]) 1/n . As explained in §5.2.1, resp. Lemma 5.10, the functor Ψ is compatible with pull-backs, resp. K 0 -actions. Therefore, by applying the functor Ψ to θ we obtain the following morphism
in the category NMot(k) 1/n . Thanks to Proposition 6.5 below, the morphism θ (and consequently θ) is invertible. Since θ is an isomorphism of monoids, the proof of Theorem 1.1 follows now from the equivalences of categories (2.7)-(2.8).
Proposition 6.5. The above morphism θ is invertible.
Proof. Consider the inclusion ι and projection π morphisms
1/n . Under these notations, we have θ = σ π σ • γ * σ . Thanks to Lemmas 6.9, 6.14, and 6.17 below (see Remark 6.8), the morphism θ admits a right inverseψ. This implies
We need to prove that e = 0. Let l be the field obtained from k by adjoining the n th roots of unity. Thanks to Corollary A.3, it is sufficient to prove that e × k l = 0 (consult §5.2.5 for the notation (−) × k l). Hence, we may assume without loss of generality that l = k and, consequently, that k contains the n th roots of unity. In order to prove that e = 0, let us consider the additive invariant K 0 (−) 1/n with values in the category of Z[1/n]-modules. The following composition 
In what follows, we will prove that the compositionθ•ψ ′ is invertible. This implies thatθ admits a right inverse ψ.
is R(G) 1/n -linear. The idempotentẽ σ ∈ R(G) 1/n (see Notation 6.4) acts as the identity on the source of (6.10), whereas the idempotentẽ σ ′ acts as the identity on the target. Therefore, sinceẽ σẽσ ′ = 0, the homomorphism (6.10) is zero.
We now claim that the following composition is invertible
1/n . Note that this implies that the compositionθ •ψ ′ is invertible, and hence concludes the proof of Proposition 6.5. In order to prove this claim, consider the factorization
as well as the inclusion ι ′ and projection π ′ morphisms:
1/n . This data leads to the following commutative diagrams Lemma 6.14. For every σ ∈ ϕ, the composition π
Proof. Thanks to the pull-back functor Mot(BG) → Mot([X/G]) (see §5.2.7), it suffices to prove Lemma 6.14 in the particular case where X = •. Let us write H for a (chosen) set of representatives of the double cosets σ\G/σ. The fiber product
By unpacking the definitions, we observe that the composition
is the sum over τ ∈ H of the compositions If τ ∈ N (σ), then e σ ∈ R(σ) 1/n acts on U([•/(σ ∩ τ στ −1 )]) 1/n by it its image in R(σ ∩ τ στ −1 ) 1/n . Hence, thanks to Lemma 4.6, e σ acts as zero. This implies that the pre-composition (of the Z[1/n]-linearization) of (6.16) with the inclusion
we only have to consider the terms in (6.16) where τ ∈ N (σ).
If τ ∈ N (σ), then µ = id and ν = α τ −1 as defined in §5.2.4. Therefore, (6.16) agrees with the action of τ Using Lemma 6.14 and the commutative diagrams (6.12)-(6.13), we observe that in order to prove our claim it suffices to prove that the composition
is invertible. The preceding composition can be re-written as π σ • α * σ • α σ, * • ι σ . Therefore, the proof of our claim follows now automatically from the next result:
Proof. Consider the following factorizations:
, it is enough to consider the particular case where G = σ. In this case, we have π σ,2 = π σ and ι σ,2 = ι σ . Moreover, we have a ring isomorphism (see §5)
Furthermore, under the ring isomorphism (6.18), the composition
corresponds to the following Grothendieck class
where I stands for the sheaf of ideals associated to the closed immersion X σ ֒→ X. By composing and pre-composing (the Z[1/n]-linearization of) (6.19) with π σ and ι σ , respectively, we obtain the image ξ of the above Grothendieck class in the direct summand e σ K 0 ([X σ /σ]) 1/n . In order to prove that ξ is invertible, consider the field l obtained from k by adjoining the n th roots of unity, and the homomorphism
Thanks to Proposition 6.22 below (with X = X l ), the right-hand side of (6.20 
Let us write {X σ l,i } i∈I for the connected components of X σ l . Under these notations, we have also the rank map: Proof of Corollary 1.6. We start with some computations: Proposition 6.22. Let σ ∈ ϕ be a cyclic subgroup. If k contains the n th roots of unity, then we have the following isomorphism of (commutative) monoids:
Proof. Recall from Remark 2.9 that we have the following isomorphism
This leads naturally to a R(σ)-action on U(Bσ), i.e. to a morphism of monoids
Note that by applying Hom NMot(k) (U(k), −) to (6.24), we obtain an isomorphism. Therefore, thanks to the enriched Yoneda lemma, in order to show that (6.24) is an isomorphism, it suffices to show that U(Bσ) is isomorphic to a (finite) direct sum of copies of U(k). This is, indeed, the fact because U(Bσ) ≃ U(k[σ]) and k[σ] is isomorphic to a (finite) direct sum of copies of k (this uses the assumption that k contains the n th roots of unity). Now, note that the cyclic subgroup σ ∈ ϕ acts trivially on X σ . By combining Corollary 2.12 (with X = X σ and G = σ) with (6.24), we then obtain an isomorphism of (commutative) monoids:
Under the isomorphism (6.25), the canonical R(σ)-action on U([X σ /σ]) (described in §3) corresponds to the tautological R(σ)-action on R(σ). Therefore, the above isomorphism of (commutative) monoids (6.23) is obtained from (6.25) by applying (−) 1/n and then by taking the direct summands corresponding to e σ ∈ R(σ) 1/n . Item (i) of Corollary 1.6 follows automatically from the combination of Proposition 6.22 with the equivalences of categories (2.7)-(2.8). Let us now prove item (ii). Thanks to the assumption on the additive invariant E and to Proposition 4.7, we have the following isomorphisms
Therefore, the right-hand side of (1.7) reduces to
where (6.26) follows from the fact that G = ∐ σ∈ϕ gen(σ) and X g = X g . This concludes the proof of item (ii) and, consequently, of Corollary 1.6.
Proof of Corollary 1.9. Note that σ acts trivially on X σ . Therefore, thanks to Corollary 2.12 (with X = X σ and G = σ), we have an isomorphism of (commutative) monoids between U([X σ /σ]) and U(X σ ) ⊗ U(Bσ). Under this isomorphism, the canonical R(σ)-action on U([X σ /σ]) (described in §3) corresponds to the tautological R(σ)-action on U(Bσ). Consequently, by applying (−) 1/n and then taking the direct summands corresponding to e σ ∈ R(σ) 1/n , we obtain an induced isomorphism of (commutative) monoids between U([X σ /σ]) 1/n and U(X) 1/n ⊗ U(Bσ) 1/n . Finally, since the additive invariant E is monoidal, the equivalence of categories (2.8) leads to an isomorphism of (commutative) monoids between E([X σ /σ]) and E(X σ ) ⊗ E(Bσ). This finishes the proof.
Proofs: smooth quotients
In this section we prove Theorem 1.24. In order to simplify the exposition, let us write Y for the coarse moduli space X/ /G; see [28] . We start with some reductions. Firstly, we may (and will) assume that X is connected. Secondly, we can assume without loss of generality that G acts generically free; otherwise, simply replace G by G/N where N stands for the generic stabilizer of X. 
Therefore, since π * (O X ) has rank n, it follows from 13 [51, Cor. 2.4] that ξ is invertible in End(U(Y ) 1/n ). Consider the endomorphisms e := (1/ξ)(π * π * ) (recall from §5.2.3 that the category Mot(Y ) 1/n is K 0 (Y ) 1/n -linear) and e ′ := (1/n)( g∈G g * ) of the G 0 -motive U(X) 1/n . Both e and e ′ are idempotents. Moreover, since π is G-equivariant, we have e ′ e = ee ′ = e. We claim that e = e ′ . Note that this claim implies that π * and (1/ξ)π * define inverse isomorphisms between U(Y ) 1/n and U(X) G 1/n . In order to prove the preceding claim, since e ′ −e is also an idempotent, it suffices to show that e − e ′ is nilpotent. Let Γ := ∐ g∈G Γ g , where Γ g ⊂ X × k X stands for the graph of g, and γ : Γ → X × Y X the map whose restriction to Γ g is given by the inclusion Γ g ⊂ X × X. Under these notations, the endomorphisms e and e ′ are represented in End(
, respectively. Since G acts generically free, the map γ is birational. Moreover, using the fact that Y is the orbit space for X, we have (X × Y X) red = ∪ g∈G Γ g ⊂ X × X (in this case X × Y X is already reduced!). Since generically the class ξ corresponds to multiplication by n, the difference e − e ′ is represented by a class in
12 Note that since Y may be an algebraic space, we are not necessarily in the setting of §5 (with trivial G). However, the generalization of §5 to algebraic spaces is purely formal. for the (decreasing) codimension filtration of G 0 (X × Y X) 1/n . This implies that in order to prove that e − e ′ is nilpotent, it suffices to show that the composition law of End(U(X) 1/n ) is compatible with the codimension filtration. Clearly, we have
n . Therefore, the following homomorphism
/ / X as a groupoid in the category of k-schemes. Under this viewpoint, the homomorphism (7.1) sends the convolution product on K 0 (Γ) 1/n to the composition law of End(U(X) 1/n ). Therefore, the proof of Theorem 1.24 follows now automatically from Lemma 7.2 below.
Lemma 7.2. Let X be a smooth k-scheme and Γ s / / t / / X a groupoid in the category of k-schemes with s, t finiteétale maps. Under these assumptions, the convolution product ∪ :
Proof. The convolution product ∪ may be written as the following composition
where µ stands for the multiplication map Γ × s,X,t Γ → Γ and i for the inclusion Γ × s,X,t Γ → Γ × k Γ. Thanks to [18, Lem. 82 ], resp. [18, Thm. 83], − ⊠ −, resp. i * , preserves the codimension filtration. Since µ * is a finite map, it also preserves the codimension filtration. Hence, the proof is finished. (i) The σ-graded sheaf of O X σ -algebra Z σ is strongly graded in the sense of [42] . Concretely, (Z σ ) g is a line bundle on X σ for every g ∈ σ and the multiplication on
The sheaf Z σ is equipped with a unique flat connection which is compatible with its algebra structure and which extends the tautological connection on O X σ . This connection is moreover compatible with the σ-grading.
Proof. Since F σ is a sheaf of Azumaya algebras over X σ , the functors coh(X σ )
are inverse monoidal equivalences of categories. Let Z ′ σ := (F σ #σ) Fσ be the centralizer of F σ in F σ #σ. Thanks to the preceding equivalences, the multiplication
Since the F σ -bimodule F σ g is invertible and F σ g ⊗ Fσ F σ h ≃ F σ gh, we then conclude that Z ′ σ is strongly graded. We now claim that Z ′ σ is commutative. Note that thanks to the isomorphism F σ ⊗ X σ Z ′ σ ≃ F σ #σ, this claim implies that Z ′ σ = Z σ , and consequently proves items (i)-(ii). Let g ∈ gen(σ). Since σ is a cyclic group and (Z ′ σ ) g is locally principal, the sections of (Z ′ σ ) g commute between themselves. Consequently, we have (
a . This shows that Z ′ σ is commutative. Let us now prove item (iii). Since Z σ isétale over O X σ (this follows from the fact that Z σ is strongly graded), every local derivation of O X σ extends uniquely to a local derivation of Z σ . This leads to the unique flat connection on Z σ extending the one on O X σ . Via a local computation, it can be checked that this connection respects the grading; alternatively, first base-change to a field which contains the n th roots of unity and then use the fact that the grading corresponds to a σ ∨ -action which is necessarily compatible with the unique connection.
Proof of Theorem 1.27. By applying the functor Ψ F of Remark 5.8 to the isomorphism θ used in the proof of Theorem 1.1, we obtain an induced isomorphism
in NMot(k) 1/n ; we are implicitly using the obvious analogues for Ψ F of Lemma 5.10 and §5.2.1. The proof follows now from the equivalence of categories (2.7).
Proof of Corollary 1.29(i). The structure map Y σ → X σ is finite,étale, and
Hence, it is a σ ∨ -Galois cover. The fact that L g := (Z g ) g is a line bundle (equipped with a flat connection) on X σ follows from Proposition 8.1.
Proof of Corollary 1.29(ii). Note first that U([X σ /σ]; F σ ) is canonically isomorphic to U(X σ ; F σ #σ). Recall from §1 that U(X σ ; F σ #σ) 1/n carries a Z[σ ∨ ] 1/naction, where σ ∨ stands for the dual cyclic group. Moreover, in the case where k contains the n th roots of unity, we have a character isomorphism R(σ) ≃ Z[σ ∨ ]. Therefore, in this case, we can consider the direct summand e σ U(X σ ; F σ #σ) 1/n associated to the canonical idempotent e σ ∈ R(σ) 1/n . Proposition 8.3. If k contains the n th roots of unity, then (8.2) reduces to
Proof. Given a character χ ∈ σ ∨ , let us write V χ for the associated 1-dimensional σ-representation and τ χ for the automorphism of F σ #σ corresponding to the σ-grading. Note that τ χ acts trivially on F σ and that τ χ (g) = χ(g)g for every g ∈ σ.
A simple verification shows that we have following commutative diagram:
Consequently, by applying the universal additive invariant to (8.5), we conclude that the R(σ)-action on U([X σ /σ]; F σ ) corresponds to the Z[σ ∨ ]-action on U(X σ ; F σ #σ) associated to the σ-grading. The proof follows now from isomorphism (8.2).
Recall that F is a sheaf of Azumaya algebras over [X/G]. Thanks to Proposition 8.1(ii), F #σ becomes a sheaf of Azumaya algebras over Z σ . Consequently, using [51, Thm. 2.1], we conclude that
where r stands for the product of the ranks of F (at each one of the connected components of X). Note that the isomorphism (8.6) is preserved by the σ ∨ -action because it is induced by the (inverse) of the following Morita equivalence:
Therefore, the proof of Corollary 1.29(ii) follows now from the combination of the above isomorphisms (8.4) and (8.6) with the equivalence of categories (2.7).
Proof of Corollary 1.29(iii). Let l be a field which contains the n th roots of unity and 1/nr ∈ l. Recall from §1 that the noncommutative motive U(X σ ; F σ #σ) l may be considered as a σ-graded object in NMot(k) l as soon as we choose an isomorphism ǫ between the n th roots of unity in k and in l (e.g. the identity if k = l). In particular, U(X σ ; F σ #σ) l,g stands for the degree g part of U(X σ ; F σ #σ) l .
Proposition 8.7. If k contains the n th roots of unity and l is a field which contains the n th roots of unity and 1/n ∈ l, then (8.4) reduces to an isomorphism
Proof. Recall first, from the proof of Proposition 4.7, that we have the identification
Let σ ∈ ϕ be a (fixed) cyclic subgroup. Note that for every g ∈ σ we have
where
Under the above identification (8.9), the idempotent e σ corresponds to the characteristic function of gen(σ) (since this is the unit element of Map(gen(σ), l) ⊂ Map(σ, l)) and the idempotent e g to the characteristic function of g. Therefore, the equality e σ = g∈gen(σ) e g holds. Consequently, the right-hand side of (8.4) reduces to
where the middle direct sum runs over the pairs σ ∈ ϕ and g ∈ gen(σ).
Recall that F is a sheaf of Azumaya algebras over [X/G]. Similarly to the proof of Corollary 1.29(ii), the proof of Corollary 1.29(iii) follows from the combination of the above isomorphisms (8.6) and (8.8) with the equivalence (2.7).
Grothendieck and Voevodsky's conjectures for orbifolds
Assume that k is of characteristic 0. Given a smooth projective k-scheme X and a Weil cohomology theory H * , let us denote by π i X : H * (X) → H * (X) the i th Künneth projector, by Z * (X) Q the Q-vector space of algebraic cycles on X (up to rational equivalence), and by Z * (X) Q / ∼⊗nil , Z * (X) Q / ∼hom , and Z * (X) Q / ∼num , the quotients with respect to the smash-nilpotence, homological, and numerical equivalence relations; consult [2, §3.2] for details. Following Grothendieck [20] (see also Kleiman [32, 33] ), the standard conjecture 14 of type C + , denoted by C + (X), asserts that the even Künneth projector π
X is algebraic, and the standard conjecture of type D, denoted by D(X), asserts that Z * (X) Q / ∼hom = Z * (X) Q / ∼num . Following Voevodsky [56] , the smash-nilpotence conjecture, denoted by V (X), asserts that Z
Remark 9.1 (Status). (i) Thanks to the work of Grothendieck and Kleiman (see [20, 32, 33] ), the conjecture C + (X) holds when X is of dimension ≤ 2, and also for abelian varieties. Moreover, this conjecture is stable under products.
(ii) Thanks to the work of Lieberman [38] , the conjecture D(X) holds when X is of dimension ≤ 4, and also for abelian varieties. (iii) Thanks to the work Voevodsky [56] and Voisin [57] , the conjecture V (X) holds when X is of dimension ≤ 2. Moreover, thanks to the work of Kahn-Sebastian [25] , the conjecture V (X) also holds for abelian 3-folds.
In [6, 50] , the aforementioned conjectures of Grothendieck and Voevodsky were proved in some new cases (e.g. quadric fibrations, intersections of quadrics, intersections of bilinear divisors, linear sections of Grassmannians, linear sections of determinantal varieties, Moishezon varieties, etc) and extended from smooth projective k-schemes X to smooth proper algebraic stacks X . Using Theorem 1.1, we are now able to verify these conjectures in the case of "low-dimensional" orbifolds: Theorem 9.2. Let X be a smooth projective k-scheme equipped with a G-action. Proof. Recall from [47, §4.1] that the category of noncommutative Chow motives NChow(k) Q is defined as the smallest full, additive, idempotent complete, symmetric monoidal subcategory of NMot(k) Q containing the objects U(A) Q , with A a smooth proper dg category. Let NM ∈ NChow(k) Q be a noncommutative Chow motive. As explained in [6, 50] (see also [48, §3] ), the conjectures C + , D, and V , admit noncommutative analogues C + nc (NM ), D nc (NM ), and V nc (NM ), respectively. Moreover, given a smooth projective k-scheme X, we have the equivalences: Now, note that in the case where X = [X/G], the formula (1.5) implies that the noncommutative motive U([X/G]) Q is a direct summand of σ∈ϕ U(X σ × Spec(k[σ])). Therefore, since by construction the conjectures C + nc , D nc , and V nc , are stable under direct sums and direct summands, the above considerations show that in order to prove Theorem 9.2 it suffices to prove the following conjectures:
(i) Using the fact that the conjecture C + is moreover stable under products, it is enough to prove the conjectures C + (X σ ) and C + (Spec ( In what follows, we don't assume that 1/n ∈ k. Given a connected k-scheme X, it is natural to ask if the elements in the kernel of the rank map K 0 (X) → Z are nilpotent. This is well-known in the case where X is Noetherian and admits an ample line bundle 15 ; consult [17, Chapter V §3] for example. The more general case where X is quasi-compact and quasi-separated was proved in [51, Thm. 2.3] . In this appendix, we further extend the latter result to the case of (global) orbifolds.
Theorem A.1. Let X be quasi-compact quasi-separated scheme equipped with a G-action. Assume that 1/n ∈ O X and that X := [X/G] is equipped with a finite morphism towards a quasi-compact quasi-separated algebraic space Y . Under these assumptions, the elements in the kernel of the induced map Lemma A.2. Let (R, m) be a local ring with residue field κ := R/m, A an R-algebra (which we assume finitely generated as an R-module), and l/κ a field extension. Under these assumptions, the induced homomorphism K 0 (A) → K 0 (A l ) is injective. 15 Under these strong assumptions, the kernel of the rank map is itself nilpotent. 16 It is well-known that (nonconnective) algebraic K-theory satisfies not only Zariski-descent but also Nisnevich-descent.
Proof. Note first that every simple A-module V is finitely generated as an Rmodule. If r ∈ m, then rV is an A-submodule of V . Therefore, by Nakayama's lemma applied to R, we have rV = 0. This implies that mA ⊂ rad(A), where rad(A) stands for the Jacobson's radical of A. Using Nakayama's lemma once again, we conclude that the induced homomorphism K 0 (A) → K 0 (A κ ) is injective. Thanks to the above considerations, it suffices then to prove the particular case where R = κ is a field and A a finite dimensional κ-algebra. By replacing A with A/rad(A), we can moreover assume that A is semi-simple, and, using Morita theory, we can furthermore assume that A is a division κ-algebra. In this latter case, we have an isomorphism K 0 (A) ≃ Z induced by the rank map. The proof follows now from the fact that the rank map is preserved under base-change − ⊗ κ l. 
