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DISCLINATIONS IN LIMITING LANDAU-DE GENNES THEORY
YONG YU
The Chinese University of Hong Kong
ABSTRACT: In this article we study the low-temperature limit of a Landau-de Gennes theory. Within all S2-valued
R-axially symmetric maps (see Definition 1.1), the limiting energy functional has at least two distinct energy minimizers.
One minimizer has biaxial torus structure, while another minimizer has split-core segment structure on the z-axis.
I. INTRODUCTION
Theory of Landau-de Gennes [17] uses tensor-valued order parameter to explain transitions between different phases.
Usually the order parameter in the Landau-de Gennes theory is denoted by Q and the theory is also referred as Q-tensor
theory in literatures. Values of Q are real 3ˆ 3 symmetric matrices with zero trace. Therefore the matrix Q has three
real eigenvalues. Due to quantitative relationship between the three eigenvalues, Q admits three structures at a point
in domain. It is called isotropic if all eigenvalues are zero. It is uniaxial if two of the three eigenvalues are identical
and non-zero. It is biaxial if all three eigenvalues are different from each other. There are many different liquid crystal
theories, e.g. Ericksen’s theory and Oseen-Frank theory. Extensive research works have already been devoted to the
study of Ericksen’s theory in [2]-[5], [40] and references in [42]. As for Oseen-Frank theory, readers may refer to [11] and
[28]-[29]. Within various theories for liquid crystal materials, Landau-de Gennes theory is a general and unified one.
It has been shown in [45] that Ericksen’s theory and Oseen-Frank theory can be derived from the Landau-de Gennes
theory under uniaxial ansatz and appropriate limiting process, respectively.
The Landau-de Gennes theory and its variant [7] have attracted significant attentions from both physicists and
mathematicians. Many research works, e.g. [1], [6], [8]-[10], [13]-[15], [22]-[25], [32], [34]-[38], [46]-[47], [52], [55], [59],
focus on equilibrium solutions of the theories. These equilibrium solutions (particularly their core structures near
disclinations) play key roles in understanding phases of liquid crystal materials at different temperatures. In 1988 a
radial hedgehog configuration has been considered by the authors in [59]. The configuration is unaxial on all points
except the origin at where an isotropic core appears. Its mathematical properties have been addressed in [37], while in
[24], [34], [36], [47] and [55], the stability and instability of the radial hedgehog configuration are extensively studied
under various parameter regimes and different perturbations. Besides the radial hedgehog configuration, in [52] (see
also [36] and [38]), it was found that Landau-de Gennes theory may have a solution with half-degree ring disclination.
The order parameter Q is uniaxial on the ring disclination. Meanwhile the singular core of the radial hedgehog solution
is removed by escaping to biaxial phase. It was until 2000 that the third core structure was found by Gartland and
Mkaddem. It is called split-core configuration in [25]. Roughly speaking, the isotropic core of the radial hedgehog
solution can be split into a line segment on z-axis along which equilibrium solution is uniaxial. Moreover the solution
is isotropic at the two end-points of the line segment. It exhibits a biaxial phase for points near the line segment
disclination and off z-axis. The above three fundamental core structures in the Landau-de Gennes theory have also been
numerically confirmed in [6], [16], [25], [33], [61] and many references therein. Now it is believed that, under suitable
regimes, the radial symmetry of the hedgehog solution can be broken into axial symmetry. There have at least two
axially symmetric equilibrium solutions in the Landau-de Gennes theory bifurcating from the hedgehog solution. One
admits half-degree ring disclination. Another one has split-core line segment disclination on rotation axis.
I.1. AXIALLY SYMMETRIC FORMULATION OF LANDAU-DE GENNES EQUATION
In the one-constant approximation and when the temperature is below the super-cooling temperature (see [24]), the
energy functional of Landau-de Gennes theory can be written as:ż
BR
1
2
ˇˇ
∇Q
ˇˇ2 ´ a2
2
ˇˇ
Q
ˇˇ2 ´?6 tr`Q3˘` 1
2
ˇˇ
Q
ˇˇ4
. (1.1)
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Here ´a2 is the so-called reduced temperature. BR is the ball in R3 with center 0 and radius R. |Q|2 :“ tr
`
Q2
˘
is the
standard norm of real matrices. Suppose that I3 is the 3ˆ3 identity matrix. We can write the Euler-Lagrange equation
of (1.1) as follows:
´∆Q “ a2Q ` 3
?
6
ˆ
Q
2 ´ 1
3
|Q|2 I3
˙
´ 2 |Q|2Q in BR. (1.2)
Equation (1.2) has five degrees of freedom. With axial symmetry, the degree of freedom can be reduced from five to
three. Firstly let us introduce some notations. In this article x “ px1, x2, zq denotes a 3-vector in R3 space.
`
r, ϕ, θ
˘
are
the spherical coordinates of R3 with respect to the center 0. Conventionally r is the radial variable. ϕ P r0, πs is the
polar angle. θ P r0, 2πq is the azimuthal angle. We also need the radial variable, denoted by ρ, in the x1-x2 plane. In
the following er is the radial direction x{r.
 
eρ, eθ, ez
(
is an orthonormal basis of R3 with
eρ “
ˆ
x1
ρ
,
x2
ρ
, 0
˙
, eθ “
ˆ
´x2
ρ
,
x1
ρ
, 0
˙
, ez “
`
0, 0, 1
˘
.
Supposing that M1 :“ er b er ´ 1
3
I3, M2 :“ ez b ez ´ 1
3
I3, M3 :“ eρ b ez ` ez b eρ, we put Q under the ansatz:
Q “
3ÿ
j“1
qjMj, where for j “ 1, 2, 3, qj “ qjpρ, zq are real-valued functions. (1.3)
By applying the change of variables:
a´1Q pRxq “ Q rus :“ u1
ˆ
eρ b eρ ´ 1
2
I2
˙
`
?
3
2
u2M2 ` 1
2
u3M3, where I2 “
¨˚
˝ 1 0 00 1 0
0 0 0
‹˛‚, (1.4)
the order paramenter Q in (1.3) solves (1.2) if and only if u “ upρ, zq “ pu1, u2, u3q is a solution to the system$’’’’’&’’’’’’%
´∆u1 ` 4
ρ2
u1 “ a2R2u1 ` 3?
2
aR2
ˆ
´2u1u2 `
?
3
2
u23
˙
´ a2R2 |u|2u1, in B1;
´∆u2 “ a2R2u2 ` 3?
2
aR2
ˆ
´u21 ` u22 ` 1
2
u23
˙
´ a2R2 |u|2u2, in B1;
´∆u3 ` 1
ρ2
u3 “ a2R2u3 ` 3?
2
aR2
ˆ?
3u1u3 ` u2u3
˙
´ a2R2 |u|2u3, in B1.
(1.5)
Equivalently u solves the Euler-Lagrange equation of
Ea,µ rvs :“
ż
B1
ˇˇ
∇v
ˇˇ2 ` 1
ρ2
`
4v21 ` v23
˘` µ
a
Fapvq.
Here vj is the j-th component of v. µ equals to aR
2 which is assumed to be a fixed constant in the following course.
The nonlinear potential function Fa is read as
Fapvq :“ Da ´ 3
?
2aP pv q ` a
2
2
“ |v |2 ´ 1‰2 with P pv q :“ ´v2v21 ` ?32 v1v23 ` 13 v32 ` 12 v2v23 . (1.6)
Note that we choose Da to be a constant depending on a so that 0 is the absolute minimum value of Fa. Particular
interests in both mathematics and physics are focused on the case when (1.2) is assigned with a radial hedgehog boundary
condition on BBR. Therefore in this article we supply the system (1.5) with the Dirichlet boundary condition:
u “
?
2H`
a
U˚ on BB1, where H` :“ 3`
?
9` 8a2
4
and U˚ :“
ˆ?
3
2
ρ2
r2
,
3
2
ˆ
z2
r2
´ 1
3
˙
,
?
3
ρz
r2
˙
. (1.7)
It can be shown that in the low-temperature limit aÑ8 (possibly up to a subsequence), minimizers of Ea,µ within the
space Fa,µ :“
!
u “ upρ, zq P R3 : Ea,µrus ă 8 and u satisfies (1.7)
)
converges strongly in H1pB1q to a minimizer of
Eµ rus :“ E rus `
?
2µ
ż
B1
1´ 3P puq :“
ż
B1
ˇˇ
∇u
ˇˇ2 ` 1
ρ2
`
4u21 ` u23
˘`?2µ `1´ 3P `u˘˘ (1.8)
2
in F . Here F is the configuration space
F :“
!
v “ vpρ, zq P S2 : Eµrv s ă 8 and v “ U˚ on BB1
)
. (1.9)
In other words Ea,µ-energy defined on Fa,µ space Γ-converges to the Eµ-energy defined on F space. In the remaining of
this article, U˚ is referred as hedgehog map. The energy functional Eµ is called energy functional of limiting Landau-de
Gennes theory. We will study in details critical points of the Eµ-energy and their core structures near disclinations.
I.2. SOME DEFINITIONS
Before stating our main results, let us introduce some definitions.
Definition 1.1. Suppose that u “ pu1, u2, u3q is a 3-vector field on B1. u is called R-axially symmetric if for all
pρ, zq with ρ2 ` z2 ď 1, it satisfies piq. u “ upρ, zq; piiq. u1pρ, zq “ u1pρ,´zq; piiiq. u2pρ, zq “ u2pρ,´zq; pivq. u3pρ, zq “
´u3pρ,´zq. Let L be the augment operator given by
L rus :“ `u1 cos 2θ, u1 sin 2θ, u2, u3 cos θ, u3 sin θ˘. (1.10)
A 5-vector field on B1 is called R-axially symmetric if it equals to L rus for some R-axially symmetric 3-vector field u
on B1. Moreover we denote by F
s the subspace of F which contains all R-axially symmetric maps in F .
Given a R-axially symmetric vector, we use the following definition to describe its regularity at a point:
Definition 1.2. Let u be a vector field on B1. u is called regular at a point in B1 if there is a neighborhood of this point
so that ∇u is essentially bounded in this neighborhood. This point is also called a regular point of u. If a point in B1 is
not a regular point of u, then it is called singularity of u.
Eigenvalues and eigenvectors of the order parameter Q play key roles in the study of Landau-de Gennes theory. In
light of our ansatz (1.4), the eigenvalues of Q can be represented in terms of the variable u. Therefore we introduce
Definition 1.3. Given a 3-vector field u “ pu1, u2, u3q on B1, the eigenvalues of Q rus in (1.4) equal to
´1
2
ˆ
u1 ` 1?
3
u2
˙
;
1
4
"ˆ
u1 ` 1?
3
u2
˙
´
b`
u1 ´
?
3u2
˘2 ` 4u23*; 14
"ˆ
u1 ` 1?
3
u2
˙
`
b`
u1 ´
?
3u2
˘2 ` 4u23*.
These three eigenvalues are denoted by λ1, λ2, λ3, respectively and will be referred as eigenvalues determined by u in
the following. At a location x P B1, we call
(1). u is isotropic at x if x is a point singularity of u (see Definition 1.2);
(2). u is uniaxial at x if two of the three eigenvalues determined by u are identical and different from zero at x;
(3). u is biaxial at x if all the three eigenvalues determined by u are different at x.
Moreover a vector field is called director field determined by u if its values are normalized eigenvectors corresponding to
the largest eigenvalue in λ1, λ2, λ3.
With the above definitions, we can define the so-called biaxial torus and split-core line segment.
Definition 1.4. Suppose that T is an open torus in B1 and u is a given 3-vector field on T . T is called biaxial torus
with uniaxial core determined by u if u is uniaxial on a closed simple loop in T . Meanwhile u is biaxial in T except
the points on the closed simple loop. In this case the torus T is also called a biaxial torus of the augmented map L rus.
Given a segment, we have a straight line, denoted by l, passing across the segment. The segment is called split-core
segment associated with a 3-vector field u if there is a neighborhood, denoted by O, containing the segment so that u is
uniaxial on OX l except the two end-points of the segment. Meanwhile u is isotropic at the two end-points of the segment
and biaxial on O „ l. Here and in what follows, we use „ to denote the set minus. In this case L rus has split-core
segment structure on l.
3
I.3. MAIN RESULTS AND STRUCTURE OF THE ARTICLE
For any µ ě 0, U˚ defined in (1.7) is a critical point of Eµ. However it is not an Eµ-energy minimizer within the
configuration space F (see (1.9)). For any smooth radial function f with fp1q “ 0, we let Pf be the orthogonal
projection of
`
0, f, 0
˘
to the tangent plane of S2 at U˚. The Hessian of Eµ at U
˚ then satisfies
HessU˚
“
Pf ,Pf
‰ “ 32π
5
„ż 1
0
`
f 1
˘2
r2 ´ 3
ż 1
0
f2

` 72
?
2
5
πµ
ż 1
0
f2 r2.
In light of Lemma 1.3 in [58], there is a smooth radial function g compactly supported on p0, 1q so that
HessU˚
“
Pg,Pg
‰ ă 0. (1.11)
Therefore U˚ is linearly unstable in F . There exists at least one map in F s (see Definition 1.1) whose Eµ-energy is
strictly less than the Eµ-energy of U
˚. We are now concerned about energy-minimizers of Eµ in F
s.
Theorem 1.5. There exist at least two distinct energy minimizers of Eµ in F
s. One minimizer has biaxial torus
structure, while another minimizer has split-core segment structure on the z-axis. Moreover if we let uµ be one energy
minimizer of Eµ in F
s, then as µÑ8, L ruµ s converges to L rU˚ s strongly in H1pB1q. Here L is the augment operator
defined in (1.10).
Our strategy to prove Theorem 1.5 relies on a novel bifurcation argument. In the following B`1 (B
´
1 resp.) denotes
the open upper-half (lower-half resp.) part of B1. T is the flat boundary of B
`
1 . Moreover we let I´ :“
`´1, ´1{2 ‰ and
I` :“
“´ 1{2, 1 ˘. For any b P I´ and c P I`, we define Fb,` :“ !u P F s : u2 ě b on T ) and Fc,´ :“ !u P F s : u2 ď
c on T
)
. Note that for g satisfying (1.11), |g | also satisfies (1.11). For real number σ with sufficiently small absolute
value, the normalized map of U˚ ` σP|g|, denoted by U˚σ , has strictly less Eµ-energy than U˚. Since U˚σ P Fb,` if
σ ě 0 and U˚σ P Fc,´ if σ ď 0, it then follows
Min
"
Eµ rus : u P Fb,`
*
ă Eµ
“
U˚
‰
, Min
"
Eµ rus : u P Fc,´
*
ă Eµ
“
U˚
‰
, (1.12)
for any b P I´ and c P I`. By direct method of calculus of variations, for any b P I´, the first minimization problem
in (1.12) can be solved by a minimizer u`b . In light of P defined in (1.6), we have P
`
v1, v2, v3
˘ ď P `|v1 |, v2, |v3 |˘ for
any pv1, v2, v3q P R3. Hence we can make the first and third components of u`b non-negative on B`1 . Similarly for any
c P I`, we can find a minimizer, denoted by u´c , of the second minimization problem in (1.12). Moreover the first and
third components of u´c are non-negative throughout B
`
1 . By (1.12), u
`
b and u
´
c solve some Signorini-type problems for
S2-valued mappings (see [12] and [53] for scalar case).
Regularity of the two minimizers (i.e. u`b and u
´
c ) are crucial while we study biaxial torus and split-core segment
structures. By the augment operator L, we reduce the regularity problem for u`b and u
´
c to the associated regularity
problem of L
“
u`b
‰
and L
“
u´c
‰
, respectively. In the remaining L
“
u`b
‰
and L
“
u´c
‰
are referred as bifurcation solutions. To
study regularity of these two bifurcation solutions, we split B1 into several sub-regions. By He´len’s trick and arguments
of Rivie`re-Struwe in [54] (see also [49]), the bifurcation solutions are smooth in B1 „ pl3 Y T q. Here l3 denotes the
z-axis. Moreover by [49], these two bifurcation solutions are continuous up to the points on BB1 „ pl3 Y T q. As for
the south and north poles, we can flatten BB1 near these two poles and extend symmetrically the definition of these
bifurcation solutions in the new coordinates from a half ball to a whole ball. By Rivie`re-Struwe arguments in [54] and
Schoen-Unlenbeck’s geometric Lemma 2.5 in [57], these two bifurcation solutions are continuous up to these two poles.
Hence we only need to study regularity of bifurcation solutions on B1 X l3 and the free boundary T . In Sect.II, we
consider a Signorini-type problem for harmonic maps with potential. We show that the bifurcation solutions are smooth
on T ˝ :“ T „
!
p0, 0q, p1, 0q
)
. Without ambiguity we still use T to denote the set
!
pρ, 0q : ρ P “0, 1‰). By this regularity
result, the bifurcation solutions solve weakly the following Dirichlet boundary value problem:$’&’% ´∆w ´
3
?
2
2
µ∇wS “
" ˇˇ
∇w
ˇˇ2 ´ 9?2
2
µS rws
*
w in B1;
w “ L rU˚s on BB1.
(1.13)
4
Here S r¨s is defined by
S rw s :“ ´w3
`
w21 ` w22
˘`?3w2w4w5 ` 1
2
w3
`
w24 ` w25
˘` 1
3
w33 `
?
3
2
w1
`
w24 ´ w25
˘
.
Results in [49] therefore infer the continuity of the bifurcation solutions up to BB1 X T . In addition an ǫ-regularity
result, i.e. Proposition 3.1, also holds for the bifurcation solutions at the origin. In Sect.III, we show that the bifurcation
solutions are indeed smooth at the origin. Hence if the bifurcation solutions have singularities, then singularities must
be on l3 and different from the origin and two poles. Sect.IV is devoted to studying asymptotic behaviour of bifurcation
solutions near their singularities on l3. With the preparations in Sections II-IV, in Sect.V, we study in details the biaxial
torus and split-core segment structures of these bifurcation solutions. Our second main result is about specific properties
of L
“
u`b
‰
, particularly its biaxial torus structure.
Theorem 1.6. For any constant b P I´, the followings hold for u`b and its augmented map L
“
u`b
‰
:
(1). The augmented map L
“
u`b
‰
is a weak solution to the Dirichlet boundary value problem (1.13). It is smooth on B1,
except possibly a finite number of singularities on l3. L
“
u`b
‰
is smooth at the origin, south pole and north pole. If
L
“
u`b
‰
has singularities, then it must have even number of singularities on l`3 :“ B`1 X l3. By symmetry, L
“
u`b
‰
has the same number of singularities on l´3 :“ B´1 X l3 as the number of singularities that it has on l`3 ;
(2). If L
“
u`b
‰
has singularities, then at each singularity on l`3 , tangent map of L
“
u`b
‰
must equal to
Λ` :“ `0, 0, cosϕ, sinϕ cos θ, sinϕ sin θ˘ or Λ´ :“ `0, 0, ´ cosϕ, sinϕ cos θ, sinϕ sin θ˘. (1.14)
The tangent map of L
“
u`b
‰
at its lowest singularity on l`3 is given by Λ
´ in (1.14). Moreover on l`3 , tangent maps
of two consecutive singularities of L
“
u`b
‰
must be different maps in (1.14);
(3). In the sense of Definition 1.2, u`b is regular away from singularities of L
“
u`b
‰
. The singularities of L
“
u`b
‰
, if it
has, must also be singularities of u`b . If we understand u
`
b as a map defined on the ρ-z plane, then u
`
b is continuous
on T and analytic on its interior part T ˝. u`b takes the value
`?
3
L
2, 1
L
2, 0
˘
at finitely many points on T ˝. At
these points, u`b is uniaxial;
(4). There is a ρ0 P p0, 1q so that for an ǫ ą 0 sufficiently small, the second component of u`b satisfies u`b; 2 ą 1
L
2
on
!
pρ, 0q : ρ P pρ0 ´ ǫ, ρ0q
)
and u`b; 2 ă 1
L
2 on
!
pρ, 0q : ρ P pρ0, ρ0 ` ǫq
)
. Here and in what follows u`b;j
denotes the j-th component of u`b . Suppose that Dǫ pρ0, 0q is the disk in the ρ-z plane with center
`
ρ0, 0
˘
and
radius ǫ. Then u`b is biaxial on Dǫ pρ0, 0q „
!`
ρ0, 0
˘)
, provided ǫ is sufficiently small. More precisely the three
eigenvalues in Definition 1.3 computed in terms of u`b satisfy the quantitative relationship λ3 ą λ2 ą λ1 on
Dǫ
`
ρ0, 0
˘ „ !`ρ0, 0˘);
(5). For any given 3-vector field u “ pu1, u2, u3q, it determines a vector field
κ rus :“
?
2
2
$&%1` u1 ´
?
3u2b`
u1 ´
?
3u2
˘2 ` 4u23
,.- eρ `
?
2u3b`
u1 ´
?
3u2
˘2 ` 4u23 ez. (1.15)
Then on Dǫ pρ0, 0q „
!`
ρ0, 0
˘)
, the normalized vector field of κ
“
u`b
‰
, denoted by κ‹ for simplicity, is a director
field determined by u`b (see Definition 1.3). It is the normalized eigenvector corresponding to λ3 in Definition 1.3
computed in terms of u`b . κ
‹ is continuous on Dǫ pρ0, 0q „
!`
ρ, 0
˘
: ρ P `ρ0´ ǫ, ρ0‰). However it is not continuous
up to the branch cut
!`
ρ, 0
˘
: ρ P `ρ0 ´ ǫ, ρ0‰). Suppose that ǫ1 is an arbitrary number in p0, ǫq and denote by x1
the point
`
ρ0 ´ ǫ1, 0
˘
. κ‹ converges to ´ez if we approach x1 from the lower-half part of BDǫ1 pρ0, 0q. Meanwhile
κ‹ converges to ez if we approach x
1 from the upper-half part of BDǫ1 pρ0, 0q. During the process when we rotate
counter-clockwisely from x1 to itself along BDǫ1 pρ0, 0q, the image of κ‹ varies continuously from ´ez to ez and keeps
on the right-half part of ρ-z plane for all points on BDǫ1 pρ0, 0q „
 
x1
(
. The angle of κ‹ is changed by π during this
process;
5
(6). Let ϕ‹ be an angular variable ranging from
“´ π, π‰. The value of u`b ppρ0, 0q ` ǫ1 pcosϕ‹, sinϕ‹qq at ´π (π resp.)
is taken to be the limit of u`b at x
1 along the lower (upper resp.) part of BDǫ1 pρ0, 0q. Then the tangent map of κ‹,
i.e. the limit of κ‹ ppρ0, 0q ` ǫ1 pcosϕ‹, sinϕ‹qq as ǫ1 Ñ 0`, equals to$’’’’’’’’’&’’’’’’’’’’%
´ez, if ϕ‹ “ ´π;
?
2
2
#
1´ κ ctanϕ
‹a
4` κ2 ctan2ϕ‹
+1{2
eρ ´
c
2
4` κ2 ctan2ϕ‹
#
1´ κ ctanϕ
‹a
4` κ2 ctan2ϕ‹
+´1{2
ez, if ϕ
‹ P p´π, 0q;
eρ, if ϕ
‹ “ 0;
?
2
2
#
1` κ ctanϕ
‹a
4` κ2 ctan2ϕ‹
+1{2
eρ `
c
2
4` κ2 ctan2ϕ‹
#
1` κ ctanϕ
‹a
4` κ2 ctan2ϕ‹
+´1{2
ez, if ϕ
‹ P p0, πq;
ez, if ϕ
‹ “ π.
Here κ is a non-negative constant given by κ “ Bρu
`
b;1 ´
?
3 Bρu`b;2
Bzu`b;3
ˇˇˇˇ
ˇ`
ρ0,0
˘. Note that by Hopf’s lemma, Bzu`b;3 is
strictly positive at
`
ρ0, 0
˘
.
As for L ru´c s, it exhibits split-core segment structure, which we show in the following theorem:
Theorem 1.7. For any constant c P I` „
 
0
(
, the followings hold for u´c and its augmented map L
“
u´c
‰
:
(1). The augmented map L
“
u´c
‰
is a weak solution to the boundary value problem (1.13). It is smooth on B1, except a
finite number of singularities on l3. L
“
u´c
‰
is smooth at the origin, south pole and north pole. It must have odd
number of singularities on l`3 . By symmetry, L
“
u´c
‰
has the same number of singularities on l´3 as the number of
singularities that it has on l`3 ;
(2). Part (2) of Theorem 1.6 still holds for L
“
u´c
‰
, except that the tangent map of L
“
u´c
‰
at its lowest singularity on
l`3 is given by Λ
` in (1.14);
(3). In ths sense of Definition 1.2, u´c is regular away from the singularities of L
“
u´c
‰
. Singularities of L
“
u´c
‰
must
also be singularities of u´c . Moreover on B1 X l3, u´c is uniaxial except at the singularities. Suppose that x`0 is
the lowest singularity on l`3 . x
´
0 is the symmetric point of x
`
0 with respect to the x1-x2 plane. For two sufficiently
small positive constants ǫ and ǫ1, we denote by Dǫ,ǫ1 the dumbbell on x1-z plane introduced in Definition 5.1. Then
Dǫ,ǫ1 contains properly the segment connecting x
`
0 and x
´
0 . Moreover u
´
c is biaxial on Dǫ,ǫ1 „ l3. Quantitatively
the three eigenvalues in Definition 1.3 computed in terms of u´c satisfy λ3 ą λ1 ą λ2 on Dǫ,ǫ1 „ l3;
(4). The normalized vector field of κ
“
u´c
‰
, which we denote by κ‹, is a director field determined by u
´
c on Dǫ,ǫ1 „ l3.
Suppose that C is the boundary of Dǫ,ǫ1 in the x1-z plane. C
` is the part of C with non-negative x1-coordinate.
From the lowest point on C to the most top point on C along C`, the image of κ‹ varies continuously from ´ez
to eρ and then to ez. Meanwhile the image of κ‹ keeps on the right-half part of the pρ, zq plane for all points on
C` „ l3;
(5). In limiting scenario, the tangent map of κ‹ at x
`
0 is given by$’’’’&’’’’%
ez, if ϕ
‹
` “ 0;
?
2
2
$&%1´
?
3 cosϕ‹`b
3` sin2 ϕ‹`
,.-
1{2
eρ `
d
2 sin2 ϕ‹`
3` sin2 ϕ‹`
$&%1´
?
3 cosϕ‹`b
3` sin2 ϕ‹`
,.-
´1{2
ez, if ϕ
‹
` P
`
0, π
‰
.
Here ϕ‹` is the polar angle of the spherical coordinates with respect to the center x
`
0 . Along the segment connecting
x`0 and x
´
0 (not include the two end-points), κ‹ equivalently equals to eρ. The tangent map of κ‹ at x
´
0 is given by$’’’’&’’’’%
?
2
2
$&%1`
?
3 cosϕ‹´b
3` sin2 ϕ‹´
,.-
1{2
eρ ´
d
2 sin2 ϕ‹´
3` sin2 ϕ‹´
$&%1`
?
3 cosϕ‹´b
3` sin2 ϕ‹´
,.-
´1{2
ez, if ϕ
‹
´ P
“
0, π
˘
;
´ez, if ϕ‹´ “ π.
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Here ϕ‹´ is the polar angle of the spherical coordinates with respect to the center x
´
0 .
In the next step we prove existence result in Theorem 1.5. Note that for any b P I´, the energy Eµ
“
u`b
‰
is non-
decreasing with respect to b. For any c P I`, the energy Eµ
“
u´c
‰
is non-increasing with respect to c. Hence we can use
a limiting process to drop the Signorini contraint from the two minimization problems in (1.12). In Sect.VI.1, we show
Theorem 1.8. As bÑ ´1 and cÑ 1, L“u`b ‰ and L“u´c ‰ converge strongly in H1pB1q to some w` and w´, respectively.
It satisfies w` “ L “u`b‹ ‰ for some b‹ P I´ and w´ “ L “u´c‹ ‰ for some c‹ P I`. Moreover we have
lim
bÑ´1
Eµ
“
u`b
‰ “ Eµ “u`b‹‰ “ Min"Eµ rus : u P F s*, limcÑ1Eµ “u´c ‰ “ Eµ “u´c‹‰ “ Min
"
Eµ rus : u P F s
*
.
Sect.VI.2 is devoted to proving the convergence result in Theorem 1.5.
In this article we focus on the energy functional Eµ of the limiting Landau-de Gennes theory. In our forthcoming
paper, we will consider the biaxial and split-core structure of solutions to the original Landau-de Gennes system (1.5).
II. REGULARITY ON THE INTERIOR OF FREE BOUNDARY
Throughout the section D :“
!
pρ, zq : z P p´1, 1q, ρ P `0,?1´ z2 ˘ ) and D` :“ D X !pρ, zq : z ą 0). The gradient
operator on the ρ-z plane is denoted by D “ `Bρ, Bz˘. We let Dr pxq represent the open disk in the pρ, zq-plane with
center x and radius r. D`r pxq is the subset of Dr pxq above the ρ-axis. Under the R-axial symmetry, we can rewrite
the energy functional Eµ in (1.8) as follows:
Eµ rus “ 2πED rus :“ 2π
ż
D
" ˇˇBρu ˇˇ2 ` ˇˇBzu ˇˇ2 ` 1
ρ2
`
4u21 ` u23
˘`?2µ`1´ 3P `u˘˘* ρ dρ dz.
The Euler-Lagrange equation of ED can be read as
´1
ρ
D ¨ `ρDu˘` 1
ρ2
¨˚
˝ 4u10
u3
‹˛‚´ 3?2
2
µ∇uP “
" ˇˇ
Du
ˇˇ2 ` 1
ρ2
`
4u21 ` u23
˘´ 9?2
2
µP
`
u
˘ *
u in D. (2.1)
Note that the second components of u`b and u
´
c satisfy the obstacle conditions:
u`b;2 ě b and u´c;2 ď c on T , respectively. (2.2)
By the R-axial symmetry and (2.2), the images of u`b and u
´
c on T are supported on two circular arcs. Moreover these
two arcs are properly contained in the equator of S2. Different from [30], the supporting manifold in our problem has
non-empty boundary. Our problem is a Signorini-type free boundary problem for S2-valued mappings. The main result
of this section is
Proposition 2.1. For any b P I´ and c P I` with c ‰ 0, u`b and u´c are smooth on T ˝. Moreover u`b and u´c are
continuous up to p1, 0q in the pρ, zq-plane.
Due to (2.2), u`b and u
´
c do not a-priorily solve weakly the equation (2.1). Standard regularity theory for harmonic
maps can not be applied directly. To tackle this difficulty, we need
Lemma 2.2. Let x˚ “ pρ˚, 0q be an arbitrary point on T ˝ and denote by σ˚ the number min
"
ρ˚
4
,
1´ ρ˚
4
*
. For any
σ P p0, σ˚q, we define
Iσ :“
"
px, rq P D`σ px˚q ˆ R` : Dr pxq Ă D`σ px˚q
* ď "
px, rq P T ˆ R` : D`r pxq Ă D`σ px˚q
*
.
Moreover for any D`r pxq Ă D`, we let
E`x,r rus :“
ż
D`r pxq
" ˇˇ
Du
ˇˇ2 ` 1
ρ2
`
4u21 ` u23
˘`?2µ`1´ 3P `u˘˘* ρ dρdz.
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There exist two constants θ1 P p0, 1{2q and ǫ ą 0 so that if σ P p0, σ˚q and satisfies E`x˚,σ
“
u`b
‰ ă ǫ, then for any
px, rq P Iσ, either one or the other of the followings holds
p1q. E`x,θ1r
“
u`b
‰ ď r3{2; p2q. E`x,θ1r “u`b ‰ ď 12 E`x,r “u`b ‰ . (2.3)
Here θ1 is an universal constant. The same result holds for u
´
c .
Firstly we prove Proposition 2.1 with Lemma 2.2.
Proof of Proposition 2.1. For simplicity we use u to denote either u`b or u
´
c . Letting x˚, σ˚ and ǫ be as in Lemma
2.2, we choose r˚ ą 0 sufficiently small so that
16r˚ ă σ˚ and E`x˚,16r˚ rus ă ǫ. (2.4)
Moreover we denote by D`˚ the upper-half disk D
`
θ1r˚
px˚q, where θ1 is given in Lemma 2.2. Now we fix an arbitrary
x P D`˚ . It can be shown that
D`r pxq Ă D`8r˚ pxq Ă D`16r˚ px˚q , for any r P
`
0, 8r˚θ1
‰
. (2.5)
Suppose x P T . For any r P `0, 8r˚θ1‰ fixed, we let k be the natural number so that
8r˚ θ
k`1
1 ă r ď 8r˚ θk1 . (2.6)
Taking σ “ 16r˚ in Lemma 2.2, by (2.4)-(2.5), we can apply (2.3) to get
E`
x,8r˚θ
l
1
rus ď `8r˚θl´11 ˘3{2 or E`x,8r˚θl1 rus ď 12E`x,8r˚θl´11 rus , for any l “ 1, 2, ... (2.7)
If the second inequality in (2.7) holds for any l “ 1, ..., k, then by (2.6), it follows
E`x,r rus ď E`x,8r˚θk1 rus ď
ˆ
1
2
˙k
E`x,8r˚ rus Àr˚ rα, where α “ ´logθ12.
Otherwise we take l˚ to be the largest number in
!
1, ..., k
)
so that the first inequality in (2.7) holds. Then
E`x,r rus ď E`x,8r˚θk1 rus ď
ˆ
1
2
˙k´l˚
E`
x,8r˚θ
l˚
1
rus ď
ˆ
1
2
˙k´l˚ ´
8r˚θ
l˚´1
1
¯3{2
À
ˆ
1
2
˙k
Àr˚ rα.
The above arguments infer
E`x,r rus Àr˚ rα, provided x P T XD`˚ and r P
`
0, 8r˚θ1
‰
. (2.8)
Suppose x P D`˚ „ T and r P
`
0, 4r˚θ1
‰
. If T XDr pxq ‰ Ø, then
D`r pxq Ă D`2r
`
x1
˘
, where x1 is the projection of x to the ρ-axis. (2.9)
By (2.8)-(2.9), it holds E`x,r rus ď E`x1,2r rus Àr˚ rα, which infers
E`x,r rus Àr˚ rα, provided px, rq P
`
D`˚ „ T
˘ˆ `0, 4r˚θ1‰ and T XDr pxq ‰ Ø. (2.10)
Suppose x P D`˚ „ T , r P
`
0, 2r˚θ1
‰
and T XDr pxq “ Ø. Let j be the natural number so that
2r˚θ
j`1
1 ă r ď 2r˚θj1. (2.11)
We assume j ě 2. If j “ 1, then by (2.11) and the second inequality in (2.4), it holds E`x,r rus ď
`
2r˚θ
2
1
˘´1
r. Denote
by j˚ the largest number in
 
2, ..., j
(
so that T X D
2r˚θ
j˚´1
1
pxq ‰ Ø. If j˚ “ j, then (2.10)-(2.11) induce
E`x,r rus ď E`x,2r˚θj1 rus ď E
`
x,2r˚θ
j˚´1
1
rus Àr˚
´
2r˚θ
j´1
1
¯α
Àr˚ rα.
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Now we assume j˚ ă j. For any natural number l satisfying l ě j˚, we can apply Lemma 2.2 to get
E`
x,2r˚θ
l`1
1
rus ď `2r˚θl1˘3{2 or E`x,2r˚θl`11 rus ď 12 E`x,2r˚θl1 rus , for any l ě j˚. (2.12)
If for any l “ j˚, ..., j ´ 1, the second inequality in (2.12) holds, then by (2.11), it turns out
E`x,r rus ď E`x,2r˚θj1 rus ď
ˆ
1
2
˙j´j˚
E`
x,2r˚θ
j˚
1
rus ď
ˆ
1
2
˙j´j˚
E`
x,2r˚θ
j˚´1
1
rus .
Applying (2.10) to the right-hand side above and utilizing (2.11), we obtain
E`x,r rus Àr˚
ˆ
1
2
˙j´j˚ ´
2r˚θ
j˚´1
1
¯α
Àr˚
ˆ
1
2
˙j
Àr˚ rα.
If the first inequality in (2.12) are satisfied by some l in
!
j˚, ..., j ´ 1
)
, then we take l˚ to be the largest number in!
j˚, ..., j ´ 1
)
so that the first inequality in (2.12) holds. It then follows
E`x,r rus ď E`x,2r˚θj1 rus ď
ˆ
1
2
˙j´l˚´1
E`
x,2r˚θ
l˚`1
1
rus ď
ˆ
1
2
˙j´l˚´1 ´
2r˚θ
l˚
1
¯3{2
ď
ˆ
1
2
˙j
Àr˚ rα.
In summary we have
E`x,r rus Àr˚ rα, provided px, rq P
´
D`˚ „ T
¯
ˆ `0, 2r˚θ1‰ and T XDr pxq “ Ø. (2.13)
(2.8), (2.10) and (2.13) infer that u P C0,α{2`D`˚ ˘. Let uj be the j-th component of u. If u2px˚q “ 0, then there is a
r1 ą 0 sufficiently small so that Dr1 px˚q Ă D. Meanwhile it holds
u2 ą b
L
2 on Dr1 px˚q, if u “ u`b ; u2 ă c
L
2 on Dr1 px˚q, if u “ u´c and c ą 0. (2.14)
Notice that if u “ u´c and c ă 0, then the second component of u´c cannot equal to 0 at x˚. By (2.14) and the fact
that u`b and u
´
c are minimizers of the two minimization problems in (1.12), respectively, it can be shown that u solves
(2.1) weakly on Dr1 px˚q. Standard elliptic regularity then yields the smoothness of u on Dr1 px˚q. If u2 px˚q ‰ 0, then
there is a r2 ą 0 small enough so that Dr2 px˚q Ă D. Meanwhile
ˇˇ
u2
ˇˇ ą 0 on Dr2 px˚q. Letting η be an arbitrary test
function compactly supported on Dr2 px˚q, we have, by Du2 “ ´
u1
u2
Du1 ´ u3
u2
Du3 on Dr2 px˚q, thatż
D
ρDu2 ¨Dη “
ż
D
ρ Du1 ¨
"
D
ˆ
´u1
u2
η
˙
` η u2Du1 ´ u1Du2
u22
*
`
ż
D
ρ Du3 ¨
"
D
ˆ
´u3
u2
η
˙
` η u2Du3 ´ u3Du2
u22
*
.
Since u solves the equations of u1 and u3 in (2.1) weakly on Dr2 px˚q, then by the above equality, u also solves the
equation of u2 in (2.1) weakly on Dr2 px˚q. This induces the smoothness of u on Dr2 px˚q.
The remaining of this section is devoted to proving Lemma 2.2. We only consider the case when x P T . The case
when x is off the free boundary T can be similarly proved. The proof relies on a blow-up process of Luckhaus type (see
[43]-[44]). As in the proof of Proposition 2.1, we still use u to denote either u`b or u
´
c .
Suppose that we can find two sequences
!
xn “ pρn, 0q
)
Ă T ˝ and
!
rn
)
Ă R` so that the followings hold for any n:
p1q. D`rn pxnq Ă D`σ˚ px˚q ; p2q. E`xn, rnθ1 rus ą r3{2n ; p3q. E`xn, rnθ1 rus ą
1
2
E`xn, rn rus . (2.15)
Here σ˚ is given in Lemma 2.2. Meanwhile the ED -energy of u on D
`
rn
pxnq satisfies
E`xn, rn rus ÝÑ 0, as nÑ8. (2.16)
This limit induces
rn ÝÑ 0, as nÑ8. (2.17)
Otherwise we can extract a subsequence, still denoted by
 
n
(
, so that for some r0 ą 0 and x0 P T ˝, rn Ñ r0 and xn Ñ x0
as n Ñ 8. By (2.16), it follows E`x0, r0 rus “ 0 which gives u1 ” 0 on D`r0px0q. Utilizing this result, the non-negativity
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of u1 on D
` and the equation satisfied by u1 (see (2.1)), we can apply the strong maximum principle to u1 and obtain
u1 ” 0 on D`. This result violates the boundary condition of u. Letting
yn :“
ż´
D`rn pxnq
u pρ, zq and ǫ2n :“ r2n `
ż
D`rn pxnq
|Du |2, (2.18)
we also have
Lemma 2.3. The following limits hold for ǫn and rn:
p1q. ǫn ÝÑ 0; p2q. rn
ǫn
ÝÑ 0, as nÑ8. (2.19)
Proof. By (1) in (2.15), it holds
ρ ě ρ˚
L
2, for any pρ, zq P D`rn pxnq. (2.20)
Using (2.16) and (2.20), we obtain
ρ˚
2
ż
D
`
rn pxnq
ˇˇ
Du
ˇˇ2 ď ż
D
`
rn pxnq
ρ
ˇˇ
Du
ˇˇ2 ď E`xn,rn rus ÝÑ 0, as nÑ8.
The above estimate and (2.17) induce (1) in (2.19).
Utilizing (2.20) and (2) in (2.15), we can find a positive constant cµ,ρ˚ depending on µ and ρ˚ so that
cµ,ρ˚ r
2
n `
ż
D
`
rn pxnq
ˇˇ
Du
ˇˇ2 ě E`xn,rn rus ě E`xn,rnθ1 rus ą r3{2n .
By (2.17) and the above estimate, we get
ż
D`rn pxnq
ˇˇ
Du
ˇˇ2 ą r3{2n
2
, provided n is large. Recall the definition of ǫ2n in
(2.18). The last lower bound infers ˆ
rn
ǫn
˙2
ď 2r
1{2
n
1` 2r1{2n
, provided n is large.
(2) in (2.19) then follows by this upper bound and (2.17).
Now we rescale domain and value of u by letting
un pξq :“ u pxn ` rn ξq ´ yn
ǫn
, @ ξ P D`1 . (2.21)
Here we still use Dr pxq to denote the disk in the ξ-space with center x and radius r. Moreover D`r pxq is still the upper
part of Dr pxq where the second coordinate ξ2 ą 0. For simplicity if the center is 0, then we use Dr and D`r to represent
Drp0q and D`r p0q, respectively. With aid of Poincare´’s inequality and the definition of ǫn in (2.18), un is uniformly
bounded in H1pD`1 q. Then there exists a u8 P H1pD`1 q so that up to a subsequence,
p1q. un ÝÑ u8, weakly in H1pD`1 q; p2q. un ÝÑ u8, strongly in L2pD`1 q, as nÑ8. (2.22)
Moreover for any p P p1, 2q we also have uniform boundedness of un in W 1,p
`
D`1
˘
. Therefore by Theorem 6.2 in [50],
we can keep extracting a subsequence, still denoted by
 
un
(
, so that
un ÝÑ u8, strongly in Lq
`BD`1 ˘, for any q satisfying 1 ě 1q ą 1p ´ 12 . (2.23)
The limit u8 is harmonic in D
`
1 . That is
Lemma 2.4. u8 is smooth in D
`
1 and satisfies ∆ξu8 “ 0 in D`1 .
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The proof of Lemma 2.4 is similar to proof of (3.13) in [21]. We omit it here. From Lemma 2.4, we can not imply
the regularity of u8 up to the flat boundary T1 :“
!
pξ1, 0q : ξ1 P p´1, 1q
)
. To achieve the boundary regularity of u8,
we need to figure out the range of u8 on D
`
1 and T1. Before proceeding, let us introduce some notations. We use Γ to
denote the supporting manifold of u on T . More precisely Γ equals to either
Γ` :“
!
pv1, v2, 0q P S2 : v2 ě b
)
or Γ´ :“
!
pv1, v2, 0q P S2 : v2 ď c
)
. (2.24)
Let U pΓq Ă R3 be a small neighborhood of Γ in R3. For any x P U pΓq, we denote by ΠΓ pxq the unique point on Γ so
that
ˇˇ
x´ΠΓ pxq
ˇˇ “ min! |x´ y | : y P Γ). The operator ΠΓ is Lipschitz continuous from U pΓq to Γ. In the remaining
arguments, we need to keep extracting subsequences. Without mentioning, for a sequence in one of lemmas below, it
should satisfy its associated limits obtained before that lemma.
Now we begin to consider the range of u8 on D
`
1 and T1. Firstly we have
Lemma 2.5. If n is large enough, then yn P U pΓq and ΠΓ pynq is well defined. Moreover Yn :“ ΠΓpynq ´ yn
ǫn
is
uniformly bounded for all n large enough.
Proof. For H 1 -almost all ξ P T1, it holds u pxn ` rn ξq P Γ. Therefore d
`
yn,Γ
˘ ď ˇˇu pxn ` rn ξq ´ yn ˇˇ, for H 1 -almost
all ξ P T1. Here d px,Γq is the shortest distance between a point x P R3 and Γ. Integrating with respect to ξ P T1 yields
2d2
`
yn,Γ
˘ ď ż
T1
ˇˇ
upxn ` rn ξq ´ yn
ˇˇ2 ď ż
BD`
1
ˇˇ
upxn ` rn ξq ´ yn
ˇˇ2
.
By trace theorem on Lipschitz domain and Poincare´ inequality, the above estimate can be reduced to d2
`
yn,Γ
˘ À ǫ2n.
Here we also have used (2.18). The proof then follows.
By this lemma, up to a subsequence, still denoted by n, we have
lim
nÑ8
Yn “ Y˚, for some Y˚ P R3. (2.25)
The next lemma concerns about the range of u8 when it is restricted on D
`
1 .
Lemma 2.6. There is a y˚ P Γ so that up to a subsequence ΠΓpynq ÝÑ y˚, as nÑ8. Moreover it holds
u8 P Y˚ ` Tany˚ S2, for all ξ P D`1 .
Here Tany˚ S
2 is the 2-plane in R3 which contains all vectors perpendicular to y˚.
Proof. We decompose un as follows:
un “ u pxn ` rn ξq ´ΠΓ pynq
ǫn
` ΠΓ pynq ´ yn
ǫn
. (2.26)
In light of (2.25), the second term on the right-hand side of (2.26) converges to Y˚. By (2) in (2.22), un converges to
u8 for almost all ξ P D`1 . Therefore the limit of
u pxn ` rn ξq ´ΠΓ pynq
ǫn
(2.27)
exists for almost all ξ P D`1 . Since ΠΓ pynq P Γ, up to a subsequence, there is a y˚ P Γ so that ΠΓ pynq Ñ y˚ as nÑ8.
Then for almost all ξ P D`1 , u pxn ` rn ξq converges to y˚ also as n Ñ 8. Here we have used (1) in (2.19). Hence the
limit of the ratio in (2.27) is perpendicular to y˚ for almost all ξ P D`1 . This infers u8 P Y˚ ` Tany˚S2 for almost all
ξ P D`1 . The proof follows since by Lemma 2.4, u8 is smooth in D`1 .
As for the boundary values of u8 on T1, we need to consider the following three cases:
I. y˚ P Γ „ BΓ; II. y˚ P BΓ and lim inf
nÑ8
ˇˇ
ΠΓpynq ´ y˚
ˇˇ
ǫn
“ 8; III. y˚ P BΓ and lim inf
nÑ8
ˇˇ
ΠΓpynq ´ y˚
ˇˇ
ǫn
ă 8. (2.28)
For cases I and II, we have
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Lemma 2.7. Suppose that I or II in (2.28) holds. Then u8 satisfies
u8 P Y˚ ` Tany˚ Γ, for H 1-almost all ξ P T1. (2.29)
Here Tany˚ Γ is the 1-dimensional line in R
3 which contains all vectors perpendicular to y˚ and
`
0, 0, 1
˘
.
Proof. In light that u pxn ` rn ξq P Γ for H 1-almost all ξ P T1, this lemma can then be proved by similar method used
in the proof of Lemma 2.6. Here we just need to use (2.23) and (2.25)-(2.26).
In fact (2.29) still holds for III in (2.28). But in this case we can have more detailed result. That is
Lemma 2.8. If III in (2.28) holds, then there exists a v´ P Tan´y˚ Γ so that
u8 P Y˚ ` v´ ` Tan`y˚ Γ, for H 1-almost all ξ P T1. (2.30)
Here for y˚ P B Γ, we use Tan`y˚ Γ to denote the half line in Tany˚ Γ so that for any v P Tan`y˚ Γ, it holds
y˚ ` ǫvˇˇ
y˚ ` ǫv
ˇˇ P Γ, provided ǫ ą 0 and sufficiently small.
Similarly Tan´y˚ Γ denotes the half line in Tany˚ Γ so that for any v P Tan´y˚ Γ, it holds ´v P Tan`y˚ Γ.
Proof. If III in (2.28) holds, then up to a subsequence
y˚ ´ΠΓ pynq
ǫn
ÝÑ v´, for some v´ P Tan´y˚ Γ. (2.31)
Here we have used ΠΓ pynq P Γ and ΠΓ pynq Ñ y˚ as nÑ8. By (2.26), we can further decompose un into
un “ ΠΓ pynq ´ yn
ǫn
` y˚ ´ΠΓ pynq
ǫn
` u pxn ` rn ξq ´ y˚
ǫn
. (2.32)
In light of (2.23), (2.25), (2.31), as n Ñ 8, the limit of the last term in (2.32) exists for H 1-almost all ξ P T1. Hence
for H 1-almost all ξ P T1, u pxn ` rnξq P Γ and converges to y˚ as nÑ8. This infers
lim
nÑ8
u pxn ` rn ξq ´ y˚
ǫn
P Tan`y˚Γ, for H 1-almost all ξ P T1.
Using this result, (2.23), (2.25) and (2.31), we can take nÑ8 in (2.32) to get (2.30).
Motivated by Lemmas 2.6-2.8, we introduce the following two configurations spaces:
FA,σ :“
$&%u P H1`D`σ ˘
ˇˇˇˇ
ˇ u P Y˚ ` Tany˚ S
2 on D`σ
u P Y˚ ` Tany˚ Γ on Tσ
,.- (2.33)
and
FB,σ :“
$&%u P H1`D`σ ˘
ˇˇˇˇ
ˇ u P Y˚ ` Tany˚ S
2 on D`σ
u P Y˚ ` v´ ` Tan`y˚ Γ on Tσ
,.- . (2.34)
Here σ is an arbitrary number in p0, 1s. Tσ denotes the set
!
pξ1, 0q : ξ1 P p´σ, σq
)
. We claim that if I or II (III resp.)
in (2.28) holds, then u8 is an energy minimizing map in FA,1 (FB,1 resp.). See the definition of energy minimizing
map in Definition 2.10. This claim will be shown in Lemma 2.11. In the following we consider the uniform convergence
of un on S
`
σ , where for any σ P p0, 1q, S`σ :“
!
ξ “ pξ1, ξ2 q : |ξ | “ σ and ξ2 ě 0
)
.
Lemma 2.9. There exists an increasing positive sequence
!
σk
)
which takes limit 1 as k Ñ 8 and a subsequence of!
un
)
, still denoted by
!
un
)
, so that the followings hold:
(1). For any k, there exists a positive constant bk independent of n so that
sup
n
ż
S`σk
ˇˇ
Dξun
ˇˇ2 ` ż
S`σk
ˇˇ
Dξu8
ˇˇ2 ď bk;
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(2). For any n and k, un is continuous on S
`
σk
. For any k, un converges to u8 uniformly on S
`
σk
as nÑ8;
(3). For any n and k, yn ` ǫnun takes value in Γ when it is evaluated at p˘σk, 0q;
(4). If I or II in (2.28) holds, then for any k, u8 p˘σk, 0q P Y˚ ` Tany˚ Γ;
(5). If III in (2.28) holds, then for any k, u8 p˘σk, 0q P Y˚ ` v´ ` Tan`y˚ Γ.
Proof. By (2) in (2.22), as n Ñ 8, it holds
ż
S`σ
ˇˇ
un ´ u8
ˇˇ2 ÝÑ 0, for H 1-almost all σ P p0, 1q. Utilizing Fatou’s
lemma, we have ż 1
0
lim inf
nÑ8
ż
S`ρ
ˇˇ
Dξun
ˇˇ2 ď lim inf
nÑ8
ż
D`
1
ˇˇ
Dξun
ˇˇ2 ă 8.
Therefore it turns out lim inf
nÑ8
ż
S`σ
ˇˇ
Dξun
ˇˇ2 ă 8, for H 1-almost all σ P p0, 1q. In light that u8 P H1pD`1 q, we also haveż
S
`
σ
ˇˇ
Dξu8
ˇˇ2 ă 8, for H 1-almost all σ P p0, 1q. By trace theorem, yn ` ǫnun P Γ for H 1-almost all ξ P T1. In light
of all the arguments above and Lemmas 2.7-2.8, we can find an increasing positive sequence, denoted by
 
σk
(
, which
takes limit 1 as k Ñ 8 and a subsequence of  un(, still denoted by  un(, so that (1) and (3)-(5) in Lemma 2.9 hold.
Moreover it satisfies
lim
nÑ8
ż
S`σk
ˇˇ
un ´ u8
ˇˇ2 “ 0, for any k. (2.35)
In the remaining we consider (2) in Lemma 2.9. Fix n and k. By (1) in Lemma 2.9, un is absolute continuous on
S`σk . Meanwhile there holds, for all α1, α2 P
“
0, π
‰
, thatˇˇˇ
un
`
σk cosα2, σk sinα2
˘´ un`σk cosα1, σk sinα1˘ ˇˇˇ2 ď σk |α2 ´ α1 | ż
S`σk
ˇˇ
Dξun
ˇˇ2 ď bkσk ˇˇα2 ´ α1 ˇˇ.
This infers the equicontinuity of the family
!
un
ˇˇ
S`σk
: n P N
)
. Using (2.35), we can find a α0 P
`
0, π
˘
so that un converges
to u8 at
`
σk cosα0, σk sinα0
˘
. Then by the last estimate, the L8-norm of un on S
`
σk
is uniformly bounded with respect
to n. In light of Arzela`-Ascoli theorem, there exists a subsequence of
 
un
(
so that the subsequence uniformly converges
to u8 on S
`
σk
. Applying inductive arguments and diagonal process, we can extract a subsequence from
 
un
(
so that (2)
in Lemma 2.9 holds. The proof finishes.
To proceed we need to introduce the concept of energy minimizing map in FA,1 and FB,1.
Definition 2.10. Recall the configuration spaces FA,σ and FB,σ defined in (2.33)-(2.34). We call w an energy mini-
mizing map in FA,1 (FB,1 resp.) if it holdsż
D`r
|Dξw |2 ď
ż
D`r
|Dξv |2, for any r P p0, 1q and v P FA,r (FB,r resp.) with v “ w on S`r .
Now we characterize the limiting function u8 as follows:
Lemma 2.11. If I or II in (2.28) holds, then u8 is an energy minimizing map in FA,1. If III in (2.28) holds, then u8
is an energy minimizing map in FB,1. In all cases un ÝÑ u8 strongly in H1
`
D`r
˘
for any r P p0, 1q.
Proof. We divide the proof into four steps.
Step 1. Comparison map. Let
 
σk
(
and
 
un
(
be the sequences in Lemma 2.9. Fixing a k, we pick up an arbitrary
v P H1`D`σk ;Y˚ ` Tany˚ S2 ˘ with v “ u8 on S`σk . Moreover, in the sense of trace we let
v P
$&% Y˚ ` Tany˚Γ on Tσk , if I or II in (2.28) holds;Y˚ ` v´ ` Tan`y˚ Γ on Tσk , if III in (2.28) holds. (2.36)
Here v´ is given in Lemma 2.8. We cannot compare directly the energies between v and un since they have different
ranges and boundary values.
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Fixing an arbitrary R ą 0, we define for any n the map
Vn :“ Γn `Rǫn v ´ v˚ ´ Y˚|v ´ v˚ ´ Y˚ | _R on D
`
σk
, where Γn :“
$&% ΠΓ pynq , for I or II in (2.28);y˚, for III in (2.28). (2.37)
In (2.37), a_ b :“ max a, b( for two real numbers a, b. The vector v˚ is 0 if I or II in (2.28) holds. It equals to v´ if
III in (2.28) holds. For large n, the length of Vn is close to 1. Then we define
vn :“ Vn|Vn | on D
`
σk
. (2.38)
Recall that the sequence
!
Γn
)
Ă Γ and converges to y˚, as n Ñ 8. By taking n sufficiently large and assuming I in
(2.28), it turns out vn P Γ, for all points on Tσk at which v P Y˚ ` Tany˚Γ. Similarly if n is large and III in (2.28)
holds, we also have vn P Γ, for all points on Tσk at which v P Y˚ ` v´ `Tan`y˚Γ. As for II in (2.28), we decompose Vn
into
Vn “ γn `
”
ΠΓ pynq ´ γn
ı
`Rǫn v ´ Y˚ˇˇ
v ´ Y˚
ˇˇ_R, where γn “ y˚〈y˚, ΠΓ pynq 〉.
Denoting by v` the unit vector in Tan`y˚Γ, we rewrite the above equality by
Vn “ γn ` ǫn
« ˇˇ
ΠΓ pynq ´ γn
ˇˇ
ǫn
v` `R v ´ Y˚ˇˇ
v ´ Y˚
ˇˇ_R
ff
. (2.39)
When n is large enough, ΠΓ pynq and γn are close to y˚. Hence it holds 2
ˇˇ
ΠΓ pynq ´ γn
ˇˇ ą ˇˇΠΓpynq ´ y˚ ˇˇ, for large n.
By this lower bound and the assumption in II of (2.28), we getˇˇ
ΠΓ pynq ´ γn
ˇˇ
ǫn
ÝÑ 8, as nÑ8.
In light that v` P Tan`y˚Γ, then for all points on Tσk with v P Y˚ ` Tany˚Γ, it turns outˇˇ
ΠΓ pynq ´ γn
ˇˇ
ǫn
v` `R v ´ Y˚ˇˇ
v ´ Y˚
ˇˇ_R P Tan`y˚Γ, provided n is large. (2.40)
Utilizing (2.39)-(2.40) yields vn P Γ, for large n and all points on Tσk at where v P Y˚`Tany˚Γ. Here we also have used
the limit
〈
ΠΓ pynq , y˚
〉 ÝÑ 1, as nÑ8. Since (2.36) holds in the sense of trace for all three cases in (2.28), the above
arguments induce
vn P Γ, for large n and H 1-almost all points on Tσk . (2.41)
Similarly we define
v8n “
V 8n
|V 8n |
on D`1 with V
8
n :“ Γn `Rǫn
u8 ´ v˚ ´ Y˚
|u8 ´ v˚ ´ Y˚ | _R. (2.42)
In light of (4)-(5) in Lemma 2.9, same arguments for the vn above infer
v8n
`˘ σk, 0 ˘ P Γ, for large n. (2.43)
Utilizing vn and v
8
n , for arbitrary s P p0, 1q, we define
v˚n pξq “
$’’’’&’’’’%
vn
ˆ
ξ
1´ s
˙
, if ξ P D`p1´sqσk ;
σk ´ |ξ |
sσk
v8n
ˆ
σk
ξ
|ξ |
˙
` |ξ | ´ p1 ´ sqσk
sσk
u
ˆ
xn ` rnσk ξ|ξ |
˙
, if ξ P D`σk „ D`p1´sqσk .
(2.44)
In light of (2) in Lemma 2.9, (2.25), (1) in (2.19), and the limit ΠΓ pynq Ñ y˚, the two sequences
!
u pxn ` rn ¨q
)
and!
v8n
)
uniformly converge to y˚ on S
`
σk
. Hence we can define
u˚n :“
v˚n
|v˚n |
on D`σk . (2.45)
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For large n, it holds u˚n P H1
`
D`σk ; S
2
˘
with u˚n “ u pxn ` rn ¨q on S`σk . By (2.43) and (3) in Lemma 2.9, we can take n
large enough and get
u˚n P Γ on Tσk „ Tp1´sqσk . (2.46)
Here we also have used the uniform convergence of
!
u pxn ` rn ¨q
)
and
!
v8n
)
to y˚ on S
`
σk
. With (2.41), (2.44)-(2.46),
it follows u˚n P Γ, for H 1-almost all points on Tσk .
Step 2. Lower bound. Note that u minimizes the ED-energy within the configuration space:#
v P H1`D`σk rn pxnq ; S2 ˘
ˇˇˇˇ
ˇ v “ u on the closed upper circle contained in BD
`
σk rn
pxnq;
v P Γ on the flat boundary of D`σk rn pxnq
+
.
By the minimality of u, it turns outż
D`σk
#ˇˇ
Dξun
ˇˇ2 ` ˆrn
ǫn
˙2
F2
`
xn,1 ` rn ξ1, yn ` ǫnun
˘+ ¨ `xn,1 ` rn ξ1˘ (2.47)
ď
ż
D`σk
# ˇˇˇˇ
Dξ
ˆ
u˚n
ǫn
˙ˇˇˇˇ2
`
ˆ
rn
ǫn
˙2
F2
`
xn,1 ` rn ξ1, u˚n
˘+ ¨ `xn,1 ` rn ξ1˘.
Here F2 “ F2pρ, uq :“ ρ´2
`
4u21 ` u23
˘`?2µ p1´ 3P puqq. Up to a subsequence, as nÑ8,
xn ÝÑ x0 “ pρ0, 0q , for some ρ0 ą 0 . (2.48)
By this limit, (2.17), (1) in (2.22) and lower-semi continuity, it follows
ρ0
ż
D`σk
ˇˇ
Dξu8
ˇˇ2 ď lim inf
nÑ8
ż
D`σk
ˇˇ
Dξun
ˇˇ2 ¨ `xn,1 ` rn ξ1˘. (2.49)
In light of (2) in (2.19), it holdsˆ
rn
ǫn
˙2 ż
D`
1
F2
`
xn,1 ` rnξ1, yn ` ǫnun
˘ Àµ,ρ˚ ˆrnǫn
˙2
ÝÑ 0, as nÑ8. (2.50)
Applying this limit and (2.49) to the left-hand side of (2.47), we get
ρ0
ż
D`σk
ˇˇ
Dξu8
ˇˇ2 ď lim inf
nÑ8
ż
D`σk
#ˇˇ
Dξun
ˇˇ2 ` ˆrn
ǫn
˙2
F2
`
xn,1 ` rnξ1, yn ` ǫnun
˘+ ¨ pxn,1 ` rnξ1q . (2.51)
Step 3. Upper bound. By the definition of u˚n in (2.45), it followsż
D`σk
ˇˇ
Dξu
˚
n
ˇˇ2 “ ż
D`σk
ˇˇ
Dξvn
ˇˇ2 ` ż
D`σk„D
`
p1´sqσk
ˇˇ
Dξu
˚
n
ˇˇ2
. (2.52)
Firstly we estimate the right-hand side above. In light of (2.37), on D`σk , it satisfiesˇˇ
Vn ´ y˚
ˇˇ ď ˇˇΓn ´ y˚ ˇˇ`Rǫn ÝÑ 0, as nÑ8.
With the definition of vn in (2.38) and the last convergence, for j “ 1, 2, there holds
ǫ
´1
n Bξjvn “
ˇˇ
Vn
ˇˇ´1 Bξj `v ´ v˚ ´ Y˚˘Rˇˇ
v ´ v˚ ´ Y˚
ˇˇ_R ´ ˇˇVn ˇˇ´1
〈
vn, Bξj
`
v ´ v˚ ´ Y˚
˘
Rˇˇ
v ´ v˚ ´ Y˚
ˇˇ_R
〉
vn
ÝÑ Bξj
`
v ´ v˚ ´ Y˚
˘
Rˇˇ
v ´ v˚ ´ Y˚
ˇˇ_R ´
〈
y˚, Bξj
`
v ´ v˚ ´ Y˚
˘
Rˇˇ
v ´ v˚ ´ Y˚
ˇˇ_R
〉
y˚, strongly in L
2
`
D
`
σk
˘
.
Since v ´ v˚ ´ Y˚ P Tany˚S2 for almost all points in D`σk , the above limit infers
ǫ´1n Dξ vn ÝÑ Dξ
`
v ´ v˚ ´ Y˚
˘
Rˇˇ
v ´ v˚ ´ Y˚
ˇˇ_R, strongly in L2 `D`σk˘. (2.53)
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By the polar coordinates pτ,Θq in the ξ-plane, the last integral in (2.52) can be represented asż
D`σk„D
`
p1´sqσk
ˇˇ
Dξu
˚
n
ˇˇ2 “ ż σk
p1´sqσk
dτ
ż π
0
dΘ
"
τ
ˇˇBτ u˚n ˇˇ2 ` 1τ ˇˇBΘu˚n ˇˇ2
*
. (2.54)
Using (2) in Lemma 2.9 and the definition (2.21), for any ǫ ą 0, we can take n large enough and getˇˇ
u pxn ` rn¨q ´ yn ´ ǫnu8
ˇˇ “ ǫn |un ´ u8 | ă ǫǫn on S`σk . (2.55)
Still by (2) in Lemma 2.9, u8 is continuous and uniformly bounded on S
`
σk
. In light of V 8n defined in (2.42), we can
take R large enough so that
V
8
n “ Γn ` ǫn
`
u8 ´ v˚ ´ Y˚
˘
on S`σk . (2.56)
For I or II in (2.28), Γn “ ΠΓ pynq and v˚ “ 0. Applying (2.25) then yields
V
8
n ´ yn ´ ǫnu8 “ ǫnYn ´ ǫnY˚ “ o pǫnq on S`σk .
Here o pǫnq denotes a quantity satisfying o pǫnq
L
ǫn Ñ 0, as n Ñ 8. For III in (2.28), Γn “ y˚ and v˚ “ v´. By the
limits in (2.25) and (2.31), we also have
V
8
n ´ yn ´ ǫnu8 “ ǫn
`
Yn ´ Y˚
˘` ǫn „y˚ ´ΠΓ pynq
ǫn
´ v´

“ o pǫnq on S`σk .
Therefore in all cases, it holds
V
8
n “ yn ` ǫnu8 ` o pǫnq on S`σk . (2.57)
Still by (2.56), we can calculateˇˇ
V
8
n
ˇˇ2 “ 1` 2ǫn〈Γn, u8 ´ v˚ ´ Y˚〉` o pǫnq on S`σk .
Since u8 ´ v˚ ´ Y˚ P Tany˚ S2 on S`σk , then by Γn ÝÑ y˚ as nÑ8, the last equality can be reduced toˇˇ
V
8
n
ˇˇ2 “ 1` 2ǫn〈Γn ´ y˚, u8 ´ v˚ ´ Y˚〉` o pǫnq “ 1` o pǫnq on S`σk ,
which furthermore yields ˇˇ
V
8
n
ˇˇ “ 1` o pǫnq on S`σk . (2.58)
By (2.42) and (2.57)-(2.58), we get
v8n “ yn ` ǫnu8 ` o pǫnq on S`σk . (2.59)
Hence for any ǫ ą 0, the following estimate holdsˇˇ
v8n ´ yn ´ ǫnu8
ˇˇ ď ǫǫn on S`σk , provided n is large. (2.60)
In light of this estimate and (2.55), by triangle inequality, we obtainˇˇ
v8n ´ upxn ` rn¨q
ˇˇ ď 2ǫǫn on S`σk , provided n is large. (2.61)
Utilizing (2.44)-(2.45) and (2.61) above, for any ǫ ą 0, we can take n large enough and getˇˇBτu˚n ˇˇ À 1sσk ›› upxn ` rn¨q ´ v8n ››8;S`σk À ǫǫnsσk on D`σk „ D`p1´sqσk .
Therefore it follows ż σk
p1´sqσk
dτ
ż π
0
ˇˇ Bτ u˚n ˇˇ2 τ dΘ À ǫ2ǫ2nsσk . (2.62)
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Using (2.44), (2.21), (2.42) and (2.56), on D`σk „ D`p1´sqσk we can rewrite v˚n as
v˚n pτ,Θq “
σk ´ τ
sσk
Γn ` ǫn
`
u8
`
σk e
iΘ
˘´ v˚ ´ Y˚˘ˇˇ
Γn ` ǫn
`
u8
`
σk eiΘ
˘´ v˚ ´ Y˚˘ ˇˇ ` τ ´ p1´ sqσksσk `yn ` ǫnun`σk eiΘ˘˘ .
In light of (2.45) and the above representation of v˚n, it then turns out
ˇˇBΘu˚n ˇˇ ˇˇˇˇ
τ eiΘ
À σk ǫn
« ˇˇ
Dξu8
ˇˇ ˇˇˇˇ
σk eiΘ
` ˇˇDξun ˇˇ ˇˇˇˇ
σk eiΘ
ff
on D`σk „ D`p1´sqσk .
Therefore by (1) in Lemma 2.9, we haveż σk
p1´sqσk
dτ
ż π
0
ˇˇBΘu˚n ˇˇ2 τ´1dΘ À bk ǫ2n ln „ 11´ s

.
Applying the above estimate and (2.62) to right-hand side of (2.54) yieldż
D`σk„D
`
p1´sqσk
ˇˇ
Dξu
˚
n
ˇˇ2 À ǫ2ǫ2n
sσk
` bk ǫ2n ln
„
1
1´ s

. (2.63)
Now we multiply ǫ´2n on both sides of (2.52) and take nÑ8. By (2.53) and (2.63), it turns out
lim sup
nÑ8
ǫ´2n
ż
D
`
σk
ˇˇ
Dξu
˚
n
ˇˇ2 ď c
sσk
ǫ2 ` c bk ln
„
1
1´ s

`
ż
D
`
σk
ˇˇˇˇ
ˇDξ
`
v ´ v˚ ´ Y˚
˘
Rˇˇ
v ´ v˚ ´ Y˚
ˇˇ_R
ˇˇˇˇ
ˇ
2
.
Here c ą 0 is a constant. Moreover by taking RÑ8, ǫÑ 0 and sÑ 0 successively, the above estimate induces
lim sup
nÑ8
ǫ´2n
ż
D`σk
ˇˇ
Dξu
˚
n
ˇˇ2 ¨ `xn,1 ` rn ξ1˘ “ ρ0 lim sup
nÑ8
ǫ´2n
ż
D`σk
ˇˇ
Dξu
˚
n
ˇˇ2 ď ρ0 ż
D`σk
ˇˇ
Dξv
ˇˇ2
. (2.64)
Similarly as (2.50), it holdsˆ
rn
ǫn
˙2 ż
D`
1
F2
`
xn,1 ` rnξ1, u˚n
˘ Àµ,ρ˚ ˆrnǫn
˙2
ÝÑ 0, as nÑ8.
Applying this estimate and (2.64) to the right-hand side of (2.47) yield
lim sup
nÑ8
ż
D`σk
# ˇˇˇˇ
Dξ
ˆ
u˚n
ǫn
˙ˇˇˇˇ2
`
ˆ
rn
ǫn
˙2
F2
`
xn,1 ` rnξ1, u˚n
˘ + ¨ pxn,1 ` rnξ1q ď ρ0 ż
D`σk
ˇˇ
Dξv
ˇˇ2
. (2.65)
Step 4. Completion of proof. In light of (2.51) and (2.65), we can take nÑ8 in (2.47) and obtainż
D`σk
ˇˇ
Dξ u8
ˇˇ2 ď ż
D`σk
ˇˇ
Dξ v
ˇˇ2
.
Since σk Ò 1 as k Ñ8, u8 is an energy minimizing map in FA,1 if I or II in (2.28) holds. If III in (2.28) holds, then u8
is an energy minimizing map in FB,1. Moreover if we take v in (2.65) to be u8, then by (2.47), (2.50)-(2.51) and (2.65),
it holds Dξun Ñ Dξu8 strongly in L2
`
D`σk
˘
. Still by the limit σk Ò 1 as k Ñ8, the strong H1 pD`r q-convergence of un
follows for any r P p0, 1q.
With the above compactness result and characterization of u8, we are ready to prove Lemma 2.2.
Proof of Lemma 2.2. We only show the case when x P T by continuing the above arguments. With some modifica-
tions, the interior case when x is off T can be similarly proved. By the definition of un in (2.21), ǫn defined in (2.18)
and (2) in (2.19), it can be shown thatż
D`
1
ˇˇ
Dξun
ˇˇ2 “ 1
ǫ2n
ż
D`rn pxnq
|Du |2 “ 1´
ˆ
rn
ǫn
˙2
ÝÑ 1, as nÑ8. (2.66)
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Moreover utilizing (3) in (2.15), non-negativity of F2 and change of variable, we haveż
D`
θ1
ˇˇ
Dξun
ˇˇ2 ¨ pxn,1 ` rnξ1q ` ˆrn
ǫn
˙2 ż
D`
θ1
F2
`
xn,1 ` rnξ1, yn ` ǫnun
˘ ¨ pxn,1 ` rnξ1q
ą 1
2
ż
D`
1
ˇˇ
Dξun
ˇˇ2 ¨ pxn,1 ` rnξ1q .
In light of the strong H1pD`θ1q-convergence of un in Lemma 2.11, (2.50) and (2.66) above, we can take n Ñ 8 in the
last estimate and obtain ż
D`
θ1
ˇˇ
Dξu8
ˇˇ2 ě 1
2
. (2.67)
For any v P H1 `D`1 ; Y˚ ` Tany˚ S2˘, there are two H1 functions on D`1 , denoted by fv1 and fv2 , so that
v “ Y˚ ` fv1 v` ` fv2 v` ˆ y˚ on D`1 .
Here v` is the unit vector in Tan`y˚ Γ. Therefore by Lemma 2.11, if I or II in (2.28) holds, then it satisfiesż
D`
1{2
|Dξ fu81 |2 ` |Dξ fu82 |2 ď
ż
D`
1{2
|Dξ f1 |2 ` |Dξ f2 |2 , (2.68)
for any f1, f2 P H1
`
D`
1{2
˘
with f1 “ fu81 on S`1{2 and f2 “ fu82 on BD`1{2 . Notice that f2 “ 0 on T1{2. Taking f2 “ fu82
on the right-hand side of (2.68), we haveż
D`
1{2
|Dξ fu81 |2 ď
ż
D`
1{2
|Dξ f1 |2 , for any f1 satisfying f1 P H1
`
D`
1{2
˘
and f1 “ fu81 on S`1{2. (2.69)
Extending fu81 to the whole D1{2 so that the extension, still denoted by f
u8
1 , is an even function with respect to the
variable ξ2, by the minimality of f
u8
1 in (2.69), we can show that f
u8
1 is a harmonic function on D1{2. Applying Lemma
1.41 in [27] to Dξf
u8
1 then yieldsż
Dθ1
ˇˇ
Dξ f
u8
1
ˇˇ2 À θ21 ż
D1{2
ˇˇ
Dξ f
u8
1
ˇˇ2
, for any θ1 ă 1{2. (2.70)
Taking f1 “ fu81 on the right-hand side of (2.68), we haveż
D
`
1{2
|Dξ fu82 |2 ď
ż
D
`
1{2
|Dξ f2 |2 , for any f2 satisfying f2 P H1
`
D`
1{2
˘
and f2 “ fu82 on BD`1{2. (2.71)
Since fu82 “ 0 on T1{2, we can extend fu82 to the whole D1{2 so that the extension, still denoted by fu82 , is an odd
function with respect to the variable ξ2. By the minimality of f
u8
2 given in (2.71), we can show that f
u8
2 is a harmonic
function on D1{2. By Lemma 1.41 in [27], it turns outż
Dθ1
ˇˇ
Dξ f
u8
2
ˇˇ2 À θ21 ż
D1{2
ˇˇ
Dξ f
u8
2
ˇˇ2
, for any θ1 ă 1{2. (2.72)
Utilizing (2.70), (2.72) and (2.66), we then obtainż
D`
θ1
ˇˇ
Dξu8
ˇˇ2 À θ21 ż
D`
1{2
ˇˇ
Dξu8
ˇˇ2 À θ21 , for any θ1 ă 1{2. (2.73)
Therefore we can take θ1 suitably small so that (2.67) does not hold.
If III in (2.28) holds, then for any v P H1 `D`1 ; Y˚ ` Tany˚ S2˘, there are two H1 functions on D`1 , denoted by fv1
and fv2 , so that
v “ Y˚ ` v´ ` fv1 v` ` fv2 v` ˆ y˚ on D`1 .
Repeating the similar arguments for (2.69), we obtainż
D`
3{4
|Dξ fu81 |2 ď
ż
D`
3{4
|Dξ f1 |2 , for any f1 satisfying f1 P H1
`
D`
3{4
˘
; f1 “ fu81 on S`3{4 ; f1 ě 0 on T3{4.
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Here we have used the boundary condition on T3{4 for an admissible map in FB,3{4 (see (2.34)). Applying Lemma 9.1
in [53] to fu81 , by Poincare´ inequality, filling hole argument and standard iteration argument, we can find an universal
constant α P `0, 1˘ so thatż
D`r
ˇˇ
Dξ f
u8
1
ˇˇ2 À rα ż
D`
3{16
ˇˇ
Dξ f
u8
1
ˇˇ2
, for any r P `0, 3{16˘.
As for fu82 , we can also extend it to be an odd function with respect to the variable ξ2. (2.72) still holds in this case.
By (2.72) and the last estimate, it turns outż
D`
θ1
ˇˇ
Dξu8
ˇˇ2 “ ż
D`
θ1
ˇˇ
Dξf
u8
1
ˇˇ2 ` ż
D`
θ1
ˇˇ
Dξf
u8
2
ˇˇ2
À θα1
ż
D`
3{16
ˇˇ
Dξ f
u8
1
ˇˇ2 ` θ21 ż
D`
1{2
ˇˇ
Dξf
u8
2
ˇˇ2 À θα1 ż
D`
1{2
ˇˇ
Dξu8
ˇˇ2 À θα1 ,
for any θ1 ă 3{16. Therefore we can take θ1 suitably small so that (2.67) still fails in this case.
III. REGULARITY AT THE ORIGIN
Due to Proposition 2.1, L
“
u`b
‰
and L
“
u´c
‰
solve the equation in (1.13) weakly in a neighborhood of 0. Applying
Rivie`re-Struwe arguments in [54], we obtain the following ǫ-regularity near the origin:
Proposition 3.1. Suppose that b and c satisfy the same assumptions as in Proposition 2.1. Define W`b :“ L
“
u`b
‰
and
W´c :“ L
“
u´c
‰
. There exists an ǫ0 ą 0 so that W`b is smooth at the origin, provided
lim inf
rÑ0
r´1
ż
Br
ˇˇ
∇W
`
b
ˇˇ2 ă ǫ0.
As a map defined on B1, u
`
b is also regular at the origin in the sense of Definition 1.2, if the map W
`
b is smooth at the
origin. The same result holds for W´c and u
´
c .
In this section we improve the result in Proposition 3.1 by showing
Proposition 3.2. Suppose b P I´ and c P I` with c ‰ 0. Then W`b and W´c are smooth at the origin.
Throughout the section we use W to denote either W`b or W
´
c . To prove Proposition 3.2, we need to show that all
tangent maps of W at 0 are trivial. Since u`b and u
´
c are minimizers of the two minimization problems in (1.12), by
applying arguments in [21], for almost all R P p0, 1q, it holdsż
B
`
R
|∇W |2 ` 3
?
2µ
`
1´ 3S rW s ˘` 2R ż
B`BR
|BνW |2 “ R
ż
B`BR
|∇W |2 `
?
2µ
`
1´ 3S rW s ˘.
Here B`BR denotes the spherical boundary of B`R . ν is the outer normal direction on B`BR. Utilizing the last energy
equality then yields
r´1
ż
B`r
|∇W |2 `
?
2µ
`
1´ 3S rW s ˘ ` 2 ż
B`σ „B
`
r
1
|x |
ˇˇBνW ˇˇ2 (3.1)
ď σ´1
ż
B
`
σ
|∇W |2 `
?
2µ
`
1´ 3S rW s ˘, for all 0 ă r ă σ ď 1.
Supposing that
!
kj
)
is a positive decreasing sequence which converges to 0 as j Ñ8, we rescale W by
W
pjq pxq :“W pkj xq , for any x P B1. (3.2)
The map Wpjq is well-defined, provided j is large. Moreover by (3.1), it turns out
19
Lemma 3.3. There exists a W8 P H1 `B1; S4˘ so that up to a subsequence,
p1q. Wpjq ÝÑW8, weakly in H1 `B1; S4˘; p2q. Wpjq ÝÑW8, strongly in L2 `B1; S4˘. (3.3)
The limiting map W8 is a 0-homogeneous harmonic map from B1 to S
4 with energy satisfyingż
B1
|∇W8 |2 ă 24π. (3.4)
Moreover in the sense of trace, there holds
W
8
3 ě b on T , if W “W`b ; W83 ď c on T , if W “W´c . (3.5)
Here T is the flat boundary of B`1 . W
8
3 is the third component of W
8.
Proof. By (3.1)-(3.2), it followsż
B1
ˇˇˇ
∇W
pjq
ˇˇˇ2
“ 2k´1j
ż
B`
kj
ˇˇ
∇W
ˇˇ2 ď 2 ż
B`
1
ˇˇ
∇W
ˇˇ2 `?2µ`1´ 3S rW s ˘.
Utilizing this uniform energy bound then yields (3.3). Moreover by lower semi-continuity, we can take j Ñ 8 in the
last estimate and getż
B1
|∇W8 |2 ď lim inf
jÑ8
ż
B1
ˇˇˇ
∇W
pjq
ˇˇˇ2
ď 2
ż
B`
1
ˇˇ
∇W
ˇˇ2 `?2µ`1´ 3S rW s ˘.
Since W “ L rus with u equaling to either u`b or u´c , then by (1.12), the last estimate can be reduced toż
B1
|∇W8 |2 ď
ż
B1
ˇˇ
∇W
ˇˇ2 `?2µ`1´ 3S rW s ˘ “ Eµ rus ă Eµ rU˚ s “ 24π.
(3.4) holds by the last estimate. As for (3.5), we notice that the trace of W3 on T equals to the trace of u2 on T . It
then turns out
W
pjq
3 ě b on T , if W “W`b ; Wpjq3 ď c on T , if W “W´c . (3.6)
By Theorem 6.2 in [50], we can keep extracting a subsequence, still denoted by
 
Wpjq
(
, so that
W
pjq ÝÑW8, strongly in Lq `BB`1 ˘, for any q P “1, 4˘. (3.7)
Utilizing (3.7), we can take j Ñ8 in (3.6) and obtain (3.5). The fact that W8 is a 0-homogeneous harmonic map from
B1 to S
4 follows by a standard argument in [56].
Since W8 is a 0-homogeneous harmonic map from B1 to S
4, W8 can be represented by W8 “ L rvs, where
v “ pv1, v2, v3q depends only on the polar angle ϕ and is a smooth 3-vector field on
“
0, π
‰
with unit length. Moreover
the three components of v satisfy the following ODE system:
´` sinϕ v1˘1 ` 1
sinϕ
¨˚
˝ 4v10
v3
‹˛‚ “ "|v1 |2 sinϕ` 1
sinϕ
`
4v21 ` v23
˘*
v on p0, πq. (3.8)
Here 1 denotes the derivative with respect to the variable ϕ. Utilizing the system (3.8), we have
Lemma 3.4. If W “ W`b , then the map W8 equivalently equals to the constant vector N˚ :“ p0, 0, 1, 0, 0q on B1. If
W “W´c,, then the map W8 equivalently equals to ´N˚ on B1.
Proof. Taking inner product with v1 on both sides of (3.8) yieldsˇˇ
v1
ˇˇ2
sin2 ϕ´ `4v21 ` v23˘ “ const, for any ϕ P “0, π‰.
Since v is smooth on
“
0, π
‰
and v1 “ v3 “ 0 at ϕ “ 0, const in the last equality equals to 0. It turns outˇˇ
v1
ˇˇ2
sin2 ϕ “ 4v21 ` v23 , for any ϕ P
“
0, π
‰
. (3.9)
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Note that v1 pϕq “ v1 pπ ´ ϕq, v2 pϕq “ v2 pπ ´ ϕq, v3 pϕq “ ´v3 pπ ´ ϕq, for any ϕ P
“
0, π
‰
. Then
v11 “ v12 “ 0 at ϕ “
π
2
. (3.10)
Evaluating (3.9) at ϕ “ π
2
and using (3.10), we obtain
v13 “ ˘2v1 at ϕ “
π
2
. (3.11)
Here we also used the boundary condition v3 “ 0 at ϕ “ π{2. Since
v1 ě 0, v3 ě 0 on
“
0, π{2‰, (3.12)
it holds v13 ď 0 at π{2. The sign in (3.11) can be determined. That is
v13 “ ´2v1 at ϕ “
π
2
. (3.13)
Suppose that v1 “ 0 at some ϕ0 P p0, π{2q. By (3.12), ϕ0 is a minimum point of v1 on p0, π{2q. It follows v11 “ 0
at ϕ0. Applying uniqueness result for ordinary differential equation to the equation of v1 in (3.8) then yields v1 ” 0 on
r0, πs. In light of (3.13), v13 “ 0 at ϕ “ π{2. Since we have v3 “ 0 at ϕ “ π{2, we can also apply uniqueness result for
ordinary differential equation to the equation of v3 in (3.8) and obtain v3 ” 0 on r0, πs. In this case we haveW8 equals
to either N˚ or ´N˚ on B1.
Similarly if it holds v3 “ 0 at some ϕ0 P p0, π{2q, then we have v3 ” 0 on r0, πs. Still by (3.13), it follows v1 “ 0
at ϕ “ π{2. From (3.10), it satisfies v11 “ 0 at ϕ “ π{2. We then can still infer v1 ” 0 on r0, πs. In this case W8 also
equals to either N˚ or ´N˚ on B1.
Now we assume v1 ą 0 and v3 ą 0 on p0, π{2q. Since v2 “ 1 or ´1 at ϕ “ 0, by the regularity of v2 and the
positivity of v1 and v3 on p0, π{2q, we can find a ϕ1 P p0, π{2q so that v1, v2 and v3 are all non-zero at ϕ1. Therefore
the image of W8 restricted on
`
ϕ1, θ
˘
, where θ P r0, 2πs, can not be contained in a totally geodesic S3 Ă S4. Here we
also used W8 “ L rv s and the definition of the L-operator. This infers that W8, when restricted on S2, is a linearly
full harmonic map from S2 to S4. By Corollary 1.20 in [39], the twistor degree d of W8 must satisfy d ě 3. It followsż
B1
|∇W8 |2 “ 8πd ě 24π. This estimate violates (3.4).
Hence W8 “ N˚ or ´N˚. The lemma then follows by (3.5).
Proof of Proposition 3.2. Recall that u`b and u
´
c are minimizers of the two minimization problems in (1.12). The
proof of Proposition 3.2 can be obtained by Proposition 3.1, Lemma 3.4 and a similar construction as in the proof of
convergence theorem 5.5 in [31] (see also Sect.4 in [29]).
IV. SINGULARITY: ITS TANGENT MAP AND STRUCTURE
Denote by x0 the point
`
0, 0, z0
˘
, where z0 P p0, 1q. Let
 
kj
(
be a positive decreasing sequence which converges to 0 as
j Ñ8. If j is sufficiently large, then the map
wpjqpxq :“W`x0 ` kj x˘, x P B1 (4.1)
is well-defined. Here we still use W to denote either L
“
u`b
‰
or L
“
u´c
‰
. Similar arguments as the proof for (3.3) implies
that there exists a w8 P H1 `B1; S4˘ so that up to a subsequence
p1q. wpjq ÝÑ w8 weakly in H1 `B1; S4˘; p2q. wpjq ÝÑ w8 strongly in L2 `B1; S4˘. (4.2)
Moreover w8 is a 0-homogeneous harmonic map from B1 to S
4. By a similar construction as in the proof of convergence
theorem 5.5 in [31], it holds, for all R P p0, 1q, that
lim sup
jÑ8
k´1j
ż
BkjRpx0q
|∇W |2 ď
ż
BR
|∇w8 |2 . (4.3)
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On the other hand lower semi-continuity and (1) in (4.2) infers
lim inf
jÑ8
k´1j
ż
BkjRpx0q
|∇W |2 “ lim inf
jÑ8
ż
BR
ˇˇˇ
∇wpjq
ˇˇˇ2
ě
ż
BR
|∇w8 |2 .
Combining the last lower bound and (4.3), we get wpjq ÝÑ w8, strongly in H1 `BR; S4˘, as j Ñ 8. Since R is an
arbitrary number in p0, 1q, it then holds
wpjq ÝÑ w8 strongly in H1loc
`
B1; S
4
˘
, as j Ñ8. (4.4)
IV.1. MINIMALITY OF THE LIMITING MAP
In this section we study the minimality of w8 with respect to the Dirichlet energy. The main result is
Proposition 4.1. For any R P p0, 1q, w8 saturates the minimal value of the following minimization problem:
Min
$&%
ż
BR
ˇˇ
∇w
ˇˇ2 ˇˇˇˇˇ w P H
1
`
BR; S
4
˘
; w “ w8 on BBR;
w “ L rus , for some 3-vector field u “ u pr, ϕq
,.- . (4.5)
Before proving Proposition 4.1, we introduce some notations. Given a 3-vector field u “ `u1, u2, u3˘ on “0, π‰, we use
e2 rus to denote the energy density |Bϕu |2 sinϕ ` 1
sinϕ
`
4u21 ` u23
˘
. The E2-energy of u is the integration of e2 rus on“
0, π
‰
. Firstly we control the L8-norm of u in terms of its E2-energy. That is
Lemma 4.2. For any 3-vector field u on
“
0, π
‰
with finite E2-energy, it satisfies
u21 pϕq ` u23 pϕq ď 2
ż ϕ
0
e2 rus , for any ϕ P
“
0, π
‰
. (4.6)
If in addition |u| “ 1 on “0, π‰, then u2 satisfiesˇˇˇˇ
u2pϕ2q ´ u2pϕ1q
ˇˇˇˇ
ď
ż ϕ2
ϕ1
e2
“
u
‰
, for any 0 ď ϕ1 ă ϕ2 ď π. (4.7)
The proof is standard, we omit it here. Now we prove Proposition 4.1.
Proof of Proposition 4.1. Recalling wpjq defined in (4.1), we can find a 3-vector field upjq “ upjq pr, ϕq on B1 so that
wpjq “ L“upjq ‰. Moreover w8 “ L“u8 ‰ for some 3-vector field u8 “ u8 pϕq on r0, π s. By the strong convergence (4.4),
for any R P p0, 1q fixed, there is a σ2 P pR, 1q so thatż π
0
e2
”
upjq ´ u8
ı
dϕ
ˇˇˇˇ
r“σ2
ÝÑ 0, as j Ñ8. (4.8)
Then up to a subsequence,
upjq ÝÑ u8 pointwisely on
"
pσ2, ϕq : ϕ P p0, πq
*
. (4.9)
Utilizing (4.6) and the limit (4.8), we obtain´
u
pjq
1 ´ u81
¯2
`
´
u
pjq
3 ´ u83
¯2
ÝÑ 0 uniformly on
"`
σ2, ϕ
˘
: ϕ P “0, π‰*. (4.10)
Let ϕ˚ be an arbitrary number in p0, π{2q. By (4.7), it followsˇˇˇ
u
pjq
2 pσ2, ϕq ´ upjq2 pσ2, ϕ˚q
ˇˇˇ
ď
ż ϕ˚
0
e2
”
upjq
ı ˇˇˇˇ
r“σ2
, for any ϕ P “0, ϕ˚‰.
In light of (4.8)-(4.9) and taking j Ñ8 in the last estimate, we then obtainˇˇ
u82 pϕq ´ u82 pϕ˚q
ˇˇ ď ż ϕ˚
0
e2 ru8s , for any ϕ P
`
0, ϕ˚
‰
.
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The last two estimates then yield›››upjq2 pσ2, ¨q ´ u82 p¨q›››
8; p0,ϕ˚ s ď
ˇˇˇ
u
pjq
2 pσ2, ϕ˚q ´ u82 pϕ˚q
ˇˇˇ
`
ż ϕ˚
0
e2
“
u
8‰` ż ϕ˚
0
e2
”
u
pjq
ı ˇˇˇˇ
r“σ2
. (4.11)
Here and in what follows, for a function defined on an interval I, we use } ¨ }8;I to denote its L8-norm on the interval
I. Similarly it also holds›››upjq2 pσ2, ¨q ´ u82 p¨q›››
8; rπ´ϕ˚,πq ď
ˇˇˇ
u
pjq
2 pσ2, ¨q ´ u82 p¨q
ˇˇˇ ˇˇˇˇ
π´ϕ˚
`
ż π
π´ϕ˚
e2
“
u
8‰` ż π
π´ϕ˚
e2
”
u
pjq
ı ˇˇˇˇ
r“σ2
. (4.12)
As for ϕ1 P
“
ϕ˚, π ´ ϕ˚
‰
, we have the lower bound sinϕ1 ě sinϕ˚. It inducesˇˇˇ
u
pjq
2 pσ2, ϕ1q ´ u82 pϕ1q
ˇˇˇ
ď
ˇˇˇ
u
pjq
2 pσ2, ϕ˚q ´ u82 pϕ˚q
ˇˇˇ
` 1
sin
1
2 ϕ˚
ż ϕ1
ϕ˚
ˇˇˇ
Bϕupjq2 ´ Bϕu82
ˇˇˇ
sin
1
2 ϕ
ˇˇˇˇ
r“σ2
ď
ˇˇˇ
u
pjq
2 pσ2, ϕ˚q ´ u82 pϕ˚q
ˇˇˇ
`
ˆ
π
sinϕ˚
˙1{2 ˆż π
0
ˇˇˇ
Bϕupjq2 ´ Bϕu82
ˇˇˇ2
sinϕ
˙1{2 ˇˇˇˇ
r“σ2
.
Therefore it holds›››upjq2 pσ2, ¨q ´ u82 p¨q›››
8; rϕ˚,π´ϕ˚s ď
ˇˇˇ
u
pjq
2 pσ2, ϕ˚q ´ u82 pϕ˚q
ˇˇˇ
`
ˆ
π
sinϕ˚
˙1{2 ˆż π
0
e2
”
u
pjq ´ u8
ı˙1{2 ˇˇˇˇ
r“σ2
.
Using the last estimate, (4.11)-(4.12) and the limits in (4.8)-(4.9), we get
lim sup
jÑ8
›››upjq2 pσ2, ¨q ´ u82 p¨q›››
8; p0,πq
ď 2
ż ϕ˚
0
e2 ru8s ` 2
ż π
π´ϕ˚
e2 ru8s ÝÑ 0, as ϕ˚ Ñ 0`.
By (4.10) and the above limit, it turns out
upjq pσ2, ¨q ÝÑ u8 p¨q uniformly on
“
0, π
‰
, as j Ñ8. (4.13)
Suppose that w˚ “ L rus for some u “ u pr, ϕq on BR. Moreover we assume w˚ P H1
`
BR; S
4
˘
and satisfies, in the
sense of trace, w˚ “ w8 on BBR. We need to showż
BR
|∇w8|2 ď
ż
BR
|∇w˚ |2 . (4.14)
Firstly we extend w˚ from BR to Bσ2 by setting
pw˚ “ w˚ on BR; pw˚ “ w8 on Bσ2 „ BR. (4.15)
Fixing a σ1 P
`
R, σ2
˘
, we define
rwpjq “ pw˚ on Bσ1 ; rwpjq “ w8 ` r ´ σ1σ2 ´ σ1
´
wpjqpσ2, ¨q ´ w8
¯
on Bσ2 „ Bσ1 . (4.16)
In light of (4.13), the distance between rwpjq and S4 is uniformly small on Bσ2 , provided j is sufficiently large. Therefore
we can define our comparison map
pwpjq “ rw pjqˇˇ rw pjq ˇˇ on Bσ2 . (4.17)
Moreover it holds ż
Bσ2„Bσ1
ˇˇˇ
∇ pwpjq ˇˇˇ2 À ż
Bσ2„Bσ1
ˇˇˇ
∇ rwpjq ˇˇˇ2 , provided j is sufficiently large. (4.18)
By (4.16), the energy of rwpjq on Bσ2 „ Bσ1 can be estimated byż
Bσ2„Bσ1
ˇˇˇ
∇ rwpjq ˇˇˇ2 À 1
σ2 ´ σ1
››wpjq ´ w8 ››2
8;BBσ2
` `σ2 ´ σ1˘ ż π
0
e2
“
u8
‰` e2 ”upjqı dϕ ˇˇˇˇ
r“σ2
.
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Applying the last estimate to (4.18) and taking j large, we obtainż
Bσ2„Bσ1
ˇˇˇ
∇ pwpjq ˇˇˇ2 À 1
σ2 ´ σ1
››wpjq ´ w8 ››2
8;BBσ2
` `σ2 ´ σ1˘ ż π
0
e2
“
u8
‰` e2 ”upjqı dϕ ˇˇˇˇ
r“σ2
. (4.19)
Since u`b and u
´
c are minimizers of the two minimization problems in (1.12), respectively,ż
Bσ2
ˇˇˇ
∇wpjq
ˇˇˇ2
`
?
2µk2j
”
1´ 3S
”
wpjq
ıı
ď
ż
Bσ2
ˇˇˇ
∇ pwpjq ˇˇˇ2 `?2µk2j ”1´ 3S ” pwpjqıı .
By the boundedness of potential term and (4.15)-(4.17), the last estimate infersż
Bσ2
ˇˇˇ
∇wpjq
ˇˇˇ2
ď cµk2j `
ż
Bσ2„Bσ1
ˇˇˇ
∇ pwpjq ˇˇˇ2 ` ż
Bσ1„BR
|∇w8 |2 `
ż
BR
|∇w˚ |2 .
Here cµ is a positive constant depending only on µ. Utilizing (4.19) and convergence in (4.4), (4.8) and (4.13), we can
take j Ñ8 in the last estimate and getż
Bσ2
|∇w8 |2 ď c`σ2 ´ σ1˘ ż π
0
e2
“
u8
‰` ż
Bσ1„BR
|∇w8 |2 `
ż
BR
|∇w˚ |2 .
Here c ą 0 is a universal constant. (4.14) then follows by taking σ1 Ñ σ´2 in the above estimate.
IV.2. GENERIC SINGULARITIES
Since w8 “ L“u8‰ is a 0-homogeneous harmonic map from B1 to S4, the three components of u8 satisfy the ODE
system (3.8). By this ODE system, there holds
Lemma 4.3. The limiting map w8 must be one of the following harmonic maps:
Class I : Constant mapping N˚ or ´N˚, where N˚ “ p0, 0, 1, 0, 0q;
Class II : For some β1 P
`
0, π
˘
, w8 “ L“u8‰ with u8 equaling to
either
ˆ
0,
cosβ1 ` cosϕ
1` cosβ1 cosϕ,
sinβ1 sinϕ
1` cosβ1 cosϕ
˙
or
ˆ
0,
cosβ1 ´ cosϕ
1´ cosβ1 cosϕ,
sinβ1 sinϕ
1´ cosβ1 cosϕ
˙
on
“
0, π
‰
;
Class III : For some β2 P
`
0, π
˘
, w8 “ L“u8‰ with u8 equaling to
either
ˆ
sinβ2 sin J pϕq
1` cosβ2 cosJ pϕq ,
cosβ2 ` cosJ pϕq
1` cosβ2 cosJ pϕq , 0
˙
or
ˆ
sinβ2 sin J pϕq
1´ cosβ2 cosJ pϕq ,
cosβ2 ´ cosJ pϕq
1´ cosβ2 cosJ pϕq , 0
˙
on
“
0, π
‰
.
Here J pϕq :“ arccos
ˆ
2 cosϕ
1` cos2 ϕ
˙
.
Proof. In the proof we use v to denote the 3-vector field u8. Since x0 “ p0, 0, z0q, where z0 P
`
0, 1
˘
, by the non-
negativity of u`b;1, u
`
b;3, u
´
c;1 and u
´
c;3 on B
`
1 , we have
v1 ě 0, v3 ě 0 on
`
0, π
˘
. (4.20)
If v1 “ 0 at some ϕ0 P
`
0, π
˘
, then by (4.20), ϕ0 is a minimum point of v1. It follows v
1
1 pϕ0q “ 0. Here and in the
following 1 denotes the derivative with respect to the variable ϕ. By applying uniqueness result for ordinary differential
equation to the equation of v1 in (3.8), it turns out v1 ” 0 on
“
0, π
‰
. If in addition v3 “ 0 at some point in
`
0, π
˘
, then
similarly we have v3 ” 0 on
“
0, π
‰
. Here we just need to use the equation of v3 in (3.8). In this case, w
8 is the constant
mapping N˚ or ´N˚. If v1 ” 0 on
“
0, π
‰
and v3 ą 0 on
`
0, π
˘
, then we can represent v by
v “ `0, v2, v3˘ “ `0, cosα, sinα˘, where α “ arccos v2. (4.21)
Plugging the representation (4.21) into (3.9), we get
`
α1
˘2 “ ˆ sinα
sinϕ
˙2
on
`
0, π
˘
.
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The sign of α1 does not change on
`
0, π
˘
. Otherwise there will be a ϕ1 P
`
0, π
˘
so that α1pϕ1q “ 0. Using the last
equality yields sinαpϕ1q “ 0. It violates the assumption that v3 pϕ1q “ sinαpϕ1q ą 0. Therefore we have from the last
equality that
α1 “ sinα
sinϕ
on
`
0, π
˘
or α1 “ ´ sinα
sinϕ
on
`
0, π
˘
. (4.22)
Solving the two ODEs in (4.22), we obtain the harmonic maps given in Class II of the lemma.
In the remaining we suppose v1 ą 0 on
`
0, π
˘
. In this case we multiply v3 and v1 on both sides of the equations of
v1 and v3 in (3.8), respectively. Then we subtract one of the two resulting equations from another one. By this way, it
turns out ``
v1v
1
3 ´ v3v11
˘
sinϕ
˘1 “ ´3v1v3
sinϕ
ď 0, for all ϕ P `0, π˘. (4.23)
Here we also have used (4.20) in the last inequality above. (4.23) infers that
`
v1v
1
3 ´ v3v11
˘
sinϕ is non-increasing on`
0, π
˘
. The quantity
`
v1v
1
3 ´ v3v11
˘
sinϕ equals to 0 when ϕ “ 0 and π. Therefore we have pv1v13 ´ v3v11q sinϕ ” 0, for
all ϕ P `0, π˘. Since v1 ą 0 on `0, π˘, it followsˆ
v3
v1
˙1
” 0, for all ϕ P `0, π˘.
Therefore v3 “ cv1 on
`
0, π
˘
, where c is a constant. If c ‰ 0, then by the equations of v1 and v3 in (3.8), it holds v1 ” 0
on
`
0, π
˘
. It violates our assumption that v1 ą 0 on
`
0, π
˘
. Therefore c “ 0. Equivalently v3 ” 0 on
`
0, π
˘
. Now we
can represent v by v “ `v1, v2, 0˘ “ ` sinα, cosα, 0˘, where α “ arccos v2. Plugging this representation of v into (3.9)
then yields
`
α1
˘2 “ ˆ2 sinα
sinϕ
˙2
on
`
0, π
˘
.
The sign of α1 does not change on
`
0, π
˘
. Therefore we have from the last equality that
α1 “ 2 sinα
sinϕ
on
`
0, π
˘
or α1 “ ´2 sinα
sinϕ
on
`
0, π
˘
. (4.24)
Solving the two ODEs in (4.24), we obtain the harmonic maps given in Class III of the lemma.
With Proposition 4.1 and Lemma 4.3, we can further determine w8 at possible singularity x0.
Proposition 4.4. Suppose that W “ L“u`b ‰ or L“u´c ‰. Moreover we assume that x0 P B`1 X l3 is a singular point of
W. Then the tangent map w8 of W at x0 must be either Λ
` or Λ´ in (1.14).
Proof. Since w8 is 0-homogeneous, we take R in Proposition 4.1 to be 1. If w8 is a constant map, then by (4.4) and
standard ǫ-regularity result (similar to Proposition 3.1), x0 is a smooth point of W . This contradicts our assumption
that x0 is a singularity of W . If w
8 is a harmonic map in Class II of Lemma 4.3 with cosβ1 ‰ 0, then we fix a
x˚ P B`1 X l3. Using the value of w8 on BB1, we can construct a 0-homogeneous map with respect to the center x˚.
Similarly as the proof of Theorem 7.3 in [11], the Dirichlet energy on B1 of this constructed 0-homogeneous map is
strictly less than 8π, provided that x˚ is sufficiently close to 0. The closeness depends on cosβ1. Therefore w
8 cannot
saturate the minimal energy of (4.5) since the Dirichlet energy of w8 on B1 equals to 8π. We get a contradiction to
Proposition 4.1. Hence w8 can only be Λ`, Λ´ or the harmonic maps in Class III of Lemma 4.3. In the remaining we
show that w8 cannot be a harmonic map in Class III of Lemma 4.3. For our case, we can use an easier construction
than the one given in the proof of Theorem 7.4 in [11]. Suppose that w8 “ L ru8 s is a harmonic map in Class III of
Lemma 4.3. Denoting by α‹ the angular function arccosu
8
2 , we represent u
8 by
`
sinα‹, cosα‹, 0
˘
. Let f be a radial
scalar function with fp1q “ 0 and P˚ be a perturbation which takes the form
P˚ “
`
0, 0, 0, fprq sinα‹ cos θ, fprq sinα‹ sin θ
˘
. (4.25)
If we denote by HessDw8
“¨, ¨‰ the Hessian of Dirichlet energy at w8, it then turns out
HessDw8
“
P˚, P˚
‰ “ 2 ż
B1
ˇˇ
∇P˚
ˇˇ2 ´ ˇˇP˚ ˇˇ2 ˇˇ∇w8 ˇˇ2.
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By (4.25) and in light that α‹ satisfies either the first or the second equation in (4.24), it follows
1
2π
ż
B1
ˇˇ
∇P˚
ˇˇ2 ´ ˇˇP˚ ˇˇ2 ˇˇ∇w8 ˇˇ2 “ ż π
0
sin2 α‹ sinϕ
ż 1
0
`
f 1
˘2
r2 ´ 3
ż 1
0
f2 ď
ż 1
0
`
f 1
˘2
r2 ´ 3
ż 1
0
f2.
Using Lemma 1.3 in [58], we can find a f compactly supported in the interval
`
0, 1
˘
so that the most-right-hand side
above is strictly negative. The proof then completes.
IV.3. STRUCTURE OF SINGULARITY
By the same arguments as in the proof of Regularity theorem 6.4 in [31], it holds
Lemma 4.5. The set of singularities of W is discrete.
In this section we consider the asymptotic behaviour of W near each singularity. Firstly we show the uniqueness of
tangent map of W at a possible singularity. That is
Lemma 4.6. Let W be either L
“
u`b
‰
or L
“
u´c
‰
. If x0 P B`1 X l3 is a singular point of W, then it holds
r´3
ż
Brpx0q
ˇˇ
W ´ Λ p¨ ´ x0q
ˇˇ2 ` r´1 ż
Brpx0q
ˇˇ
∇W ´∇Λ p¨ ´ x0q
ˇˇ2 ÝÑ 0, as r Ñ 0`,
where Λ “ Λ` or Λ´ in (1.14). Moreover Λ is uniquely determined by x0, the location of singularity.
Proof. Recalling the blow-up sequence (4.1), by Proposition 4.4, we know that the limit w8 in (4.4) satisfies w8 “
L
“
u8
‰
with u8 “ `0, cosϕ, sinϕ˘ or `0, ´ cosϕ, sinϕ˘. Suppose that u8 “ `0, cosϕ, sinϕ˘. Then by the uniform
convergence in (4.13), it follows upjq
`
σ2, 0
˘ ÝÑ `0, 1, 0˘ and upjq`σ2, π˘ ÝÑ `0, ´1, 0˘, as j Ñ 8. Here σ2 is some
constant in p0, 1q. Denote by x`j the point x0 ` kj
`
0, 0, σ2
˘
and x´j the point x0 ´ kj
`
0, 0, σ2
˘
. The two limits infer
W
`
x`j
˘ “ N˚ and W `x´j ˘ “ ´N˚, provided j is large. (4.26)
Here N˚ “ p0, 0, 1, 0, 0q. In light of Lemma 4.5, when j is large enough, x0 is the only singularity of W on the segment
connecting x`j and x0. ThereforeW ” N˚ on the open segment between x`j and x0. Similarly for j large,W ” ´N˚ on
the open segment between x´j and x0. Fix a j sufficiently large. If we have another positive decreasing sequence
 
ρk
(
so that up to a subsequence W px0 ` ρk ¨q converges to Λ´ strongly in H1loc
`
B1; S
4
˘
as k Ñ8 (here ρk Ñ 0 as k Ñ8),
then the same derivation of (4.26) can be applied to find a point on the open segment between x`j and x0 at which W
equals to ´N˚. But this is impossible. Therefore for any decreasing sequence  ρk(, there is a subsequence, still denoted
by
 
ρk
(
, so that W px0 ` ρk ¨q converges Λ` strongly in H1loc
`
B1; S
4
˘
as k Ñ8. The proof then follows.
Moreover the following proposition holds by Lemma 4.6, W 2,p-estimate for elliptic equations and similar arguments
as in Sect.3.15 of [60].
Proposition 4.7. Let W “ L“u`b ‰ or L“u´c ‰. Suppose that x0 P B`1 X l3 is a singular point of W with Λ being its
tangent map at x0. Then we have
2ÿ
j“0
σj
›››∇jW ´∇jΛ p¨ ´ x0q ›››
8;BBσpx0q
ÝÑ 0, as σ Ñ 0`.
Here } ¨ }8;BBσpx0q is the L8-norm on BBσ px0q.
V. BIAXIAL TORUS AND SPLIT-CORE SEGMENT STRUCTURES
In this section we prove Theorems 1.6-1.7. Recall that W`b “ L
“
u`b
‰
and W´c “ L
“
u´c
‰
.
V.1. BIAXAIL TORUS STRUCTURE IN W`b
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To simplify the notation, we use u` to denote u`b . In this section λ1, λ2, λ3 are three eigenvalues in Definition
1.3 computed in terms of u`. Note that u`3 “ 0 on T . By Definition 1.3, it follows λ1 “ ´
1
2
ˆ
u`1 `
1?
3
u`2
˙
,
λ2 “ 1
4
"
u`1 `
1?
3
u`2 ´
ˇˇ
u`1 ´
?
3u`2
ˇˇ *
, λ3 “ 1
4
"
u`1 `
1?
3
u`2 `
ˇˇ
u`1 ´
?
3u`2
ˇˇ *
on T . The three eigenvalues cannot be
all 0 at some point on T , since otherwise u` “ 0 at this point. If λ1 “ λ2 on T , then 3
ˆ
u`1 `
1?
3
u`2
˙
“ ˇˇu`1 ´?3u`2 ˇˇ.
If λ2 “ λ3 on T , then u`1 “
?
3u`2 . If λ1 “ λ3 on T , then 3
ˆ
u`1 `
1?
3
u`2
˙
“ ´ ˇˇu`1 ´?3u`2 ˇˇ. Therefore by the
unit length condition for u` and the strict positivity of u`1 (this is true by strong maximum principle), the map u
` is
uniaxial on T „  0( if and only if u` “ `?3L2, 1L2, 0˘ or u` “ `?3L2, ´1L2, 0˘. In light that u`2 ě b on T and u`
is regular at the origin (see Proposition 3.2), it follows u`2 “ 1 at the origin. Since u`2 “ ´1{2 when ρ “ 1 and z “ 0,
using regularity of u` on T , we can find a point on T at where u`2 “ 1{2. Equivalently the vector
`?
3
L
2, 1
L
2, 0
˘
can be
taken by u` at some point on T . u` is a classical solution to (2.1) on a small neighborhood of T o in D. Moreover the
system (2.1) is an analytic elliptic system. Therefore due to [48], u` is real analytic on T o, which infers real analyticity
of u`2 on T
o. It then turns out that 1{2 can only be taken finitely many times by u`2 on T o. Otherwise u`2 ” 1{2 on
T . This is impossible. Since u`2 p0q “ 1 and u`2 p1, 0q “ ´1{2, within all points on T o at where u`2 “ 1{2, there is one,
denoted by x0 “ pρ0, 0q, so that for a sufficiently small ǫ ą 0, it holds
u`2 ą
1
2
on
!
pρ, 0q : ρ P pρ0 ´ ǫ, ρ0q
)
and u`2 ă
1
2
on
!
pρ, 0q : ρ P pρ0, ρ0 ` ǫq
)
.
For points in Dǫ px0q „ T , strong maximum principle induces that u`3 ą 0 on Dǫ px0qXD` and u`3 ă 0 on Dǫ px0qXD´.
Here D´ is the lower-half part of D. By Definition 1.3, we then have
λ3 ą λ2 on Dǫ px0q „ T . (5.1)
It can also be computed that λ2 ´ λ1 “ 1
4
"
3
ˆ
u`1 `
1?
3
u`2
˙
´
b`
u`1 ´
?
3u`2
˘2 ` 4 `u`3 ˘2 *. By the regularity of u` on
Dǫ px0q and the fact that u` px0q “
`?
3
L
2, 1
L
2, 0
˘
, it then turns out
λ2 ą λ1 on Dǫ px0q, provided ǫ is suitably small. (5.2)
This inequality and (5.1) infer
λ3 ą λ2 ą λ1 on Dǫ px0q „ T , provided ǫ is suitably small. (5.3)
On
!
pρ, 0q : ρ P pρ0, ρ0 ` ǫq
)
, it holds u`2 P p0, 1{2q, provided ǫ is small. Therefore we have u`1 ą
?
3
L
2 on!
pρ, 0q : ρ P pρ0, ρ0 ` ǫq
)
, which infers
u`1 ´
?
3u`2 ą 0 on
!
pρ, 0q : ρ P pρ0, ρ0 ` ǫq
)
. (5.4)
It then follows by Definition 1.3 that λ3 ą λ2 on
!
pρ, 0q : ρ P pρ0, ρ0 ` ǫq
)
, provided ǫ is small. Utilizing (5.2), we
then obtain
λ3 ą λ2 ą λ1 on
!
pρ, 0q : ρ P pρ0, ρ0 ` ǫq
)
, provided ǫ is suitably small.
Similarly we also have
λ3 ą λ2 ą λ1 on
!
pρ, 0q : ρ P pρ0 ´ ǫ, ρ0q
)
, provided ǫ is suitably small.
By combining the above arguments with (5.3), on Dǫ px0q „
 
x0
(
, u` is biaxial with λ3 being the largest eigenvalue.
By (5.3), κ‹ in (5) of Theorem 1.6 is a director field determined by u` on Dǫ px0q „ T . It is also well-defined and
continuous on
!
pρ, 0q : ρ P pρ0, ρ0 ` ǫq
)
. In fact by (5.4) and u`3 “ 0 on T , it holds
κ‹ ” eρ on
!
pρ, 0q : ρ P pρ0, ρ0 ` ǫq
)
. (5.5)
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However κ‹ is not continuous on
!
pρ, 0q : ρ P `ρ0 ´ ǫ, ρ0‰). Fix an ǫ1 P p0, ǫq and denote by x1 the point pρ0 ´ ǫ1, 0q.
When we approach x1 along the lower part of BDǫ1 px0q, the component u`3 keeps negative. It then follows
?
2u`3b`
u`1 ´
?
3u`2
˘2 ` 4 `u`3 ˘2
$&%1` u`1 ´
?
3u`2b`
u`1 ´
?
3u`2
˘2 ` 4 `u`3 ˘2
,.-
´1{2
“ ´
?
2
2
"´
u
`
1 ´
?
3u`2
¯2
` 4 `u`3 ˘2 *´1{4
#c´
u`1 ´
?
3u`2
¯2
` 4 `u`3 ˘2 ´ ´u`1 ´?3u`2 ¯
+1{2
,
where the left-hand side above is evaluated on the lower part of BDǫ1 px0q. Since we have u`2 ą 1
L
2 at x1, it follows
u`1 ă
?
3
L
2 at x1. Therefore we get u`1 ´
?
3u`2 ă 0 at x1. Utilizing this inequality and the last equality, we can approach
x1 along the lower part of BDǫ1 px0q and get
?
2u`3b`
u`1 ´
?
3u`2
˘2 ` 4 `u`3 ˘2
$&%1` u`1 ´
?
3u`2b`
u`1 ´
?
3u`2
˘2 ` 4 `u`3 ˘2
,.-
´1{2
ÝÑ ´1.
Meanwhile it holds
?
2
2
$&%1` u`1 ´
?
3u`2b`
u`1 ´
?
3u`2
˘2 ` 4 `u`3 ˘2
,.-
1{2
ÝÑ 0, if xÑ x1 along the lower part of BDǫ1 px0q.
The last two limits infer that when we approach x1 along the lower part of BDǫ1 px0q, the director field κ‹ approaches
to ´ez. Similarly when we approach x1 along the upper part of BDǫ1 px0q, the director field κ‹ approaches to ez. Here
we need the positivity of u`3 on the upper part of BDǫ1 px0q. By (1.15), κ‹ has positive coefficient in front of eρ when
x P BDǫ1 px0q „
 
x1
(
. Therefore when we start from x1 and rotate counter-clockwisely along BDǫ1 px0q back to x1, the
director field κ‹ continuously varies from ´ez to ez. Meanwhile κ‹ keeps on the right-half part of pρ, zq-plane. The
angle of κ‹ is totally changed by π. Part p6q in Theorem 1.6 follows by (5.5) and L’Hoˆpital’s rule.
V.2. SPLIT-CORE LINE SEGMENT STRUCTURE
In this section we prove Theorem 1.7 by considering the mapping W´c , equivalently u
´
c . To simplify the notation, we
use u´ to denote u´c . Throughout this section λ1, λ2, λ3 are three eigenvalues in Definition 1.3 computed in terms of
u´. Since u´2 ď c on T , by the smoothness of W´c at the origin (see Proposition 3.2), we get u´ “ p0,´1, 0q at the
origin. Since u´ “ p0, 1, 0q when ρ “ 0 and z “ 1, we can find a location on l3 at where u´ is singular. Denote by
x`0 “ p0, z0q the lowest singularity of u´ on l`3 . Utilizing Proposition 4.7, for any ǫ ą 0 sufficiently small, we have a
δ pǫq ą 0 suitably small so that
2ÿ
j“0
ˇˇˇ
Bjψu´ ´ Bjψ p0, cosψ, sinψq
ˇˇˇ
8;
 
σ
(
ˆ
“
0,π
‰ ă ǫ, for all σ satisfying σ P p0, δ pǫqq. (5.6)
Here we use pr˚, ψ, θq to denote the spherical coordinate system with respect to the center x`0 . Without ambiguity, u´
in (5.6) is also understood as a 3-vector field depending on r˚ and ψ.
In what follows we define a dumbbell.
Definition 5.1. Let x´0 be the symmetric point of x
`
0 with respect to the px1, x2q-plane. Let ǫ1 be another positive
constant. It is sufficiently small and satisfies ǫ1 ă δ pǫq. In px1, zq-plane, the horizontal line z “ z0 ´ δ pǫq ` ǫ1 has two
intersections with the circle BDδpǫq
`
x`0
˘
. Here we also use Dρ pxq to denote a disk in px1, zq-plane with center x and
radius ρ. The intersection point with positive x1-coordinate is denoted by x
`
1 , while the intersection point with negative
x1-coordinate is denoted by x
`
2 . The distance between x
`
1 (x
`
2 resp.) and l3 equals to
ρǫ,ǫ1 “ ǫ1{21 p2δ pǫq ´ ǫ1q1{2 . (5.7)
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Similarly the horizontal line z “ ´z0 ` δ pǫq ´ ǫ1 also has two intersections with BDδpǫq
`
x´0
˘
. We denote by x´1
the intersection point with positive x1-coordinate, while x
´
2 denotes another intersection point which has negative x1-
coordinate. The contour C in the px1, zq-plane is then defined as follows. Firstly we start from x`1 and rotate counter-
clockwisely along BDδpǫq
`
x`0
˘
to x`2 . Then we connect x
`
2 and x
´
2 by the vertical segment between them. From x
´
2 , we
rotate counter-clockwisely along BDδpǫq
`
x´0
˘
to x´1 . Finally we connect x
´
1 and x
`
1 by the vertical segment between them.
The dumbbell, denoted by Dǫ,ǫ1 , is the region in px1, zq-plane which is enclosed by the contour C .
On
!
p0, zq : z P pz0, z0 ` δ pǫqq Y p´z0 ´ δ pǫq ,´z0q
)
, it holds u´ “ p0, 1, 0q. By Definition 1.3, u´ is uniaxial with
two eigenvalues equaling to ´?3L6. The largest eigenvalue is ?3L3, whose associated eigenspace is given by span!ez).
On
!
p0, zq : z P p´z0, z0q
)
, it holds u´ “ p0,´1, 0q. Still by Definition 1.3, u´ is uniaxial with two eigenvalues equaling
to
?
3
L
6. The largest eigenvalue is
?
3
L
6, whose associated eigenspace is given by span
!
eθ, eρ
)
.
In what follows we show the biaxiality of u´ on Dǫ,ǫ1 „ l3. We firstly compare the three eigenvalues on Dδpǫq
`
x`0
˘
.
Due to the symmetry of u´ with respect to the variable z, the case for Dδpǫq
`
x´0
˘
can be similarly studied. Suppose
that σ is an arbitrary number in
`
0, δ pǫqs. Using the polar angle ψ in the spherical coordinate pr˚, ψ, θq, we have
u´ pσ, ψq “ u´ pσ, 0q ` Bψu´
ˇˇˇ
pσ,0q
ψ `
ż ψ
0
ż ψ1
0
B2ψu´
ˇˇˇ
pσ,ζq
dζ dψ1, for any ψ P
“
0, π
‰
.
Here we understand u´ as a mapping depending on r˚ and ψ. In light of the regularity of W
´
c at p0, z0 ` σq, it follows
Bψu´
ˇˇˇ
pσ,0q
“ 0. The last equality is then reduced to
u´ pσ, ψq “ u´ pσ, 0q `
ż ψ
0
ż ψ1
0
B2ψ u´
ˇˇˇ
pσ,ζq
dζ dψ1, for any ψ P
“
0, π
‰
,
which furthermore infers
?
3u´1
ˇˇˇ
pσ,ψq
` u´2
ˇˇˇ
pσ,ψq
“ 1´ p1´ cosψq `
ż ψ
0
ż ψ1
0
?
3 B2ψu´1
ˇˇˇ
pσ,ζq
` B2ψ
“
u´2 ´ cosψ
‰ ˇˇˇ
pσ,ζq
dζ dψ1.
Applying the estimate in (5.6) to the last equality then yields
?
3u´1
ˇˇˇ
pσ,ψq
` u´2
ˇˇˇ
pσ,ψq
ď 1´ p1´ cosψq ` 2ǫψ2, for any ψ P “0, π‰.
Therefore we can fix ǫ sufficiently small and find a universal constant ψ0 P p0, π{4q so that
?
3u´1
ˇˇˇ
pσ,ψq
` u´2
ˇˇˇ
pσ,ψq
ă 1, for any σ P `0, δ pǫq ‰ and ψ P `0, ψ0˘. (5.8)
Still by (5.6), on the sector with the polar angle ψ P “ψ0, π‰, it holds
?
3u´1
ˇˇˇ
pσ,ψq
` u´2
ˇˇˇ
pσ,ψq
“ cosψ `
?
3u´1
ˇˇˇ
pσ,ψq
`
„
u´2
ˇˇˇ
pσ,ψq
´ cosψ

ď cosψ0 ` 4ǫ.
In light of the last estimate, we can keep choosing ǫ small enough and obtain
?
3u´1
ˇˇˇ
pσ,ψq
` u´2
ˇˇˇ
pσ,ψq
ă 1, for any
σ P `0, δ pǫq ‰ and ψ P “ψ0, π‰. This estimate and (5.8) infer
?
3u´1
ˇˇˇ
pσ,ψq
` u´2
ˇˇˇ
pσ,ψq
ă 1, for any σ P `0, δ pǫq ‰ and ψ P `0, π˘, provided ǫ is sufficiently small.
When ψ P p0, πq, u´1 is strictly positive. It turns out
?
3u´1
ˇˇˇ
pσ,ψq
` u´2
ˇˇˇ
pσ,ψq
ą ´1, for any σ P `0, δ pǫq ‰ and ψ P p0, πq.
Utilizing the last two bounds then yieldsˆ?
3u´1
ˇˇˇ
pσ,ψq
` u´2
ˇˇˇ
pσ,ψq
˙2
ă 1, for any σ P `0, δ pǫq ‰ and ψ P `0, π˘. (5.9)
Equivalently we have´
u´1 ´
?
3u´2
¯2
` 4 `u´˚,3˘2 ą 9ˆu´1 ` 1?
3
u´2
˙2
on
`
0, δ pǫq ‰ˆ `0, π˘. (5.10)
By Definition 1.3, it holds
λ2 ´ λ1 “ 1
4
"
3
ˆ
u´1 `
1?
3
u´2
˙
´
b`
u´1 ´
?
3u´2
˘2 ` 4 `u´3 ˘2*. (5.11)
Moreover we also have
λ3 ´ λ1 “ 1
4
"
3
ˆ
u´1 `
1?
3
u´2
˙
`
b`
u´1 ´
?
3u´2
˘2 ` 4 `u´3 ˘2*. (5.12)
Applying (5.10) to the right-hand sides of (5.11)-(5.12) and utilizing the symmetry of u´ with respect to the variable z,
we get
λ3 ą λ1 ą λ2 on
”
Dδpǫq
`
x`0
˘YDδpǫq `x´0 ˘ ı „ l3. (5.13)
Now we fix a sufficiently small ǫ so that (5.13) holds. We are left to compare the three eigenvalues on R‹, where R‹
is the rectangle in px1, zq-plane with four vertices given by x`1 , x´1 , x`2 , x´2 . Since u´ is regular on R‹, u´ is close to
p0,´1, 0q on R‹, provided ǫ1 is small enough. It turns out λ1 ą λ2 on R‹. Using the strict positivity of u´1 , we have
?
3u´1 ` u´2 ą u´2 ě ´1 on Dǫ,ǫ1 „ l3.
Moreover
?
3u´1 ` u´2 ă 1 on R‹ in that u´ is close to p0,´1, 0q on R‹. It turns out
`?
3u´1 ` u´2
˘2 ă 1 on R‹ „ l3.
Equivalently we have
`
u´1 ´
?
3u´2
˘2 ` 4 `u´3 ˘2 ą 9ˆu´1 ` 1?
3
u´2
˙2
on R‹ „ l3. Therefore λ3 ą λ1 on R‹ „ l3 by this
inequality and (5.12). Hence it holds λ3 ą λ1 ą λ2 on R‹ „ l3, which together with (5.13) then infer the biaxiality of
u´ on Dǫ,ǫ1 „ l3. More precisely we have
λ3 ą λ1 ą λ2 on Dǫ,ǫ1 „ l3, provided that ǫ and ǫ1 are sufficiently small. (5.14)
In the end we describe the variation of director field near the vertical segment connecting x`0 and x
´
0 . In light of
(5.14), the largest eigenvalue is λ3 on Dǫ,ǫ1 „ l3. Therefore κ‹ in (4) of Theorem 1.7 is a director field determined by
u´ on Dǫ,ǫ1 „ l3. Fixing
`
0, 0, z
˘
with z P `z0, z0 ` δ pǫq ‰, we have u´ approaching to p0, 1, 0q while x approaches to
p0, 0, zq. It then turns out
?
2
2
$&%1` u´1 ´
?
3u´2b`
u´1 ´
?
3u´2
˘2 ` 4 `u´3 ˘2
,.-
1{2
ÝÑ 0, as xÑ p0, 0, zq. (5.15)
Since u´3 is positive when x is close to p0, 0, zq, we have
?
2u´3b`
u´1 ´
?
3u´2
˘2 ` 4 `u´3 ˘2
$&%1` u´1 ´
?
3u´2b`
u´1 ´
?
3u´2
˘2 ` 4 `u´3 ˘2
,.-
´1{2
“
?
2
2
"´
u
´
1 ´
?
3u´2
¯2
` 4 `u´3 ˘2 *´1{4
#c´
u´1 ´
?
3u´2
¯2
` 4 `u´3 ˘2 ´ ´u´1 ´?3u´2 ¯
+1{2
,
which infers
?
2u´3b`
u´1 ´
?
3u´2
˘2 ` 4 `u´3 ˘2
$&%1` u´1 ´
?
3u´2b`
u´1 ´
?
3u´2
˘2 ` 4 `u´3 ˘2
,.-
´1{2
ÝÑ 1, as xÑ p0, 0, zq.
Applying this limit and (5.15), we obtain
κ‹ ÝÑ ez, as xÑ p0, 0, zq, where z P
`
z0, z0 ` δ pǫq
‰
. (5.16)
30
Utilizing the strict negativity of u´3 in the lower-half plane, we also have
κ‹ ÝÑ ´ez, as xÑ p0, 0, zq, where z P
“´ z0 ´ δ pǫq , ´z0 ˘. (5.17)
As for p0, 0, zq with z P p´z0, z0q, u´ is close to p0,´1, 0q when x is close to p0, 0, zq. It follows
κ‹ ÝÑ eρ, as xÑ p0, 0, zq, where z P
`´ z0, z0 ˘. (5.18)
Moreover by u´3 “ 0 on T , we also have
κ‹ “ eρ on Dǫ,ǫ1 X x1-axis, provided ǫ1 is small. (5.19)
Now we denote by C` the part of C with positive x1-coordinate. By (5.16)-(5.19), the director field κ‹ varies from ´ez
to eρ and then to ez when points vary from
`
0, 0,´z0 ´ δ pǫq
˘
to
`
0, 0, z0 ` δ pǫq
˘
along the contour C`. Since κ‹ has
positive coefficient in front of eρ for all points on C
` „ l3, therefore κ‹ keeps on the right-half part of pρ, zq-plane for
all points on C` „ l3. When points are changed from
`
0, 0,´z0 ´ δ pǫq
˘
to
`
0, 0, z0 ` δ pǫq
˘
along C`, the angle of κ‹
is totally changed by π. Part (5) in Theorem 1.7 follows from (5.6), (5.18) and the representation of κ‹.
VI. CONVERGENCE RESULTS
In this last section, we prove Theorem 1.8 and the convergence result in Theorem 1.5.
VI.1. PROOF OF THEOREM 1.8
W
`
b is uniformly bounded in H
1pB1; S4q for all b P I´. Up to a subsequence, there is a W`‹ P H1pB1; S4q so that W`b
converges weakly in H1pB1; S4q to W`‹ as b Ñ ´1. W`‹ is a weak solution to (1.13). Moreover there is a S2-valued
mapping u`‹ on B1 so that W
`
‹ “ L
“
u`‹
‰
. Since the energy Eµ
“
u`b
‰
is non-decreasing with respect to b, it holds by
lower semi-continuity that
Eµ
“
u`‹
‰ ď Eµ“u`b ‰ ă Eµ“U˚ ‰, for any b P I´. (6.1)
Fix x0 P l`3 and a radius r satisfying Brpx0q ĂĂ B`1 . By the fact that u`b is the minimizer of the first minimization
problem in (1.12), we can apply similar construction as in the proof of convergence theorem 5.5 in [31] to show W`b
converges to W`‹ strongly in H
1pBrpx0q; S4q. As for points on D, there is no obstruction to prevent u`b converging to
u`‹ strongly in H
1
locpD; S2q. Otherwise by standard bubbling analysis (see [51]), there will be a non-trivial harmonic map
from R2 to S2 which is a bubble map obtained by this bubbling analysis. However this is impossible since for all b P I´,
u`b;1 ą 0 on D. At the origin, by (3.1) and (1.12), it holds
r´1
ż
Br
ˇˇ
∇W
`
‹
ˇˇ2 ď lim inf
bÑ´1
r´1
ż
Br
ˇˇ
∇W
`
b
ˇˇ2 ď 24π, for any r P p0, 1q. (6.2)
Hence there is a universal constant c ą 0 so that for any r0 P p0, 1q and σ P p0, r0q,ż
Br0
ˇˇ
∇W
`
b ´∇W`‹
ˇˇ2 “ ż
Br0 „Bσ
ˇˇ
∇W
`
b ´∇W`‹
ˇˇ2 ` ż
Bσ
ˇˇ
∇W
`
b ´∇W`‹
ˇˇ2 ď cσ ` ż
Br0 „Bσ
ˇˇ
∇W
`
b ´∇W`‹
ˇˇ2
.
Here we have used (6.2) and (3.1) to get the last inequality above. By taking b Ñ ´1 and σ Ñ 0 successively in the
last estimate, it turns out W`b converges to W
`
‹ strongly in H
1pBr0 ; S4q. In summary we have W`b converges to W`‹
strongly in H1locpB1; S4q. Applying this strong convergence and Fatou’s lemma to (3.1), we also have (3.1) holds for
W`‹ . Similar monotonicity inequality holds for W
`
‹ at other points in B1. Therefore (6.1) and proof of Proposition
3.2 can be applied to infer the smoothness of W`‹ at the origin. More precisely W
`
‹ is smooth in a neighborhood of 0.
By this smoothness result and H1locpB1; S4q-convergence of W`b as b Ñ ´1, for ǫ ą 0 sufficiently small, we can find a
uniform radius r‹ and b1 P I´ so that r´1‹
ż
Br‹
ˇˇ
∇W
`
b
ˇˇ2 ă ǫ, for all b P p´1, b1q. By standard ǫ-regularity result and
Arzela`-Ascoli theorem, W`b converges to W
`
‹ uniformly in a neighborhood of 0. Therefore W
`
‹ is continuous on T with
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its third componentW`‹;3 “ 1 at 0. Utilizing maximum principle we also have u`‹;1 ą 0 on D. There then exists a b‹ P I´
so that u`‹;2 “W`‹;3 ě b‹ on T . That is u`‹ P Fb‹,`, which induces Eµ
“
u`‹
‰ ě Min"Eµ rus : u P Fb‹,`*. By this lower
bound and (6.1), u`‹ is a minimizer of Eµ-energy on Fb‹,`. u
`
‹ is then the u
`
b‹
in Theorem 1.8. Moreover by lower
semi-continuity (or (6.1)), it holds Eµ
“
u`‹
‰ ď lim inf
bÑ´1
Eµ
“
u`b
‰
. Utilizling the non-decreasing monotonicity of Eµ
“
u`b
‰
yields lim sup
bÑ´1
Eµ
“
u`b
‰ ď Eµ“u`‹ ‰. Then we induce that Eµ“u`b ‰ converges to Eµ“u`‹ ‰ as bÑ ´1.
Denote by u‹ a minimizer of Eµ-energy on F
s. Moreover we assume u‹;1 ě 0, u‹;3 ě 0 on B`1 . Similar arguments
for u`b or u
´
c can be applied to show that u‹ is regular on T . Let f be a smooth radial function compactly supported in
B1 and equal to 1 in B1{2. Utilizing f and U
˚, we construct u‹ ` ǫfU˚ and denote by uǫ‹ the normalized vector field of
u‹` ǫfU˚. There exists a bǫ P I´ satisfying bǫ Ñ ´1 as ǫÑ 0 so that uǫ‹;2 ě bǫ on T in the sense of trace. It then holds
Eµ
“
uǫ‹
‰ ě Eµ“u`bǫ ‰ “ Eµ“u`‹ ‰. Taking ǫÑ 0 yields Eµ“u‹ ‰ ě Eµ“u`‹ ‰, which furthermore infers Eµ“u‹ ‰ “ Eµ“u`‹ ‰.
The case when cÑ 1 can be similar discussed. The proof is then completed.
VI.2. PROOF OF CONVERGENCE RESULT IN THEOREM 1.5
Suppose uµ is a minimizer of Eµ-energy within configuration space F
s. It can be shown that up to a subsequence,
denoted by µk, uµk converges strongly in H
1pB1q to a limit u‹8 as k Ñ8. Moreover
Lemma 6.1. u‹8 is a minimizer of the energy E (see (1.8)) on F1. Here F1 is the configuration space
"
u P F s :
P
`
u
˘ “ 1
3
a.e. in B1
*
.
Let u‹8;j be the j-th component of u
‹
8. On B1, we define u
:
1 :“ |u‹8;1 |, u:2 :“ u‹8;2, u:3 :“ u‹8;3. It holds
Lemma 6.2. u: :“
´
u
:
1, u
:
2, u
:
3
¯
P F1 and is also a minimizer of the energy E in F1.
We can also characterize u: in terms of a minimization problem on 2-vector fields.
Lemma 6.3. For a given 2-vector field v on B`1 , we denote by F the energy functional F rv s :“
ż
B`
1
ˇˇ
∇v
ˇˇ2` 2
ρ2
`
1´v1
˘
.
Here v1 is the first component of v. Associated with F , we introduce the configuration space
F2 :“
$&%v : B`1 Ñ R2
ˇˇˇˇ
ˇ v “
`
v1, v2
˘ “ vpρ, zq; F rv s ă 8; |v| “ 1 a.e. in B`1 ;
v2 “ 0, on T ; v1 “ z2 ´ ρ2, on B`B1; v2 “ 2ρz, on B`B1
,.- . (6.3)
Here B`B1 denotes the spherical boundary of B`1 . Then it holds
v: “ `v:1, v:2 ˘ P F2, where v:1 “ 1´ 4?
3
u
:
1, v
:
2 “
2?
3
u
:
3. (6.4)
Moreover v: is a minimizer of the energy F on F2.
Proof. Since
`
u
:
3
˘2 “ 1´ `u:1 ˘2 ´ `u:2 ˘2 for almost all points on B`1 , it turns out, by P `u:˘ “ 1L3 on B`1 , that”?
3u:1 ` u:2
ı3
´ 3
”?
3u:1 ` u:2
ı
` 2 “ 0 a.e. in B`1 . (6.5)
Therefore it holds
?
3u:1 ` u:2 “ 1 a.e. in B`1 . (6.6)
Otherwise from (6.5), we have
?
3u:1`u:2 “ ´2 on a subset of B`1 with positive Lebesgue measure. Since
`
u
:
1
˘2``u:2˘2 ď
1, it then follows u:1 “ ´
?
3{2 and u:2 “ ´1{2 on this subset. This is a contradiction to the almost non-negativity of
u
:
1 on B
`
1 . Plugging u
:
2 “ 1´
?
3u:1 into
ˇˇ
u:
ˇˇ2 “ 1, we obtainˆ
1´ 4?
3
u
:
1
˙2
`
ˆ
2?
3
u
:
3
˙2
“ 1 a.e. in B`1 . (6.7)
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In light of v:1 and v
:
2 given in (6.4), by (6.7) v
: must have unit length for almost all points on B`1 . This result combined
with u: P F1 induces v: P F2. In terms of v:, the energy E
“
u:
‰
(see (1.8)) can be evaluated by
E
“
u:
‰ “ 3
2
F
“
v:
‰
, where F is defined in Lemma 6.3. (6.8)
Since v: P F2, the above equality infers
E
“
u:
‰ ě 3
2
Min
"
F rvs : v P F2
*
. (6.9)
Letting v “ pv1, v2q P F2 be arbitrarily given, we define uv1 :“
?
3
`
1 ´ v1
˘L
4, uv2 :“
`
1` 3v1
˘L
4 and uv3 :“
?
3v2
L
2.
Moreover we extend uv :“ puv1, uv2, uv3q to B1 so that the extension, still denoted by uv, is R-axially symmetric. uv P F1.
By Lemma 6.2, it holds E
“
u:
‰ ď E ruv s “ 3
2
F rvs. Taking minimum over v P F2, we obtain from this estimate that
E
“
u:
‰ ď 3
2
Min
!
F rvs : v P F2
)
. The lemma then follows by this upper bound and (6.8)-(6.9).
By regularity result in [49], we can obtain the regularity of v:, which infers the following regularity of u:.
Lemma 6.4. u: is smooth on D` and continuous up to BD` „ l3. Moreover u: ”
`?
3
L
2, ´1{2, 0˘ on T ˝.
Here u: ” `?3L2, ´1{2, 0˘ on T ˝ follows from (6.6), u:3 “ 0 on T , the unit length of u:, the continuity of u: on
T „  0( and the fact that u:p1, 0q “ `?3L2, ´1{2, 0˘. Now we show
Proof of convergence result in Theorem 1.5. The proof is divided into three steps.
Step 1. Lower Bound. Suppose that β “ βpρ, zq is an angular function on B1 satisfyingż
B1
|∇β |2 ` 1
ρ2
sin2 β ă 8 and β “ ϕ on BB1. (6.10)
Associated with β, we define wβ :“
`
sinβ cos θ, sinβ sin θ, cos β
˘
. The map wβ is an S
2-valued vector field on B1. It
satisfies
ż
B1
|∇wβ |2 “
ż
B1
|∇β |2 ` 1
ρ2
sin2 β ă 8. Moreover wβpxq “ x on BB1. Using Theorem 7.1 in [11], we have
ż
B1
|∇wβ |2 ě
ż
B1
|∇wϕ |2 “
ż
B1
|∇ϕ|2 ` 1
ρ2
sin2 ϕ “ 8π, for any β satisfying (6.10). (6.11)
Step 2. Lifting and Extension. On B`1 , we define u
;
1 :“ u:1, u;2 :“ u:2, u;3 :“
ˇˇ
u
:
3
ˇˇ
. By (6.7) and the almost
non-negativity of u;3 on B
`
1 , there exists a unique angular function α` with values in r0, π{2s so that
v
;
1 :“ 1´
4?
3
u
;
1 “ cos 2α`, v;2 :“
2?
3
u
;
3 “ sin 2α` a.e. in B`1 . (6.12)
Moreover α` P H1
`
B`1 ; r0, π {2s
˘
. For all px1, x2, zq P B´1 , we define α´px1, x2, zq “ π ´ α`px1, x2,´zq. With α` and
α´, we introduce the angular function α on B1 which equals to α` and α´ on B
`
1 and B
´
1 , respectively. By Lemma
6.4 and (6.12), it holds cos 2α` “ ´1 on T „
 
0
(
. Since α` P r0, π {2s, we have α` “ π
L
2 on T „  0(. Therefore the
trace of α`´ π
L
2 equals to 0 on T . Note that α´ πL2 is the odd extension of α`´ πL2 from B`1 to B1. It then turns
out α´πL2 P H1`B1˘ by the H1-regularity of α` on B`1 . Equivalently we have the H1-regularity of α on B1. Utilizing
u; “ U˚ on B`B1 and noticing the range of α`, we get α` “ ϕ on B`B1, which in turn induces α “ ϕ on BB1.
Step 3. Upper Bound and Completion of Proof. The angular function α constructed in Step 2 satisfies (6.10).
Then we have a S2-valued map wα “ psinα cos θ, sinα sin θ, cosαq. The Dirichlet energy of wα can be calculated byż
B1
ˇˇ
∇wα
ˇˇ2 “ ż
B1
|∇α|2 ` 1
ρ2
sin2 α “ 2
ż
B`
1
|∇α` |2 ` 1
ρ2
sin2 α`.
In light of (6.12), it holds ż
B`
1
|∇α` |2 ` 1
ρ2
sin2 α` “ 1
4
F
“
v;
‰
, where v; “
´
v
;
1, v
;
2
¯
.
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Now we extend u; :“
´
u
;
1, u
;
2, u
;
3
¯
to B1 so that the extension, still denoted by u
;, is R-axially symmetric. Then
by (6.8), the last equality can be reduced to
ż
B`
1
|∇α` |2 ` 1
ρ2
sin2 α` “ 1
6
E
“
u;
‰
. Utilizing Lemma 6.2 and the fact
U˚ P F1, we have E
“
u;
‰ ď E“u:‰ ď E“U˚‰ “ 24π. The above arguments infer ż
B1
ˇˇ
∇wα
ˇˇ2 ď 8π. Using this upper
bound and (6.11) then yields
ż
B1
ˇˇ
∇wα
ˇˇ2 “ 8π. Equivalently wα saturates the minimum Dirichlet energy within the
space
"
u P H1`B1; S2˘ : upxq “ x on BB1*. Applying Theorem 7.1 in [11] then yields wα “ xL |x| on B1. That is
α “ ϕ on B1. This result show that u; “ U˚ on B1. Using P pu‹8q “ 1{3 and the regularity result in Lemma 6.4, we
then obtain u‹8 “ U˚ on B1. The proof is finished.
ACKNOWLEDGMENTS The author is partially supported by RGC grant of Hong Kong No. 14306414.
REFERENCES
[1]. Alama, S., Bronsard, L. and Lamy, X.: Minimizers of the Landau-de Gennes Energy Around a Spherical Colloid
Particle, Arch. Ration. Mech. Anal. 222, 427-450 (2016);
[2]. Alper, O., Hardt, R. and Lin, F.-H.: Defects of liquid crystals with variable degree of orientation, Calc. Var. 56:128
(2017);
[3]. Ambrosio, L.: Existence of minimal energy configurations of nematic liquid crystals with variable degree of orien-
tation, Manuscripta Math. 68, 215-228 (1990);
[4]. Ambrosio, L.: Regularity of solutions of a degenerate elliptic variational problem, Manuscripta Math. 68, 309-326
(1990);
[5]. Ambrosio, L. and Virga, E.: A boundary value problem for nematic liquid crystals with a variable degree of
orientation, Arch. Rational Mech. Anal. 114, 335-347 (1991);
[6]. An, D., Wang, W. and Zhang, P. W.: On equilibrium configurations of nematic liquid crystals droplet with
anisotropic elastic energy, Res. Math. Sci. 4:7 (2017);
[7]. Ball, J. M. and Majumdar, A.: Nematic liquid crystals: from Maier-Saupe to a continuum theory, Proceedings of
the European Conference on Liquid Crystals, Colmar, France: 19-24 (2009);
[8]. Ball, J. M. and Zarnescu, A.: Orientability and energy minimization in liquid crystal models, Arch. Ration. Mech.
Anal. 202, 493-535 (2011);
[9]. Bauman, P., Park, J. and Phillips, D.: Analysis of Nematic Liquid Crystals with Disclination Lines, Arch. Ration.
Mech. Anal. 205, 795-826 (2012);
[10]. Bauman, P. and Phillips, D.: Regularity and the behavior of eigenvalues for minimizers of a constrained Q-tensor
energy for liquid crystals, Calc. Var. 55:81 (2016);
[11]. Brezis, H., Coron, J.-M. and Lieb, E. H., Harmonic maps with defects, Commun. Math. Phys. 107 (4), 649-705
(1986);
[12]. Caffarelli, L. A.: Further regularity for the Signorini problem, Comm. Partial Differential Equations 4, no. 9,
1067-1075 (1979);
[13]. Canevari, G.: Biaxiality in the asymptotic analysis of a 2D Landau-de Gennes model for liquid crystals, ESAIM:
COCV 21, 101-137 (2015);
[14]. Canevari, G.: Line Defects in the Small Elastic Constant Limit of a Three-Dimensional Landau-de Gennes Model,
Arch. Ration. Mech. Anal. 223, 591-676 (2017);
34
[15]. Canevari, G., Ramaswamy, M. and Majumdar, A.: Radial symmetry on three-dimensional shells in the Landau-de
Gennes theory, Phys. D 314, 18-34 (2016);
[16]. Chiccoli, C., Pasini, P., Semeria, F., Sluckin, T. J. and Zannoni, C.: Monte Carlo Simulation of the Hedgehog
Defect Core in Spin Systems, J. Phys. II France 5, 427-436 (1995);
[17]. De Gennes, P. G. and Prost, J.: The Physics of Liquid Crystals, 2nd ed., Oxford University Press, Oxford (1995);
[18]. Duzaar, F. and Grotowski, F.: Energy minimizing harmonic maps with an obstacle at the free boundary,
Manuscripta Math. 83, 291-314 (1994);
[19]. Duzaar, F. and Steffen, K.: A partial regularity theorem for harmonic maps at a free boundary, Asymptotic
Analysis 2, 299-343 (1989);
[20]. Duzaar, F. and Steffen, K.: An optimal estimate for the singular set of harmonic mapping in the free boundary,
J. reine angew. Math. 401, 157-187 (1989);
[21]. Evans, L. C.: Partial Regularity for Stationary Harmonic Maps into Spheres, Arch. Ration. Mech. Anal. 116,
101-113 (1991);
[22]. Evans, L. C., Kneuss, O. and Tran, H.: Partial regularity for minimizers of singular energy functionals, with
application to liquid crystal models, Transaction of AMS 368(5), 3389-3413 (2016);
[23]. Fratta, G. D., Robbins, J. M., Slastikov, V. and Zarnescu, A.: Half-integer point defects in the Q-tensor theory
of nematic liquid crystals, Journal of Nonlinear Science 26 (1), 121-140 (2016);
[24]. Gartland, E. C. and Mkaddem, S.: Instability of radial hedgehog configurations in nematic liquid crystals under
Landau-de Gennes free-energy models, Phys. Rev. E 59, 563-567 (1999);
[25]. Gartland, E. C. and Mkaddem, S.: Fine structure of defects in radial nematic droplets, Phys. Rev. E 62,
6694-6705 (2000);
[26]. Gilbarg, D. and Trudinger, N. S.: Elliptic Partial Differential Equations of Second Order, Springer-Verlag Berlin
Heidelberg 2001;
[27]. Han, Q. and Lin, F.-H.: Elliptic Partial Differential Equations, 2nd Ed., Courant Lecture Notes 1, American
Mathematical Society and Courant Institute of Mathematical Sciences (2011);
[28]. Hardt, R., Kinderlehrer, D. and Lin, F.-H., Existence and partial regularity of static liquid crystal configurations,
Comm. Math. Phys. 105, 547-570 (1986);
[29]. Hardt, R., Kinderlehrer, D. and Lin, F.-H., The variety of configurations of static liquid crystals, pp. 115-132 in:
Progress in Nonlinear Differential Equations and their Applications, Vol. 4, Birkha¨user, 1990;
[30]. Hardt, R. and Lin, F.-H.: Partially constrained boundary conditions with energy minimizing mapping, Comm.
Pure Appl. Math. XLII 309-334 (1989);
[31]. Hardt, R., Lin, F.-H. and Poon, C.-C.: Axially symmetric harmonic maps minimizing a relaxed energy, Comm.
Pure Appl. Math. XLV, 417-459 (1992);
[32]. Henao, D., Majumdar, A. and Pisante, A.: Uniaxial versus biaxial character of nematic equilibria in three
dimensions, Calc. Var. 56:55 (2017);
[33]. Hu, Y. C., Qu, Y. and Zhang, P. W.: On the disclination lines of nematic liquid crystals, Commun. Comput.
Phys. 19 354-379 (2016);
[34]. Ignat, R., Nguyen, L., Slastikov, V. and Zarnescu, A.: Stability of the melting hedgehog in the Landau-de Gennes
theory of nematic liquid crystals, Arch. Ration. Mech. Anal. 215, 633-673 (2015);
35
[35]. Ignat, R., Nguyen, L., Slastikov, V. and Zarnescu, A.: Instability of point defects in a two-dimensional nematic
liquid crystal model, Ann. I. H. Poincare´ - AN 33, 1131-1152 (2016);
[36]. Kralj, S. and Virga, E.: Universal fine structure of nematic hedgehogs, J. Phys. A Math. Gen. 24, 829-838
(2001);
[37]. Lamy, X.: Some properties of the nematic radial hedgehog in the Landau-de Gennes theory, J. Math. Anal. Appl.
397, 586-594 (2013);
[38]. Lavrentovich, O. D. and Terent’ev, E. M.:Phase transition altering the symmetry of topological point defects
(hedgehogs) in a nematic liquid crystal, Zh. Eksp. Teor. Fiz. 91, 2084-2096 (1986);
[39]. Lemaire, L. and Wood, J. C.: Jacobi fields along harmonic 2-spheres in 3- and 4-spheres are not all integrable,
Tohoku Math. J. 61, 165-204 (2009);
[40]. Lin, F.-H.: On nematic liquid crystals with variable degree of orientation, Comm. Pure Appl. Math. 44, 453-468
(1991);
[41]. Lin, F.-H. and Wang, C.-Y.: The Analysis Of Harmonic Maps And Their Heat Flows, World Scientific Publishing
Co. Pte. Ltd (2008);
[42]. Lin, F.-H. and Wang, C.-Y.: Recent developments of analysis for hydrodynamic flow of nematic liquid crystals,
Philos Trans A Math Phys Eng Sci., 372(2029): 20130361 (2014);
[43]. Luckhaus, S.: Partial Ho¨lder continuity for minima of certain energies among maps into a Riemannian manifold,
Indiana Univ. Math. J. 37, 349-367 (1988);
[44]. Luckhaus, S.: Convergence of Minimizers for the p-Dirichlet Integral, Math. Z. 213, 449-456 (1993);
[45]. Majumdar, A. and Zarnescu A.: Landau-de Gennes theory of nematic liquid crystals: the Oseen-Frank limit and
beyond, Arch. Ration. Mech. Anal. 196, 227-280 (2010);
[46]. Majumdar, A.: Equilibrium order parameters of liquid crystals in the Landau-de Gennes theory, Eur. J. Appl.
Math. 21, 181-203 (2010);
[47]. Majumdar, A.: The radial-hedgehog solution in Landau-de Gennes’ theory for nematic liquid crystals, Eur. J.
Appl. Math. 23, 61-97 (2012);
[48]. Morrey, Jr. C. B.: Multiple integrals in the calculus of variations, Grundlehren d.math.Wissenschaften in
Einzeldarst., 130, Springer Verlag, Berlin-Heidelberg-New York (1966);
[49]. Mu¨ller, F. and Schikorra, A.: Boundary regularity via Uhlenbeck-Rivie`re decomposition, Analysis International
mathematical journal of analysis and its applications, 29 (2), 199-220 (2009);
[50]. Necˇas, J.: Direct Methods in the Theory of Elliptic Equations, Springer Monographs in Mathematics, Springer-
Verlag Berlin Heidelberg (2012);
[51]. Parker, T.: Bubble tree convergence for harmonic maps, J. Differ. Geom. 44, 595-633 (1996);
[52]. Penzenstadler, E. and Trebin, H.-R.: Fine structure of point defects and soliton decay in nematic liquid crystals,
J. Phys. France 50, 1027-1040 (1989);
[53]. Petrosyan, A., Shahgholian, H. and Uraltseva, N.: Regularity of Free Boundaries in Obstacle-Type Problems,
Graduate Studies in Mathematics 136, American Mathematical Society (2012);
[54]. Rivie`re, T. and Struwe, M.: Partial Regularity for Harmonic Maps and Related Problems, Comm. Pure Appl.
Math. LXI, 451-463 (2008);
[55]. Rosso, R. and Virga, E. G.: Metastable nematic hedgehogs, J. Phys. A 29, 4247-4264 (1996);
36
[56]. Schoen, R. and Uhlenbeck, K.: A regularity theory for harmonic maps, J. Diff. Geom. 17, 307-335 (1982);
[57]. Schoen, R. and Uhlenbeck, K.: Boundary regularity and the Dirichlet problem of harmonic maps, J. Diff. Geom.
18, 253-268 (1983);
[58]. Schoen, R. and Uhlenbeck, K.: Regularity of minimizing harmonic maps into the sphere, Inventiones Math. 78,
89-100 (1984);
[59]. Schopohl, N. and Sluckin, T. J.: Hedgehog structure in nematic and magnetic systems, J. Phys. France 49,
1097-1101 (1988);
[60]. Simon, L.: Theorems on Regularity and Singularity of Energy Minimizing Maps, Lectures in Mathematics ETH
Zu¨rich, Birkha¨user Verlag 1996;
[61]. Sonnet, A., Kilian, A. and Hess, S.: Alignment tensor versus director: Description of defects in nematic liquid
crystals, Phys. Rev. E 52, 718-722 (1995).
YONG YU
Department of Mathematics
The Chinese University of Hong Kong
E-mail: yongyu@math.cuhk.edu.hk
37
