Predicting the quasistationary state for a given initial state is one of central issues in Hamiltonian systems having long-range interaction. A recently proposed method is based on the Vlasov description and uniformly redistributes the initial distribution along contours of the asymptotic effective Hamiltonian. The method, to which we refer as the rearrangement formula, does not always give precise prediction. We numerically show that the rearrangement formula prefers initial perturbed states satisfying two conditions: One is no Landau damping condition for unperturbed stationary states, and the other is smallness of higher Fourier modes in perturbations. Mechanisms of these conditions are discussed. Clarifying these conditions, we inform validity to use the rearrangement formula as the response theory for an external field, and we shed light on improving the theory as a nonequilibrium statistical mechanics.
I. INTRODUCTION
Long-range interaction violates some assumptions introduced in the equilibrium statistical mechanics and thermodynamics, for instance additivity [1, 2] . One remarkable phenomenon in such a system is existence of long-lasting nonequilibrium quasistationary states (QSSs) in the relaxation process, and the life time of QSSs diverges in the limit of large populations [3] [4] [5] [6] . In the mean-field limit, dynamics of the system is described by the Vlasov equation (or collisionless Boltzmann equation) [7] [8] [9] , and QSSs are regarded as stable stationary solutions to the Vlasov equation. QSSs are said to be found in various scales in the nature, from the laboratory scale as the plasma crystals [10] [11] [12] to extremely large scale as the elliptic or spherical galaxies [3] . A central issue of long-range interacting systems is to predict the QSS from a given nonstationary initial state.
One theoretical approach is proposed by Lynden-Bell [13] , which is originally proposed for the self-gravitating systems and is easy to use for the so-called waterbag initial states. Several tests are performed for the theory in the self-gravitating systems with 1D [14, 15] , 2D [16] and 3D [17] , and the Hamiltonian mean-field (HMF) model (or the globally coupled XY model) [18] . In the self-gravitating systems, thanks to homogeneity of potential, initial states are classified by the virial ratio, and the Lynden-Bell's theory gives good prediction of QSSs if initial states satisfy the virial condition. The concept of virialization is extended for nonhomogeneous potential of the HMF model [18] to avoid parametric resonance making halo [19, 20] . The generalized virial condition helps to prepare initial states for which QSSs are described by the Lynden-Bell's theory. See also [21] .
Another approach is the rearrangement formula, or the integrable (uncoupled) model. The idea is to redistribute the initial distribution along contours of the asymptotic effective Hamiltonian, and to solve the self-consistent equation for the asymptotic state. This formula is introduced without theoretical justification, but is successfully examined in the HMF model for single-level [22, 23] and multilevel [24] waterbag initial states numerically. Further, the theory also gives good prediction for the 3D self-gravitating system for the watarbag initial states, and for the parabolic initial states [25] . The two different theories of the rearrangement formula and of Lynden-Bell prefer the generalized virial states, but the former is said to provide more accurate predictions than the latter [24, 25] . We then focus on the rearrangement formula rather than the Lynden-Bell's theory.
Apart from the waterbag initial states, for perturbed states from stable stationary states, the rearrangement formula is justified [26] by use of the asymptotic-transient field decomposition and the transient (T-)linearized Vlasov equation [27] [28] [29] . A similar formula is also derived via the variational principle in the context of plasma waves [30, 31] . As the Lynden-Bell's theory, the rearrangement formula is not always precise and the previous works suggest that the stable stationary state with zero Landau damping [32] rate is preferred [26] . We refer to this condition as the no Landau damping condition. Indeed, prediction of the formula gets worse as the Landau damping rate of the unperturbed stationary states becomes large. However, it is still unclear if the no Landau damping condition is solely essential, since numerical tests are performed for a limited situation. For instance, the no Landau damping condition is for the unperturbed states, and hence a condition for perturbation could be required.
It is important to clarify validating conditions of the rearrangement formula from the following two contexts. One is as the response theory for external field. The response is also predicted by the rearrangement formula, and the prediction is in good agreement with numerical simulations. The validating conditions reveal mechanism why response for the external field is nicely predicted while response for perturbation is restrictive, and guarantee to use the rearrangement formula for the former response. The other is related to improvement of the theory. After confirming the validating conditions, it might be possible to improve the response theory, by including the Landau damping into the rearrangement formula for instance. This article is organized as follows. We first introduce the HMF model and the associated Vlasov equation in Sec. II. In Sec. III, we briefly review why the theoretical justification of the rearrangement formula suggests to require the no Landau damping condition. Numerical simulations are performed in Sec. IV, and another condition for the rearrangement formula is found. Based on the numerical findings, we discuss validity for using the rearrangement formula as the response theory to the external force in Sec. V. The final section VI is devoted to summary and discussions.
II. THE HAMILTONIAN MEAN-FIELD MODEL AND THE VLASOV EQUATION
The HMF model [33, 34] is a model of a ferromagnetic body, and is expressed by the Hamiltonian
where the last two terms express the interaction energy between XY-spins (rotators) and the external magnetic field (h x (t ), h y (t )). The system is also looked on as a dynamical system with many particles moving on the unit circle with attractive all-to-all interactions, and the position and the conjugate momentum of i -th particle are denoted by q i and p i respectively. The HMF model is a paradigmatic toy model, and the simple interaction provides advantages in theory and in numerics. When one takes the limit of N → ∞, temporal evolution of the HMF model can be well described in terms of the single particle distribution f (q, p, t ) governed by the Vlasov equation [7] [8] [9] 
Here H [ f ] is the effective Hamiltonian given by
and the Poisson bracket {a, b} is defined as
In this article, we look into the dynamics through the magnetization (or the order parameter) vector (
The magnetization vector has the modulus less than or equal to 1, and measures how particles concentrate at a certain direction on the circle. If particles are uniformly distributed, then
If particles are squeezed at a point on the unit circle, for instance q = 0, then
III. REARRANGEMENT FORMULA IN THE HMF MODEL
We shortly review the rearrangement formula and its theoretical justification along Ref. [26] in the absence of the external field. We start from the initial state f I close to a stationary state f S . For simplicity, we consider spatially homogeneous f S , but we can construct the rearrangement formula for the inhomogeneous case. We decompose the initial state f I into two parts as
We also decompose the distribution function f into the initial part and the evolving part as
Let us assume as follows:
f asymptotically goes to a stationary state f A .
(iii): we may omit O(ǫ 2 ) terms.
(iv): the initial state f I is even with respect to p.
From the assumptions (i) and (ii) we can decompose f into another way as
where f A and ǫg T are respectively called the asymptotic (A-) and transient (T-)parts. The A-part f A is picked up by use of a special case of the Abel's formula,
and coincides with lim t →∞ f (q, p, t ) if it exists. Then, the T-part satisfies lim t →∞ g T (q, p, t ) = 0 by definition. We note that the Landau dampings [32] are included in the Tpart. According to the A-T decomposition (8), the effective Hamiltonian is similarly decomposed as
where the A-part and the T-part are defined by
respectively. Substituting the two decompositions (7) and (10) into the Vlasov equation (2), and omitting O(ǫ 2 ) terms, we have the T-linearized equation
The second term of the right-hand-side of (12) does not contribute to the effective Hamiltonian H A thanks to the assumptions. Thus, roughly speaking, the A-part f A is obtained as the asymptotic solution to the reduced equation
The reduced equation (13) suggests two important messages:
M1:
The height of f is conserved by the Hamiltonian flow associated with H A . Thus, the A-part f A is obtained by uniformly redistributing the initial distribution f I on iso-H A curves.
M2:
The Landau damping is included in the T-part, and hence the reduction to (13) implicitly requires to avoid the Landau damping.
Introducing the functional D[ f ] as
the explicit expression of no Landau damping condition for f S is expressed as [35] [36] [37] 
The Landau damping rate tends to get larger as D increases. Let us give the explicit form of the rearrangement formula. The Hamiltonian system H A is integrable, and we can introduce the angle-action variables (θ, J ) associated with H A . From the message M1, roughly speaking again, the A-part f A is given as
where the most right-hand-side is the definition of the average over θ for each fixed J . From symmetry of the system, we may assume that M y = 0. Taking average of cos q over f A , we have the self-consistent equation for the asymptotic
In the last equality we used the fact that dqdp = dθdJ . The asymptotic Hamiltonian H A depends on M A as H A = p 2 /2 − M A cos q, and hence the above equation must be solved self-consistently.
For small M A , the self-consistent equation (17) can be expanded as
where the functionals A and B are mentioned later. Neglecting O(M 7/4 ) terms, we have the solutions of M A as
where the latter exists if and only if it is positive real. For simplicity again, we assume that g I can be expanded into the Fourier series as 
and
where
M dependence in C n vanishes by changing the variable p to
and the constants C n are obtained as
Concerning to the message M2, in the previous work [26] , the nonlinear trapping effect was discussed to rapidly trap the system at the asymptotic state under the no Landau damping condition. Here we comment on another possible explanation to realize the A-part (16) : Suppose that the T-part of potential V T can be roughly regarded as zero, if no Landau damping condition is satisfied. Then, we directly obtain (13) without the T-linearization, that is, without omitting the O(ǫ 2 ) terms. We hence expect that the rearrangement formula yielded from (13) possibly gets better if the no Landau damping condition is satisfied. It is still not clear which (or another) explanation is correct, but importance of no Landau damping condition holds.
IV. NUMERICAL TESTS OF THE REARRANGEMENT FORMULA
We perform numerical integrations of the Vlasov equation (2) by using the semi-Lagrangian scheme [38] . Throughout this paper we use the truncated single 
A. Pseudo-stationarity and no Landau damping
The no Landau damping condition suggests that temporal evolution of the system is not violent. Moreover, the generalized virial condition, implying pseudo-stationarity of the system, is preferred by the rearrangement formula [24] . Thus we examine if another pseudo-stationarity is essential for the rearrangement formula rather than the no Landau damping condition.
The generalized virial condition for the HMF model is introduced for the so-called waterbag initial states [18] , and it is not straightforward to apply it for other initial states. Thus, we introduce another virial condition. The proper virial condition is derived by differentiating P (t ) = N j =1 p j q j /N and taking long-time average. The HMF model has the periodic boundary condition with respect to the position q j , and hence we consider Q(t ) = N j =1 p j ϕ(q j )/N , where ϕ is an arbitrary smooth periodic function. Taking the limit N → ∞, we replace the arithmetic mean with the average over the distribution function f . Therefore, if f I is stationary, we have the relation
Hereafter we put ϕ(q) = sin q which gives
We refer to (27) as the periodic virial condition. We note that the above condition is equivalent withM x (0) = 0 [39] , anḋ M x (0) = 0 is also satisfied for even f I with respect to p, which was introduced as the assumption (iv). These conditions are necessary conditions for f I stationary. We prepare a family of initial states as
The unperturbed part gives
and D = 0 corresponds to the critical temperature T c = 1/2 of the second order phase transition in the HMF model [33, 34] . This family satisfies one of the two conditions as follows: 
.
As shown in Fig. 1 , the rearrangement formula gives precise prediction in Case 1 for all T > T c and in Case 2 for T close to T c . In Case 2, the agreement between the rearrangement formula and numerics becomes worse as T increases, that is, the Landau damping rate gets larger, though the periodic virial condition holds. We therefore conclude that the no Landau damping condition is more relevant than the periodic virial condition for the perturbed MaxwellBoltzmann states (28).
B. Perturbation of higher modes
In the previous test the perturbation includes the term of cos q only. Does the rearrangement formula give precise prediction even with other types of perturbations ? To answer this question, we investigate the perturbed state of the form
where ǫ 0 = 1. We call the term ǫ k cos kq the k-th mode. We set the stationary state as f S (p) = f MB (p; T c ) for an independent test of the no Landau damping condition. The first mode is included to escape from M x = 0. For a fixed value of ǫ 1 = 0.1, we show ǫ 2 dependence of M x in Fig. 2 . The theoretical prediction is in good agreement with numerics for small |ǫ 2 |, but discrepancy tends to grow for large |ǫ 2 |. Moreover, in large ǫ 2 region, the theoretical prediction is smaller than numerics, while the Landau damping mechanism provides inverse result. The second mode is, therefore, an independent mechanism to yield discrepancy between the theory and numerics. We remark that there is a non-regular dependence on ǫ 2 around ǫ 2 ≃ −0.8, but mechanism of this dependence is not clear yet.
Looking at Fig. 2 , we expect that |ǫ 2 | must be much smaller than |ǫ 1 |. The above expectation is confirmed by varying ǫ 1 for a fixed value of ǫ 2 = 0.01. Values of the asymptotic magnetization M x are reported in Fig. 3 with the relative error defined by (32) where M numerics and M theory are respectively obtained numerically and theoretically [Eq. (17)]. In the large ǫ 1 region, the minus of relative error grows as ǫ 1 gets large. This growth of the relative error of O(ǫ 2 1 ) might be rather natural since we omitted O(ǫ 2 ) terms by the assumption (iii). Interesting observations are that the relative error changes the sign around the minimum point, and grows even ǫ 1 decreases.
How can we understand the ǫ 1 dependence of discrepancy? One possible explanation is based on the Casimir invariants. A functional
is invariant under the Vlasov evolution, and called a Casimir. The rearrangement theory keeps the Casimir S 1 = f dqdp = f dθdJ , since f I J = f A J holds, but not all the Casimirs. Indeed, for the Casimir S 2 [ f ] = f 2 dqdp, using the discrepancy δ f = f I − f A , we have
where we used the facts f A J = f A and δ f J = 0. The righthand-side is not always zero in general. We again note that the angle-action variables (θ, J ) is brought about form the (17), the orange dashed line the approximated theory (19) , and filled points are from numerics. The grid sizes are G = 256 (light blue circles) and 512 (blue squares). Open symbols represent relative errors with the full theory: RE for G = 256 (light blue circles) and 512 (blue squares), and -RE for G = 256 (pink triangles) and 512 (purple inverse triangles). The black solid line is guide for eyes, and has slope 2.
asymptotic Hamiltonian H A . Keeping in mind the above discussion, we consider the ǫ 1 dependence of discrepancy. The initial value of S 2 is
Clearly, the first, the second and the third terms come from the zeroth, the first and the second modes respectively. We focus on change of contribution from the second mode in the asymptotic state,
The Jeans theorem [40] states that a state is stationary if and only if it depends on (q, p) solely through the first integrals, in our case, the effective Hamiltonian. The stationary asymptotic state is, therefore, expressed as
Now M A is assumed to be small and we assume that F A accepts the Taylor expansion
where this assumption does not obviously hold due to the averaging procedure f A = 〈 f I 〉 J , but helps us to discuss on the Casimir S 2 qualitatively. From the above expansion, contribution from the second mode in Thus, the contribution is lost in the way from the initial to the asymptotic states. The value of S 2 must hold, and hence the lost contribution must be covered by contributions from the zeroth and the first modes in the asymptotic state. In other words, amplitude of the second mode must be transferred to the zeroth and the first modes due to the invariance of S 2 . The present rearrangement formula does not include this mechanism of transfer, since the invariance up to O(ǫ 2 2 ) is not guaranteed. Then, underestimation in the theory possibly occurs.
On the other hand, in the case ǫ 1 ≫ ǫ 2 , the contribution from the second mode is of negligible O(ǫ , if ǫ 1 is large and close to 1. The increased contribution from the second mode must be provided by the zeroth and the first modes, and the amplitude of the first mode expressed by M x could be smaller than the expected value. Thus, overestimation in the theory is possible.
For checking the above discussion, contribution to S 2 from each mode is reported in Fig. 4 . The contribution from the n-th mode of f is given by
where the Fourier component f n (p) is defined as
by assuming evenness with respect to q of f . From the above definition, we have
To observe change of contribution from the n-th mode, we observe the ratio r n = µ (num) n µ (th) n (40) where the numerator is computed by taking time average in the time interval [9000, 10000] of the Vlasov dynamics, and the denominator is theoretical prediction of µ n . In small ǫ 1 region, the ratios r 1 and r 2 are respectively larger and smaller than the unity, and the relations are reversed around the value of ǫ 1 where the relative error takes the minimum (see Fig. 3 ). These observations are consistent with the above discussions.
Computations of the theoretical values of µ n are rather hard, since they require triple integrals with respect to θ, q and p. Another obstacle from the semi-Lagrangian code side is, according to a previous work on the code [38] , that the code cannot conserve the Casimirs precisely. Higher precision could be required for rigorous numerical check, and more accurate confirmation is left as a future work.
V. RESPONSE THEORY TO THE EXTERNAL FIELD
We numerically found that the rearrangement formula requires two conditions to be satisfied: The no Landau damping condition and amplitudes of initial higher Fourier modes are small enough comparing with a small first mode. These conditions restrict applicable initial states for the rearrangement formula. However, the conditions reinforce validity of use of the rearrangement formula as the response theory to the external field, which turns on at the initial time and goes to be constant asymptotically, since this setting satisfies both the two conditions as discussed in the following.
Performing the Laplace transform of the external field we get a pole at the origin of the Laplace space (the complex frequency plane), and the pole provides the asymptotically surviving response [41, 42] . We hence conjecture that this pole effectively restores the no Landau damping condition even if the unperturbed stationary state breaks the condition.
It is not hard to see that the second condition is satisfied by looking back (37) and replacing M A with M A + h, where h is the amplitude of asymptotically constant external field and M A is of O(h) for small h. Amplitude of the first mode is of O(h), but ones of higher modes are of O(h 2 ), and hence the second condition is satisfied for small h.
VI. SUMMARY AND DISCUSSIONS
We discussed conditions to use the rearrangement formula around spatially homogeneous stable stationary states in the HMF model,and numerically derived two conditions: One is for the stable stationary state, and the other is for perturbation. The former is the no Landau damping condition, which was previously suggested [26] . We compared this condition with a necessary condition for stationarity of perturbed state, which we called the periodic virial condition, and numerically clarified that the no Landau damping condition is more crucial than the periodic virial condition. The latter is restriction of amplitudes: Initial higher Fourier modes must be smaller enough than a small first mode. We discussed that this restriction could come from existence of the Casimir invariants, and based on this hypothesis, we explained discrepancy between the theory and numerics qualitatively.
These conditions make the rearrangement formula restrictive for using as a nonequilibrium statistical mechanics. Nevertheless, the theory is useful as a response theory to the external field saturating to a small constant asymptotically, since the conditions are satisfied in such a situation.
Another important benefit of the present work is that the conditions suggest a direction for improving the rearrangement formula: The theory could be improved by inputting the Landau damping and the Casimir invariants. For instance, we expect that nonlinear trapping plays an important role to form a magnetized asymptotic state, and an improved theory could be derived by considering the competition between the linear Landau damping and the nonlinear trapping as discussed for forming traveling small clusters [43] . Such an improvement is interesting and worthwhile to construct a nonequilibrium statistical mechanics, but remains as a future work.
We end this article by mentioning the discussion on parametric resonance. We have discussed on the discrepancy induced with the higher Fourier modes based on the Casimir invariants. On the other hand, there is another explanation based on the parametric resonance induced by the higher moments [25] . Clarifying relation between the two explanations remains as another future work.
