I. INTRODUCTION
We consider a two-channel multiple description quantization system for a discrete-memoryless source with differential entropy h(p). The quantizer transmits information on each channel at rate R bits/sample. The mean-squared error when both channels work is denoted by do and when either channel works is denoted by as.
It has been shown [l] that for a uniform entropy-coded multiple description quantizer and any a E (0, l ) the distortions satisfy On the other hand, by using a random quantizer argument it was shown [2] that by encoding vectors of infinite block length, it is possible to achieve distortions Thus in multiple description quantization it is possible to achieve a reduction in the granular distortion by 1.53 dB, simultaneously for the two-channel and the side distortion.
The goal of this paper is to analyze constructions given in [3] for closing this "1.53 dB" gap. The system to be analyzed is illustrated in Fig. 1 . Our approach is as follows.
From classical quantization theory, we know that the gap between scalar quantization and the rate distortion bound may be closed by using vector quantizers with lattice codebooks. Certainly, by following this approach we can also close the gap between thk two-channel distortion and the rate-distortion bound. In particular, this will allow us to replace the factor (1/12) in the expression for & in (1) with G(A), the normalized second moment of the Voronoi region of a lattice point. The main question we address here is that of simultaneously reducing d1. How can such a reduction be achieved and what is the quantity that will replace the factor (1/12) in the expression for d 1 in (l)? We will show through a constructive procedure that the distortion dl can be reduced by solving a specific labeling problem. To our surprise, the quantity that replaces (1/12) is G(SL), the normalized second moment of a sphere in L dimensions.
For details the reader is referred to the full paper [4], which will be published elsewhere.
