Abstract--We establish existence results for solutions to three-point boundary value problems for nonlinear, second-order, ordinary differential equations with nonlinear boundary conditions. (~)
INTRODUCTION
Consider the differential equation y" = f(x,y,y'),
where f : [0, 1] x I~ x l~ --* ~ is continuous. Recently, much interest has developed regarding the existence of solutions to (1) when subjected to boundary conditions involving three or more points (see, for example, [1] [2] [3] [4] [5] [6] [7] [8] [9] ).
The existence theorems of [1, 2, 6, 8, 9] rely on Nagumo-style growth conditions on f, that is, where f(x, y, p) satisfies a growth bound in p. The papers of [3] [4] [5] 7] remove this growth condition, however their results do not apply to, for example, the three-point boundary conditions y'(O) = 0 and y(c) = y'(1) o1" y(c) = y(0) and y'(1) = 0 with 0 < c < 1.
Motivated by the above works, we shall remove the Nagmno growth condition mentioned above and replace it with a condition closely related to the work of [10] [11] [12] . The main idea involves the existence of certain surfaces ~(x, y) and '¢(x, y) such that a trajectory (x, y(x), y'(x)) ( 
where y(x)
is a solution to (1) can cross these surfaces in one direction only.
In conjunction with the theory of lower and upper solutions we shall apply the above condition to present some existence theorems for solutions to (1) subject to three-point boundary conditions of the form 
G(y(O),y(1),y(c),y'(O),y'(1)
where G is continuous and possibly nonlinear. Our theory incorporates a degree-based relationship between the boundary conditions and the lower and upper solutions. This relationship has been studied in [8, 13] .
Since the Nagumo condition permits a maximum growth rate of f(x, y,p) with respect to p which is roughly quadratic, our work represents an extension over the results in [1, 2, 6, 8, 9] . Since our boundary conditions are more general than those in [3] [4] [5] 7] our work also represents an extension over the results in these papers.
DEFINITIONS AND PRELIMINARY RESULTS
We denote the boundary of a set U by 0U and the closure of U by f2. We denote the space of continuous functions mapping from U to V by C(U; V). If V = R, then we omit the V. By a solution of (1) we mean a continuously twice differentiable function y(x) satisfying (1) for all z c [0, 1]. If U is a bounded, open subset of R n, q E R ~, f E C(f2; R'~), and q ~t f(OU) we denote the Brouwer degree of f on U at q by d(f, U, q). We denote the partial derivative of f with respect to x by o°-~x.
We shall employ the use of lower and upper solutions in the following theory.
for all x E 
Modification of f is common practice for existence proofs of boundary value problems and we will nmke the necessary inodifications by using the following functions. DEFINITION [3 are given, let 7r : R -* [a, [3] 
If c~ <_

NONLINEAR BOUNDARY CONDITIONS
We now introduce the concept of compatible boundary conditions which is a simple, degreebased relationship between the boundary conditions and the lower and upper solutions. For more information we refer the reader to [8, 13] . 
EXISTENCE OF SOLUTIONS
In order to concisely state our existence results we introduce the following assmuptions.
ASSUMPTION (A). There exist lower and upper solutions c~ </3 for (1).
ASSUMPTION (B). There exist ~ <_ ~ •
C1([0, 1] x R) sud~ that f(x, y, to(x, y)) > f(x, y, gz(x, y)) < on ~ = {(x, y) • [0, 11 × ~t: ~(x) <_ y ASSUMPTION (C). ~(x,a) < a'(x) < ASSUMPTION (BR). Assumption (13)
LEiVIMA 2. Let Assumptions (A) and any solution of
with the differential inequalities reversed.
(C) hold and let k(x, y, y') be given in Definition 2. Then y" = k (z, y, y'), 0 < x < 1,
with (~(0),~(1)) e h~ satis~es ~(x) < V < Z(x) on [0, 1]. PROOF. Let a,/3, ~, and '0 satisfy Assumptions (A) and (C). We argue by contradiction. Assume that y(t) < a(t) for some t E [0, 1]. From our assumptions we may assume that t E (0, 1). From continuity we may assume that a -y attains its positive maximum at some t C (0, 1). Thus,
cd(t) = y'(t) and a"(t) <_ y'(t). Now since a(t) -y(t) > O, we have
Therefore,
T(y(t), ~(t),/3(t)) = K(y(t) -a(t)) < O.
y"(t) = k (t, ~(t), ~'(t)) = k (t, y(t), (~'(t)), The following lemma is closely related with the papers of [10] [11] [12] . PROOF. The proof follows a similar line as to the proof of Lemma 4 and is hence, omitted.
+ T(y(t),a(t),fl(t))(ll(t, lr(y,a,/3),(~')I + 1),
= (1 -IK(y(t)-
We now present our main existence theorem.
THEOREM 1. Let Assumptions (A)-(C) hold with A~ ¢ ~J. If G is compatible with the pair ct,/3 and G(y(O), y(1), y(c), y'(O), y'(1)) = (0, 0) only if ~(0, y(0)) _< y'(0) < '~b(0, y(0)) then problem (1),(2) has a solution y C C2([0, 1]) satisfying a(x) < y < /3(x) with 9~(x, y) < y' < ~(x, y) for all x E
PROOF. First assume that G is strongly compatible with a and /3. Let k(x,y, y') be given in Definition 2 and consider (6) subject to (2). 
Also note that k(z,y,~(z,y)) > f(x,y,~p(x,y)) and k(x,y,~(x,y)) < f(z,y,~b(x,y))
(f /0 x ) (C)~)(y)(x) = - x(1 -s)k (s, y(s), y'(s)) ds + s(1 -x)k (s,
7/(y,C,D,~) = (y-3)~w(C,D) -(1-3,k) (6~ + ~) G(C,D))
for 0 < ~ < 1/3, [K(y(t) -a(t))l)l (t, r(y, a, ~) , (~') + K(y (t) -a(t))([l(t,~(y,a,~ PROOF. The proof follows in a similar fashion to that of Theorem 1 and is hence, omitted.
7"I(y,C,D,,k) = (y + 3 (A-1) CK(y) -w(C,D),6(C.D)) ,
REMARK 2. In many cases it is easiest to first try and choose constant functions ~ and ¢ which satisfy the conditions of Theorem 1.
EXAMPLE. Consider the nonlinear problem 1 <x 1,
subject to the three-point boundary conditions
Choose lower and upper solutions a(x) = -1 -x 4, for -1/2 < x < 1/2 and f~ = -c~. We choose constant functions ~ = -2 and ¢ ---2. It is easy to see that Conditions (A)-(C) are satisfied.
Note also that f does not satisfy a Nagumo condition and thus, the theorems in [1, 2, 6, 8, 9] do not apply. The boundary conditions are more general than those in [3] [4] [5] 7] , thus, the theory from these works do not apply.
We see that the boundary conditions G are compatible with our c~ and ]3.
To compute d(G, A~, 0), let ~(C, D) = (-C, D) be the strongly inwardly pointing vector field and let ¢(D) = 0. We see that
G(C,D) = (Go, GI) = (-C, 4D -¢(D) + I ) .
Testing G for C = a(-1/2), C = g (-1/ (G1, (a(1), g(1) ), 0) = 1 • 0.
All the conditions of Theorem 1 are satisfied and thus, problem (7), (8) has a (nontrivial) solution y satisfying a < y < g with -2 < y~ < 2. REMARK 3. Note that a = -1 = -g are also (strict) lower and upper solutions for (7), however (8) is not compatible with them. 
SOME SPECIAL CASES
In this section, we present some corollaries to the results of the previous section when considering some specific boundary conditions which guarantee G(y(O), y(1), y(c), y'(O), y~(1)) --(0, 0) only if to(0, y(0)) _< yt(0) _< ¢(0, y(0)). Our approach is to reformulate our assumptions on A~ to ensure this.
As mentioned earlier we have assumed that A~ = (a(0), g(0)) x (a(1), g(1)) # 0, as compatibility does not make sense when extended in the natural way for A~ = 0. However, we may redefine our compatibility conditions to cover the cases a(0) = g(0) and a(1) = g(1). Compatibility is defined as before.
REMARK 5. The case a(1) = g(1) can be treated similarly to the above.
We may now present some existence theorems for some special boundary conditions and the mutually exclusive cases a(O) = g(O) and a(1) = g(1). COROLLARY 1. Consider problem (1) subject to the boundary conditions = (0,0), 0<c<1.
