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THE GRADED STRUCTURE OF LEAVITT PATH ALGEBRAS
ROOZBEH HAZRAT
Abstract. A Leavitt path algebra associates to a directed graph a Z-graded algebra and in its simplest form it
recovers the Leavitt algebra L(1, k). In this note, we first study this Z-grading and characterize the (Z-graded)
structure of Leavitt path algebras, associated to finite acyclic graphs, Cn-comet, multi-headed graphs and a
mixture of these graphs (i.e., polycephaly graphs). The last two types are examples of graphs whose Leavitt
path algebras are strongly graded. We give a criterion when a Leavitt path algebra is strongly graded and
in particular characterize unital Leavitt path algebras which are strongly graded completely, along the way
obtaining classes of algebras which are group rings or crossed-products. In an attempt to generalize the grading,
we introduce weighted Leavitt path algebras associated to directed weighted graphs which have natural
⊕
Z-
grading and in their simplest form recover the Leavitt algebras L(n, k). We then show that the basic properties
of Leavitt path algebras can be naturally carried over to weighted Leavitt path algebras.
1. Introduction
A Leavitt path algebra (LPA for short), introduced by Abrams and Aranda Pino [1], and Ara, Moreno
and Pardo [7] associates to a directed graph E a Z-graded algebra L(E) which is equipped with an (anti-
graded) involution. In its simplest form, when the graph E has only one vertex and k + 1 loops, L(E)
recovers the algebra constructed by Leavitt [22, p.118] which is of type (1, k). The characterization of Leavitt
path algebras (such as simplicity, finite dimensionality, locally finiteness, exchange, etc.) in terms of intrinsic
properties of the underlying graph has been the subject of recent studies [1, 2, 3, 5, 8, 7]. However, many of
these characterizations have been carried out without taking into account the natural Z-graded structure of
these algebras, i.e., not considering L as a functor from the category of graphs to graded algebras.
In this note we are concerned with the graded structure of Leavitt path algebras. The note is divided into
two parts. In the first part, we study the natural Z-grading of the Leavitt path algebras, characterizing when
these algebras are strongly graded. The first main theorem of this part (Theorem 3.15) states that for a finite
graph E, the Leavitt path algebra LR(E), with coefficients in any unital ring R, is strongly graded if and only
if any vertex is connected to a cycle. Two distinguished types of strongly graded Leavitt path algebras arise
from Cn-comet graphs (see Definition 4.1) and multi-headed rose graphs (see Fig. 22). Considering the graded
structure of Leavitt path algebras reveals much more about the structure of these algebras. In [4], Abrams,
Aranda Pino and Siles Molina characterize locally finite just infinite algebras (which turned out to be LPAs
associated to Cn-comets). In [4, Theorem 3.3], it is shown that if E is a Cn-comet, with the unique cycle C,
then LK(E) ∼= Md(K[x, x
−1]), where K is a field, d is the number of paths in E which do not contain the
cycle C and which end in v, for a fixed vertex v in C. However, in this characterization the natural Z-grading
of Leavitt path algebras is not taken into account. For this reason for the following graphs
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we obtain
LK(E1) ∼= LK(E2) ∼= LK(E3) ∼= LK(E4) ∼= M4(K[x, x
−1]).
In this paper, we shall see that, building on their approach, by taking into account the Z-graded structure
of the LPAs, it turns out that LK(E1) is a group ring (Theorem 4.11), LK(E2) and LK(E4) are skew-group
rings whereas LK(E3) is not even a crossed-product (Examples 4.21 and 4.20).
The second main theorem of this part, Theorem 4.8, characterizes the Leavitt path algebras associated
to multi-headed graphs (see Figure 23 and Definition 4.3) and gives a criterion when this type of graphs
produces group rings (Theorem 4.11). As a corollary we obtain necessary and sufficient conditions for Leavitt
path algebras of finite acyclic graphs and Cn-comets to be graded isomorphic (Theorems 4.13, 4.19, see also
Example 4.14).
Whereas a Leavitt path algebra associates to a directed graph a Z-graded algebra and it covers Leavitt’s
algebra of type (1, k) when the underlying graph has one vertex and k+1 loops, a natural question is whether
one can associate to a directed graph an algebra with an arbitrary grading rather than Z grading, in such
a way that it recovers Leavitt path algebras when we restrict the grading to Z, and also recovers Leavitt’s
algebra of type (n, k) for a suitable graph. In the second part of this note, we do just this.
In an attempt to define Leavitt path algebras with more general natural grading, we define the weighted
Leavitt path algebras (wLPA for short) which are equipped with
⊕
Z grading (in fact we can define weighted
Leavitt path algebras with G-grading where G is any group, see Remark 5.6). In the special case of a graph
with weights 1 (or unweighted), this construction gives the usual Leavitt path algebras and in its simplest
form, when the graph E has only one vertex and n+ k loops of weights n, the weighted Leavitt path algebra
recovers the algebra constructed by Leavitt which is of type (n, k) (see Example 5.5). The weighted Leavitt
path algebras provide new classes of algebras which could not be obtained using unweighted graphs (i.e., using
Leavitt path algebras). For example, note that except LR( •:: ) = R[x, x
−1] (which happens to be the only
commutative LPA along with LR(•) = R, where R is an integral domain), all LPA have plenty of zero divisors.
(In this note we only consider connected graphs, as a disjoint graph would simply produce direct sum of the
corresponding Leavitt path algebras of its connected subgraphs.) However all wLPA with one vertex and with
weights greater than one and less than the number of loops are non-commutative domains (see Example 5.5).
We then establish basic properties of weighted Leavitt path algebras in the remaining of this section. We shall
see that, one can naturally adapt and re-write several of the theorems on the setting of Leavitt path algebras
in the setting of weighted Leavitt path algebras (see in particular Theorems 5.14, 5.21, 5.23), an indication
that the weighted approach could be the right generalization for these graph algebras.
2. Preliminaries
2.1. Grading on rings and matrices. A Leavitt path algebra has a natural Z-graded structure which is the
focus of this paper. In Section 5 we define weighted Leavitt path algebras which have
⊕
Z-grading. In fact we
can define weighted Leavitt path algebras with G-grading, where G is any arbitrary group (see Remark 5.6).
Then setting G = Z and the weight map the constant map assigning 1 to each edge we recover the usual
Leavitt path algebra.
In this section we recall some basic definitions and (recent) results in the graded setting. For a graded
ring A, the grading on a matrix ring of A is also recalled and a theorem on classifying these gradings is
proved (Theorem 2.2). This is needed in studying the grading on Leavitt path algebras of Cn-comets (see
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Definition 4.1). Since we are ultimately dealing with Z-gradings (and
⊕
Z-gradings), we assume our grade
groups are abelian, although all the concepts below can be arranged and defined for arbitrary (non-abelian)
grade groups as well.
A ring A =
⊕
γ∈ΓAγ is called a Γ-graded ring, or simply a graded ring, if Γ is an (abelian) group, each Aγ
is an additive subgroup of A and AγAδ ⊆ Aγ+δ for all γ, δ ∈ Γ. The elements of Aγ are called homogeneous of
degree γ and we write deg(a) = γ if a ∈ Aγ . We let A
h =
⋃
γ∈ΓAγ be the set of homogeneous elements of A.
A Γ-graded ring A =
⊕
γ∈ΓAγ is called a strongly graded ring if AγAδ = Aγ+δ for all γ, δ ∈ Γ. A graded
ring A is called a crossed-product if there is an invertible element in every homogeneous component Aγ of A;
that is, A∗ ∩Aγ 6= ∅ for all γ ∈ Γ where A
∗ is the group of all invertible elements of A. It is immediate that
a crossed-product is a strongly graded ring. The structure of crossed-product algebras are known (see [25,
§1.4]) and can be described as follows: for any γ ∈ Γ choose uγ ∈ A
∗ ∩ Aγ and define σ : Γ → Aut(A0)
by σ(γ)(a) = uγau
−1
γ for γ ∈ Γ and a ∈ A0. Furthermore define the cocycle map α : Γ × Γ → A
∗
0 by
α(ζ, η) = uζuηu
−1
ζη . Then A = A0
σ
α[Γ] =
⊕
γ∈ΓA0γ with multiplication (a1ζ)(a2η) = a1
ζa2α(ζ, η)ζη where
ζa is defined as σ(ζ)(a). Note that when Γ is cyclic, which is the case in our paper, one can choose ui = u
i
1
for u1 ∈ A
∗ ∩ A1 and thus the cocycle map α is trivial, σ is a homomorphism and the crossed-product is a
skew group ring denoted by A0 ⋆σ Z. Moreover if u1 is in the center of A, then σ is the identity map and the
crossed-product reduces to the group ring A0[Γ].
For a group Γ and an arbitrary ring A with identity, the group ring A[Γ] has a natural Γ-grading A[Γ] =⊕
γ∈ΓAγ. If Γ is abelian and A itself is a Γ-graded ring A =
⊕
γ∈ΓAγ , then A[Γ] has a Γ-grading
A[Γ] =
⊕
γ∈ΓA
γ , where Aγ =
⊕
γ=ζ+ζ′Aζζ
′. (1)
This grading will be used to describe the grading of Leavitt path algebras in Theorems 4.8 and 4.11.
Let A be a Γ-graded ring. A graded left A-module M is defined to be a left A-module with a direct sum
decomposition M =
⊕
γ∈ΩMγ , where each Mγ is an additive subgroup of M and Γ ⊆ Ω, such that Aγ ·Mλ ⊆
Mγ+λ for all γ ∈ Γ, λ ∈ Ω. For some δ ∈ Ω, we define the δ-shifted A-module M(δ) as M(δ) =
⊕
γ∈ΩM(δ)γ
where M(δ)γ =Mγ+δ. For two graded A-modules M and N , a graded A-module homomorphism of degree δ,
is an A-module homomorphism f : M → N , such that f(Mγ) ⊆ Nγ+δ for any γ ∈ Ω.
To study the graded structure of Leavitt path algebras of finite acyclic graphs (see Definition 2.4 and
Theorem 4.13), we need the concept of the group grading on matrix algebras. Given a group Ω and a ring A
(which is not graded, i.e., has a trivial grading), it is possible to define a grading on Mn(A). Such a grading
is called a good grading of Mn(A) if the matrices eij are homogeneous, where eij is the matrix with 1 in the
ij-position and zero elsewhere. These group gradings on matrix rings have been studied by Da˘sca˘lescu et
al. [14]. Let {δ1, . . . , δn} be a subset of Ω, and define a grading on Mn(A) by assigning
deg(eij) = δi − δj (2)
and extend it linearly. We denote the graded matrix ring obtained this way by
Mn(A)(δ1, . . . , δn).
Note that by the definition above this is a good grading on Mn(A) and furthermore if A is a field, any good
grading on Mn(A) is obtained in this way (see [14], Prop. 1.2). Also note that if π ∈ Sn is a permutation and
σ ∈ Ω, then the map sending eij to epi(i)pi(j) induces a graded isomorphism
Mn(A)(δ1, . . . , δn) ∼=gr Mn(A)(δpi(1) + σ, . . . , δpi(n) + σ). (3)
In fact if A is a division ring, then any two isomorphic graded matrix algebras are of this form (see [12,
Theorem 2.1]). This will be used in Theorem 4.13 to classify Leavitt path algebras of acyclic graphs. Note
that the aforementioned results from the papers [12, 14] were established when A is a field. But one can easily
observe that these theorems are also valid for division rings as well. In fact, in order to classify Leavitt path
algebras of Cn-comets, we need to establish a similar statement for a graded division algebra A (Theorem 2.2)
which covers Theorem 2.1 in [12] when A has a trivial grading.
Next, we define a grading on a matrix ring which comes from the grading of the base ring. Let B =⊕
w∈ΩBw be a Ω-graded ring and Γ a subgroup of Ω and let A =
⊕
ω∈ΓBω be a graded subring of B, i.e.,
A is a Ω-graded ring with Aγ = 0 if γ 6∈ Γ and Aγ = Bγ otherwise. In this paper, on several occasions,
B = K[x, x−1] =
⊕
i∈ZKx
i and for a fixed s, A = K[xs, x−s] =
⊕
i∈sZKx
i, where K is a field or a division
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ring. Let (δ1, . . . , δn) ∈ Ω
n and let x be a homogeneous element of A. Define a grading on Mn(A) by assigning
deg(eij(x)) = deg(x) + δi − δj , (4)
and extend it linearly. One can see that for λ ∈ Ω, Mn(A)λ is the n × n-matrices over A with the degree
shifted as follows:
Mn(A)λ =


Aλ+δ1−δ1 Aλ+δ2−δ1 · · · Aλ+δn−δ1
Aλ+δ1−δ2 Aλ+δ2−δ2 · · · Aλ+δn−δ2
...
...
. . .
...
Aλ+δ1−δn Aλ+δ2−δn · · · Aλ+δn−δn

 . (5)
Thus Mn(A)λ consists of matrices with the ij-entry in Aλ+δj−δi . This defines a grading on Mn(A) as follows:
Mn(A) =
⊕
λ∈Ω
Mn(A)λ.
We denote this matrix ring with this grading (also) by Mn(A)(δ1, . . . , δn). Note that if A has a trivial grading,
this construction reduces to the group grading described in (2).
The following two statements can be proved easily (see [25, pp. 60-61], or Theorem 2.2):
◦ If α ∈ Ω, and π ∈ Sn is a permutation then
Mn(A)(δ1, . . . , δn) ∼=gr Mn(A)(δpi(1) + α, . . . , δpi(n) + α). (6)
◦ If α1, . . . , αn ∈ Γ with αi = deg(ui) for some units ui ∈ A
h, then
Mn(A)(δ1, . . . , δn) ∼=gr Mn(A)(δ1 + α1, . . . , δn + αn). (7)
In Theorem 4.19, we will show that for a Cn-comet graph E we have a Z-graded isomorphism
LK(E) ∼=gr Mm
(
K[xn, x−n]
)(
|p1|, . . . , |pm|),
where n is the length of the cycle C, the set {pi | 1 ≤ i ≤ m} are all paths which end in an arbitrary but fixed
vertex u on C and do not contain C, and |pi| are length of these paths. Thus for the graph
E : • // u

vYY
depending on which fixed vertex, u or v, we choose on the cycle, we obtain
LK(E) ∼=gr M3(K[x
2, x−2])(0, 1, 1) ∼=gr M3(K[x
2, x−2])(0, 1, 2),
which is justified by the above discussion on shifting of grading. However note that LK(E) is not Z-graded
isomorphic to A = M3(K[x
2, x−2])(0, 0, 0), as one can easily see that dimK LK(E)0 = 5 whereas dimK A0 = 9.
Let A =
⊕
γ∈Γ′Aγ and B =
⊕
γ∈Γ′′Bγ be graded rings, such that there is a group Γ containing Γ
′ and Γ′′
as subgroups. Then A×B has a natural grading given by A×B =
⊕
γ∈Γ(A×B)γ where (A×B)γ = Aγ×Bγ .
Similarly, if A and B are K-modules for a field K (where here K has a trivial grading), then A⊗K B has a
natural grading given by A⊗K B =
⊕
γ∈Γ(A⊗K B)γ where,
(A⊗K B)γ =
{∑
i
ai ⊗ bi | ai ∈ A
h, bi ∈ B
h,deg(ai) + deg(bi) = γ
}
. (8)
Let A be a K-algebra where K is a field, and moreover, let A be a Γ-graded ring. Let Ω be an abelian group
such that Γ ⊆ Ω. Then by the definition of grading on tensor products and by (2) and (4) there is a natural
graded isomorphism
Mn(K)(δ1, . . . , δn)⊗K A ∼=gr Mn(A)(δ1, . . . , δn), (9)
where {δ1, . . . , δn} ⊆ Ω. This grading on tensor products will be used in Theorem 4.8.
As we mentioned earlier, some of the rings we are dealing with in this note are of the form K[x, x−1] where
K is a division ring. This is an example of a graded division ring. A nonzero Γ-graded ring A is called a
graded division ring if every nonzero homogeneous element has an inverse. It follows that A0 is a division ring.
A commutative graded division ring is called a graded field. Similar to the non-graded setting, one can show
that any graded module M over a graded division ring A is graded free, i.e., it is generated by a homogeneous
basis and the graded bases have the same cardinality (see [25, Proposition 4.6.1]). Moreover, if N is a graded
submodule of M , then
dimA(N) + dimA(M/N) = dimA(M). (10)
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In this note, all graded division rings and fields have torsion free abelian group gradings (in fact, in all our
statements Γ = nZ for some n ∈ N). However, this assumption is not necessary for the statements below.
Let A be a Γ-graded division ring, Ω be a group such that Γ ⊆ Ω and Mn(A)(λ1, . . . , λn) be a graded
central simple ring, where λi ∈ Ω, 1 ≤ i ≤ n. Consider the quotient group Ω/Γ and let Γ + ε1, . . . ,Γ + εk be
the distinct elements in Ω/Γ representing the cosets Γ + λi, 1 ≤ i ≤ n, and for each εl, let rl be the number
of i with Γ + λi = Γ + εl. It was observed in [17, Proposition 1.4] that
Mn(A)0 ∼= Mr1(A0)× · · · ×Mrk(A0) (11)
and in particular Mn(A)0 is a simple ring if and only if k = 1. Indeed, using (6) and (7) we get
Mn(A)(λ1, . . . , λn) ∼=gr Mn(A)(ε1, . . . , ε1, ε2, . . . , ε2, . . . , εk, . . . , εk), (12)
with each εl occurring rl times. Now (5) for λ = 0 and (δ1, . . . , δn) = (ε1, . . . ε1, ε2, . . . , ε2, . . . , εk, . . . , εk)
immediately gives (11).
The following statement is the graded version of a similar statement on simple rings (see [18, §IX.1]). This
is required for the proof of Theorems 2.2 and 4.19.
Proposition 2.1. Let A and B be Γ-graded division rings and Ω a group containing Γ. If
Mn(A)(λ1, . . . , λn) ∼=gr Mm(B)(γ1, . . . , γm)
as graded rings, where λi, γj ∈ Ω, 1 ≤ i ≤ n, 1 ≤ j ≤ m, then n = m and A ∼=gr B.
Proof. The proof follows the ungraded case (see [18, §IX.1]) with an extra attention given to the grading. We
refer the reader to [24, §4.3] for the proof. 
We can further determine the relations between the graded shifting (λ1, . . . , λn) and (γ1, . . . , γm) in the
above proposition. For this we need to extend [12, Theorem 2.1] (see also [25, Theorem 9.2.18]) from fields
(with trivial grading) to graded division algebras. The following theorem states that two graded matrix
algebras over a graded division ring with two shiftings are isomorphic if and only if one can obtain one
shifting from the other by applying (6) and (7). This will be used in Theorem 4.19 to classify Leavitt path
algebras of multi-headed comets (in particular Cn-comets).
Theorem 2.2. Let A be a Γ-graded division ring and Ω a group containing Γ. Then for λi, γj ∈ Ω, 1 ≤ i ≤ n,
1 ≤ j ≤ m,
Mn(A)(λ1, . . . , λn) ∼=gr Mm(A)(γ1, . . . , γm) (13)
if and only if n = m and for a suitable permutation π ∈ Sn, we have λi = γpi(i) + τi + σ, 1 ≤ i ≤ n, where
τi ∈ Γ and a fixed σ ∈ Ω, i.e., (λ1, . . . , λn) is obtained from (γ1, . . . , γm) by applying (6) and (7).
Proof. In the course of this proof, we work with right A-modules. For one direction we need to prove
statements (6) and (7). These are known and hold for any graded ring A. We give a short proof. So
let n = m. Let V be a graded vector space over A with a homogeneous basis v1, . . . , vn of degree λ1, . . . , λn,
respectively. Defining Eij(vt) = δj,tvi, 1 ≤ i, j, t ≤ n, we have Eij ∈ EndA(V )λi−λj . It is easy to see
that EndA(V ) ∼=gr Mn(A)(λ1, . . . , λn) and that Eij corresponds to the matrix eij (see 4). Now let π ∈ Sn.
Rearranging the homogeneous basis as vpi(1), . . . , vpi(n) and defining the A-graded isomorphism φ : V → V by
φ(vi) = vpi(i), we get a graded isomorphism in the level of endomorphism rings
Mn(A)(λ1, . . . , λn) ∼=gr EndA(V )
φ
−→ EndA(V ) ∼=gr Mn(A)(λpi(1), . . . , λpi(n)).
Moreover, (5) shows that it does not make any difference adding a fixed α ∈ Ω to each of the entries in the
shifting. This gives us (6).
For (7), let αi ∈ Γ, 1 ≤ i ≤ n with αi = deg(ui) for some units ui ∈ A
h (here if A is a graded division ring,
then all homogeneous elements are invertible and thus any set of αi ∈ Γ, 1 ≤ i ≤ n can be chosen). Consider
the basis viui, 1 ≤ i ≤ n for V . With this basis, EndA(V ) ∼=gr Mn(A)(δ1 + α1, . . . , δn + αn). Consider the
A-graded isomorphism id : V → V , by id(vi) = (viui)u
−1
i . A similar argument as above now gives (7).
We now prove the converse of this theorem. That n = m follows from Proposition 2.1. Applying the
same procedure mentioned above, one can find ǫ = (ε1, . . . , ε1, ε2, . . . , ε2, . . . , εk, . . . , εk) in Ω such that
Mn(A)(λ1, . . . , λn) ∼=gr Mn(A)(ǫ) as in (12).
Now set V = A(−ε1)× · · · ×A(−ε1)× · · · ×A(−εk)× · · · ×A(−εk) and pick the (standard) homogeneous
basis ei, 1 ≤ i ≤ n and define Eij ∈ EndA(V ) by Eij(et) = δj,tei, 1 ≤ i, j, t ≤ n. One can easily see
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that Eij is a A-graded homomorphism of degree εsi − εsj where εsi and εsj are i-th and j-th elements in
ǫ. Moreover, EndA(V ) ∼=gr Mn(A)(ǫ) and Eij corresponds to the matrix eij in Mn(A)(ǫ). In a similar
manner, one can find ǫ′ = (ε′1, . . . , ε
′
1, ε
′
2, . . . , ε
′
2, . . . , ε
′
k′ , . . . , ε
′
k′) and a graded A-vector space W such that
Mn(A)(γ1, . . . , γn) ∼=gr Mn(A)(ǫ
′), and EndA(W ) ∼=gr Mn(A)(ǫ
′). Therefore (13) provides a graded ring
isomorphism θ : EndA(V ) → EndA(W ). Define E
′
ij := θ(Eij) and E
′
ii(W ) = Qi, for 1 ≤ i, j ≤ n. Since
{Eii | 1 ≤ i ≤ n} is a complete system of orthogonal idempotents, so is {E
′
ii | 1 ≤ i ≤ n}. It follows that
W ∼=gr
⊕
1≤j≤nQj . Furthermore, E
′
ijE
′
tr = δj,tE
′
ir and E
′
ii acts as identity on Qi. These relations show that
restricting E′ij on Qj induces an A-graded isomorphism E
′
ij : Qj → Qi of degree εsi − εsj (same degree as
Eij). So Qj ∼=gr Q1(εs1 − εsj) for any 1 ≤ j ≤ n. Therefore W
∼=gr
⊕
1≤j≤nQ1(εs1 − εsj). By dimension count
(which is valid here, see 10), it follows that dimAQ1 = 1.
A similar argument for the identity map id : EndA(V )→ EndA(V ) produces V ∼=gr
⊕
1≤j≤nP1(εs1 − εsj),
where P1 = E11(V ), with dimA P1 = 1.
Since P1 and Q1 are A-graded vector spaces of dimension 1, there is σ ∈ Ω, such that Q1 ∼=gr P1(σ). Using
the fact that for an A-graded module P and α, β ∈ Ω, P (α)(β) = P (α+ β) = P (β)(α), we have
W ∼=gr
⊕
1≤j≤nQ1(εs1 − εsj )
∼=gr
⊕
1≤j≤nP1(σ)(εs1 − εsj )
∼=gr
⊕
1≤j≤nP1(εs1 − εsj )(σ)
∼=gr V (σ).
We denote this A-graded isomorphism with φ : W → V (σ). Let e′i, 1 ≤ i ≤ n be a (standard) homogeneous
basis of degree ε′si in W . Then φ(e
′
i) =
∑
1≤j≤n ejaj, where aj ∈ A
h and ej are homogeneous of degree
εsj − σ in V (σ). Since deg(φ(e
′
i)) = ε
′
si
, all ej ’s with non-zero aj in the sum have the same degree. For if
εsj − σ = deg(ej) 6= deg(el) = εsl − σ, then since deg(ejaj) = deg(elal) = ε
′
si
it follows that εsj − εsl ∈ Γ
which is a contradiction as Γ + εsj and Γ + εsl are distinct. Thus ε
′
si
= εsj + τj − σ where τj = deg(aj) ∈ Γ.
In the same manner one can show that, ε′si = ε
′
si′
in ǫ′ if and only if εsj and εsj′ assigned to them by the
previous argument are also equal. This shows that ǫ′ can be obtained from ǫ by applying (6) and (7). Since
ǫ′ and ǫ are also obtained from γ1, . . . , γn and λ1, . . . , λn, respectively, by applying (6) and (7), putting these
together shows that λ1, . . . , λn and γ1, . . . , γn have the similar relations, i.e., λi = γpi(i) + τi + σ, 1 ≤ i ≤ n,
where τi ∈ Γ and a fixed σ ∈ Ω. 
2.2. Graphs and Leavitt path algebras. In this subsection we gather some graph-theoretic definitions
and recall the basics on Leavitt path algebras. The reader familiar with this topic can skip to Section 3.
A directed graph E = (E0, E1, r, s) consists of two countable sets E0, E1 and maps r, s : E1 → E0. The
elements of E0 are called vertices and the elements of E1 edges. If s−1(v) is a finite set for every v ∈ E0,
then the graph is called row-finite. In this note we will consider only row-finite graphs. In this setting, if the
number of vertices, i.e., |E0|, is finite, then the number of edges, i.e., |E1|, is finite as well and we call E a
finite graph.
For a graph E = (E0, E1, r, s), a vertex v for which s−1(v) is empty is called a sink, while a vertex w for
which r−1(w) is empty is called a source. An edge with the same source and range is called a loop. A path
µ in a graph E is a sequence of edges µ = µ1 . . . µk, such that r(µi) = s(µi+1), 1 ≤ i ≤ k − 1. In this case,
s(µ) := s(µ1) is the source of µ, r(µ) := r(µk) is the range of µ, and k is the length of µ which is denoted by
|µ|. We consider a vertex v ∈ E0 as a trivial path of length zero with s(v) = r(v) = v. If µ is a nontrivial
path in E, and if v = s(µ) = r(µ), then µ is called a closed path based at v. If µ = µ1 . . . µk is a closed path
based at v = s(µ) and s(µi) 6= s(µj) for every i 6= j, then µ is called a cycle.
For two vertices v and w, the existence of a path with the source v and the range w is denoted by v ≥ w.
Here we allow paths of length zero. By v ≥n w, we mean there is a path of length n connecting these vertices.
Therefore v ≥0 v represents the vertex v. Also, by v > w, we mean a path from v to w where v 6= w. In this
note, by v ≥ w′ ≥ w, it is understood that there is a path connecting v to w and going through w′ (i.e., w′ is
on the path connecting v to w). For n ≥ 2, we define En to be the set of paths of length n and E∗ =
⋃
n≥0E
n,
the set of all paths.
Definition 2.3. Leavitt path algebras.
For a graph E and a ring R with identity, we define the Leavitt path algebra of E, denoted by LR(E), to be
the algebra generated by the sets {v | v ∈ E0}, {α | α ∈ E1} and {α∗ | α ∈ E1} with the coefficients in R,
subject to the relations
(1) vivj = δijvi for every vi, vj ∈ E
0.
(2) s(α)α = αr(α) = α and r(α)α∗ = α∗s(α) = α∗ for all α ∈ E1.
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(3) α∗α′ = δαα′r(α), for all α,α
′ ∈ E1.
(4)
∑
{α∈E1,s(α)=v} αα
∗ = v for every v ∈ E0 for which s−1(v) is non-empty.
Here the ring R commutes with the generators {v, α, α∗ | v ∈ E0, α ∈ E1}. When the coefficient ring R
is clear from the context, we simply write L(E) instead of LR(E). When R is not commutative, then we
consider LR(E) as a left R-module. The elements α
∗ for α ∈ E1 are called ghost edges.
Setting deg(v) = 0, for v ∈ E0, deg(α) = 1 and deg(α∗) = −1 for α ∈ E1, we obtain a natural Z-grading
on the free R-ring generated by {v, α, α∗ | v ∈ E0, α ∈ E1}. Since the relations in the above definition are all
homogeneous, the ideal generated by these relations is homogeneous and thus we have a natural Z-grading
on LR(E).
If µ = µ1 . . . µk, where µi ∈ E
1, is an element of L(E), then we denote by µ∗ the element µ∗k . . . µ
∗
1 ∈ L(E).
Since α∗α′ = δαα′r(α), for all α,α
′ ∈ E1, any word can be written as µγ∗ where µ and γ are paths in E. The
elements of the form µγ∗ are called monomials.
Taking the grading into account, one can write LR(E) =
⊕
k∈ZLR(E)k where,
LR(E)k =
{∑
i
riαiβ
∗
i | αi, βi are paths, ri ∈ R, and |αi| − |βi| = k for all i
}
.
For simplicity we denote LR(E)k, the homogeneous elements of degree k, by Lk.
We define an (anti-graded) involution on LR(E) by µγ∗ = γµ
∗ for the monomials and extend it to the
whole LR(E) in the obvious manner. Note that if x ∈ LR(E)n, then x ∈ LR(E)−n.
When R is a division ring, by constructing a representation of LR(E) in End(V ), for a suitable vector
space V , one can show that the vertices of a graph E are linearly independent in LR(E) and the edges and
ghost edges are not zero (see Lemma 1.5 in [15]). We will carry this over to the generalized setting of weighted
Leavitt path algebras (Theorem 5.8) and therefore cover the special case of LPA as a corollary (by setting the
weight map the constant map 1).
Throughout the note we need some more definitions which we gather here.
Definition 2.4.
(1) A path which does not contain a cycle is called a acyclic path.
(2) A graph without cycles is called a acyclic graph.
(3) Let v ∈ E0. Then the out-degree and the total-degree of v are defined as outdeg(v) = card(s−1(v))
and totdeg(v) = card(s−1(v) ∪ r−1(v)), respectively.
(4) A finite graph E is called a line graph if it is connected, acyclic and totdeg(v) ≤ 2 for every v ∈ E0. If
we want to emphasize the number of vertices, we say that E is an n-line graph whenever n = card(E0).
An oriented n-line graph E is an n-line graph such that En−1 6= ∅.
(5) For any vertex v ∈ E0, the cardinality of the set R(v) = {α ∈ E∗ | r(α) = v} is denoted by n(v).
(6) For any vertex v ∈ E0, the tree of v, denoted by T (v), is the set {w ∈ E0 | v ≥ w}. Furthermore, for
X ⊆ E0, we define T (X) =
⋃
x∈X T (x).
Definition 2.5. A rose with k-petals is a graph which consists of one vertex and k loops. We denote this
graph by Lk and its vertex by s(Lk). The Leavitt path algebra of this graph with coefficient in R is denoted
by LR(1, k). (Cohn’s notation in [13] for this algebra is V1,k and this algebra is of type (1, k − 1).) We allow
k to be zero and in this case L0 is just a vertex with no loops. With this convention, one can easily establish
that LR(1, 0) ∼= R and LR(1, 1) ∼= R[x, x
−1]. In a graph which contains a rose Lk, we say Lk does not have
an exit, if there is no edge e with s(e) = s(Lk) and r(e) 6= s(Lk).
We need to recall the definition of morphisms between two graphs in order to consider the category of
directed graphs.
For two directed graphs E and F , a complete graph homomorphism f : E → F consists of a map f0 : E0 →
F 0 and f1 : E1 → F 1 such that r(f1(α)) = f0(r(α)) and s(f1(α)) = f0(s(α)) for any α ∈ E1, additionally,
f0 is injective and f1 restricts to a bijection from s−1(v) to s−1(f0(v)) for every v ∈ E0 which emits edges.
One can check that such a map induces a graded homomorphism on the level of LPAs. i.e, there is a graded
homomorphism L(E)→ L(F ).
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3. Strongly graded Leavitt path algebras
In this section we characterize those graphs whose Leavitt path algebras are strongly graded (Theorems 3.11
and 3.15). In this section, unless it is noted otherwise, R is a ring with identity.
Definition 3.1. We say a vertex v is on an infinite path if there are real paths and ghost paths of arbitrary
length starting from v, i.e., for any n ∈ N there are vertices w and w′ such that v ≥n w and v ≤n w
′,
respectively. A vertex v is connected to an infinite path if there is a vertex w such that v ≥ w and w is on an
infinite path.
The following are easy to observe and will be used in the text. The proofs are left to the reader.
Lemma 3.2.
(1) If a vertex is not connected to an infinite path, then the graph has a vertex which is either a source or a
sink.
(2) If x ∈ L(E) is a monomial of the form, x = αβ∗, then xxx = x.
(3) If LnLm 6= 0, n > 0, then there is a vertex v and a path of length at least n emitting from v.
(4) If there is a sink, say v, then v ∈ L0, however v 6∈ L1 L−1. Therefore if L(E) is strongly graded and E
1
is not empty, then the support of L(E) is Z.
Definition 3.3. For an acyclic path p = µ1µ2 . . . µk, an exit edge e (or an escape edge), is an edge such that
s(e) = s(µi) for some 1 ≤ i ≤ k but e 6= µi unless i = k. By this definition, µk is an exit edge for p. A path q
is called an escape path of p, if q is an exit edge for p with s(p) = s(q) or q = µ1 . . . µte, with t < k and e is
an exit edge of p. The set of all escape paths of p is denoted by Esc(p). Note that p ∈ Esc(p).
Example 3.4. Let p = µ1µ2µ3µ4 be the path in the graph below
w1 // w2
v1α1 77
µ1 //
α2
=={{{{{{{{
v2
β4
µ2 //
β2

β3

β1
OO
v3
µ3 // v4
µ4 //
γ1

γ2
YY v5

z1 z2
OO
z3
Then we have Esc(p) = {α1, α2, µ1β1, µ1β2, µ1β3, µ1β4, µ1µ2µ3γ1, µ1µ2µ3γ2, µ1µ2µ3µ4}.
Example 3.5. If p = µ1 is an edge with s(µ1) = v and r(µ1) = u then by Definition 3.3, Esc(p) = {α ∈ E
1 |
s(α) = s(µ1)}. It follows that
v =
∑
{α∈E1|s(α)=v}
αα∗ =
∑
α∈Esc(p)
αα∗.
This will be used as the first step of induction in Lemma 3.6.
Equation 15 in the lemma below will be used in an essential way in the Lemma 3.10.
Lemma 3.6.
(1) If p and q are two finite acyclic paths with r(p) = s(q) such that p and q are not vertices and pq is also
acyclic then
Esc(pq) = Esc(p)\{p} ∪ {pα | α ∈ Esc(q)}. (14)
(2) For a finite acyclic path p, if v = s(p) then
v =
∑
α∈Esc(p)
αα∗. (15)
Proof. (1) This follows easily and is left to the reader. The only care needs to be given is, by Definition 3.3,
p is an escape path for p, which needs to be removed as it is not an escape path for pq.
(2) We prove the statement by using an induction on the length of p. Let |p| = 1. Then (15) reduces to
v =
∑
{α∈E1|s(α)=v} αα
∗ which is Relation (4) in Definition 2.3 and so is valid (see Example 3.5). Now let
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p = µ1 . . . µn and suppose the statement is valid for paths of length n− 1. Considering the path q = µ2 . . . µn
with s(q) = u we then have
v = s(µ1) =
∑
{α∈E1|s(α)=v,α6=µ1}
αα∗ + µ1µ
∗
1, and u = s(q) =
∑
β∈Esc(q)
ββ∗. (16)
Writing µ1µ
∗
1 as µ1uµ
∗
1 and replacing u with the above equation we have
v =
∑
{α∈E1|s(α)=v,α6=µ1}
αα∗ + µ1
( ∑
β∈Esc(q)
ββ∗
)
µ∗1
=
∑
α∈Esc(µ1)\{µ1}
αα∗ +
( ∑
β∈Esc(q)
µ1β(µ1β)
∗
)
(17)
Now by (14),
Esc(p) = Esc(µ1q) = Esc(µ1)\{µ1} ∪ {µ1β | β ∈ Esc(q)},
which guarantees that Equation 17 coincides with (15), so we are done. 
Definition 3.7. Let P be a subset of vertices (with a certain property). For a vertex v ∈ E0, we say that
w ∈ P is immediate to v, if there is a path p with the source v and range w such that no vertices on p is in
P except w. More formally, w is immediate to v if there is a path p = α1 . . . αk such that s(p) = v, r(p) = w
and s(αi) 6∈ P, 1 ≤ i ≤ k. Such a path is called an immediate path from v to P. A non-empty subset P ⊆ E
0
is called dense, if for any vertex v ∈ E0, there is a path connecting v to P, i.e, T (v) ∩ P 6= ∅.
For v ∈ E0, the orbit of v with respect to P, denoted by OP(v), is the set of all immediate paths from v to
P. We define the bound of OP(v) to be the minimum n ∈ N such that all paths in the set OP(v) have length
at most n. If OP(v) has a bound, then we say OP(v) is bounded.
From the definition, it is clear that if v ∈ P, then v itself is the only vertex which is immediate to v.
Therefore the bound of OP(v) is zero if and only if v ∈ P. Also, the set P is dense if and only if for any
v ∈ E0, OP(v) is nonempty.
Example 3.8. Consider the following graph with P = {w,w′, w′′},
v
α1 //
α2

β
?
??
??
??
? w
α5 //
α4

w′′
u
α3
// w′ too dd
Then w and w′ are immediate to v with the immediate paths α1 and α2α3 and β. However w
′′ is not immediate
to v. Hence OP(v) = {α1, α2α3, β} and OP(u) = {α3}. We can write
v =
∑
α∈OP(v)
αα∗ = α1α
∗
1 + ββ
∗ + α2α3α
∗
3α
∗
2.
We prove this equation for dense subsets in Lemma 3.10. Note that OP(t) is not bounded.
Recall that v ≥ v′ ≥ w, denotes a path connecting v to w and going through v′ (i.e., v′ is on the path
connecting v to w).
Lemma 3.9. If the set OP(v) is bounded then it is finite. Furthermore, if w ∈ P is an immediate vertex to
v with an immediate path v > w and v′ is a vertex on this path, i.e., v > v′ ≥ w, then the bound of OP(v
′) is
strictly less than the bound of OP(v) and |OP(v
′)| ≤ |OP(v)|.
Proof. Since the graph is row-finite, there are only a finite number of paths of given length emitting from
each vertex. This gives the first statement. For the second assertion, let v > v′ ≥ w where v > w is an
immediate path. If v′ = w, then the bound of OP(v
′) is zero and thus is strictly less than the bound of OP(v)
(which contains v > w). If v′ 6= w, then none of vertices on the part v > v′ is immediate (otherwise w is
not immediate). Let w′ be an immediate vertex to v′, with the immediate path v′ ≥ w′ connecting v′ to w′.
Then v > v′ ≥ w′ makes w′ an immediate vertex for v with the length strictly greater the length of v′ ≥ w′.
This shows that the bound of OP(v
′) is strictly less than the bound OP(v). This argument also shows that
|OP(v
′)| ≤ |OP(v)|. 
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Lemma 3.10. Let P be a dense subset of E0, v ∈ E0 and OP(v) be the orbit of v. If all paths in OP(v) are
acyclic, then
v =
∑
α∈OP(v)
αα∗. (18)
Proof. We proceed by induction on the bound of OP(v). If the bound is zero, then v ∈ P and OP(v) consists
only of the path of length zero v and so Equation 18 trivially holds.
Let the bound of OP(v) be 1. (This prevents v having a loop.) We show that
OP(v) =
{
α ∈ E1 | s(α) = v
}
and therefore (18) reduces to v =
∑
{α∈E1|s(α)=v} αα
∗ which is Relation (4) in Definition 2.3 and so is valid.
Let p ∈ OP(v). Since the bound of OP(v) is 1, |p| has to be 1 (if |p| = 0, then v ∈ P so the bound is 0). So
p ∈ {α ∈ E1 | s(α) = v}. Now let α ∈ E1, with s(α) = v. If r(α) 6∈ P, then since P is dense, any vertex is
connected to P, including r(α) and so there is an immediate vertex to v with an immediate path of length
greater than 1 which is a contradiction. So r(α) is in P, so α ∈ OP(v).
Suppose (18) is valid for any vertex with a bound less than the bound of OP(v). Fix an immediate vertex
w to v and consider the immediate path q with s(q) = v and r(q) = w, which is acyclic by the assumption of
the lemma. Let Esc(q) = {p1, . . . , ph, q}. Then by Lemma 3.6(2),
v = p1p
∗
1 + · · ·+ php
∗
h + qq
∗ = p1v1p
∗
1 + · · ·+ phvhp
∗
h + qq
∗, (19)
where r(pi) = vi. By Lemma 3.9, the bound of OP(vi) is smaller than the bound of OP(v) and clearly all its
paths are acyclic, so by induction we have
vi =
∑
α∈OP(vi)
αα∗.
Plugging these sums for vi in Equation 19 and observing that for any vi, if w
′ is an immediate vertex to vi,
then it is immediate to v and also, for any immediate vertex w′′ 6= w of v, there is a path connecting v to w′′,
thus w′′ is an immediate vertex for some vi, we obtain (18) for OP(v). 
Specializing P to the set of all vertices on an infinite path (see Definition 3.1), we can give a criterion for
a Leavitt path algebra to be strongly graded.
Theorem 3.11. Let E be a row-finite graph and P be the set of vertices on an infinite path. The Leavitt path
algebra with coefficients in a ring R, associated to a graph E which the orbit of any vertex is nonempty and
bounded, is strongly graded.
Proof. Suppose any vertex of the graph E is connected to a vertex on an infinite path, i.e., the orbits are not
empty (in other words, the set “vertices on infinite paths” is dense in E0). Let L = LR(E). First note that
Ln 6= 0 for any n ∈ Z. We need to show that Ln+m = LnLm for all n,m ∈ Z.
We will use the followings two facts:
(1) For any vertex v, and n ∈ N, one can write v =
∑
piq
∗
i with |pi| = |qi| = n. This can be proved by an
easy induction: Clearly v = v.v. Since any vertex is connected to an infinite path, the graph does not
have a sink. It is also a row-finite graph. So one can write
v =
∑
e∈E1
s(e)=v
ee∗. (20)
So the statement is valid for n = 1. Now if v =
∑
piq
∗
i with |pi| = |qi| = n− 1, write v =
∑
pir(pi)q
∗
i
and use (20) for each r(pi) to conclude by induction.
(2) For a vertex v on an infinite path, and any n ∈ N, it is easy to see that one can write v = p∗p where
p is a path of length n with r(p) = v.
In order to prove the theorem, since Ln, where n ∈ Z, is an (left) R-module, it is enough to show that any
monomial αβ∗ ∈ Ln+m is in LnLm. Writing αβ
∗ = α1 . . . αkβ
∗
1 . . . β
∗
l , we have k − l = n +m. We need to
consider two cases.
Case n ≥ 0. If k ≥ n then writing αβ∗ = (α1 . . . αn)(αn+1 . . . αkβ
∗
1 . . . β
∗
l ), it is clear that αβ
∗ ∈ Ln Lm.
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If k < n, then by (1), we can write r(αk) =
∑
piq
∗
i with |pi| = |qi| = n− k. So
αβ∗ = α1 . . . αkr(αk)β
∗
1 . . . β
∗
l =
∑
(α1 . . . αkpi)(q
∗
i β
∗
1 . . . β
∗
l ) ∈ LnLm .
Case n < 0. If m < 0, consider αβ∗ ∈ L−m−n. By the previous case now, αβ∗ ∈ L−mL−n. Applying the
involution to this element again we have αβ∗ ∈ LnLm.
Now for the remaining case (in fact the following argument is valid when m < 0 as well), let v = r(αk) and
consider OP(v) which consists of a finite number of paths by Lemma 3.9. If γ ∈ OP(v), s(γ) = v and r(γ) = w
and so w is on an infinite path and by the definition of immediate path, none of the other vertices on γ has
this property. This forces γ to be an acyclic path. Furthermore, since P is dense, by Lemma 3.10, we have
v =
∑
γ∈OP(v)
γγ∗ =
∑
γ∈OP(v)
γr(γ)γ∗. (21)
Now in Equation 21, since each r(γ) is on an infinite path, by (2), we can write r(γ) = p∗γpγ , where
|pγ | = k + |γ|+ |n|. Thus
αβ∗ = α1 . . . αkvβ
∗
1 . . . β
∗
l =
∑
γ∈OP(v)
(
α1 . . . αkγp
∗
γ
)(
pγγ
∗β∗1 . . . β
∗
l
)
.
A quick inspection now shows that each term in the sum is in LnLm. 
Example 3.12. By Theorem 3.11, the Leavitt algebra L(1, n) (and so by [25, Corollary 2.10.8] the matrix
algebra over L(1, n)) is strongly graded as the only vertex in its graph is on cycles.
Example 3.13. By Theorem 3.11, the Leavitt path algebra of the following graph is strongly graded.
•

•

• // • // • // • // •
•
OO
•
OO
•
OO
Remark 3.14. For the converse of Theorem 3.11, we have the following statement: If L(E) is strongly graded,
then for any vertex v and any natural number n ∈ N, there exists vertices w1, w2, w3, and paths v ≥ w1 of
length n, and v ≥ w2 of length s, and w3 ≥ w2 of length s + n. Although this formulation does not seem to
look elegant, when the graph is finite, we have a simple characterization (see Theorem 3.15).
When the graphs have a finite number of vertices, i.e., their associated Leavitt path algebras are unital, we
can give a complete characterization of strongly graded Leavitt path algebras. The following theorem shows
that a Leavitt path algebra associated to a finite graph is strongly graded if and only if the graph does not
have a sink.
Theorem 3.15. Let E be a finite graph. The Leavitt path algebra LR(E) with coefficients in a ring R is
strongly graded if and only if any vertex is connected to a cycle.
Proof. If any vertex is connected to a cycle then the orbit of any vertex is nonempty and bounded (as the
graph is finite), thus by Theorem 3.11, L(E) is strongly graded. For the converse, let L(E) be strongly graded.
Then the graph E does not have any sink (see Lemma 3.2(4)). Let |E0| = n. For any vertex v, consider
the path µ1µ2 . . . µn of length n emitting from v (this is possible as there is no sink). Since the number of
vertices are n, this forces s(µi) = s(µj) for some i, j. That is v is connected to µiµi+1 . . . µj which is a closed
path. Now the following easy argument, based on an induction on the length, shows that any vertex on a
closed path is connected to a cycle. If the vertex w is on a closed path of length 1, then this a loop and there
is nothing to prove. Assume the statement is correct for any vertex on a closed path of length less than k.
Let γ1 . . . γk be a closed path of length k, with s(γ1) = r(γk). If s(γi) 6= s(γj) for all 1 ≤ i 6= j ≤ k, then
the path is a cycle and there is nothing to prove. Otherwise, suppose s(γi) = s(γj) and consider the path
γ1 . . . γi−1γj . . . γk. This is clearly a closed path of smaller length and we are done by induction. 
Example 3.16. According to Theorem 3.15, the graph E below produces a strongly graded Leavitt path
algebra, but the opposite graph Eop does not.
E : •99 •oo Eop : •
%% // •
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Also combining Theorem 3.15 with [2, Theorem 11], it follows that unital purely infinite simple Leavitt path
algebras are strongly graded.
4. Polycephaly graphs
Two distinguished types of strongly graded Leavitt path algebras are Cn-comet graphs and multi-headed
rose graphs (see Figure 22). We consider a polycephaly graph (Definition 4.3) which is a mixture of these
graphs (and so include all these types of graphs) and then determine the graded structure of Leavitt path
algebras of polycephaly graphs in Theorem 4.8. Building on this, we also study graphs whose Leavitt path
algebras are group rings or crossed-products.
Definition 4.1. A finite graph E is called a Cn-comet, if E has exactly one cycle C (of length n), and C
0 is
dense, i.e., T (v) ∩ (C)0 6= ∅ for any vertex v ∈ E0.
Note that the uniqueness of the cycle C in the definition of Cn-comet together with its density implies
that the cycle has no exits.
Definition 4.2. A finite graph E is called a multi-headed comets if E consists of Cls-comets, 1 ≤ s ≤ t, of
length ls, such that cycles are mutually disjoint and any vertex is connected to at least a cycle. (Recall that
the graphs in this paper are all connected). More formally, E consists of Cls-comets, 1 ≤ s ≤ t, and for any
vertex v in E, there is at least a cycle, say, Clk , such that T (v) ∩ C
0
lk
6= ∅, and furthermore no cycle has an
exit.
Definition 4.3. A finite graph E is called a polycephaly graph if E consists of a multi-headed comets and/or
an acyclic graph with its sinks attached to roses such that all the cycles and roses are mutually disjoint and
any vertex is connected to at least a cycle or a rose. More formally, E consists of Cls-comets, 1 ≤ s ≤ h, and a
finite acyclic graph with sinks {vh+1, . . . , vt} together with ns-petal graphs Lns attached to vs, where ns ∈ N
and h+1 ≤ s ≤ t. Furthermore any vertex v in E is connected to at least one of vs, h+1 ≤ s ≤ t, or at least
a cycle, i.e., there is Clk , such that T (v) ∩ C
0
lk
6= ∅, and no cycle or a rose has an exit (see Definition 2.5).
When h = 0, E does not have any cycle, and when t = h, E does not have any roses.
Remark 4.4. Note that a cycle of length one can also be considered as a rose with one petal. This should not
cause any confusion in the examples and theorems below. In some proofs (for example proof of Theorem 4.8),
we collect all the cycles of length one in the graph as comet types and thus all the roses have either zero or
more than one petals, i.e., ns = 0 or ns > 1, for any h+ 1 ≤ s ≤ t.
Example 4.5. Let E be a polycephaly graph.
(1) If E contains no cycles, and for any rose Lns in E, ns = 0, then E is a finite acyclic graph.
(2) If E consists of only one cycle (of length n) and no roses, then E is a Cn-comet.
(3) If E contains no roses, then E is a multi-headed comets.
(4) If E contains no cycles, and for any rose Lns in E, ns ≥ 1, then E is a multi-headed rose graphs (see
Figure 22).
Example 4.6. The following graph is a (three-headed rose) polycephaly graph.
•
α1

α2
qq
αn1
QQ
• // • //
77oooooooooooooo • //
@
@@
@@
@@
??~~~~~~~
• //
@
@@
@@
@@
• // •
β1

β2
qq
βn2
QQ
• // •
γ1

γ2
qq
γn3
QQ
(22)
By Theorem 3.15, this is a strongly graded ring.
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Example 4.7. The following graph is a (five-headed) polycephaly graph, with two roses, two sinks and a
comet.
•

• •
55
•
uu•
UU
• // • //
GG
1
11
11
11
1 •
// • //
GG
• //
1
11
11
11
1
??~~~~
• // • // •
 qq
QQ
• • // • // •
 qq
QQ
(23)
By Theorem 3.15, this is not a strongly graded ring.
We are in a position to classify (the graded structure of) polycephaly graphs.
Theorem 4.8. Let R be a ring and E be a polycephaly graph consisting of cycles Cls , 1 ≤ s ≤ h, of length
ls and an acyclic graph with sinks {vh+1, . . . , vt} which are attached to Lnh+1 , . . . , Lnt, respectively. For any
1 ≤ s ≤ h choose vs (an arbitrary vertex) in Cls and remove the edge cs with s(cs) = vs from the cycle Cls.
Furthermore, for any vs, h+1 ≤ s ≤ t, remove the rose Lns from the graph. In this new acyclic graph E1, let
{pvsi | 1 ≤ i ≤ n(vs)} be the set of all paths which end in vs, 1 ≤ s ≤ t. Then there is a Z-graded isomorphism
LR(E) ∼=gr
h⊕
s=1
Mn(vs)
(
R[xls , x−ls ]
)
(ps)
t⊕
s=h+1
Mn(vs)
(
LR(1, ns)
)
(ps), (24)
where ps =
(
|pvs1 |, . . . , |p
vs
n(vs)
|
)
.
Remark 4.9. Theorem 4.8 shows that the Leavitt path algebra of a polycephaly graph decomposes into
direct sum of three types of algebras. Namely, matrices over the field K (which corresponds to acyclic parts
of the graph, i.e, ns = 0 in (24)), matrices over K[x
l, x−l], l ∈ N, (which corresponds to comet parts of the
graph) and matrices over Leavitt algebras L(1, ns), ns ∈ N and ns ≥ 1 (which corresponds to rose parts of
the graph). Also note that a cycle of length one can also be considered as a rose with one petal, which in
either case, on the level of Leavitt path algebras, we obtain matrices over the algebra K[x, x−1].
Proof of Theorem 4.8. Let Cl1 , . . . , Clh be the cycles in the graph E. (By definition h could be zero, i.e., E
contains no cycle, see Example 4.5.) And L(1, nh+1), . . . ,L(1, nt) be the roses in E attached to {vh+1, . . . , vt},
respectively. (Again t could be h, i.e., E contains no roses, or ns = 0, i.e., vs is a sink in E, see Definition 2.5.)
Throughout the proof, we consider a cycle of length one in the graph as a comet and thus all ns > 1,
h+ 1 ≤ s ≤ t (see Remark 4.9). Write Cls = c
s
1 . . . c
s
ls
, 1 ≤ s ≤ h, where c’s are the edges constitute the cycle
Cls , C
0
ls
= {vs1, . . . , v
s
ls
}, where r(csk) = v
s
k for all k, s(c
s
1) = v
s
ls
and s(csk) = v
s
k−1 for all k ≥ 1. For simplicity,
throughout the proof, we denote the vertex vsls by vs, 1 ≤ s ≤ h.
Remove all the edges cs1, 1 ≤ s ≤ h from the cycles Cls in the graph E. So vs = v
s
ls
, 1 ≤ s ≤ h becomes
sinks. Furthermore, remove all the roses L(1, ns), h + 1 ≤ s ≤ t from this graph, and call the acyclic graph
obtained in this way with sinks {v1, . . . , vh, vh+1, . . . , vt} by E1. Define, for 1 ≤ s ≤ h,
Ivs =
{∑
dαCklsβ
∗ | d ∈ R, k ∈ Z, α, β ∈ E∗1 , r(α) = vs = r(β)
}
⊆ LR(E),
and for h+ 1 ≤ s ≤ t,
Ivs =
{∑
dαxβ∗ | d ∈ R, α, β ∈ E∗1 , r(α) = vs = r(β), x ∈ L(1, ns)
}
⊆ LR(E).
Note that since there are complete graph homomorphisms from E1, Cls , 1 ≤ s ≤ h and Lns , h+ 1 ≤ s ≤ t
to E which induce graded homomorphisms on the Leavitt path algebras level, in Ivs we are actually working
with the images of LR(E1), LR(Cs) and LR(1, ns) in LR(E). (Note that, by the graded uniqueness theorem
([26, Theorem 4.8]), this homomorphisms are injective.)
We first observe that Ivs , 1 ≤ s ≤ t, are (two-sided) ideals of LR(E). It is enough to check that for
monomials αCklsβ
∗ ∈ Ivs , 1 ≤ s ≤ h, k ∈ Z and αxβ
∗ ∈ Ivs , where x ∈ L(1, ns), h + 1 ≤ s ≤ t and any
monomial γδ∗ ∈ LR(E), γδ
∗αCklsβ
∗ and αCklsβ
∗γδ∗ are in Ivs and similarly γδ
∗αxβ∗ and αxβ∗γδ∗ are in Ivs .
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We first consider the case of roses, i.e., x ∈ L(1, ns) for h + 1 ≤ s ≤ t. Let γδ
∗ be a nonzero monomial
of LR(E) and αxβ
∗ ∈ Ivs . If γδ
∗αxβ∗ 6= 0, then either α = δp or δ = αq for some paths p and q in E. Let
us consider the first case α = δp: Since x ∈ L(1, ns) (recall that by our convention, x is in fact in the image
of L(1, ns) in L(E)), we know r(α) = r(p) = vs. If s(p) = r(δ) 6= vs, then r(γ) = r(δ) = s(p) 6= vs and γp
is a path in E. Furthermore, γp does not contain any vertices of cycles Cl1 , . . . , Clh , neither any vertices of
roses Lnh+1 , . . . , Lns−1 , Lns+1 , . . . , Lnt , otherwise they would have an exit edge which can’t be the case (see
Definition 4.3 of polycephaly graphs). Therefore γp is a path in E1. So γδ
∗αxβ∗ = γδ∗δpxβ∗ = γpxβ∗ ∈ Ivs
as γp is a path in E1 with r(γp) = vs. On the other hand, if s(p) = vs, since r(p) = vs and E1 is acyclic
graph, p = vs and so α = δ. Therefore r(γ) = r(δ) = vs. Repeating the same argument above, γ has to be a
combination of a path in E1 which ends in vs and possibly continues in Lns , say γ = qy, where q is a path in
E1 and y a path in Lns . Therefore γδ
∗αxβ∗ = γδ∗δxβ∗ = γxβ∗ = q(yx)β∗ ∈ Ivs
In the second case that δ = αq, we have γδ∗αxβ∗ = γq∗α∗αxβ∗ = γq∗xβ∗. Since α is a path in E1 which
ends in vs, q needs to be a path in Lns . Therefore r(γ) = r(q) = vs. So, as in the first case, γ is a combination
of a path in E1 which ends in vs and possibly continues in Lns . This shows that γq
∗xβ∗ ∈ Ivs . Therefore Ivs ,
h+ 1 ≤ s ≤ t, is a left ideal of L(E). In the same manner Ivs is also a right ideal.
We next consider the case of cycles, namely, let γδ∗ be a nonzero monomial of LR(E) and αC
k
ls
β∗ ∈ Ivs ,
for some 1 ≤ s ≤ h and k ∈ Z. Again, if γδ∗αCklsβ
∗ 6= 0, then either α = δp or δ = αq for some paths p
and q in E. We first consider the case α = δp: We have r(α) = r(p) = s(Cls) = v
s
ls
= vs. Three cases need
to be considered: s(p) = vsi , i 6= ls (unless ls = 1); s(p) = v
s
ls
and s(p) ∈ E01\ ∪
h
s=1 C
0
ls
∪ {vh+1, . . . , vt}. For
simplicity, throughout we denote the edges csi by ci.
Suppose s(p) = vsi , i 6= ls, i.e., p = ci+1 . . . cls . We have r(γ) = r(δ) = s(p) = v
s
i . Then γ can be written
as γ = qCk
′′
vi′
ci′+1 . . . ci, where q is a path in E1, Cvi′ is a cycle with s(Cvi′ ) = vi′ , k
′′ ∈ N, (k′′ could be zero)
and ci′+1 . . . ci is a unique path in Cls which does not contain Cv′i , connecting v
s
i′ to v
s
i .
If vsi′ = v
s
ls
= vs, then γ = qC
k′′
vi′
c1 . . . ci and so
γδ∗αCklsβ
∗ = γδ∗δpCklsβ
∗ = γpCklsβ
∗ = qCk
′′
ls
c1 . . . cici+1 . . . clsC
k
ls
β∗ = qCk
′′+k+1
ls
β∗ ∈ Ivs .
If the path ci′+1 . . . ci in γ contains c1 then
γδ∗αCklsβ
∗ = qCk
′′
vi′
ci′+1 . . . clsc1 . . . cici+1 . . . clsC
k
ls
β∗ = qCk
′′
vi′
ci′+1 . . . clsC
k+1
ls
β∗. (25)
Note that Cvi′ ci′+1 . . . cls = ci′+1 . . . clsCls . Plugging this in (25), we get
γδ∗αCklsβ
∗ = qci′+1 . . . clsC
k′′+k+1
ls
∈ Ivs ,
as qci′+1 . . . cls is a path in E1.
If the path ci′+1 . . . ci in γ does not contains c1 then
γδ∗αCklsβ
∗ = qCk
′′
vi′
ci′+1 . . . cici+1 . . . clsC
k
ls
β∗. (26)
Note that Cvi′ ci′+1 . . . cici+1 . . . cls = ci′+1 . . . cici+1 . . . clsCls . Plugging this into (26), we get
γδ∗αCklsβ
∗ = qci′+1 . . . cici+1 . . . clsC
k′′+k
ls
β∗ ∈ Ivs .
as qci′+1 . . . cici+1 . . . cls is a path in E1.
Suppose s(p) = vs. Then p = vs, since p is acyclic. Thus r(γ) = s(p) = vs. As in the previous case, γ can
be written as γ = qCk
′
ls
, where q is a path in E1. Thus
γδ∗αCklsβ
∗ = γδ∗δpCklsβ
∗ = γCklsβ
∗ = qCk
′
s C
k
ls
β∗ = qCk
′+k
s β
∗ ∈ Ivs .
Finally, suppose s(p) ∈ E01\ ∪
h
s=1 C
0
s ∪ {vh+1, . . . , vt}. Then clearly γ has to be a path in E1, and so γp is
a path in E1 as well. So γδ
∗αCklsβ
∗ = γpCklsβ
∗ ∈ Ivs .
Next we consider the case δ = αq. Then s(q) = r(α) = vs. Since q is a path with the source vs (i.e., on the
cycle Cs), it has to be of the form q = C
k′
ls
c1 . . . ci, where k
′ ∈ N. Thus r(γ) = r(δ) = r(q) = vsi . Therefore γ
(as in the previous case) can be written as γ = pCk
′′
vi′
ci′+1 . . . ci, where p is a path in E1, Cvi′ is a cycle with
s(Cvi′ ) = vi′ . So
γδ∗αCklsβ
∗ = γq∗α∗αCklsβ
∗ = γq∗Cklsβ
∗. (27)
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But γq∗ = pCk
′′
vi′
ci′+1 . . . cic
∗
i . . . c
∗
1C
−k′
ls
. If the lengths of the paths ci′+1 . . . ci and c1 . . . ci are the same, then
vi′ = vs. Thus γq
∗ = pCk
′′
ls
C−k
′
ls
= pCk
′′−k′
ls
. Plugging this into (27), we have
γδ∗αCklsβ
∗ = pCk
′′−k′
ls
Cklsβ
∗ = pCk
′′−k′+k
ls
β∗.
Since p is a path in E1, it follows pC
k′′−k′+k
ls
β∗ ∈ Ivs .
If the length of the path ci′+1 . . . ci is greater than the length of c1 . . . ci, then writing ci′+1 . . . ci =
ci′+1 . . . clsc1 . . . ci we have
γq∗ = pCk
′′
vi′
ci′+1 . . . clsC
−k′
ls
. (28)
Otherwise
γq∗ = pCk
′′
vi′
ci′+1 . . . cic
∗
i . . . c
∗
i′+1c
∗
i′ . . . c
∗
1C
−k′
ls
= pCk
′′
vi′
c∗i′ . . . c
∗
1C
−k′
ls
. (29)
Note that Cvi′ ci′+1 . . . cls = ci′+1 . . . clsCls and Cvi′ c
∗
i′ . . . c
∗
1 = c
∗
i′ . . . c
∗
1Cls . Plugging these into Equations 28
and 29, respectively, we get γq∗ = pci′+1 . . . clsC
k′′−k′
ls
and
γq∗ = pc∗i′ . . . c
∗
1C
k′′−k′
ls
= pci′+1 . . . clsC
∗
ls
Ck
′′−k′
s = pci′+1 . . . clsC
k′′−k′−1
ls
.
Again plugging these two identities into (27), we have
γδ∗αCklsβ
∗ = pci′+1 . . . clsC
k′′−k′+k
ls
β∗
and
γδ∗αCklsβ
∗ = pci′+1 . . . clsC
k′′−k′+k−1
ls
β∗.
Since pci′+1 . . . cls is a path in E1 with the range vs, both of these equations are in Ivs . Therefore Ivs 1 ≤ s ≤ l,
is a left ideal of L(E). In the same manner Ivs is also a right ideal.
Next we show that Ivs
∼= Mn(vs)(LR(1, ns)), for h + 1 ≤ s ≤ t, and Ivs
∼= Mn(vs)(R[x
ls , x−ls ]), where
ls = |Cls |, for 1 ≤ s ≤ h. Here n(vs) is the number of all the paths in E1 which end in vs.
Rename the paths in E1 which end in vs, h + 1 ≤ s ≤ t, and consider the set Pvs = {p
vs
i | 1 ≤ i ≤ n(vs)}
of all such paths. Throughout this paragraph, since we are working with a fixed s, we use pi instead of p
vs
i .
Thus Ivs =
{∑
dpixp
∗
j | d ∈ R, pi, pj ∈ Pvs , x ∈ L(1, ns)
}
. First observe that
p∗jpt = δitvs. (30)
This is clear if t = j. If j 6= t, then this product is zero unless, pt = pjq or pj = ptq
′, which is not possible,
since pi’s are coming from E1 and vs is a sink in E1.
Define a map φ : Ivs → Mn(vs)(LR(1, ns)), by sending pixp
∗
j to eij(x) and extend it linearly. (Note that if
ns = 0, i.e, Lns = vs, then x = vs and φ(pivsp
∗
j) = φ(pip
∗
j) = eij(1).) This map is well-defined. Because, if∑
i,j
dijpixijp
∗
j =
∑
i,j
d′ijpix
′
ijp
∗
j ,
then fixing 1 ≤ m,n ≤ n(vs), and multiplying this equation from the left by p
∗
m and from the right by pn and
using the identity (30) we get dmnxmn = d
′
mnx
′
mn. This shows that
φ(
∑
i,j
dijpixijp
∗
j ) =
∑
i,j
eij(dijxij) =
∑
i,j
eij(d
′
ijx
′
ij) = φ(
∑
i,j
d′ijpix
′
ijp
∗
j).
So φ is well-defined. Again using identity (30) we have (pixp
∗
j)(pfx
′p∗g) = δjfpixx
′p∗g. This shows that the map
φ is a homomorphism. Now one can easily check that φ is bijective as well, so φ is in fact an isomorphism.
Finally considering the grading Mn(vs)(LR(1, ns))
(
|pvs1 |, . . . , |p
vs
n(vs)
|), we check that φ is a graded map. (Recall
that we denote pvsi by pi.) Let pixp
∗
j ∈ Ivs . Then deg(pixp
∗
j) = deg(x) + |pi| − |pj |. Now by (4),
deg(φ(pixp
∗
j)) = deg(eij(x)) = deg(x) + |pi| − |pj |
which shows that φ respects the grading.
Next we show that Ivs
∼= Mn(vs)(R[x
ls , x−ls ]), where ls is the length of the cycle Cls . Rename the paths in
E1 which end in vs, 1 ≤ s ≤ h, and consider the set Pvs = {p
s
i | 1 ≤ i ≤ n(vs)} of all such paths. Throughout
this paragraph, since we are working with a fixed s, we use pi instead of p
vs
i . Thus Ivs =
{∑
dpiC
k
ls
p∗j | d ∈
R, k ∈ Z, pi, pj ∈ Pvs
}
. Similar to (30), we have p∗jpt = δitvs.
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Define a map φ : Ivs → Mn(vs)(R[x
ls , x−ls ]), by sending piC
k
ls
p∗j to eij(x
kls) and extend it linearly. (Note
that if ls = |Cls | = 0, then Cls = vs and φ(piC
k
ls
p∗j) = φ(pip
∗
j) = eij(1).) This map is well-defined. Because, if∑
i,j
∑
k
dijkpiC
wijk
ls
p∗j =
∑
i,j
∑
k
d′ijkpiC
w′
ijk
ls
p∗j ,
where the inner sum on k arranged in an increasing order on wijk and w
′
ijk, respectively, then fixing 1 ≤
m,n ≤ n(vs), and multiplying this equation from the left by p
∗
m and from the right by pn and using the
identity (30) we get ∑
k
dmnkC
wmnk
ls
=
∑
k
d′mnkC
w′
mnk
ls
.
Comparing the homogenous parts of each side of the equation, it immediately gives wmnk = w
′
mnk and
dmnkC
wmnk
ls
= d′mnkC
wmnk
ls
. Multiplying the last equation by Cwmnkls
∗ we get dmnkv
s
ms
= d′mnkv
s
ms
. By [26,
Proposition 3.4], if dv = 0, where d ∈ R and v ∈ E0, then d = 0 (the proof of [26, Proposition 3.4] is written
for a commutative ring R with identity, however the same proof is valid for a non-commutative ring with
identity). This implies that dmnk = d
′
mnk. This shows that
φ(
∑
i,j
∑
k
dijkpiC
wijk
ls
p∗j) =
∑
i,j
∑
k
eij(dijkx
lswijk) =
∑
i,j
∑
k
eij(d
′
ijkx
lsw
′
ijk) = φ(
∑
i,j
∑
k
d′ijkpiC
w′
ijk
ls
p∗j ).
So φ is well-defined. Again we have (piC
k
ls
p∗j)(pfC
k′
ls
p∗g) = δjfpiC
k+k′
s p
∗
g. This shows that the map φ is a
homomorphism. Now one can easily check that φ is bijective as well, so φ is in fact an isomorphism. Finally
considering the grading Mn(vs)(R[x
ls , x−ls ])
(
|ps1|, . . . , |p
s
n(vs)
|), we check that φ is a graded map. (Recall that
we denote psi by pi.) By definition, the degree of the homogeneous element piC
k
ls
p∗j ∈ Ivs is its length, i.e.,
|piC
k
ls
p∗j | = kls + |pi| − |pj| (note that k ∈ Z). On the other hand, by (4),
deg(φ(piC
k
ls
p∗j)) = deg(eij(x
kls)) = kls + |pi| − |pj|.
This shows that φ respects the grading and therefore it is a Z-graded isomorphism.
We are left to show that
LR(E) =
t⊕
s=1
Ivs .
Let αβ∗ ∈ LR(E) be a nonzero monomial. We consider two possibilities:
(i) Let r(α) = vsls = vs for 1 ≤ s ≤ h (the source of the cycles), or r(α) = vs for h+ 1 ≤ s ≤ t (the source
of the roses). It is easy to see that in the first case, α = pCkls , where p is a path in E1 with r(p) = vs, k ∈ N
and in the second case α = px, where p is a path in E1 with r(p) = vs and x ∈ L(1, ns). Since r(α) = r(β) it
follows that either α = p1C
k1
ls
and β = p2C
k2
ls
and so αβ∗ = p1C
k1−k2
ls
p∗2 ∈ Ivs or α = p1x1 and β = p2x2 and
so αβ∗ = p1x1x
∗
2p
∗
2 ∈ Ivs
(ii) If r(α) 6∈ {v1, . . . , vh, vh+1, . . . , vt}, then r(α) is not a sink in E1. Let v := r(α) ∈ E
0
1 . Consider the set
P = {v1, . . . , vh, vh+1, . . . , vt}. Note that P is dense in E1, and since E1 contains no cycle, the orbit of v in
E1, OP(v), consists of acyclic paths. Thus by Lemma 3.10, we have
v =
∑
γ∈OP(v)
γr(γ)γ∗.
Thus, αβ∗ = αvβ∗ =
∑
αγr(γ)γ∗β∗. Note that r(γ) ∈ {v1, . . . , vh, vh+1, . . . , vt}. Now by Part (i), each of
αγr(γ)γ∗β∗ is in some Ivs , 1 ≤ s ≤ t, so αβ
∗ ∈
∑t
s=1 Ivs . Thus
LR(E) =
t∑
s=1
Ivs . (31)
To show that Equation 31 is a direct sum, let αxβ∗ ∈ Iu and γyδ
∗ ∈ Iw, where u 6= w, {u,w} ⊆
{v1, . . . , vh, vh+1, . . . , vt}, and α, β and γ, δ be paths in E1 with the range u and w, respectively. Since there
is no path connecting u to w (and the other way around), there are no paths of the forms γ = βq or β = γq′,
so αβ∗γδ∗ = 0, showing Iu Iw = 0. Since LR(E) is unital, it now follows that (31) is a direct sum. 
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Example 4.10. Consider the polycephaly graph E
•
 qq
E : • // • // //
??        
??        
??        
>
>>
>>
>>
> •
yy
.
•

•YY
Then by Theorem 4.8,
LK(E) ∼=gr M5(K[x, x
−1])(0, 1, 1, 2, 2) ⊕M4(K[x
2, x−2])(0, 1, 1, 2) ⊕M7(L(1, 2))(0, 1, 1, 1, 2, 2, 2).
By Theorem 3.15, this is a strongly graded ring.
If there are no cycles and no petals in the graph (i.e., all ns = 0 in the definition), then the polycephaly
graph reduces to a finite acyclic graph (Example 4.5) and thus Theorem 4.8 covers the Leavitt path algebra
of acyclic graphs (see also Theorem 4.13). For example, for an oriented n-line graph, we get
LK( •1 // •2 // •n−1 // •n) ∼=gr Mn(K)(0, 1, . . . , n− 1).
If a polycephay graph consists only of roses with nontrivial petals (i.e., all ns ≥ 1), then by Theorem 3.15,
the Leavitt path algebra of a polycephaly graph is strongly graded. Furthermore we will see that if all the
heads consist of only one loop, i.e., for any s, Lns = L1, then its LPA is a group ring. For a simple case of
polycephaly graph consisting of only one head, a special case of the following theorem shows that
LK
(
•1 // •2 •m−1 // •m
α1

α2
tt
αn
RR
)
∼=gr
LK
(
•1 // •2 •m−1 // •m
)⊗
K LK
(
•1
α1

α2
qq
αn
RR
)
∼=gr
Mm(K)(0, 1, . . . ,m− 1)⊗K LK(1, n) ∼=gr Mm(LK(1, n))(0, 1, . . . ,m− 1).
This example (without taking into account the grading) is Proposition 13 in [2] (see also [5, Lemma 5.1]).
Theorem 4.11. Let K be a field and E be a polycephaly graph consisting of cycles Cls for 1 ≤ s ≤ h of length
ls and an acyclic graph with sinks {vh+1, . . . , vt} which are attached to Lnh+1 , . . . , Lnt, respectively. Let E1 be
the acyclic graph after removing the appropriate edges from E as in Theorem 4.8.
(1) If E contains no cycle and for 1 ≤ s ≤ t, Lns = Ln, then
LK(E) ∼=gr LK(E1)⊗K LK(1, n). (32)
(2) The Leavitt path algebra LK(E) is a group ring
LK(E) ∼=gr
t⊕
s=1
Mn(vs)(K)[Z],
if and only if for any 1 ≤ s ≤ h, |Cls | = 1 and for any h+ 1 ≤ s ≤ t, Lns = L1.
Proof. (1) In order to prove (32), first note that there are obvious complete graph homomorphisms from E1
and Ln to E which in effect induce ring homomorphisms from LK(E1) and LK(1, n) to LK(E), respectively.
For any sink vs in E1, let Ps = {p
vs
i | 1 ≤ i ≤ n(vs)} be the set of all paths which end in vs and set
P =
⋃
1≤s≤t Ps. Using the the proof of Theorem 4.8 for the graph E1, i.e., a polycephaly graph with all
heads consisting of no loops, it follows that all nonzero pip
∗
j , where pi, pj ∈ P is a K-basis for LK(E1) (clearly
pip
∗
j 6= 0 if and only if pi, pj ∈ Ps for some 1 ≤ s ≤ t).
Define φ : LK(E1)⊗K LK(1, n) → LK(E) by kijpip
∗
j ⊗ x 7→ pikijxp
∗
j for pi, pj ∈ P , kij ∈ K, x ∈ LK(1, n)
and extend it linearly (here the images of pi ∈ LK(E1) and x ∈ LK(1, n) in LK(E) are defined by using
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the homomorphisms above). This is a well-defined map and one can easily check that it is also a K-algebra
homomorphism which respects the grading (see 8). Injectivity of φ follows from the following general fact:
If As, s ∈ I and B are rings with identities with (non-unital) ring homomorphisms φs : As → B, such that
the images of As in B are mutually orthogonal, then the map
⊕
sφs :
⊕
sAs → B is a ring homomorphism
and furthermore if φs’s are all injective, then so is
⊕
sφs. Now in our setting As = Mn(vs)(K) ⊗K LK(1, n),
B = LK(E) with φs(eij(kij)⊗x) = pi(kijx)p
∗
j . Using part (1), observe that
⊕
1≤s≤tAs
∼= LK(E1)⊗KLK(1, n)
and φ =
⊕
iφi. Since LK(1, n) is simple ([23, 1]), As is simple (see [18, IX, Theorem 6.2]) and so all φs’s are
injective. So φ is injective. It is easy to see that φ is surjective as well and so we are done. (In fact one does
not need to use the simplicity of the algebras to prove that φs’s are injective. One can easily establish the
injectivity, using the fact that Mn(K) and LK(1, n) are K-algebras. This is important, as in §5 we carry over
this proof to the case of weighted Leavitt path algebras where these algebras are not necessarily simple.)
(2) Suppose that for any 1 ≤ s ≤ h, |Cls | = 1 and h+ 1 ≤ s ≤ t, Lns = L1. Since a cycle of length one is
a loop, we thus have Cls = L1 as well. Since LK(1, 1)
∼= K[x, x−1] by Part (1) we get
LK(E) ∼=gr LK(E1)⊗K LK(1, 1) ∼=gr
t⊕
s=1
Mn(vs)(K)⊗K K[x, x
−1] ∼=gr
t⊕
s=1
Mn(vs)(K)[Z],
with the grading as described in (1).
Conversely, suppose that LK(E) is a group ring over Z. Then we shall show that for any 1 ≤ s ≤ h,
|Cls | = 1 and h+ 1 ≤ s ≤ t, Lns = L1. Recall the grading on a group ring from (1). In our setting the grade
group is Z. Thus there is an invertible element of degree 1 which commutes with all elements of the ring.
So let x ∈ LK(E)1 be an invertible element which is in the center of LK(E). Using the graded isomorphism
of (24), one can write x = (x1, . . . , xh, xh+1, . . . , xr), where xs ∈ Mn(vs)(K[x
ls , x−ls ]) for 1 ≤ s ≤ h and
xs ∈ Mn(vs)(LK(1, ns)) for h + 1 ≤ s ≤ t and deg(xs) = 1, 1 ≤ s ≤ t. Since x is in the center of LK(E),
all the xs’s are in the center of Mn(vs)(K[x
ls|, x−ls ]) and Mn(vs)(LK(1, ns)), respectively. But if there is an s,
h + 1 ≤ s ≤ t, such that n(vs) > 1, then the center of Mn(vs)(LK(1, ns)) is KIn(vs) (see [10, Theorem 4.2]).
Clearly KIn(vs) ⊆ Mn(vs)(LK(1, ns))0. This prevents xs to be a homogeneous element of degree 1 in LK(E).
Thus n(vs) = 1, h+ 1 ≤ s ≤ t.
On the other hand suppose |Cls | > 1 for some 1 ≤ s ≤ h. Denote vs by u and as usual consider the set
Pu = {p | p is a path in E1 with r(p) = u}. Then by the proof of Theorem 4.8,
Ivs =
{∑
dpiC
k
ls
p∗j | d ∈ K, k ∈ Z, pi, pj ∈ Pu
}
= Mn(u)(K[x
ls , x−ls ]).
Thus xs ∈ Ivs which is invertible in Ivs and commutes with all the elements of zero degree. In particular,
xsu = uxs. Writing xs as a sum of monomials of the form piC
k
ls
p∗j (which are linearly independent, see also
the proof of Theorem 3.3 in [4]) this implies that any monomial in x which starts from u also ends in u. Since
xsx
−1
s = 1Ivs , there is a monomial in x, say piC
k
ls
p∗j , which does start from u (If not then 0 = uxsx
−1
s = u
which is a contradiction). Thus this monomial should also ends in u. This forces that pi = pj = u and
therefore Ckls is a monomial in xs. But then the monomial C
k
ls
could not be in LK(E)1 as the length of Cls is
greater than 1. This is a contradiction. So |Cls | = ls = 1 for any 1 ≤ s ≤ h. This finishes the proof. 
Example 4.12. Let K be a field. By Theorem 4.11 the Leavitt path algebra of the following graph is the
group ring M2(K)
7[Z],
LK
( <<yyyyyyy
OO
bbEEEEEEE
ssff
fffff






.
..
..
..
++X
XXXXX
X
)
∼=gr M2(K)
7[Z],
where M2(K)
7 stands for 7 copies of M2(K), with the shifting (0, 1), with the grading as described in (1).
4.1. Complete classification of acyclic and multi-headed comet graphs. In [3] finite dimensional
Leavitt path algebras (which are LPA’s associated to finite acyclic graphs) and in [4] locally finite just infinite
Leavitt path algebras (which are LPA’s associated to Cn-comets) are characterized. However in both cases,
the natural Z-grading of Leavitt path algebras are not taken into account. Here, building on their method,
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we characterize the Leavitt path algebras of these graphs, taking into account their natural grading, thus
uncovering the natural structure that the Leavitt path algebras carry (see Introduction §1).
The following theorem characterizes the Z-graded structure of acyclic Leavitt path algebras.
Theorem 4.13. Let R be a ring and E be a finite acyclic graph with sinks {v1, . . . , vt}. For any sink vs, let
{pvsi | 1 ≤ i ≤ n(vs)} be the set of all paths which end in vs. Then there is a Z-graded isomorphism
LR(E) ∼=gr
t⊕
s=1
Mn(vs)(R)
(
|pvs1 |, . . . , |p
vs
n(vs)
|
)
. (33)
Furthermore, let R be a division ring, F be another acyclic graph with sinks {u1, . . . , uk} and {p
us
i | 1 ≤
i ≤ n(us)} be the set of all paths which end in us. Then LR(E) ∼=gr LR(F ) if and only if k = t, and after a
permutation of indices, n(vs) = n(us) and {|p
vs
i | | 1 ≤ i ≤ n(vs)} and {|p
us
i | | 1 ≤ i ≤ n(us)} present the same
list.
Proof. The graded isomorphism (33) follows from Theorem 4.8, as the graph E is a polycephaly graph with
no cycle, and t petals Ln1 , . . . , Lnt with ns = 0, 1 ≤ s ≤ t, i.e, the vertices {v1, . . . , vt} (see Definition 2.5).
For the second part, if E and F have the same number of sinks and the lengths of paths which end to
sinks are the same as described in the statement of the Theorem, then by (33) (and (3)), one obtains the
same graded rings for LR(E) and LR(F ), thus they are graded isomorphic. For the converse, assume that
LR(E) is graded isomorphic to LR(F ). We need to use [19, Lemma 3.8, p.37], which states that if A is a
ring where A = B1 ⊕ · · · ⊕ Br = C1 ⊕ · · · ⊕ Cs, and Bi and Cj are indecomposable ideals then r = s and
after a permutation Bi = Ci. Writing LR(E) and LR(F ) in the form of (33) and applying the lemma to the
isomorphism LR(E) ∼=gr LR(F ), we get k = t and after a suitable permutation, for all 1 ≤ s ≤ t,
Mn(vs)(R)
(
|pvs1 |, . . . , |p
vs
n(vs)
|
)
∼=gr Mn(us)(R)
(
|pus1 |, . . . , |p
us
n(us)
|
)
.
By Theorem 2.2, n(vs) = n(us) (with Γ = 0 as R has a trivial grading), and |p
vs
j | = |p
us
j | + m, where
1 ≤ j ≤ n(vs) and m ∈ N. However, since there are paths of lengths zero in both lists, this forces m = 0 and
thus {|pvsi | | 1 ≤ i ≤ n(vs)} and {|p
us
i | | 1 ≤ i ≤ n(us)} present the same list. This completes the proof. 
Example 4.14. The above theorem shows that the Leavitt path algebras of the graphs E1 and E2 below
with coefficients from the field K are graded isomorphic to M5(K)
(
0, 1, 1, 2, 2) and thus L(E1) ∼=gr L(E2).
However L(E3) ∼=gr M5(K)(0, 1, 2, 2, 3), so the only if part of the Theorem implies that L(E3) is not graded
isomorphic to the others.
•

•

•

•

•

•

E1 : • // • // • E2 : • // • // • E3 : • // • // •
Definition 4.15. Let E be an acyclic graph with a unique sink and F be a row finite graph. Denote by
E ⊗ F a graph obtained by attaching E from the sink to each vertex of F .
Example 4.16. Consider the graphs
•

// •
zzuuu
uu
u
•
!!C
CC
CC
•

E : • and F : • // • //DD •
// • qqeeDD .
Then the graph E ⊗ F is
•

// •
~~
~~
•

// •
~~
~~
•

// •
~~
~~
•

// •
~~
~~
•
@
@@
@ •

•
@
@@
@ •

•
@
@@
@ •

•
@
@@
@ •

• // • //DD •
// • qqeeDD .
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Lemma 4.17. Let K be a field, E be an acyclic graph with a unique sink and F be a row finite graph. Then
LK(E ⊗ F ) ∼=gr LK(E) ⊗K LK(F ).
Proof. Let u be the sink of the acyclic graph E and let {pi | 1 ≤ i ≤ n} be the set of all paths in E which
end in u. Then in E ⊗ F for each v ∈ F 0, by definition, we have one copy of the above set with the range v,
which we denote them by {pvi | 1 ≤ i ≤ n}. Recall from Theorem 4.13, that the set of pip
∗
j , 1 ≤ i 6= j ≤ n(v),
is the basis of L(E) and
L(E) ∼=gr Mn(v)(K)(|p1|, . . . , |pn(v)|).
Define φ : L(E) ⊗K L(F ) → L(E ⊗ F ) by φ(pip
∗
j ⊗ x) = p
s(x)
i xp
r(x)
j
∗
, where x is a word in L(F ) and extend
it linearly. Since the set of pip
∗
j is a basis of L(E) and p
v
j
∗pwt = δjtδvwv, it is an easy exercise to see that
this map is well-defined, and is a K-algebra isomorphism. Now considering the grading defined on the tensor
product of graded algebras (see 8), the map φ is clearly graded as well. 
Example 4.18. Let K be a field. If E and F are acyclic graphs with unique sinks, then since tensor products
on the level of algebras commute, we have
LK(E ⊗ F ) ∼=gr LK(E) ⊗K LK(F ) ∼=gr LK(F )⊗K LK(E) ∼=gr LK(F ⊗ E).
For example, if E is • // • and F is • // • // • then the Leavitt path algebras of the following two graphs
are graded isomorphic.
•

•

•

•

•
 
•

•

E ⊗ F : • // • // • F ⊗ E : • // •
In fact by Theorem 4.13, the Leavitt path algebras of both graphs are M6(K)(0, 1, 1, 2, 2, 3).
Theorem 4.19. Let R be a ring and E a multi-headed comets consisting of cycles Cls for 1 ≤ s ≤ t of length
ls. For any 1 ≤ s ≤ t choose vs (an arbitrary vertex) in Cls and remove the edge cs with s(cs) = vs from the
cycle Cls . In this new graph, let {p
vs
i | 1 ≤ i ≤ n(vs)} be the set of all paths which end in vs. Then there is a
Z-graded isomorphism
LR(E) ∼=gr
t⊕
s=1
Mn(vs)(R[x
ls , x−ls ])
(
|pvs1 |, . . . , |p
vs
n(vs)
|
)
. (34)
Furthermore, let R be a division ring and F be another multi-headed comets consisting of cycles Cl′s for
1 ≤ s ≤ k of length l′s. For any 1 ≤ s ≤ k choose us (an arbitrary vertex) in Cl′s and remove the edge α
′
s with
s(α′s) = us from the cycle Cl′s. In this new graph, let {p
us
i | 1 ≤ i ≤ n(us)} be the set of all paths which end in
us. Then LR(E) ∼=gr LR(F ) if and only if k = t, and after a permutation of indices, ls = l
′
s and n(vs) = n(us)
for any 1 ≤ s ≤ t and {|pvsi | | 1 ≤ i ≤ n(vs)} can be obtained from {|p
us
i | | 1 ≤ i ≤ n(us)} by applying (6) and
(7).
Proof. The graded isomorphism (34) follows from Theorem 4.8, as the graph E is a polycephaly graph with
t cycles, and no roses (see Definition 2.5).
For the second part, if E and F have the same number of cycles of the same lengths as described in the
statement of the Theorem and {|pvsi | | 1 ≤ i ≤ n(vs)} can be obtained from {|p
us
i | | 1 ≤ i ≤ n(us)} by
applying (6) and (7) then by (34), one obtains the same graded rings for LR(E) and LR(F ), thus they are
graded isomorphic.
For the converse, assume that LR(E) is graded isomorphic to LR(F ). Writing LR(E) and LR(F ) in the
form of (34), since each component is an indecomposable ideal, similar to the proof of Theorem 4.13, using [19,
Lemma 3.8, p.37], it follows k = t and after a suitable permutation of indices, for all 1 ≤ s ≤ t,
Mn(vs)(R[x
ls , x−ls ])
(
|pvs1 |, . . . , |p
vs
n(vs)
|
)
∼=gr Mn(us)(R[x
l′s , x−l
′
s ])
(
|pus1 |, . . . , |p
us
n(us)
|
)
.
Now Proposition 2.1 forces n(vs) = n(us) and R[x
ls , x−ls ] ∼=gr R[x
l′s , x−l
′
s ]. Thus ls = l
′
s. Since R[x
ls , x−ls ]
is a graded division ring, the rest follows from Theorem 2.2. 
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Example 4.20. By Theorem 4.19, the Leavitt path algebra of a cycle Cn of length n ≥ 1 with coefficients
in a division ring R is Z-graded isomorphic to Mn(R[x
n, x−n])(0, 1, . . . , n − 1). We can describe this algebra
in a more familiar way. Let {αi | 1 ≤ i ≤ n} be the set of all the edges of this graph, s(αi) = vi for all i, and
r(αi) = vi+1 for i < n, and r(αn) = v1. One can easily check that x =
∑n
i=1 αi ∈ LR(Cn)1 is invertible, namely
xx = xx = 1. Since the grade group is the cyclic group Z, this implies that all homogeneous components
contain invertible elements. Therefore LR(Cn) is a crossed-product (see §2.1). Furthermore, from the graph
of Cn, it is easy to see that the only monomials of degree zero are the vertices, which we know are R-linearly
independent. Therefore the ring of homogeneous elements of degree zero, LR(Cn)0 is
⊕n
i=1Rvi, i.e, it is
n-copies of R. Furthermore xvix = (α1 + · · · + αn)(vi)(α
∗
1 + · · ·+ α
∗
n) = vi−1, unless i = 1 which in this case
xv1x = vn. This together with the fact that LR(Cn) is cross-product, shows that LR(Cn) is graded isomorphic
to the skew-group ring Rn ⋆σ Z, where σ(k1, . . . , kn) = (k2, . . . , kn, k1). Observe that if n = 1, then σ = id
and the LPA reduces to the group ring R[Z] = R[x, x−1]. (See also Theorem 4.11.)
Example 4.21. By Theorem 3.15, the Leavitt path algebra of the graph E with coefficients in a field K,
•
>
>>
>>
>>
>
E : •

•YY
•
??        
is strongly graded. By Theorem 4.19,
LK(E) ∼=gr M4(K[x
2, x−2])(0, 1, 1, 1). (35)
However this algebra is not a crossed-product. Set B = K[x, x−1] with the grading B =
⊕
n∈ZKx
n and
consider A = K[x2, x−2] as a graded subring of B with An = Kx
n if n ≡ 0 (mod 2), and An = 0 otherwise.
Using the graded isomorphism of (35), by (5) a homogeneous element of degree 1 in LK(E) has the form

A1 A2 A2 A2
A0 A1 A1 A1
A0 A1 A1 A1
A0 A1 A1 A1

 .
Since A1 = 0, the determinants of these matrices are zero, and thus no homogeneous element of degree 1 is
invertible. Thus LK(E) is not crossed-product (see §2.1).
Now consider the following graph from Introduction §1,
E2 : •
f // •
g

•
h
YY •e
oo
By Theorem 4.19,
LK(E) ∼=gr M4(K[x
2, x−2])(0, 1, 1, 2). (36)
Using the graded isomorphism of (36), by (5) homogeneous elements of degree 0 in LK(E) have the form
LK(E)0 =


A0 A1 A1 A2
A−1 A0 A0 A1
A−1 A0 A0 A1
A−2 A−1 A−1 A0

 =


K 0 0 Kx2
0 K K 0
0 K K 0
Kx−2 0 0 K

 .
In the same manner, homogeneous elements of degree one have the form,
LK(E)1 =


0 Kx2 Kx2 0
K 0 0 Kx2
K 0 0 Kx2
0 K K 0

 .
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Choose
u =


0 0 x2 0
0 0 0 x2
1 0 0 x2
0 1 0 0

 ∈ L(E)1
and observe that u is invertible (this matrix corresponds to the element g + h+ fge∗ + ehf∗ ∈ LK(E)1).
Thus LK(E) is crossed-product (and therefore a skew group ring as the grading is cyclic), i.e.,
LK(E) ∼=gr
⊕
i∈Z
LK(E)0u
i
and a simple calculation shows that one can describe this algebra as follows:
LK(E2)0 ∼= M2(K)×M2(K),
and
LK(E2) ∼=gr
(
M2(K)×M2(K)
)
⋆τ Z, (37)
where,
τ(
(
a11 a12
a21 a22
)
,
(
b11 b12
b21 b22
)
) = (
(
b22 b21
b12 b11
)
,
(
a22 a21
a12 a11
)
).
Corollary 4.22. Let R be a division ring and E be a Cn-comet with the cycle C of length n ≥ 1. Let
{pi | 1 ≤ i ≤ m} be the paths as in Theorem 4.19. Let ε1 + nZ, . . . , εk + nZ be the distinct elements of all
elements |pi|+ nZ, 1 ≤ i ≤ m. For each εl let rl be the number of i such that |pi| ≡ εl (mod nZ). Then
LR(E)0 ∼= Mr1(R)× · · · ×Mrk(R).
Furthermore, LR(E)0 is simple if and only if the head of the comet is a loop, i.e., |C| = 1.
Proof. This follows from Theorem 4.19 and (11). 
Example 4.23. This example shows that even by taking the Z-grading into consideration, the Leavitt path
algebra functor does not distinguish between the graphs below and would give a Z-graded isomorphism
between their associated Leavitt path algebras. Let
•

•

•

E1 : • // •
55
•[[ •
oo •oo and E2 : • // •
55
•[[ •
oo ,
then by Theorem 4.19 we have
LK(E1) ∼=gr LK(E2) ∼=gr M6(K[x
3, x−3])(0, 1, 1, 2, 2, 3).
5. Weighted Leavitt Path Algebras
In this section we introduce the weighted Leavitt path algebras (wLPA for short) starting from a weighted
graph (i.e., a graph which each edge comes with some copies of itself). This is a graded algebra, graded by a
free abelian group (i.e., some copies of Z) which in the special case of a graph with weights 1 (or unweighted),
it gives the Leavitt path algebras and in its simplest form, when the graph E has only one vertex and n+ k
loops of weights n, L(E) recovers the algebra constructed by Leavitt [22, p.30] and [21, p.322] which is of
type (n, k) (see Example 5.5). (In fact we can define weighted Leavitt path algebras with G-grading where
G is any group, see Remark 5.6.) In this note, after defining wLPA, we establish their basic properties. One
could then ask for characterization of an wLPA in terms of its underlying graph and its module and algebraic
structure. These shall be dealt with in future papers.
We begin by the definition of a weighted graph.
Definition 5.1. A weighted graph E = (E0, Est, E1, r, s, w) consists of three countable sets, E0 called vertices,
Est structured edges and E1 edges and maps s, r : Est → E0, and a weight map w : Est → N such that
E1 =
∐
α∈Est{αi | 1 ≤ i ≤ w(α)}, i.e., for any α ∈ E
st, with w(α) = k, there are k distinct elements
{α1, . . . , αk}, and E
1 is the disjoint union of all such sets for all α ∈ Est.
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We sometimes write (E,w) to emphasis the graph is weighted. If s−1(v) is a finite set for every v ∈ E0,
then the graph is called row-finite. In this note we will consider only the row-finite graphs. In this setting, if
the number of vertices, i.e., |E0|, is finite, then the number of edges, i.e., |E1|, is finite as well and we call E
a finite graph.
Definition 5.2. Weighted Leavitt path algebras.
For a weighted graph E and a ring R with identity, we define the weighted Leavitt path algebra of E, denoted
by LR(E,w), to be the algebra generated by the sets {v | v ∈ E
0}, {α1, . . . αw(α) | α ∈ E
st} and {α∗1, . . . α
∗
w(α) |
α ∈ Est} with the coefficients in R, subject to the relations
(1) vivj = δijvi for every vi, vj ∈ E
0.
(2) s(α)αi = αir(α) = αi and r(α)α
∗
i = α
∗
i s(α) = α
∗
i for all α ∈ E
st and 1 ≤ i ≤ w(α).
(3)
∑
{α∈Est|s(α)=v} αiα
∗
j = δijs(α) for fixed 1 ≤ i, j ≤ max{w(α) | α ∈ E
st, s(α) = v}.
(4)
∑
1≤i≤max{w(α),w(α′)} α
∗
iα
′
i = δαα′r(α), for all α,α
′ ∈ Est.
Here the ring R commutes with the generators {v, α, α∗ | v ∈ E0, α ∈ E1}. Also in relations (3) and (4), we
set αi and α
∗
i zero whenever i > w(α). When the coefficient ring R is clear from the context, we simply write
L(E,w) instead of LR(E,w). When R is not commutative, then we consider LR(E,w) as a left R-module.
Example 5.3. We compare the relations of the weighted Leavitt path algebra L(E,w) and the usual Leavitt
path algebras L(E′) and L(E′′) in the following:
(E,w) : u
α1,α2
((
β1,β2
66 v E′ : u
α1 ((
α2 
β1
66
β2
?? v E′′ : u
α1
((
β1
66 v
α1α
∗
1 + β1β
∗
1 = u α1α
∗
1 + α2α
∗
2 + β1β
∗
1 + β2β
∗
2 = u α1α
∗
1 + β1β
∗
1 = u
α2α
∗
2 + β2β
∗
2 = u α
∗
1α1 = α
∗
2α2 = β
∗
1β1 = β
∗
2β2 = v α
∗
1α1 = β
∗
1β1 = v
α1α
∗
2 + β1β
∗
2 = 0 α
∗
iαj = β
∗
i βj = 0 if i 6= j α
∗
1β1 = β
∗
1α1 = 0
α2α
∗
1 + β2β
∗
1 = 0 α
∗
i βj = β
∗
jαi = 0 for all i, j
α∗1α1 + α
∗
2α2 = v
β∗1β1 + β
∗
2β2 = v
α∗1β1 + α
∗
2β2 = 0
β∗1α1 + β
∗
2α2 = 0
The graphs E′ and E′′ are acyclic graphs whose Leavitt path algebras were characterized in Theorem 4.13.
Note that in L(E,w), relations (3) and (4) in Definition 5.2 amounts to(
α1 β1
α2 β2
)(
α∗1 α
∗
2
β∗1 β
∗
2
)
=
(
u 0
0 u
)
and
(
α∗1 α
∗
2
β∗1 β
∗
2
)(
α1 β1
α2 β2
)
=
(
v 0
0 v
)
.
Example 5.4. Leavitt Path Algebras.
Let the weight map w : Est → N be the constant function w(α) = 1 for any α ∈ Est. Then LR(E,w) is the
usual Leavitt path algebra (with the coefficients in the ring R) as defined in [1] and [7].
Example 5.5. The Leavitt algebra of type (n, k).
Let R be a division ring. For positive integers n and k, let the structured edges Est of a graph E consist of
n + k loops, i.e., s(y) = r(y) for y ∈ Est and let the weight function be the constant map w(y) = n for all
y ∈ Est. We visualize this data as follows:
• y11,...,yn1ee
y12,...,yn2
QQ
y13,...,yn3
DD
y1,n+k ,...,yn,n+k

Then the weighted Leavitt path algebra associated to E, LR(E,w), is the algebra constructed by Leavitt
in [20, p.190], for n = 2 and k = 1, where he showed that this algebra has no zero divisors, in [21, p.322],
for arbitrary n and k = 1 and in [22, p.130] for arbitrary n and k and established that these algebras are
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domains and of type (n, k). Recall that a ring A is of type (n, k) if n and k are the least positive integers
such that An ∼= An+k as A-modules. To recover Leavitt’s algebra from Definition 5.2 (and to arrive to his
notations), let Est = {y1, . . . , yn+k} be the structured edges and denote (ys)r = yrs ∈ E
1, for 1 ≤ r ≤ n and
1 ≤ s ≤ n+ k. Denote y∗rs = xsr and arrange the y’s and x’s in the matrices
Y =


y11 y12 . . . y1,n+k
y21 y22 . . . y2,n+k
...
...
. . .
...
yn1 yn2 . . . yn,n+k

 , X =


x11 x12 . . . x1n
x21 x22 . . . x2n
...
...
. . .
...
xn+k,1 xn+k,2 . . . xn+k,n

 (38)
Then Condition (3) of Definition 5.2 precisely says that Y · X = In,n and Condition (4) is equivalent to
X · Y = In+k,n+k which is how Leavitt defines his algebra. We denote this algebra by LR(n, k + 1). (See
Definition 5.12; Cohn’s notation in [13] for this algebra is Vn,n+k.)
Remark 5.6. G-weighted Leavitt Path Algebras.
The idea of structured edges in Definition 5.1 is to bundle together certain edges in order to be able to define
relations (3) and (4) in Definition 5.2. Instead of introducing the structured edges, one can partition the
(in-coming and out-going) edges and define the G-graded Leavitt path algebras, for any arbitrary group G,
such that when G = Z or G =
⊕
nZ, we obtain the LPAs or wLPAs, respectively. The construction is as
follows:
Let E be a directed graph and G be an arbitrary group with the identity element e. Let w : E1 → G be
a weight map and further define w(α∗) = w(α)−1, for any edge α ∈ E1 and w(v) = e for v ∈ E0. Write αg
for an edge α with the weight g (i.e., w(α) = g). For any v ∈ E0, consider partitions of the sets s−1(v) and
r−1(v) (if they are not empty) into
⋃
i∈Iv
Pi(v) and
⋃
j∈Jv
Qj(v) for some index sets Iv and Jv , respectively.
Since E is a row-finite graph, each set Pi(v), i ∈ Iv, is finite. We further assume that each set Qj(v), j ∈ Jv ,
is also finite.
Let LR(E,G) be the algebra generated by the sets {v | v ∈ E
0} and {α,α∗ | α ∈ E1} with the coefficients
in R, subject to the relations
(1) vivj = δijvi for every vi, vj ∈ E
0.
(2) s(α)α = αr(α) = α and r(α)α∗ = α∗s(α) = α∗ for all α ∈ E1.
(3)
∑
{i∈Iv,αg,α′h∈Pi(v)}
αgα
′∗
h−1 = δghδαα′v for v ∈ E
0 and any fixed g, h ∈ G.
(4)
∑
g∈G α
∗
g−1
α′g = δαα′r(αg), where αg ∈ Qi(v), α
′
g ∈ Qj(w) for all v,w ∈ E
0 and i ∈ Iv, j ∈ Jw.
In (3), δαα′ = 1 if αg = α
′
g, where αg, α
′
g ∈ Pi(v), for all i ∈ Iv and 0 otherwise. In (4) δαα′ = 1 if αg = α
′
g
for all g ∈ G and 0 otherwise. Also the ring R commutes with the generators {v, α, α∗ | v ∈ E0, α ∈ E1}.
Also in relations (3) and (4), we set αg = 0 if αg 6∈ Pi(v) or Qi(v).
For a path p = α1α2 . . . αk, set w(p) = w(α1)w(α2) . . . w(αk) and extend it to the monomials of the algebra
in an obvious manner. This defines a G-graded algebra which we call G-weighted Leavitt path algebra.
For example, consider the following G-weighted graph:
uρh 99
βg
''
αg

µg
77
δh
BBv ωhee
We write some of the relations coming from Relations (3) and (4) of the definition above. Let P1(u) =
{αg, βg, ρh} and P2(u) = {µg, δh}. Then for g fixed, Relation (3) gives,
αgα
∗
g−1 + µgµ
∗
g−1 = u
βgβ
∗
g−1 + µgµ
∗
g−1 = u
ρhρ
∗
h−1 + δhδ
∗
h−1 = u
αgβ
∗
g−1 + µgµ
∗
g−1 = 0
βgα
∗
g−1 + µgµ
∗
g−1 = 0.
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Furthermore for g and h fixed, we obtain:
αgρ
∗
h−1 + µgδ
∗
h−1 = 0
ρhα
∗
g−1 + δhµ
∗
g−1 = 0
βgρ
∗
h−1 + µgδ
∗
h−1 = 0
ρhβ
∗
g−1 + δhµ
∗
g−1 = 0.
Let Q1(v) = {αg, βg, δh} and Q2(v) = {µg, γh}. For Q2(v) fixed, Relation (4) gives,
µ∗g−1µg + γ
∗
h−1γh = v
For Q1(v) fixed we obtain:
α∗g−1αg + δ
∗
h−1δh = v
β∗g−1βg + δ
∗
h−1δh = v
α∗g−1βg + δ
∗
h−1δh = 0
β∗g−1αg + δ
∗
h−1δh = 0.
Also for Q1(v) and Q2(v) fixed we have:
α∗g−1µg + δ
∗
h−1γh = 0
µ∗g−1αg + γ
∗
h−1δh = 0
β∗g−1µg + δ
∗
h−1γh = 0
µ∗g−1βg + γ
∗
h−1δh = 0.
One can write further relations by considering Q1(u), Q1(v) and Q2(v) as well.
It is clear that if G = Z and the weight map is the constant map assigning 1 to each edge and moreover
each partition set has only one element, then the above relations give back the usual Leavitt path algebra.
Also, for a weighted graph with structured edges, considering
Pi(v) =
{
αi1, . . . , αik | αi ∈ E
st, s(αi) = v,w(αi) = k
}
,
and similarly for Q’s, and moreover setting G =
⊕
nZ, where n = max{w(α) | α ∈ E
st}, and assigning
(0, . . . , 0, 1, 0, . . . ), where 1 is in the k-th component, for the weight of αik, 1 ≤ k ≤ w(αi), we retrieve the
weighted Leavitt path algebra in Definition 5.2.
Finally note that (as it is demonstrated in the above example) if in some partition set Pi(u) (or Qi(u)),
there is more than one element with the same weight, i.e., there are αg 6= βg ∈ Pi(u), then each of the
relations (3) and (4) will give more than one relation. This clearly does not happen in the setting of wLPA
of Definition 5.2.
We refer the reader to [16] for a study of G-graded algebras arising from graphs with relations, in particular
[16, Theorem 3.4].
We now turn to weighted Leavitt path algebras and establish some of their basic properties.
Proposition 5.7. Let E be a weighted graph and LR(E) be a weighted Leavitt path algebra with coefficients
in a ring R. Then we have
(1) LR(E) is a
⊕
nZ-graded ring with an involution where n = max{w(α) | α ∈ E
st}.
(2) LR(E) is a ring with local identities. If E is finite, then LR(E) is a ring with identity.
Proof. (1) For the free ring generated by {v | v ∈ E0}, {α1, . . . αw(α) | α ∈ E
st} and {α∗1, . . . α
∗
w(α) | α ∈ E
st},
with the coefficients in R, set for v ∈ E0, deg(v) = 0, for α ∈ Est, 1 ≤ i ≤ w(α), deg(αi) = (0, . . . , 0, 1, 0, . . . )
and deg(α∗i ) = (0, . . . , 0,−1, 0, . . . ) ∈
⊕
nZ, where n = max{w(α) | α ∈ E
st} and 1 and −1 are in the i-th
component, respectively. This defines a
⊕
nZ-grading on this free ring where n = max{w(α) | α ∈ E
st} (n
could be infinite). Note that all the relations in Definition 5.2 involve homogeneous elements, so the quotient
of this algebra by the homogeneous ideal generated by these relations, i.e., LR(E,w) is also a graded ring.
To show that L(E,w) is equipped with an involution, define a homomorphism from the free ring generated
by {v | v ∈ E0}, {α1, . . . αw(α) | α ∈ E
st} and {α∗1, . . . α
∗
w(α) | α ∈ E
st} with the coefficients in R, to L(E,w)op,
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the opposite ring of L(E,w), by sending r 7→ r, v 7→ v, αi 7→ α
∗
i and α
∗
i 7→ αi, where r ∈ R, v ∈ E
0 and
αi ∈ E
1. One can see that all the relations in Definition 5.2 are in the kernel of this ring homomorphism,
thus inducing a homomorphism of order two from L(E,w) to L(E,w)op.
(2) Recall that a ring A has local identities if for any finite subset S ⊆ A, there is an idempotent e ∈ A
such that S ⊆ eAe. The set of all such idempotents is called a set of local identities for A.
Note that if ai’s are mutually orthogonal idempotents in a ring A such that A =
∑
aiA =
∑
Aai, then the
set of
∑
finite ai is a set of local identities of this ring. If the number of ai’s is finite then
∑
ai is an identity for
this ring. Now it is easy to see that the set of vertices in E is such a system of idempotents for LR(E,w). 
When R is a division ring, by constructing a representation of LR(E), one can show that the vertices of
a graph E are linearly independent in LR(E) and the edges and ghost edges are not zero (see Lemma 1.5 in
[15]). In the next theorem we will carry over this in the generalized setting of weighted Leavitt path algebras
and therefore covering the special case of LPA as a corollary (by setting the weight map the constant map 1).
Theorem 5.8. Let R be a division ring and E be a weighted graph. Then the vertices of E are R-linearly
independent in the weighted Leavitt path algebra LR(E,w).
Proof. Let X be a (left) vector space over R with an infinite countable basis. In the ring EndR(X), we will
find nonzero elements {p
v
| v ∈ E0}, {α1, . . . αw(α) | α ∈ E
st} and {α∗1, . . . α
∗
w(α) | α ∈ E
st} which satisfy the
relations in Definition 5.2 of a weighted Leavitt path algebra. Since the basis of X is an infinite countable
set, we can decompose X =
⊕
v∈E0 Xv, where each Xv is a subspace of X with an infinite countable basis.
Moreover, for each v ∈ E0, we further decompose Xv,
Xv =
⊕
{α∈Est,s(α)=v}
Yαi , for fixed 1 ≤ i ≤ max
{
w(α) | α ∈ Est, s(α) = v
}
, (39)
Xv =
⊕
1≤i≤w(α)
Zαi for all α ∈ E
st with r(α) = v, (40)
where each Yαi and Zαi is a subspace of Xv with an infinite countable basis, unless in the first equation v is
a sink and in the second v is a source. Note that in Equation 39 we only consider a copy Yαi when αi 6= 0,
i.e., i ≤ w(α). Now for each v ∈ E0, define p
v
∈ EndR(X) as projection of X onto Xv. Clearly pvpv = pv and
p
v
p
u
= 0 for v 6= u. This immediately implies the set {p
v
, v ∈ E0} is R-linearly independent in EndR(X).
For α ∈ Est with 1 ≤ i ≤ w(α), define αi as follows
αi : X −→ Zαi
θαi−→ Yαi −→ X, (41)
where the first map is the projection, θαi is an isomorphism (which exists, as Zαi and Yαi are vector spaces
with bases of the same cardinality), and the last map is the injection. Similarly define α∗i as follows
α∗i : X −→ Yαi
θ−1αi−→ Zαi −→ X.
The maps {α1, . . . αw(α) | α ∈ E
st} and {α∗1, . . . α
∗
w(α) | α ∈ E
st} satisfy the relations in Definition 5.2 of a
weighted Leavitt path algebra. We check these relations:
Let α ∈ Est with s(α) = v and let 1 ≤ i ≤ w(α). We will show that p
v
αi = αi. For x ∈ X, the definition
of αi in (41) shows that αi(x) ∈ Yαi ⊆ Xv . Since pv is the projection on Xv, i.e., its restriction to Xv is the
identity, we get p
v
αi = αi. The other relations of type (2) in Definition 5.2 follow similarly.
We now verify type (3) relations in the definition. Fix v ∈ E0 and consider {α ∈ Est | s(α) = v}. For
x ∈ Xv, by Equation 39, one can write x as a direct sum x =
∑
{s(α)=v} yαi , where yαi ∈ Yαi and i is
fixed. Now α∗i (x) = α
∗
i (
∑
yαi) = θ
−1
αi
(yαi) and so αiα
∗
i (
∑
yαi) = θαi(θ
−1
αi
(yαi)) = yαi . This implies that∑
{s(α)=v} αiα
∗
i (x) =
∑
yαi = x. Clearly if x 6∈ Xv then
∑
αiα
∗
i (x) = 0. Putting these together we get∑
αiα
∗
i (x) = pv. On the other hand choose fixed i and j such that i 6= j. Write x =
∑
{s(α)=v} yαj , where
yαj ∈ Yαj . Then as in above, α
∗
j(x) = α
∗
j (
∑
yαj ) = θ
−1
αj
(yαj ) ∈ Zαj . But by Equation 40, Xr(α) =
⊕
Zαi ,
where 1 ≤ i ≤ w(α). So αi(α
∗
j(x)) = 0 and therefore
∑
{s(α)=v} αiα
∗
j(x) = 0 for any x ∈ Xv and thus for any
x ∈ X. This shows that the maps {α1, . . . αw(α) | α ∈ E
st} and {α∗1, . . . α
∗
w(α) | α ∈ E
st} satisfy relation (3) in
Definition 5.2. The rest is similar.
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Now because of the universality of LR(E,w), there is a R-homomorphism Φ : LR(E,w) → EndR(X) such
that Φ(v) = p
v
, Φ(αi) = αi and Φ(α
∗
i ) = α
∗
i . Since {pv, v ∈ E
0} are nonzero elements in EndR(X) and are
R-linearly independent, then the set of vertices in LR(E,w) should be so as well. 
Definition 5.9. For a directed graph E, define the opposite graph, Eop as a graph with the same set of
vertices and edges as E (for an edge α in E, denote the corresponding edge in Eop with αop), such that for
an edge αop in Eop, s(αop) = r(α) and r(αop) = s(α). This means that Eop is obtained from E by simply
reversing the arrows.
It is not clear in general how the algebras L(E) and L(Eop) are related. For example, for
E : • // •
((
66 •
one obtains LK(E) ∼=gr M5(K)(0, 1, 1, 2, 2), whereas, for
Eop : • •oo •hh
vv
we have LK(E
op) ∼=gr M4(K)(0, 1, 2, 2) (see Theorem 4.13, see also Example 3.16).
Definition 5.10. For a directed graph E, the weighted graph associated to E, denoted by Ew, is obtained
by considering all the edges with the same source and the same range in E as one structured edge with
appropriate weight (i.e., the number of these edges) in Ew. More formally, Ew has E
0 as the set of vertices
and if in E, for any u, v ∈ E0, s−1(u) ∩ r−1(v) ⊆ E1 is non-empty, then there is α ∈ Esw with s(α) = u,
r(α) = v, and w(α) = |s−1(u) ∩ r−1(v)|.
Example 5.11. Consider the graph E with two vertices and with no loops
E : u
(( 
α1,...,αi

vff
β1,...,βj
[[ .
Then one can see that the map E −→ Eop, (u 7→ v, v 7→ u, αi 7→ α
op
i , βi 7→ β
op
i ) induces an isomorphism on the
level of LPAs, i.e., L(E) ∼= L(Eop). Now consider the associated weighted graph Ew of E (see Definition 5.9).
The map Ew −→ E
op, (u 7→ u, v 7→ v, αi 7→ α
∗
i , βi 7→ β
∗
i ) gives the isomorphism, L(Ew, w)
∼= L(Eop). In the
same manner, one can see that for any graph E with one vertex, L(E) ∼= L(Eop) ∼= L(Ew, w), i.e.,
L
(
•
α1,...,αn

, w
)
∼= L
(
• α1ee
α2
QQ
α3
DD
αn
 )
.
Also note that these isomorphisms are not graded as in the latter example L(Ew, w) is
⊕
nZ-graded,
whereas L(E) is just Z-graded.
Consider the category Gw with objects all row-finite weighted graphs and morphisms, the complete weighted
graph homomorphisms, i.e., a morphism f : E → F consists of a map f0 : E0 → F 0 and f1 : Est → F st
such that r(f1(α)) = f0(r(α)), s(f1(α)) = f0(s(α)) and w(α) = w(f1(α)) for any α ∈ Est, additionally,
f0 is injective and f1 restricts to a bijection from s−1(v) to s−1(f0(v)) for every v ∈ E0 which emits edges.
One can check that a morphism f preserves the relations in Definition 5.2, and thus induces a graded ring
homomorphism LR(E,w) → LR(F,w). Thus, when R is commutative, we have a functor L : G
w → A, where
A is the category of (non-unital) R-algebras. A weighted subgraph X of the weighted graph E, is a weighted
graph X = (X0,Xst,X1, rX , sX , wX) such that X
0 ⊆ E0, Xst ⊆ Est, and sX , rX are the restrictions of sE, rE
on Xst and wX(α) = wE(α) for any α ∈ X
st. A weighted subgraph X is called complete, if x ∈ X0 and
s−1X (v) 6= ∅, then s
−1
X (v) = s
−1
E (v). In this case the inclusion map X →֒ E is a complete graph homomorphism.
In the case of multi-headed weighted rose graphs, a statement similar to Theorem 4.8 can be obtained.
For this, we need a weighted version of multi-headed rose graphs.
Definition 5.12. A weighted rose with k-petals, is a weighted graph which consists of one vertex, k structured
loops and the weight map w. We denote this weighted graph by L(k,w). If w is a constant map 1, then the
weighted rose reduces to the usual Lk (see Definition 2.5 and Example 5.4) and if there are n + k − 1 petals
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and w is the constant map assigning n to each petal, then the wLPA of L(n+k−1,w) is the Leavitt algebra of
type (n, k − 1), denoted by L(n, k) (see Example 5.5 and compare this with Definition 2.5 for consistency).
The weighted Leavitt path algebra of L(n,w) with the coefficients in R is denoted by LR (n,w)
Definition 5.13. A multi-headed weighted rose graph E consists of an unweighted finite acyclic graph E1
with sinks {v1, . . . , vt} together with weighted ns-petal graphs L(ns,ws), 1 ≤ s ≤ t, attached to vs, where
ns ∈ N. If ns = 0 for all 1 ≤ s ≤ t, then the graph is finite acyclic. Note that by definition the weighted map
w of E is w(α) = 1 if α ∈ Est1 and w(α) = ws(α) if α ∈ L
st
(ns,ws)
.
Theorem 5.14. Let E be a multi-headed weighted rose graph consisting of an acyclic graph E1 with sinks
{v1, . . . , vt} which are attached to L(n1,w1), . . . , L(nt,wt), respectively. For any vs, let {p
vs
i | 1 ≤ i ≤ n(vs)} be
the set of all paths in E1 which end in vs. Let l = max{ws(L
st
(ns,ws)
) | 1 ≤ s ≤ t}.
(1) If R is a ring then there is a
⊕
l Z-graded isomorphism
LR(E,w) ∼=gr
t⊕
s=1
Mn(vs)
(
LR(ns, ws)
)(
|pvs1 |, . . . , |p
vs
n(vs)
|
)
, (42)
where |pvsi | denotes the element (|p
vs
i |, 0, . . . , 0) ∈
⊕
l Z.
(2) If R = K is a field and for any 1 ≤ s ≤ t, L(ns,ws) = L(n,wn), then
LK(E,w) ∼=gr LK(E1)⊗K LK(n,wn). (43)
Proof. The proofs are quite similar to the ones in Theorem 4.8 and 4.11 and we give a sketch.
(1) Consider the obvious complete weighted graph homomorphisms from E1 and L(ns,ws) to (E,w) and
identify LR(E1, w) and LR(ns, ws) with their images in LR(E,w), respectively. Define
Ivs =
{∑
kαxβ∗ | k ∈ R, α, β ∈ E∗1 , r(α) = vs = r(β), x ∈ LR(ns, ws)
}
⊆ LR(E,w).
We observe that Ivs is an ideal of LR(E,w). It is enough to check that for monomials αxβ
∗ ∈ Ivs and
θ ∈ LR(E,w), θαxβ
∗ and αxβ∗θ are in Ivs . Let θαxβ
∗ 6= 0. Then one can decompose θ as γyδ∗, where γ
and δ are paths in E1 with r(γ) = r(δ) = vs and y ∈ L(ns, ws). Now a similar argument as in the proof of
Theorem 4.8 shows that Ivs ’s are ideals of LR(E,w), and furthermore LR(E,w) is a direct sum of such ideals,
and that Ivs are graded isomorphic to Mn(vs)(LR(ns, ws)).
(2) The proof is similar to part (1) of Theorem 4.11. 
Example 5.15. By Theorem 5.14 and Example 5.5 we have
• y11,...,yn1ee
y12,...,yn2
QQ
y13,...,yn3
DD
y1,n+k,...,yn,n+k

LK
(
• // • // //
BB
BB
BB
:
::
::
::
::
• ZZ mm
yy
, w
)
∼=gr M3(K)×M5(LK(1, 3)) ×M7(LK(n, k + 1)).
•
One can extend Definition 4.15 and Theorem 4.17 in the setting of weighted Leavitt path algebras.
Definition 5.16. Let E be an acyclic graph with a unique sink and F be a weighted graph. Denote by E⊗F
a graph obtained by attaching E from the sink to each vertex of F .
Lemma 5.17. Let K be a field, E be an acyclic graph with a unique sink and F be a weighted graph. Then
LK(E ⊗ F ) ∼=gr LK(E) ⊗K LK(F ).
Proof. The proof is quite similar to Theorem 4.17 so we omit the argument. 
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Example 5.18. Consider the oriental line graphs E1 and E2 with n and k + 1 vertices respectively and the
graph E consisting of n(k + 1) loops, all of weight n. Then by Lemma 5.17
E1 ⊗ E : • // • // • // •
y11,...,yn1
qq y12,...,yn2ee
y1,n(k+1),...,yn,n(k+1)
DD
and L(E1 ⊗ E) ∼= L(E1)⊗ L(E) = Mn(A), where A = Vn,n(k+1). Furthermore E2 ⊗E1 ⊗ E is
•

•

•

•

•

•

•

•

•

•

•

•

• // • // • // •
y11,...,yn1
qq y12,...,yn2ee
y1,n+k ,...,yn,n+k
DD
and L(E2 ⊗ E1 ⊗ E) ∼= L(E2)⊗ L(E1 ⊗ E) = Mk+1(A) ⊗Mn(A) ∼= Mn(k+1)(A). But because A = Vn,n(k+1),
we have An ∼= An(k+1). Considering the endomorphism rings, we get
Mn(A) ∼= Mn(k+1)(A) ∼= Mn(Mk+1(A)).
But A is not isomorphic to Mk+1(A) as the first ring is a domain. This gives an example of two rings R and
S such that Mn(R) ∼= Mn(S) for some n, but R 6∼= S (see [13, p.225]).
Lemma 5.19.
(1) Every row-finite weighted graph is a direct limit of a directed system of finite weighted graphs.
(2) Every weighted Leavitt path algebra is a direct limit of weighted Leavitt path algebras corresponding to
finite weighted graphs.
Proof. (1) Let E be a row-finite weighted graph. First note that a union of complete subgraphs of E is again a
complete subgraph of E. Moreover, E is the union of finite subgraphs (not necessarily complete). Finally, any
finite subgraph is contained in a finite complete subgraph. For, if X is a finite subgraph of E, then consider
the subgraph Y of E as follows: Y 0 = X0 ∪ {r(α) | α ∈ Est, s(α) ∈ X0} and Y st = {α ∈ Est | s(α) ∈ X0}.
One can easily see that Y is a complete subgraph of E. Putting these three facts together, it follows that E
is the direct limit of the directed system of its finite complete subgraphs.
(2) Let E = lim−→Xi, where {Xi} is the directed system of complete subgraphs of E, by (1). Then it is easy
to observe that L(E,w) ∼= lim−→
L(Xi, w). 
Remark 5.20. To any weighted graph, one can associate a directed graph by simply considering the weight
as the number of edges connecting the adjacent vertices. (In Example 5.3, E′ is the directed graph obtained
from the weighted graph E). One can check that this defines a (forgetful) functor n : Gw → G. It is not known
whether there is a functor which relates the corresponding wLPA to LPA, i.e., whether there is a functor such
that the following diagram is commutative
Gw
L(−,w)//
n

A
?

G
L(−)
// A
In the same manner, recall that one can associate to a graph a weighted graph (see Definition 5.9), so a similar
question can be raised here too:
G
L(−) //
w

A
?

Gw
L(−,w)
// A
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For a ring A with identity, the monoid V(A) is defined as the set of isomorphism classes of finitely generated
projective left A-modules equipped with the direct sum as the binary operation. When A is not unital, i.e.,
does not have identity, one defines V(A) as the set of equivalent classes of idempotents in M∞(A) with
[e] + [f ] =
[
e 0
0 f
]
, where e ∼ e′ if there are x, y ∈M∞(A) such that e = xy and e
′ = yx. Here M∞(A) are
matrices over A with finitely many nonzero entries. There is a corresponding construction based on finitely
generated projective modules as well, see [7, p.163]. In [7, Theorem 3.5], Ara, Moreno and Pardo show that for
a directed graph E, V(LK(E)) coincides with a monoid naturally constructed from the graph E and further
this monoid is a refinement monoid and thus separative [7, Theorem 6.3]. A similar construction is valid in
the setting of wLPA, however we will see this monoid is neither refinement nor separative in general. Recall
that in an abelian monoid M , for x, y ∈ M , we denote y ≤ x if there is z ∈ M such that x = y + z. Then
M is called separative if for elements x, y, z ∈ M , x + z = y + z and z ≤ nx and z ≤ ny, for some positive
integer n, implies that x = y. M is called a refinement monoid if x1 + x2 = y1 + y2, x1, x2, y1, y2 ∈ M , then
there are zi,j , 1 ≤ i, j ≤ 2 such that xi = zi1 + zi2 and yj = z1j + z2j , for 1 ≤ i, j ≤ 2.
In the following theorem we will use Bergman’s machinery [11, p. 38 and Theorem 3.3]: Let A be a
K-algebra and P and Q be finitely generated projective A-modules. Then there is a K-algebra B := A〈i, i−1 :
P ∼= Q〉, with an algebra homomorphism A→ B such that there is a universal isomorphism i : P → Q, where
M = B ⊗A M for a left A-module M . Then Bergman’s Theorem 5.2 in [11] states that V(B) is the quotient
of V(A) modulo the relation [P ] = [Q].
Theorem 5.21. Let K be a field and E be a weighted graph. Let ME be the abelian monoid generated by
{v | v ∈ E0} subject to the relations
nvv =
∑
{α∈Est|s(α)=v}
r(α), (44)
for every v ∈ E0 that emits edges, where nv = max{w(α) | α ∈ E
st, s(α) = v}. Then there is a natural
monoid isomorphism V(LK(E,w)) ∼=ME. Furthermore, if E is finite, then LK(E,w) is hereditary.
Proof. Define a map ψ : E0 → V(LK(E,w)) by ψ(v) = [v] and extend this to the map from the free monoid
on E0 to V(LK(E,w)). This induces a map ψE : ME → V(LK(E,w)). To see this, we need to show
that if v emits edges, then nvv and
∑
{α∈Est|s(α)=v} r(α) map to the same element in V(LK(E,w)), where
nv = max{w(α) | α ∈ E
st, s(α) = v}. Let {α1, . . . , αs} be all the structured edges which are emitted from
v. Consider the matrices Y = (αij)1≤j≤s,1≤i≤w(αj), where αij = (αj)i ∈ E
1 and X = (Y ∗)t, where t is
the transpose operation (this is a similar arrangement as in (38)). Then the conditions of Definition 5.2
guarantee that Y.X = nv[v] and X.Y =
∑
{α∈Est|s(α)=v}[r(α)]. So ψE is well-defined. But LK(E,w) is a
direct limit of graph algebras corresponding to finite graphs (see Lemma 5.19). Thus it is enough to prove
ψE is an isomorphism for a finite graph E. So let E be a finite graph and {v1, . . . , vm} be the set of vertices
which emit edges. Let A0 =
∏
v∈E0 K. Consider the following two finitely generated projective A0-modules,
P = nv1(A0v1) and Q =
⊕
{α∈Est|s(α)=v1}
A0r(α). Using the Bergman’s machinery, there exists an algebra
A1 = A0〈i, i
−1 : P ∼= Q〉 with a universal isomorphisms
i : P := A1 ⊗A0 P → Q := A1 ⊗A0 Q.
In fact this algebra is L(X1, w), where X1 is a graph with the same vertices as E and where v1 emits the
same structured edges (thus the same edges) as in E and other vertices do not emit any edges. Namely,
if {α1, . . . , αs} is all the structured edges which emit from v1 then the right multiplication by the matrix
Y = (αij)1≤j≤s,1≤i≤w(αj), where αij = (αj)i ∈ E
1, gives the map
i : P = nv1(A1v1)→ Q =
⊕
{α∈Est|s(α)=v1}
A1r(α),
and X = (Y ∗)t, where t is the transpose operation gives i−1. Now [11, Theorem 5.2] asserts that V(A1) is
obtained from V(A0) by adding the relation [P ] = [Q]. Translating this to our setting, we get that V(A1) is
the monoid generated by the set {[v] | v ∈ E0} subject to the relation nv1 [v1] =
∑
{α∈Est|s(α)=v1}
[r(α)].
We repeat this process to cover the whole graph. To be precise, let Ak = L(Xk, w), k ≥ 1, where Xk
is the graph with the same vertices as E, but only the first k vertices {v1, . . . , vk} emit structured edges.
By induction, V(Ak) is an abelian group generated by {[v] | v ∈ E
0} subject to the relation nvi [vi] =∑
{α∈Est|s(α)=vi}
[r(α)], where 1 ≤ i ≤ k. Then Ak+1 = Ak〈i, i
−1 : P ∼= Q〉 with P = nvk+1(Akvk+1) and
Q =
⊕
{α∈Est|s(α)=vk+1}
Akr(α). So by [11, Theorem 5.2], V(Ak+1) is the monoid generated by all the vertices
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of E subject to relations corresponding to {v1, . . . , vk+1}. Now Bergman’s theorem also implies that the
global dimension of Ak+1 is the same as the global dimension of Ak, therefore they are all equal to the
global dimension of A0 which, being a semisimple algebra, has dimension zero. This implies that LK(E,w)
is hereditary. 
As mentioned above, the monoids associated to Leavitt path algebras are refinement and separative
monoids. This is not the case for weighted Leavitt path algebras. Consider the following weighted graphs:
• •
γ1




E1 : •
α1,α2
AA
β1 ;
;;
;;
;;
; E2 : •
α1,α2
AA
β1 ;
;;
;;
;;
; E3 : •
α1,α2,α3
pp
β1,...,β4
QQ
• •
η1
OO
One can easily show that ME1 =
〈
(1, 0), (0, 1), (1/2, 1/2)
〉
⊆ Q×Q which is not a refinement monoid but it is
separative, ME2
∼= N which it is a refinement and separative monoid, and ME3 which is not even separative.
We mention here (without proof) that although ME is not, in general, a refinement monoid, but it is
weighted refinement. Recall from Theorem 5.21 that ME is a monoid obtained from the free monoid F
generated by the set of vertices of E subject to the equivalence relation ∼ generated by the relation (44).
Then one can prove that, if α1 + α2 ∼ β1 + β2, where α1, α2, β1, β2 ∈ F and α1, β1 are weighted elements,
i.e., if v appears in the expression of α1 then nvv also appears in the expression, where nv = max{w(α) | α ∈
Est, s(α) = v}, then there are µi,j, 1 ≤ i, j ≤ 2 such that αi = µi1 + µi2 and βj = µ1j + µ2j , for 1 ≤ i, j ≤ 2.
In recent years there have been several algebraic constructions motivated by algebras introduced by Leav-
itt [20, 21, 22]. Very recently Ara and Goodearl [9] have introduced Leavitt path algebras associated to
separated graphs. The idea is to partition the edges emitted from each vertex and put the relations (3) and
(4) in Definition 2.3 on each partition separately. Their construction covers the usual Leavitt path alge-
bras when the graph is “not separated”, and this is the only instance that their construction coincides with
weighted Leavitt path algebras when the weight map is the constant 1 (see Example 5.4).
We finish the paper by determining the Grothendieck group, K0, of weighted Leavitt path algebras. When
the graph is unweighted, i.e., all edges have weight one, this recovers K0 group of Leavitt path algebras.
For an abelian monoid M , we denote by M+ the group completion of M . This gives a left adjoint functor
to the forgetful functor from the category of abelian groups to abelian monoids. Let F be a free abelian
monoid generated by a countable set X. The nonzero elements of F can be written as
∑n
t=1 xt where xt ∈ X.
Let ri, si, i ∈ I ⊆ N, be elements of F . We define an equivalence relation on F denoted by 〈ri = si | i ∈ I〉 as
follows: Define a binary relation → on F\{0}, ri+
∑n
t=1 xt → si+
∑n
t=1 xt, i ∈ I and generate the equivalence
relation on F using this binary relation. Namely, a ∼ a for any a ∈ F and for a, b ∈ F\{0}, a ∼ b if there is a
sequence a = a0, a1, . . . , an = b such that for each t = 0, . . . , n− 1 either at → at+1 or at+1 → at. We denote
the quotient monoid by F/〈ri = si | i ∈ I〉. Then one can see that there is a canonical group isomorphism( F
〈ri = si | i ∈ I〉
)+
∼=
F+
〈ri − si | i ∈ I〉
. (45)
Definition 5.22. Let (E,w) be a weighted graph and N ′ be the adjacency matrix (nij) ∈ Z
E0⊕E0 where nij
is the number of structured edges from vi to vj . Furthermore let I
′
w be the weighted identity matrix defined
as (aij), where aij = 0 for i 6= j and aii = nvi . Here nv = max{w(α) | α ∈ E
st, s(α) = v} for every v ∈ E0
that emits edges and zero otherwise. Let N t and Iw be the matrices obtained from N
′ and I ′w by first taking
the transpose and then removing the columns corresponding to sinks, respectively.
Clearly the adjacency matrix depends on the ordering we put on E0. We usually fix an ordering on E0
such that the elements of E0\Sink appear first in the list follow with elements of the Sink.
Multiplying the matrix N t − Iw from the left defines a homomorphism Z
E0\Sink −→ ZE0 , where ZE
0\Sink
and ZE
0
are the direct sum of copies of Z indexed by E0\Sink and E0, respectively. The next theorem shows
that the cokernel of this map gives the Grothendieck group of weighted Leavitt path algebras. Clearly, for
the graph with weights one (unweighted), this recovers K0 group of Leavitt path algebras.
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Theorem 5.23. Let K be a field, (E,w) be a weighted graph and L(E,w) be a weighted Leavitt path algebra.
Then
K0(L(E,w)) ∼= coker
(
N t − Iw : Z
E0\Sink −→ ZE
0)
. (46)
Proof. Let ME be the abelian monoid generated by {v | v ∈ E
0} subject to the relations
nvv =
∑
{α∈Est|s(α)=v}
r(α), (47)
for every v ∈ E0\Sink, where nv = max{w(α) | α ∈ E
st, s(α) = v} as in Theorem 5.21. Arrange E0 in
a fixed order such that the elements of E0\Sink appear first in the list follow with elements of Sink. The
relations (47) can be then written as N tvi = Iwvi, where vi ∈ E
0\Sink and vi is the (0, . . . , 1, 0, . . . ) with 1
in the i-th component. Therefore,
ME ∼=
F
〈N tvi = Iwvi, vi ∈ E0\Sink〉
,
where F is the free abelian monoid generated by the vertices of E. By Theorem 5.21 there is a natural monoid
isomorphism V(LK(E,w)) ∼=ME . So using (45) we have,
K0(L(E,w)) ∼= V(LK(E,w))
+ ∼=M+E
∼=
F+
〈(N t − Iw)vi, vi ∈ E0\Sink〉
. (48)
Now F+ is ZE
0
and it is easy to see that the denominator in (48) is the image of N t−Iw : Z
E0\Sink −→ ZE
0
. 
Example 5.24. Consider the following weighted graph where all the edges have weight one except the top
right edge which has weight two.
E : •-- 11

•\\
2
qq
eeQQ
Then we have N =
(
2 1
1 3
)
and Iw =
(
1 0
0 2
)
. Therefore the matrix N − Iw is equivalent to
(
0 0
0 1
)
.
Thus by Theorem 5.23, K0(L(E,w)) ∼= Z.
Example 5.25. Consider the following weighted graph consisted of an acyclic graph (of weight one) and the
Leavitt algebra Vn,n+k attached to the only sink of the acyclic graph.
•
>
>>
> •
>
>>
>
E : •
??    
>
>>
> •
y11,...,yn1
qq y12,...,yn2ee
y1,n+k,...,yn,n+k
DD
•
??    
•
??    
By Lemma 5.17, L(E,w) ∼= M9(Vn,n+k). Therefore by Morita theory and Theorem 5.23,
K0(L(E,w)) ∼= K0(Vn,n+k) ∼= Z/kZ.
Example 5.26. Here is an example of a ring A such that K0(A) 6= 0 but [A] = 0. Let R = Vn,n+k, where
k ≥ 2. By Theorem 5.23, K0(R) = Z/kZ and k[R] = 0. The ring A = Mk(R) is Morita equivalent to R
(using the assignment PMk(R) 7→ P ⊗Mk(R) R
k). Thus K0(A) ∼= K0(R) ∼= Z/kZ. Under this assignment,
[A] = [Mk(R)] is sent to k[R] which is zero, thus [A] = 0.
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