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1. Introduction and preliminary results
Throughout this paper, F denotes a ﬁeld. A graph G consists of a ﬁnite set V(G) of vertices and a ﬁnite
set E(G) of unordered pairs of distinct vertices called edges. An edge {i, j} of G is also denoted by ij. All
graphs G considered in this paper are undirected, without loops and multiple edges. Denote by Sn(F)
the set of all n × n symmetric matrices over F . For a matrix A = [aij] ∈ Sn(F), the graph of A over F ,
denoted by GF(A), is the graphwith vertex set {1, 2, . . . , n} and edge set {ij : aij /= 0 and 1 i < j n}.
Denote by SF(G) the set of matrices
{A : A is a symmetric matrix over F with GF(A) = G}.
Given a matrix A with entries in a ﬁeld F , let rankF(A) (resp., nullityF(A)) denote the rank (resp.,
nullity) over F of A. Given a graph G and a ﬁeld F , the minimum rank over F of G, written as mrF(G), is
deﬁned to be
mrF(G) = min{rankF(A) : A ∈ SF(G)}.
Themaximum nullity over F of G, written asMF(G), is deﬁned to be
MF(G) = max{nullityF(A) : A ∈ SF(G)}.
Clearly, mrF(G) + MF(G) = |V(G)|.
Theminimum rank problem is, for a given graph G and ﬁeld F , to determinemrF(G) (or equivalently,
MF(G)). This problem and its variations have recently received considerable attention (see [1,2,5–7]
and references therein). In the following, if F = R then we omit the superscript R for simplicity of
notation. For example, we write G(A) for GR(A), rank(A) for rankR(A), and nullity(A) for nullityR(A).
The minimum rank of a graph G is said to be ﬁeld independent if mrF(G) is the same for all ﬁelds F .
A natural question arising here is
Question 1. Which graphs have a ﬁeld independent minimum rank?
In order to study this question, the following deﬁnitions were introduced and studied in [5]. A
matrix A is said to be optimal for a graph G over a ﬁeld F if A ∈ SF(G) and rankF(A) = mrF(G). In
general, an optimal matrix A for a graph G over a ﬁeld F may vary greatly depending on the ﬁeld F in
which the matrix A is viewed. In [5], it was observed that, for every ﬁeld F , if A is a symmetric integer
matrix such that every off-diagonal entry is 0, 1, or −1, then A can be viewed as a matrix over F , and
GF(A) = G(A) is independent of the ﬁeld F . This suggests the following deﬁnition. An integer matrix
Awith the property that every off-diagonal entry is 0, 1, or −1 is called a universally optimal matrix if
A is optimal for the graph G(A) over any ﬁeld F . For a graph G, if there is a universally optimal matrix
A with G(A) = G, then we say that G has a universally optimal matrix A. In [5], universally optimal
matriceswere used to establish ﬁeld independence ofminimum rank for numerous graphs. Theirwork
motivates further research on the following question.
Question 2. Which graphs have a universally optimal matrix?
In the present paper, more results on universally optimal matrices and ﬁeld independence or
dependence of the minimum rank of a graph are presented, and some results of Dealba et al. [5]
are improved.
The adjacency matrix A(G) of a graph G with V(G) = {1, 2, . . . , n} is the n × n symmetric matrix
[aij] such that aij = 1 if there is an edge joining vertex iwith vertex j, and aij = 0 otherwise. A matrix
that has diagonal entries d1, d2, . . . , dn and zero elsewhere is called a diagonal matrix and is denoted
by diag(d1, d2, . . . , dn). Denote by D(G) the matrix with degrees of the corresponding vertices of G on
the main diagonal and zero elsewhere. The Laplacian matrix of G is deﬁned as L(G) = D(G) − A(G).
Denote by Kn the complete graph on n vertices in which every two distinct vertices are adjacent. The
n-path is the graph Pn with V(Pn) = {1, 2, . . . , n} and E(Pn) = {12, 23, . . . , (n − 1)n}. The n-cycle is
the graph Cn with V(Cn) = {1, 2, . . . , n} and E(Cn) = {12, 23, . . . , (n − 1)n, n1}. A graph is said to be
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s-connected if s is the minimum number of vertices whose removal results in a disconnected graph or
an isolated vertex. Note that a disconnected graph is a 0-connected graph.
Throughout this paper, we denote by In the n × n identity matrix and Jn the n × n matrix with
all entries equal to 1 (we omit the subscript n whenever it is clear from the context). We denote by
0 a matrix of appropriate dimension with all entries equal to zero. Denote by Fm×n the set of m × n
matrices over F . To shorten notation, we write Fm instead of Fm×1. We shall denote byM0,1,−1 the set
of all square integer matrices A such that every off-diagonal entry of A is 0, 1 or −1.
2. Main results
The Cartesian product of two graphs G and H is the graph GH with vertex set V(G) × V(H) and
edge set {(g, h)(g′, h′) : gg′ ∈ E(G) with h = h′, or g = g′ with hh′ ∈ E(H)}. Note that the Cartesian
product is commutativeandassociative (see [9]). Thed-dimensional hypercubeQd is deﬁnedrecursively:
Q1 = K2 and Qd+1 = Qd K2. Up to now, to our knowledge (see Table 1.1 of [5]), there is no result
concerning universally optimal matrices of hypercubes. Theorem 3 sheds some light on the following
question: Which hypercubes have a universally optimal matrix?
Theorem 3. If s is a positive integer and r ∈ {−1, 0, 1, 2}, then the hypercube Qs2+r has a universally
optimal matrix.
Proof. We recursively deﬁne two sequences of matrices Hn and Ln. Let H0 = [1] and L0 = [0]. Given
Hn−1 and Ln−1, deﬁne
Hn =
[
Hn−1 I
I −Hn−1
]
and Ln =
[
Ln−1 I
I −Ln−1
]
.
By simple induction arguments which we omit, it can be shown that H2n = (n + 1)I and L2n = nI. Let
F be a ﬁeld and n = s2 + r. Consider the following 2n × 2n symmetric matrix over F
An =
[
Bn−1 + sI I
I a(Bn−1 − sI)
]
,
in which
(a, Bn−1) =
⎧⎪⎪⎨
⎪⎪⎩
(−1, Hn−1), if r = −1;
(−1, Ln−1), if r = 0;
(1, Hn−1), if r = 1;
(1, Ln−1), if r = 2.
Note that[
I 0
−a(Bn−1 − sI) I
]
An =
[
Bn−1 + sI I
0 0
]
.
It follows that rankF(An) = 2n−1. Since An ∈ SF(Qn) ∩ M0,1,−1 and MF(Qn) 2n−1 (see Proposi-
tion 2.4 and Corollary 2.7 of [1]), 2n−1 = rankF(An)mrF(Qn) 2n−1. Therefore An is a universally
optimal matrix for Qn. 
In Proposition 2.16 of [5], it was shown that if n = g, then the graph Kn Kg has a universally
optimal matrix and has ﬁeld independent minimum rank. In Example 3.5 of [5], the authors also
showed that K3 K2 does not have ﬁeld independent minimum rank. In Theorem 5 belowwe provide
more accurate results about the existence of a universally optimal matrix and the ﬁeld dependence of
minimum rank for the class of graphs Kn Kg . Before proving Theorem 5, we need some notation and
a lemma.
Given A = [aij] ∈ Fm×n and B ∈ Fp×q, the Kronecker product of A and B, written as A ⊗ B, is the
mp × nqmatrix over F with the block structure
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A ⊗ B =
⎡
⎢⎢⎢⎣
a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
...
. . .
...
an1B an2B · · · annB
⎤
⎥⎥⎥⎦ .
Denote by In−t,t the diagonal matrix diag(d1, d2, . . . , dn) such that d1 = d2 = · · · = dn−t = −1 and
dn−t+1 = dn−t+2 = · · · = dn = 1. We write A r∼ B (resp., A c∼ B) if matrix B can be obtained from
matrix A by a sequence of elementary row (resp., column) operations.
Lemma 4. Suppose G is a graph on g  2 vertices. Let n 2, A ∈ SF(G) and B = Jn ⊗ Ig + In−t,t ⊗ A,
where t ∈ {0, 1, 2, . . . , n − 2}. Then B ∈ SF(Kn G) and rankF(B) = g + (n − 2)rankF(A) +
rankF((n − 2t)A − A2).
Proof. Clearly we have B ∈ SF(Kn G). It can readily be seen that
B =
⎡
⎢⎢⎢⎢⎢⎢⎣
Ig − A Ig Ig · · · Ig
Ig
Ig
...
Ig
Jn−1 ⊗ Ig + In−1−t,t ⊗ A
⎤
⎥⎥⎥⎥⎥⎥⎦
c∼
⎡
⎢⎢⎢⎢⎢⎢⎣
Ig − A A A · · · A
Ig
Ig
...
Ig
In−1−t,t ⊗ A
⎤
⎥⎥⎥⎥⎥⎥⎦
r∼
⎡
⎢⎢⎢⎢⎢⎢⎣
0 2A − A2 A · · · A
Ig −A 0 · · · 0
0
...
0
A
...
A
In−2−t,t ⊗ A
⎤
⎥⎥⎥⎥⎥⎥⎦
c∼
⎡
⎢⎢⎢⎢⎢⎢⎣
0 (n − 2t)A − A2 A · · · A
Ig 0 0 · · · 0
0
...
0
0
...
0
In−2−t,t ⊗ A
⎤
⎥⎥⎥⎥⎥⎥⎦
r∼
⎡
⎢⎢⎢⎢⎢⎢⎣
0 (n − 2t)A − A2 0 · · · 0
Ig 0 0 · · · 0
0
...
0
0
...
0
In−2−t,t ⊗ A
⎤
⎥⎥⎥⎥⎥⎥⎦ .
The lemma now follows from the fact that rankF(In−2−t,t ⊗ A) = (n − 2)rankF(A). 
Theorem 5. Let n g  2.
(a) If n − g is even, then Kn Kg has a universally optimal matrix and has ﬁeld independent minimum
rank.
(b) If n − g is odd, then
mrF(Kn Kg) =
{
n + g − 2, if F /= Z2;
n + g − 1, if F = Z2.
Proof
(a) Suppose that n − g = 2t. Let B = Jn ⊗ Ig + In−t,t ⊗ Jg . Note that B ∈ SF(Kn Kg) ∩ M0,1,−1.
By Lemma 4, mrF(Kn Kg) rankF(B) g + (n − 2)rankF(Jg) + rankF((n − 2t)Jg − (Jg)2) =
g + (n − 2) + rankF((n − 2t − g)Jg) = g + n − 2 for any ﬁeld F . Part (a) of the theorem now
follows from the fact that mrF(Kn Kg) n + g − 2 which is an immediate consequence of
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Propositions 2.4 and 2.10 of [1]. Thus Kn Kg has the universally optimal matrix B and has ﬁeld
independent minimum rank.
(b) Suppose that n − g = 2t − 1. First consider the case F /= Z2. Let a ∈ F \ {0, 1} and b = a(a −
1)−1. Note that b /= 0 and ba = a + b. Denote by Î the diagonal matrix diag(d1, d2, . . . , dn)
such that d1 = −a, d2 = −b, d3 = d4 = · · · = dn−t+1 = −1 and dn−t+2 = dn−t+3 = · · · =
dn = 1. Let B = Jn ⊗ Ig + Î ⊗ Jg . The desired result mrF(Kn Kg) = n + g − 2 now follows
immediately from the facts that mrF(Kn Kg) n + g − 2 (Propositions 2.4 and 2.10 of [1]),
B ∈ SF(Kn Kg) and
B =
⎡
⎢⎢⎢⎢⎢⎢⎣
Ig − aJg Ig Ig · · · Ig
Ig Ig − bJg Ig · · · Ig
Ig
...
Ig
Ig
...
Ig
Jn−2 ⊗ Ig + In−t−1,t−1 ⊗ Jg
⎤
⎥⎥⎥⎥⎥⎥⎦
c∼
⎡
⎢⎢⎢⎢⎢⎢⎣
Ig − aJg aJg aJg · · · aJg
Ig −bJg 0 · · · 0
Ig
...
Ig
0
...
0
In−t−1,t−1 ⊗ Jg
⎤
⎥⎥⎥⎥⎥⎥⎦
r∼
⎡
⎢⎢⎢⎢⎢⎢⎣
0 ba(Jg − J2g ) aJg · · · aJg
Ig −bJg 0 · · · 0
0
...
0
bJg
...
bJg
In−t−1,t−1 ⊗ Jg
⎤
⎥⎥⎥⎥⎥⎥⎦
c,r∼
⎡
⎢⎢⎢⎢⎢⎢⎣
0 Jg − J2g Jg · · · Jg
Ig −Jg 0 · · · 0
0
...
0
Jg
...
Jg
In−t−1,t−1 ⊗ Jg
⎤
⎥⎥⎥⎥⎥⎥⎦
c,r∼
⎡
⎢⎢⎢⎢⎢⎢⎣
0 (n − 2t + 1)Jg − J2g 0 · · · 0
Ig 0 0 · · · 0
0
...
0
0
...
0
In−t−1,t−1 ⊗ Jg
⎤
⎥⎥⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 · · · 0
Ig 0 0 · · · 0
0
...
0
0
...
0
In−t−1,t−1 ⊗ Jg
⎤
⎥⎥⎥⎥⎥⎥⎦ .
Finally we consider the remaining case F = Z2. Denote by B a matrix in SZ2(Kn Kg). Note that B has
the form
B =
⎡
⎢⎢⎢⎢⎢⎣
Jg + D1 Ig · · · Ig
Ig Jg + D2 . . .
...
...
. . .
. . . Ig
Ig · · · Ig Jg + Dn
⎤
⎥⎥⎥⎥⎥⎦ ,
where Di’s are g × g diagonal matrices over Z2. Denote by Ai the matrix Jg + Di + Ig . Note that
rankZ2(Ai) 1, and rankZ2(Ai) = 1 if and only if Di = Ig . Let A = A2(Jg + D1) + A1. We claim that
rankZ2(B) n + g − 1. To see this, we note that
B
c∼
⎡
⎢⎢⎢⎢⎢⎢⎣
Jg + D1 A1 A1 · · · A1
Ig A2 0 · · · 0
Ig 0 A3 0
...
...
. . .
Ig 0 0 An
⎤
⎥⎥⎥⎥⎥⎥⎦
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r∼
⎡
⎢⎢⎢⎢⎢⎢⎣
0 A A1 · · · A1
Ig A2 0 · · · 0
0 A2 A3 0
...
...
. . .
0 A2 0 An
⎤
⎥⎥⎥⎥⎥⎥⎦
c∼
⎡
⎢⎢⎢⎢⎢⎢⎣
0 A A1 · · · A1
Ig 0 0 · · · 0
0 A2 A3 0
...
...
. . .
0 A2 0 An
⎤
⎥⎥⎥⎥⎥⎥⎦ .
If Di /= Ig for some i ∈ {1, 2, . . . , n}, then it can be seen that rankZ2(B) g + n − 1. If D1 = D2 =· · · = Dn = Ig , then A = gJg , A1 = A2 = · · · = An = Jg . Since g + n − 2 and n − g have the same
parity, we get
B
r,c∼
⎡
⎢⎢⎢⎢⎢⎢⎣
0 (g + n − 2)Jg 0 · · · 0
Ig 0 0 · · · 0
0 Jg Jg 0
...
...
. . .
0 Jg 0 Jg
⎤
⎥⎥⎥⎥⎥⎥⎦
r∼
⎡
⎢⎢⎢⎢⎢⎢⎣
0 Jg 0 · · · 0
Ig 0 0 · · · 0
0 0 Jg 0
...
...
. . .
0 0 0 Jg
⎤
⎥⎥⎥⎥⎥⎥⎦ ,
and hence rankZ2(B) = n + g − 1. This completes the proof of part (b) of the theorem. 
It was shown in Example 3.5 of [5] that K3 P2 does not have ﬁeld independent minimum rank.
One might be curious to know under what conditions Kn Pg has a universally optimal matrix. In
Theorem 8 below we show that Kn Pg has a universally optimal matrix and has ﬁeld independent
minimum rank whenever n 2 and g  3. To achieve the proof of Theorem 8, we need some notation
and facts. Hereafter, for brevity, we denote
U4n =
⎡
⎢⎢⎣
Jn In 0 0
In Jn − nIn In 0
0 In −Jn In
0 0 In Jn
⎤
⎥⎥⎦ .
Lemma 6. Let An,g ∈ SF(Kn Pg), B ∈ Fng×4n, Hn,g+4 ∈ F(ng+4n)×(ng+4n) such that
B =
[
0 In
0 0
]
and Hn,g+4 =
[
U4n B
T
B An,g
]
.
Then Hn,g+4 ∈ SF(Kn Pg+4) and rankF(Hn,g+4) = 4n + rankF(An,g).
Proof. It can readily be seen that Hn,g+4 ∈ SF(Kn Pg+4). By using elementary row and column
operations, Hn,g+4 can be transformed into the following form
Hn,g+4
r,c∼
[
U 0
0 An,g
]
, where U =
⎡
⎢⎢⎣
0 0 0 In
In 0 0 0
0 In 0 0
0 0 In 0
⎤
⎥⎥⎦ .
It follows that rankF(Hn,g+4) = 4n + rankF(An,g). 
The following elementary result of linear algebra is used in Theorems 8 and 9.
Proposition 7 (Corollary 2.3 of [5]). If A is a square matrix with integer entries, then rankF(A) rank(A)
for any ﬁeld F = Zp with p prime.
Theorem 8. If n 2 and g  3, then Kn Pg has a universally optimal matrix and has ﬁeld independent
minimum rank.
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Proof. First, note that Propositions 2.4 and 3.3 of [1] say that mrF(Kn Pg) ng − n for any ﬁeld F .
To prove this theorem, we now divide the proof into two cases.
Case 1. n is even. Let A2 = L(P2), A3 = L(P3) − I, A4 = L(P4), A5 = A(P5) + I. It is easy to check
that, for g = 2, 3, 4, 5, Ag ∈ SF(Pg), rank(Ag) = g − 1 and rank
(
2Ag − A2g
)
= g − 2. Let
Bn,g = Jn ⊗ Ig + In/2+1,n/2−1 ⊗ Ag,
where the notation In/2+1,n/2−1 is deﬁned just before Lemma 4.
By Lemma4, Proposition 7 and the properties of A2, A3, A4, A5, we get Bn,g ∈ SF(Kn Pg) ∩ M0,1,−1
and mrF(Kn Pg) rankF(Bn,g)=g + (n − 2)rankF(Ag)+rankF(2Ag − A2g) g+(n − 2)rank(Ag)+
rank(2Ag − A2g) = ng − n for any ﬁeld F . Thus, for g = 2, 3, 4, 5, Kn Pg has a universally optimal
matrix and has ﬁeld independent minimum rank.
Next, given g  2, assume that Kn Pg has a universally optimal matrix An,g and mrF(Kn Pg) =
ng − n for any ﬁeld F . We want to show that Kn Pg+4 has a universally optimal matrix and has ﬁeld
independent minimum rank
mr(Kn Pg+4) = n(g + 4) − n.
To showthese two facts, using thenotationof Lemma6,wehave, for anyﬁeld F ,Hn,g+4∈SF(Kn Pg+4)∩ M0,1,−1 and
mrF(Kn Pg+4) rankF(Hn,g+4)
= 4n + rankF(An,g)
= 4n + mrF(Kn Pg)
= n(g + 4) − n.
Since mrF(Kn Pg+4) n(g + 4) − n for any ﬁeld F , this completes the proof of Case 1.
Case 2. n is odd. Let
A3 = L(P3), A4 =
⎡
⎢⎢⎣
1 1 0 0
1 1 1 0
0 1 0 1
0 0 1 0
⎤
⎥⎥⎦ , A5 = A(P5), and A6 = L(P6).
It can be seen that, for each g ∈ {3, 4, 5, 6}, Ag ∈ SF(Pg), rank(Ag) = g − 1 and rank
(
Ag − A2g
)
=
g − 2.
We denote by Bn,g the matrix Jn ⊗ Ig + I(n+1)/2,(n−1)/2 ⊗ Ag . By Lemma 4, Proposition 7 and the
properties of A3, A4, A5, A6, we get Bn,g ∈ SF(Kn Pg) ∩ M0,1,−1 and mrF(Kn Pg) rankF(Bn,g) =
g + (n − 2)rankF(Ag) + rankF(Ag − A2g) g + (n − 2)rank(Ag) + rank(Ag − A2g) = ng − n for any
ﬁeld F . It follows that, for each g ∈ {3, 4, 5, 6}, Kn Pg has a universally optimal matrix and has ﬁeld
independent minimum rank.
Given g  3, assume that Kn Pg has a universally optimalmatrix An,g andmrF(Kn Pg) = ng − n
for any ﬁeld F . We claim that Kn Pg+4 has a universally optimal matrix and has ﬁeld independent
minimum rank mr(Kn Pg+4) = n(g + 4) − n. To see these claims, we use once again the notation
Hn,g+4 introduced in Lemma 6. As in the proof of Case 1, we have, for any ﬁeld F ,
Hn,g+4 ∈ SF(Kn Pg+4) ∩ M0,1,−1 and mrF(Kn Pg+4) n(g + 4) − n.
This completes the proof of Case 2. 
For the class of graphs Kn Cg , to the best of our knowledge, until now the only result concerning
universally optimal matrices and ﬁeld independence of minimum rank was shown in Example 3.9 of
[5], where the authors showed that K3 C5 does not have ﬁeld independent minimum rank. In the
following theorem we go a little deeper into the class of graphs Kn Cg .
592 L.-H. Huang et al. / Linear Algebra and its Applications 433 (2010) 585–594
Theorem 9. Suppose that t is a positive integer.
(a) If n is even, then Kn C6t has a universally optimal matrix and has ﬁeld independent minimum rank.
(b) If n is odd, then Kn C12t has a universally optimal matrix and has ﬁeld independent minimum rank.
Proof. For any ﬁeld F and for any g  4, by Proposition 2.4 and Corollary 3.12 of [1], we have
mrF(Kn Cg) ng − 2n.
(a) Let g = 6t and A = A(Cg) + Ig . Clearly, A ∈ SF(Cg). Proposition 3.5 of [4] tells us that 0, 2 are
eigenvalues of Awith the same multiplicities 2. It follows that rank(A) = g − 2 and rank(2A −
A2) = g − 4.
We denote by B the matrix Jn ⊗ Ig + In/2+1,n/2−1 ⊗ A. By Lemma 4, Proposition 7 and the dis-
cussion above, we see that B ∈ SF(Kn Cg) ∩ M0,1,−1 and ng − 2nmrF(Kn Cg) rankF(B)
= g + (n − 2)rankF(A) + rankF(2A − A2) g + (n − 2)rank(A) + rank(2A − A2)=ng − 2n
for any ﬁeld F . Thus Kn C6t has a universally optimal matrix and has ﬁeld independent mini-
mum rank.
(b) Let g = 12t and A = A(Cg). Clearly, A ∈ SF(Cg). Proposition 3.5 of [4] tells us that 0, 1 are eigen-
values of Awith the same multiplicities 2. It follows that rank(A) = g − 2 and rank(A − A2) =
g − 4.
Let us denote by B the matrix Jn ⊗ Ig + I(n+1)/2,(n−1)/2 ⊗ A. Again, by Lemma 4, Proposition
7 and the discussion above,we see thatB ∈ SF(Kn Cg) ∩ M0,1,−1 andng − 2nmrF(Kn Cg)
 rankF(B) = g + (n − 2)rankF(A) + rankF(A − A2) g + (n − 2)rank(A) + rank(A − A2)=
ng − 2n for anyﬁeld F . ThusKn C12t has a universally optimalmatrix andhasﬁeld independent
minimum rank. 
Let F be the collection of graphs that have ﬁeld independent minimum rank, but that do not
have a universally optimal matrix. In Example 2.25 of [5], the authors exhibit a disconnected graph
K3,3,3 ∪ (P3 ∪ 2K3) ∈ F . To close this paper, in Theorem 12 below, we use K3,3,3 ∪ (P3 ∪ 2K3) as a
building block to generate an s-connected graph Gs ∈ F for every positive integer s. Before proving
Theorem 12, we need some notation and some preparatory results.
If G and H are disjoint graphs, the disjoint union of graphs G and H is denoted by G ∪ H. A graph
which is a disjoint union of n copies of a graph G is denoted by nG. The complement of a graph G is
a graph G such that V(G) = V(G) and uv ∈ E(G) if and only if uv 	∈ E(G). The join G ∨ H of disjoint
graphs G and H is the graph obtained from G ∪ H by joining each vertex of G to each vertex of H. Let v
be a vertex of graph G. G − v is obtained from G by deleting vertex v together with all edges incident
to v. A vertex v of a graph is called a cut-vertex if deleting v and all edges incident to it increases the
number of connected components. Let v be a cut-vertex of G. If G − v consists of two disjoint graphs
W1 and W2 and let Gi(i = 1, 2) be the subgraph of G induced by {v} ∪ V(Wi), then G is called the
vertex-sum at v of the two graphs G1 and G2, and write G = G1⊕vG2.
Proposition 10. Let G be a graph and let v be a vertex of G.
(a) If K1 ∨ (G ∪ 2K1) has a universally optimal matrix, then G has a universally optimal matrix.
(b) If G has a universally optimal matrix and mrF(G) = mrF(G − v) for any ﬁeld F, then G − v has a
universally optimal matrix.
Proof
(a) Let H denote the graph K1 ∨ (G ∪ 2K1). Let A be a universally optimal matrix of H. Let m =|V(G)| + 2. We may assume, after a permutation similarity, that A is of the form
A =
[
a1 b
T
b U
]
, where U =
⎡
⎣B 0
0
a2 0
0 a3
⎤
⎦
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and b is a column vector withm nonzero components and B ∈ SF(G) for an arbitrary ﬁeld F .
Consider A as a matrix over F . There are two possibilities for the vector b.
If Ux = b for some column vector x in Fm, then a2 and a3 are nonzero entries, since b has no
zero components. In this scenario, it is easy to see that mrF(H) = rankF(A) = rankF(U) =
rankF(B) + 2. ThereforemrF(H) − 2 = rankF(B)mrF(G) = mrF(G ∪ 2K1)mrF(H) − 2,
where the last inequality follows from Proposition 2.1 (3) of [10].
IfUx = bhasno solution in Fm, then rankF(A) = rankF(U) + 2. It follows thatmrF(H) − 2 =
rankF(U) rankF(B)mrF(G) = mrF(G ∪ 2K1)mrF(H) − 2.
Note that B ∈ SF(G) ∩ M0,1,−1 for any ﬁeld F . From what has already been proved, we see
that G has a universally optimal matrix B.
(b) Let A be a universally optimal matrix of G, and partition A as
A =
[
a bT
b A1
]
,
where A1 ∈ SF(G − v) for any ﬁeld F . It is easily seen that rankF(A1) rankF(A)=mrF(G) =
mrF(G − v) rankF(A1) for any ﬁeld F . Thus G − v has a universally optimal matrix A1. This
proves part (b). 
Theorem 11 (Cutvertex Reduction Theorem [3,6,8]). If G = G1 ⊕v G2, thenmr(G) = min{mr(G1) +
mr(G2),mr(G1 − v) + mr(G2 − v) + 2}.
We remark that, for any ﬁeld F , the proof of Theorem 11 can bemodiﬁed to replace “mr"with “mrF "
in the Cut-vertex Reduction Theorem.
Theorem 12. For any positive integer s, there exists an s-connected graph Gs that has ﬁeld independent
minimum rank but Gs does not have a universally optimal matrix.
Proof. Denote by G the graph K3,3,3 ∪ (P3 ∪ 2K3). Given a positive integer s, let Gs be the graph Ks ∨
(G ∪ 2K1). Clearly, Gs is an s-connected graph. To show that Gs has ﬁeld independent minimum rank,
we prove mrF(Gs) = mr(G) + 2 for any ﬁeld F and for any positive integer s. First, by the remark
after Theorem 11, we see thatmrF(G1) = min{mrF(K1 ∨ G) + mrF(P3),mrF(G) + 2} = mrF(G) + 2.
Since it was shown in Example 2.25 of [5] that G has ﬁeld independent minimum rank, mrF(G1) =
mr(G) + 2. Let B be an optimal matrix for G over F and t = |V(G)| + 2. Let
As =
[
Js J
T
t×s
Jt×s U
]
, where U =
[
B 0
0 0
]
∈ Ft×t
and Jt×s is the t × smatrix over Fwith all entries equal to one. ClearlywehaveAs ∈ SF(Gs). Next, by ap-
plying elementary row (column) operations to As, it can be seen thatmr(G) + 2 = mrF(G1)mrF(Gs)
 rankF(As) = rankF(B) + 2 = mrF(G) + 2 = mr(G) + 2, and hence mrF(Gs) = mr(G) + 2.
In Example 2.25 of [5] it was also shown that G does not have a universally optimal matrix. Using
this property together with Proposition 10(a), it can readily be seen that G1 does not have a universally
optimalmatrix. Sincewe have already proven thatmrF(Gs) = mrF(Gs−1) for any ﬁeld F and any s > 1,
by Proposition 10(b) and the fact that G1 does not have a universally optimal matrix, we conclude that
Gs does not have a universally optimal matrix for any integer s 1. This completes the proof of the
theorem. 
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