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ABSTRACT 
This study was motivated by a desire to address the challenges of introductory programming courses. 
Ethiopian universities teach such courses in large classes (80+ students) and students complain about 
the difficulty of the courses and teaching variation of instructors. The study was set to explore 
optimum course and learning environment design approaches. 
The research question raised was: how can a blended learning approach be used to improve large 
class teaching of programming? In an action design research approach, the study was initiated with 
redesigning two consecutive courses and a supportive blended learning environment on the basis of 
existing learning theories and educational design frameworks.  Two cycles of action research were 
conducted for a dual goal of refinement and evaluation of the intervention. The action research was 
conducted during the 2012/13 academic year with 240 students at the beginning. 
A predominantly quantitative first cycle of action research produced a mixed outcome.  The students’ 
marks from assessment activities were fairly close to results from two other international universities. 
A pre- and post-implementation survey of students’ approach to learning showed a slight class level 
change towards the deep learning approach.  Conversely, some students were found at-risk (not 
progressing well) and certain technologies, particularly program visualisation tools, were found 
underutilised.  
The second action research cycle aimed to explain the result from the first round. A grounded action 
research evaluation of data from focus group discussions, interviews and participants’ memos 
identified plausible factors for meaningful programming learning in a large class. These factors were 
use of collaborative and pair programming; alignment of learning and assignment activities; 
integrated use of e-learning; and use of large class strategies like student mentors and team teaching.   
A critical realist interpretation of the result of the action research suggested that students can learn 
programming in large classes, 200+ in this study, with a course and learning environment design that 
keeps them engaged in learning and assessment activities. The study concludes that improved learning 
of programming can be possible with the use of students as mentors and changed role-dynamics of 
instructors, which presupposes adaptation of suitable pedagogical approaches and use of 
technologies.   
Key words: 
Learning introductory programming; computer science education (CSEd) research; computer 
education research (CER); teaching introductory programming; blended teaching and learning; large 
class teaching; design action research; course design; learning environment design; novice 
programmers; higher education in sub-Saharan Africa 
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Chapter 1                                                                                                          
I n t r o d u c t i o n 
 
1.1 This work is motivated by problems in practice 
This thesis is motivated partially by my own personal challenges in teaching introductory 
programming courses. Bass (2009), Reisberg and Rumbley (2011) and Ashcroft and Rayner (2012) 
have documented the prevalence of long established unidirectional lecturing and the terminal 
examination dominated tradition of teaching in Ethiopian schools and higher education. Serbessa 
(2006) has added that many of the contextual factors, such as teacher and student attitudes, curricular 
materials, assessment practices, and prior student experiences all pose obstacles to embedding active 
learning in Ethiopian primary schools. The extension of the same type of socio-cultural problems to 
secondary and post-secondary education is evident from the many challenges that Saint (2004) has 
identified in implementing reform in Ethiopian higher education institutions. 
Teaching programming in such a context is challenging. New programming students (also known as 
novices) commence their course with subdued motivation, often the result of misinformation from 
their seniors, and their frustration increases when they struggle with program concepts and laboratory 
activities. Programming lecturers, and I include myself among them, used to blame students for their 
lack of interest; their inadequate academic background, challenged experience and inability to solve 
programming problems. Students, in turn, hold teachers responsible for their poor examination results 
and inadequate programming skills. This problem inspired my interest in this area of research.  
The second motivation emanated from acknowledging the fact that Sub-Saharan Africa is facing a 
steadily increasing demand for access to higher education which widened the challenges of higher 
education (UNESCO-UIS, 2011; Altbach, Reisberg, & Rumbley, 2009; Yizengaw, 2008). The 
immediate consequence is an increase in class sizes, the adverse impact of which is widely debated in 
the literature (Iipinge, 2013; Tessema, 2009; Apple & Nelson, 2002). Given the relationship between 
class size and educational quality, I argue that African educators have a moral and professional 
obligation to identify and exercise teaching and learning (T&L) strategies that best suit large class 
education.  
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1.2 This is computer science education research  
As will be described later in section 1.3, this thesis examines how programming education 
environments can be structured in order to optimise the effectiveness of students‘ learning experience 
in large class contexts, an area that typically belongs to computer science education (CSEd) research 
(Fincher & Petre, 2004). The research area is also referred to as computing education research or CER 
(Sorva, Karavita, & Malmi, 2013; Pears, Seidman, Eney, Kinnunen, & Malmi, 2005). CSEd research 
is multi-disciplinary with roots in computer science, cognitive science, and the learning sciences. It is 
problem-oriented and has been popularised by, among others, multi-national and multi-institutional 
collaborative research projects of the McCracken Working Group, the Leeds Groups, and BRACE and 
BRACElet (Clear, Whaley, Robbins, Philpott, Eckerdal, Laakso, & Lister, 2011; Fincher, Lister, Clear, 
Robins, Tenenberg, & Petre, 2005). The main goal of CSEd research is to help computing educators to 
develop pedagogical content knowledge – knowledge of particular content from the point of view of 
teaching it – and curricular knowledge or knowledge of various alternative approaches and techniques 
for teaching about a subject (Sorva et al., 2013). 
More specifically, the focus is on novice programming and how to improve novice programmers‘ 
learning in an introductory programming course, an area also researched by Robins, Rountree and 
Rountree (2003). Anecdotal experience (section 1.1) and the literature have revealed to me that 
students often perform poorly in programming assessment activities and retain little from their 
programming courses (Butler& Morgan, 2007; Lister et al., 2004; Robins et al. 2003; Sleeman, 1986).  
The main focus of this study was on the T&L process. I explored the integration of blended learning 
and mainly constructivist pedagogical strategies for facilitating improved T&L of programming in a 
large class teaching context. Blended learning combines web-based technologies (such as learning 
management systems) and innovative pedagogical approaches with established face-to-face 
instructional activities (Hofmann, 2008; Driscoll, 2002). Constructivism envisions activity-based 
learning where students take an active role in their learning through doing and constructing meaning – 
or knowledge (Ben-Ari, 2001). 
1.3 This is action design research 
My research approach has evolved during the course of this research. The nature of the study requires 
that one experiences the problem practically as well as from the literature before designing a solution, 
referred to as an artefact (for product) or intervention (for process),which is to be accompanied by its 
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implementation in the actual learning context. The implementation serves the dual role of evaluating 
the impact of the artefact and refining the artefact itself. I considered action research (Baskerville & 
Myers, 2004) and design research – with its two variants of design science research and design-based 
research (De Villiers & Harpur, 2013) as two ideal approaches for the study. 
I selected action design research (ADR) as my research approach. Sein, Henfridsson, Purao, Rossi, 
and Lindgren (2011) integrated design science research with action research to bring in ADR as a new 
design research flavour. Sein et al. (2011) considered ADR as particularly suitable for building and 
evaluating an artefact in an organisational context. ADR was used in this study as a framework for 
design and refinement of a blended learning environment and course design through naturalistic 
evaluation with action research based implementation.  
On the research issue and methodology: 
The main research question of the study was ―How can a blended learning approach be used to 
improve large class teaching of programming?” Collins, Joseph and Bielaczyc (2004) point out that 
naturalistic design research entails a multitude of variables that cannot be fully controlled or even 
known in advance. With this precaution in mind, I selected the blended learning environment and its 
implementation path or trajectory as the independent variables of the study. The associated dependent 
variables were the usefulness and fitness of the intervention. The definition of fitness given by Gill and 
Hevner (2013) is adopted. This defines the fitness of an organism as: its ability to replicate and evolve 
over successive generations. In this case, it is the ability of the intervention (and its design) to evolve 
and sustain itself over successive implementations in different large class contexts.  
The research question was addressed by establishing the relationship between the independent and 
dependent variables and by capturing unintended outcomes through data collection and analysis, 
applying a mixed-methods sequential explanatory design approach. Ivankova, Creswell, and Stick 
(2006) describe such a design as cyclic in that it starts with predominantly quantitative data collection 
and analysis in the first cycle and has a follow-up cycle of predominantly qualitative data collection 
and analysis to explain the results from the first cycle. This design is implemented in two cycles of 
action research, with the first cycle addressing the usability of the intervention mainly through 
students’ approach to learning survey (Biggs, Kember, & Leung, 2001) and performance analysis with 
naturally occurring data. The second cycle targets the fitness issue through a satisfaction survey and 
grounded action research (Baskerville &d Pries-Heje, 1999) analysis of qualitative data.  
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On epistemological perspectives: 
Epistemologically, I took flexible and changing pluralist perspectives, which is essential for design 
research (Vaishnavi & Kuechler, 2004). I had a pragmatic and interpretive mindset during the design 
and in situ implementation, evaluation and refinement of the intervention. As suggested by Vaishnavi 
and Kuechler (2004, 2013) and advocated for IS research by other scholars (for example, Mingers, 
Mutch, & Willcocks, 2013; Smith, 2006), the critical realist epistemological perspective was taken in 
the later stage of the research process for purposes of higher-level abstraction and generalisation.  
1.4 Thesis structure 
This thesis consists of four main parts which can be explained as follows:  
- The first part of the thesis contains a survey of the literature on programming education and large 
class T&L (chapter 2). The challenges of introductory programming education are reviewed, both 
from learning and teaching perspectives and the peculiarities of large class teaching.   
- The second part, on course and learning environment design, begins with a literature study that 
targets pedagogy (chapter 3) and T&L good practices and technologies in the blended learning of 
programming (chapter 4). Chapter 5 is dedicated to present an initial design for an introductory 
programming course and its learning environment.  
- The third part of the thesis discusses the core aspects of the action design research: two cycles of 
interwoven building, intervention and evaluation and parallel participatory reflection and learning. 
This part is contained in three chapters (chapter 6 through chapter 8).  
- The fourth part presents the interpretation of the results from the mixed-methods sequential 
explanatory study incorporated in the two cycles of activities (chapter 9) and the conclusion in 
chapter 10.  
The organisation of the thesis chapters is illustrated in Figure 1-1. 
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Figure 1-1: Organisation of the thesis chapters 
1.5 Suggestion on how to read the thesis 
Figure 1-2 presents the organisation of the thesis as a dialogue (to be read top down by column). The 
best way to read this thesis is sequentially through the chapters. However, I expect that most readers of 
this thesis will have some experience with CSEd research. Each part of the thesis and chapter has 
introductory prefaces that summarise the core connection with the remaining relevant chapters/parts. 
This should allow for ease of reading of the particular chapters.   
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Part I: The challenge of large class introductory 
programming education 
I hear that programming education is not working 
well, and I wonder about its complexity in large class 
teaching. 
Yes. The teaching and learning of programming has 
been found to be problematic worldwide. Though not 
yet uniformly agreed upon, there are arguments for the 
adverse impact of large classes on programming 
education. 
So, what are the difficulties inherent in the teaching and 
learning of programming? 
There are opposing views on the impact of large classes 
on student performance. However, most people agree 
that large classes make students feel isolated and 
anonymous in class, thus reducing their engagement in, 
and their motivation for, learning. Large class strategies 
are necessary for addressing the financial constraints 
that result from the steady growth in the demand for 
higher education. 
And how does large class size affect programming 
education? If it is challenging, why do people and 
institutions use it? 
No single factor explains the difficulties. One of the important 
student factors is the difficulty they experience in 
understanding program dynamics and the role of the 
computer in executing programs. The associated important 
teaching challenge is to identify and apply appropriate 
teaching and assessment strategies that can bring about 
balanced programming knowledge and skills development. 
Part II: Course and learning environment design for 
introductory programming 
Are there any established theories and practical 
approaches to alleviate the problems? 
Yes. There are contemporary learning theories, 
many of which have been practically tested, and 
accessible technologies and best practices for 
programming education. 
What are the pedagogical ones? 
The list of pedagogical approaches and theories is too long 
to summarise here. Recent work in computer science 
education shows the positive role of constructivist learning 
theories and models. Cooperative learning and the 
alignment of learning and assessment activities with course 
outcomes have been found to promote student learning.   
And what are the technological opportunities? 
Information technologies are being used in programming 
education in different forms. The common areas include 
the use of e-learning, program visualisation and 
development tools and interactive tutorials. There are 
many open-source and free tools available, even though 
most of them are at the experimental stage. Empirical 
studies on their use claim positive results in minimising 
some of the problems of programming education. 
Part III: Empirical investigation of blended programming 
education 
Is the integration of pedagogy and technology working 
for large class programming education? 
Evidence is limited but promising in some cases. This work 
is a case in point. The attention is on a course, a learning 
environment, and interaction design with sound pedagogical 
underpinnings and careful selection and integration of 
technologies. 
Okay, what do we need to get started? 
It is difficult to say without conducting an empirical 
investigation in an actual programming education context. 
The design must be implemented and evaluated 
incrementally with the participation of relevant 
stakeholders (students, instructors, pedagogies, and 
administration body). 
 
In what way can such a design influence programming 
education? 
Reinventing the wheel is an unwarranted exercise for 
institutions in the developing world. We need to start with an 
educational design that is based on accessible technologies 
(UUhistle for program visualisation, Moodle for e-learning, and 
open resources) and to apply them in a constructively aligned 
course and learning environment design. 
Right, how do you implement it and in what ways does the 
implantation influence student learning and the design itself? 
Our design is evaluated with two cycles of action research. 
The results of the first round show that students become 
slightly deep learners and their scores in a common 
examination corresponded more closely to the marks of 
students from two institutions that participated in the 
BRACElet project. This suggests that the design has a 
positive impact.   
And what did you do in the second cycle? 
The intervention design was refined to support at-risk 
students and to better integrate the use of visualisation 
tools. Grounded action research evaluation of 
qualitative data showed that students can learn 
programming in large classes with enhanced student 
support. The instructor’s role should be more about 
resource development, collaboration, learner-centred 
assessment and feedback 
What did you learn in the end? 
The interpretation of the emergent results of the action 
research using a critical realist procedure revealed three 
levels of student outcomes: meaningful programming 
learning, incrementally improved learning and little or no 
learning, with the factors pertaining to each being 
identified. Generally, the study shows that students can 
learn programming in large classes in the presence of a 
course and learning environment design that keeps them 
engaged in learning and assessment activities.    
Part IV: Conclusion and recommendation 
 
 
 
 
 
 
 
  
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1-2: The thesis as a dialogue 
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1.6 Limitations of the study 
This empirical study was enacted within the context of Hawassa University. The University was 
running all of its study programmes in a face-to-face modality with a few programmes having 
additional paper-based distance education modality. There was no e-learning strategy adopted and no 
e-learning infrastructure and support structure (administrative, technical and pedagogical) put in place 
institutionally during the period of the research. The study was thus conducted with experimental e-
learning infrastructure with a limited support from outside the implementation school, School of 
Informatics.  
The University‘s academic schedule also needed to be accommodated. One such observable impact, 
and which was beyond the control of the researcher, was the late entry of first year students to the 
university during the academic year 2012/13. First year students were late by five weeks and there 
were two separate academic calendars at the University. This has had direct impact on use of senior 
students for the student support scheme mainly during examination and inter-semester break of senior 
students.       
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Part I 
The challenge of large class introductory programming education 
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Introduction to Part I 
Just as a doctor cannot prescribe an effective remedy without a proper diagnosis, the 
instructional designer cannot properly recommend an effective prescriptive solution without an 
accurate analysis of the instructional problem. 
Ertmer and Newby (2013, p. 44) 
 
Many beginner students across the globe fail their first programming course. There is evidence from computing 
education (CSEd) research that shows the problem is significant and not just particular to a few local 
institutions.  
The difficulties of learning programming, and also of teaching it, have been exacerbated by the increase in the 
number of students in a class. As a result of the massification of higher education, large class teaching has 
become a global phenomenon in the developing and the developed world alike (Hornsby & Osman, 2014).    
Part I consists of a chapter (Chapter 2) that examines the challenges facing the teaching and learning of 
programming. It also outlines the additional difficulties that large class teaching presents for programming 
education. The chapter sets the scene for a more detailed look at what it takes to learn to program, which will 
follow in Part II. 
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Chapter 2                                                                                                             
Large class programming education 
2.1 Introduction  
This chapter introduces the problem area of the study. It reviews the literature on how and why 
teaching and learning of introductory programming is so challenging to students and teachers alike. 
The chapter also raises issues of large class teaching, which is an immediate effect of massification of 
higher education worldwide. The study is contextualised within the two problematic areas by 
establishing its problem domain on the basis of the literature study. The chapter is divided into four 
sections, starting with a review of challenges presented by introductory programming courses in 
section 2.2, and large class teaching in 2.3. Specific issues related to higher education in Sub-Saharan 
Africa are covered in section 2.4. The chapter concludes by outlining the study‘s focus problem area in 
the last section (2.5).   
2.2 The challenges presented by programming education 
The difficulties that novice programmers encounter in learning to program have been investigated by 
many researchers (Sarpong, Arthur, & Owusu, 2013; Mow, 2008; Gomes & Mendes, 2007; Robins, 
Haden, & Garner, 2006; Huet, Pacheco, Tavares, & Weir, 2004; Robins et al., 2003). In general, these 
studies have shown that novice programmers make limited progress in learning introductory 
programming courses, the immediate results of which include high failure and dropout rates in the 
courses concerned (Sarpong et al., 2013; Govender & Grayson, 2006).  
Ranumol, Jayaprakash, and Janakiram (2010) reported difficulties students experience at the different 
levels of Bloom‘s taxonomy‘s cognitive domains, apart from the programming language used. At a 
knowledge level, students frequently make errors because they have difficulty in remembering the 
syntax of a programming language, or they lack the knowledge and skill to use library functions, or 
they forget to declare a variable before using it in their code (Garner, Haden & Robins, 2005). 
Ranumol et al. (2010) and Garner et al. (2005) have identified persistent difficulties in program design 
(problem understanding, algorithm design, translating algorithms into program code, comprehending 
code, and testing and correcting code/algorithms), knowledge and skills that span the ranges of 
cognitive levels in Bloom‘s taxonomy (from comprehension to evaluation levels). Besides these 
design-related problems, Robins et al. (2006) revealed that students are equally challenged by 
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programming language related concepts and constructs, particularly in the topics of loops, arrays, data 
flows, variables, Booleans and conditions. 
The cause of students‘ difficulties are many and diverse (Sarpong et al., 2013). A summary is provided 
on the basis of Biggs‘ (2001) presage, process and product or the ―3P‖ model. Presage factors are 
those that happen before learning takes place, the process factors concern events during learning, 
while the product factors relate to the outcomes of learning.   
2.2.1 Teaching context presage factors 
Teaching context factors are those that are related to what is intended to be taught, how it will be 
taught and assessed, the expertise of the teacher and the climate of the classroom and of the institution 
(Biggs, 2001). The widely cited teaching context related factors in introductory programming courses 
(or in novice programming, as these are referred to in some papers) are the following:  
- Different aspects of programming: Robins et al. (2003) explain this problem by illustrating the 
difficulty associated with programming concepts and learning activities that require students to 
develop an understanding of programming language constructs (both syntax and semantics) such 
as machine-level implementation and behaviour of constructs and program code (e.g. in the case 
of variables, control structures) and creating mental models of problem solving with computers 
(comprehending the logic of a problem solution, its algorithmic representation and code 
equivalent in a given programming language, and the behaviour of the solution code during 
execution). Gomes and Mendes (2007) observe that this is challenging for students of introductory 
programming who are taking the course at a difficult period of their life, i.e. at the beginning of 
their higher education. At this time students encounter many difficulties and novelties in their 
new, autonomous lives. Multi-national and multi-institutional large-scale collaborative research on 
novice programming such as the McCracken group, the Leeds group, and the BRACE and 
BRACElet projects (Clear et al., 2011; Fincher et al., 2005) concentrate on investigating the way 
in which novice programmers learn to write code. Clear et al. (2011) focus on exploring the kind 
of relationship that exists between different skills required in programming (the basic constructs, 
tracing, explaining the purpose of code segment, and code writing) in order to determine the 
precursor skills that are required for code writing. Their findings suggest a combination of code 
tracing and code explanation skills as a strong predictor of student performance in code writing.   
- Teaching methods: the main resources required for novices to learn programming are classroom 
teaching, laboratory sessions (practice using a computer) and programming textbooks/learning 
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resources (Renumol et al., 2010). Gomes and Mendes (2007) have outlined the inadequacies of 
these methods. Some of these shortcomings are inadequacy of personalised teaching, a teaching 
strategy that lacks support for all students‘ learning styles, the teaching of dynamic concepts 
through static materials, and teachers‘ concentration on teaching programming languages and their 
syntactic details instead of promoting problem solving. The learning resources, particularly 
introductory programming textbooks, are also structured according to the constructs of the 
particular programming language used (Pears et al., 2007).  
- Curricula, programming language and paradigm choice: a longstanding debate exists on which 
programming paradigm (such as object-first, imperative-first, or functional-first, etc.) and which 
programming language to use for introductory programming courses (ACM & IEEE, 2001, 2013). 
A literature survey conducted by Pears et al. (2007) demonstrates the prevalence of different 
views in the choice of programming language for teaching programming, with various arguments 
for and against, for instance, using programming languages that are in use in industries but have 
complex syntactic structures (such as Java, C++, C) versus using pedagogically driven language-
independent tools (such as algorithmic ones) for teaching introductory programming.   
2.2.2 Student presage factors 
Student presage factors relate to students‘ prior knowledge of the topic, their interest and ability in the 
topic, their commitment to their education, and the like (Biggs, 2001). The computer science education 
(CSE) literature discusses the following student factors as contributing to difficulties in learning and 
teaching programming.  
Suitability of pre-existing learning strategies: Robins et al. (2003) and Lister et al. (2006) demonstrate 
that students‘ prior learning strategies obscure their ability to learn to program. For example, novice 
students generally approach programming ―line by line‖ and they fail to see the forest for the trees 
(Lister et al., 2006). That is, whereas expert programmers form abstract representations based upon the 
purpose of the code, novices form concrete representations based on how the code functions. Robins et 
al. (2003) conclude that the pre-existing learning strategy is the determinant factor that initially 
distinguishes effective and ineffective novices, with the latter demanding intensive follow-up and 
support from teachers if they are to become successful in their learning of programming.   
- Students’ ability and attitudes: the literature is unanimous that novice students do not know how 
to solve problems (Gomes & Mendes; 2007; Garner et al., 2005; Robins et al., 2003). Students 
lack generic problem solving skills and do not know how to create an algorithm. Gomes, Carmo, 
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Bigotte, and Mendes (2006) and Meyer, Dyck, and Vilberg (1989, cited in Ala-Mutka, n.d.), show 
that student mathematical or science abilities seem to be related to success in learning to program. 
Robins et al. (2003) identify the important role of students‘ attitudes in confronting problematic 
situations (for example, when they err). In this regard, Perkins et al. (1989), cited in Robins et al. 
(2003), identify three types of student behaviour: stoppers, movers, and tinkerers. Stoppers simply 
stop and abandon all hope of solving the problem on their own when they encounter errors. 
Movers keep trying and improve by using feedback, while tinkerers cannot track their program 
and make changes more or less randomly. Stoppers and tinkerers do not progress very far in their 
programming task.  
2.2.3 Process factors 
The process factors relate to what students and their teachers do during the time of teaching and 
learning. The main process-related challenges in introductory programming are:  
- Study methods:  the study methods followed by many novice students are not suitable for 
programming learning (Gomes & Mendes, 2007). Anecdotal observation shows that students 
sometimes apply memorisation of formulas or procedures. Some students also believe that they 
can learn to program mostly through reading a textbook. Mow (2008) note that the basic ICT 
skills gap students face (in the use of a keyboard, an operating system, and file management and 
related activities) obscure their engagement in their practical learning of programming.  
- What learning programming means: There are diverse points of view on what learning 
programming means: as mathematics-based, problem solving-based, learning a particular 
programming language, or as code/system generation (Pears, 2010).  Whatever approach is 
adopted, Pears et al. advise that we should give serious consideration to what we want, can and 
should achieve in the course. Saeli, Perrenet, Jochems and Zwanrveld (2011) remind us about the 
need to apply pedagogical content knowledge, which is the way of representing and formulating 
the subject that makes it comprehensible, to enable researchers and teachers to better understand 
the issues related to the teaching and learning of the subject. To uncover the pedagogical content 
knowledge for programming, Saeli et al. recommend teachers or researchers to answer the 
following core questions: what are the reasons to teach programming, what are the concepts we 
need to teach programming; what are the most common difficulties/misconceptions students 
encounter while learning to program; and how to teach the topics.  
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- Motivation and comfort-level:  studies in educational psychology relate students‘ goal attainment 
with their self-efficacy (confidence and ability to execute and regulate important action in life) and 
goal setting (Schunk, 1990; Volet, 1997; Cheng & Chiou, 2010). Cheng and Chiou (2010) present 
a literature study that shows reciprocal relationship and influence amongst self-efficacy, academic 
(and task) performance, goal setting, motivation to learn, and goal commitment. Bergin and Reilly 
(2005) examined the influence of motivation (a student‘s willingness, need, desire and compulsion 
to participate and be successful in learning process) and comfort-level (a student‘s ease to ask and 
answer, self-perception, self-esteem and self-efficacy) on learning to program. The result from 
Bergin and Reilly‘s (2005) study shows the positive impact of intrinsic motivation and intrinsic 
goal setting on their programming performance. The study also establishes strong correlation 
between programming performance and the value students give to a task in terms of how 
important, how useful and how interesting an educational activity is. This portrays the importance 
of consideration of motivational factors (with a focus on the intrinsic ones) in the design and 
implementation of teaching, learning and assessment activities (Huet et al., 2004; Bergin & Reilly, 
2005). Jenkins (2002) capitalises on this for the increasing diversity of students in terms of their 
prior experiences, their pre-existing skills, their expectations and their level of motivations.  
2.2.4 Product factors 
Having divergent views on what learning to program means (discussed above) suggests the existence 
of different expectations as to the learning outcomes of introductory programming courses. An earlier 
study by Pea and Kurland (1984) placed emphasis on the importance of building the learning 
experiences and developmental transformations of the novice in order to create competence in the 
appropriate application of higher order cognitive skills. Pea and Kurland (1984) argue that the 
processes of learning and development in the instructional and programming environment need to 
build up students‘ competence in planning and problem solving heuristics in mental activities, both 
with and without computers. The joint ACM and IEEE CS2008 interim review of the CS2001 
computing curricula added the need to have ―a more systematic approach to the treatment of learning 
outcomes‖ (ACM and IEEE, 2008, p. 17). Pea and Kurland (1984) advocate linking the level of 
programming skill to specific expected outcomes, and suggest that teachers and researchers should 
focus on process and the type of interactions that students (with different levels of entering skills) have 
with programming and the instructional environment.  
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This section (2.2) has outlined the challenges associated with the teaching and learning of introductory 
programming. Factors identified include: 
- the presage: particular aspects of programming concepts and skills; problems in the teaching 
methods employed by programming teachers, and issues related to students‘ prior learning 
strategies, abilities and attitudes  
- the process: the use of less suitable study methods by students, and the use by teachers of teaching 
methods that do not match the course‘s design philosophy and the students‘ level of competence 
- the product: the gap between outlining learning outcomes that articulate students‘ conceptual 
skills and knowledge development and associating these outcomes with learning activities and the 
instructional environment.  
In the next section, 2.3, I will discuss additional challenges that emerge as class sizes become larger.    
2.3 The challenges of large class education 
Over the past 20 years there has been a worldwide trend towards massification in higher education (Hornsby & 
Osman, 2014, Altbach et al., 2009). Hornsby and Osman (2014) adopt Scott‘s (1995), definition of 
massification as a rapid increase in student enrolment. In the case of Sub-Saharan Africa, while the region has a 
lower higher education enrolment than to the rest of the world, the gross enrolment ratio has doubled from 3% 
in 1990 to 7% in 2010, according to figures from UNESCO Institute for Statistics (UNESCO, 2010). This trend 
is predicted to continue (Mulryan-Kyne, 2010). 
A consequence of this growth in higher education is increased pressure on institutions and teaching staff, which 
usually results in, among other effects, increased class size (Foley & Masingila, 2014; Mulryan-Kyne, 2010). 
There is a perception that large classes ―impede meaningful teaching and learning‖ (Iipinge, 2013, p. 105). This 
is because higher learning institutions are being expected to accommodate greater numbers of students with 
fewer resources (Hornsby & Osman, 2014). Table 2-1 presents a summary of the challenges that are widely 
cited to relate to large class teaching in higher education institutions in studies such as Prosser and Trigwell 
(2014), Hornsby and Osman (2014), Foley and Masingila (2014), Gobena (2013), Mulyan-Kyne (2010) and 
Cuseo (2007). The primary challenge facing students in large-class teaching is a decline in effective teacher-
student interaction. From the teacher‘s perspectives, there is an obvious increase in staff workload, which 
causes undesired effects when it is combined with gaps in identifying and applying appropriate large class 
teaching strategies (which is the focus of Chapters 3 and 4).   
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A sparse body of CSEd literature reports on the issue of large class teaching of introductory computer science 
(Kay, 1998; Apple & Nelson, 2002; Holmquist et al., 2002; Chamillard & Merkle, 2002; Decker, Ventura, & 
Egert, 2006; Brown & Baatard, 2008). Apple and Nelson (2002) and Kay (1998) have found that students in 
large introductory computer science classes have traits that are similar to those presented in Table 2-1 
increasing risk factors for their learning. Chamillard and Merkle (2002) examined issues associated with 
developing and administrating a large introductory computer science course and identified two core challenges 
as ensuring that course materials are developed and distributed to the students in a timely manner, and grading 
loads on instructors. With the focus on programming courses, Brown and Baatard (2008) revealed the 
challenges facing programming teachers of large classes in enabling students to comfortably use the 
development environment for their learning purposes. Apple and Nelson (2002) conclude that any shortcoming 
in addressing these factors leads to early frustration and disengagement on the part of students.  
Table 2-1: Large  university classes from student and teacher perspectives 
Student perspectives  Teacher perspectives 
- Decreased student-teacher interaction  causing 
student anonymity and passivity; 
- Poor student engagement in learning  activities 
and lower level of motivation;  
- Student dissatisfaction with large classes; 
- Unpreparedness of first-year students for large 
class teaching; 
- Undesired behaviours such as late coming, 
absenteeism, and off-task engagement; 
- Less individual accountability, noise and 
distraction. 
- Stress to function effectively in large class; 
- Difficulties to relate as individual with 
students; 
- problems in two-way communication and 
feedback; 
- Resorting to traditional teaching methods to 
allow time for other responsibilities; 
- Resource problems such as insufficient copies 
of textbooks. 
 Researchers who are interested in exploring large class issues such as Mulryan-Kyne (2010), Leger et al. (2013) 
and Hornsby and Osman (2014) recognise the challenges of teaching and learning in large classes.  Given that 
large classes are a compelling reality due to massification of higher education and the prevailed economic 
constraints (Altbach & Peterson, 1999; Altbach et al., 2009), it is essential that alternative pedagogies and 
technologies are explored to ―reinforce student learning and ensure quality education‖ with in large class 
context (Hornsby & Osman, 2014, p. 714). Part II of this thesis discusses the contemporary innovative approach 
from pedagogical and technological perspectives that could provide opportunities to achieve the desired level of 
student learning. Before that, the next section (2.4) presents the challenges from the perspectives of Sub-
Saharan Africa higher education.  
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2.4 Common challenges in Sub-Saharan Africa   
Academic and organisational studies conducted on Sub-Saharan Africa higher education report the 
existence of additional challenges that cause unprecedented difficulties in the development of the 
sector (UNESCO, 2010; Azcona et al., 2008; Teferra & Altbach, 2004; GUNi, IAU, & AAU, 2011; 
Materu, 2007). The UNESCO Institute for Statistics (UNESCO, 2010) and other Africa-wide studies 
such as Teferra and Altbach (2004) and Adam (2003) present the following facts about higher 
education in the region: 
- There is growing pressure for further expansion of higher education: despite rapid expansion over 
the past several decades (for example, Ethiopian higher education has grown from two to 31 
public universities within the last two decades), tertiary education systems in Sub-Saharan Africa 
are not equipped to deal with the huge demand that has resulted from broader access to secondary 
education. Bateman (2008) shows that while there is intense focus on expanding higher education, 
there is a gap in paying due attention to relevance and quality of education in many of the 
countries in the region.  
- There are resource constraints that pose a serious challenge: for many countries in the region, it 
is extremely difficult to secure adequate funding for tertiary education. There is also the problem 
of misallocation and poor prioritisation of available financial resources. Teffera and Altbach 
(2004) illustrate this problem by showing that the budgets of individual universities in many 
industrialised countries exceed the entire national budget for higher education in many African 
nations. There is a further claim that innovative approaches in higher education are hampered by 
the prevalence of bad governance, poor, insufficient and highly bureaucratic management systems 
and lack of skill and competence (Teferra & Altbach, 2004; Azcona et al., 2008; Bateman, 2008). 
- There are infrastructure problems: Adam (2003) and Bateman (2008) summarise the technology 
related challenges of Sub-Saharan countries, and their higher education institutions in particular, 
as high Internet access costs, low bandwidth, poor ICT infrastructure and often unreliable 
communication facilities. Internet World Stats (2014) show that the Internet penetration rate of 
Africa is only 26.5% and there is a vast difference in the level of access to the Internet between 
countries. For example, Ethiopia, the second most populous nation, shares only 0.6% of the 
African total. Adam (2003) highlights the constraints placed on the higher education institutions of 
the region that range from bandwidth availability and expense to the changing culture of 
academics and students. ICT policies to support development in higher education are also 
inadequate (Bateman, 2008).  
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- There are language and cultural issues: culture plays a challenging role in innovation in African 
higher education (Adam, 2003; Kessy, Kaemba, & Gachoka, 2006). In Ethiopia, the educational 
culture is believed to inadvertently promote shallow learning (Bass, 2009). Ashcroft and Rayner 
(2012) confirm an overwhelming focus on lectures followed by terminal examinations, and a 
tendency to regard teaching largely in terms of the transfer of knowledge from teacher to students. 
There are some arguments that relate these characteristics to the prevalence of classes of large size 
(Tessema, 2009). 
2.5 Problem domain of this study 
The issues related to large class programming education raised in this chapter cover a broad area of 
curriculum, teaching and learning techniques, technological and cultural issues. Even though this study 
is exploratory in nature, it is essential to limit the research problem area to what can be dealt with in a 
single thesis. Hence, the points of focus of the study being reported in this thesis are:  
- Programming course design issues: Sections 2.2.1 and 2.2.2 present many of the programming 
subject, curriculum and student-related presage factors. Section 2.2.4 demonstrates that there is a 
gap in specifying learning outcomes of introductory programming courses in a way that makes it 
clear to students why they are taking the course. This study explored course design issues that 
would enable programming teachers to communicate course-related information easily to students; 
and in this way to increase their level of engagement in programming learning activities.  
- Programming learning environment design and implementation issues: a better solution for 
programming education to address the main challenges (summarised in section 2.2.3) must be 
found. The second problem area of this study is the exploration of how better learning 
environments can be designed for improved learning of programming. This can be defined as 
fostering the adoption of higher order cognitive skills such as problem solving and critical 
thinking (Hornsby & Osman, 2014). The target is the integration of pedagogical and technological 
innovative approaches (which are presented next in chapter 3 and chapter 4) in order to bring 
about the desired effects within large class teaching contexts, contexts which are not considered 
conducive to student engagement, motivation or performance, as presented in sections 2.3 and 2.4.   
The research, thus, raised the main question of: ―How can a blended learning approach be used to 
improve large class teaching of programming?”  
The research question is operationalised into the following sub-questions:  
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1. How can a blended environment be developed for large class teaching and learning of introductory 
programming?  
2. How does implementation of this blended environment (the intervention) affect students‘ learning 
of programming in a large class?  
3. How fit is the blended teaching and learning intervention, in terms of its decomposability and 
malleability, for large class programming education?  
With the research question and its sub-questions, the research considers two variables: usefulness and 
fitness of blended learning design and implementation in the context of Sub-Saharan Africa. The 
research questions and the two variables are discussed further in Chapter 6.   
This part of the thesis has presented the research problem and its context of implementation. The next 
part (Part II) presents in two chapters a literature review on pedagogical and technological approaches, 
tools and techniques to integrate in instructional planning and learning environment design. The third 
chapter of Part II (Chapter 5) wraps up the Part with the presentation of the instructional plan and its 
embedding blended learning environment.   
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Part II 
Course and learning environment design for introductory 
programming
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Introduction to Part II 
“Learning theories are a source of verified instructional strategies, tactics, and techniques.” 
Ertmer and Newby (2013) 
 
“Teachers need to integrate technology seamlessly into the curriculum instead of viewing it as an add-on, an 
afterthought, or an event.”  
 Heidi-Hayes Jacobs 
 
“It is not about the technology; it’s about sharing knowledge and information, communicating efficiently, 
building learning communities and creating a culture of professionalism in schools. These are the key 
responsibilities of all educational leaders.”  
 Marion Ginapolis 
 
This part of the thesis explores mechanisms for addressing the challenges and difficulties in the areas of large 
class teaching and introductory programming learning that were briefly discussed in Part I. There is consensus 
globally that educational innovation needs to cater for both pedagogy and technology. This part contains three 
chapters, with the first two discussing the two components of educational innovation – learning theories and 
pedagogy in chapter 3 and technological scaffolds in chapter 4. Chapter 5 presents the design (course and 
learning environment) for the case course of this study. 
Chapter 3 queries the epistemological assumptions of various learning theories to understand how learning is 
perceived by different educational proponents. It follows by exploring different learning models and frameworks 
proposed as pedagogical content knowledge for instructional designers and teachers. Some teaching and 
learning good practices from CSEd and generic education literature are overviewed, which in combination with 
the learning theories, models and frameworks are intended to establish the pedagogical strategies for course 
and learning environment design.       
Chapter 4 proceeds with a presentation of the theoretical assumptions, lived experiences and state of the art of 
educational technologies with a focus on blended learning and programming teaching tools. Contemporary 
open source technologies are chosen for their accessibility in the context of the developing world. Such 
technologies for blended learning of computer programming are explored for their potential in supporting the 
case courses of this study. Blended learning evaluation frameworks and criteria are studied with a view to 
applying them in performance and success measures of blended learning initiatives.  
These two chapters in combination offer the necessary inputs for course and learning environment design in 
Chapter 5. This chapter presents a course redesign and a design for a blended teaching and learning 
environment that is intended to support the delivery of the restructured course in a large class setting. The 
learning environment design includes the use of team-teaching and student mentor support for large class face-
to-face instructional activities. E-learning and innovative programming teaching tools are incorporated as 
environmental parameters to facilitate the face-to-face activities and to offer additional online cognitive tools, 
communication, collaboration and resource provision functionalities. 
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Chapter 3                                                                                                            
Theories and practices of teaching and learning 
3.1 Introduction 
This chapter reviews learning theories and course design issues in order to conceptualise mechanisms 
that help to resolve, or at least withstand some of the challenges and difficulties of the large class 
teaching of programming. Different theories of learning (behaviourism, cognitivism, constructivism, 
phenomenography and socio-cultural learning) are explored in section 3.2 in view of their integrative 
use in learning design. Issues in learning (or instructional) design and different theoretical models and 
frameworks developed over time to support educational designers and teachers are covered in greater 
depth in section 3.3. The Analysis, Design, Development, Implementation and Evaluation (ADDIE) 
generic instructional design process, Jonasson‘s (1999) constructivist learning environment design 
model, Biggs‘ (1996) principle of constructive alignment and Laurillard‘s (1997, 2002, 2013) 
conversational framework are found to have the potential to serve as pedagogical content knowledge 
(Saeli et al., 2011) for course designers.  
The last two sections (3.4 and 3.5) present good practices and strategies in the use of such knowledge 
to address the challenges of teaching introductory programming, and of large class teaching in general. 
The chapter ends with an outline of proposed pedagogical solutions (strategies) for achieving student 
learning of programming within large class settings or at least, as stated above, for coping with some 
of the associated challenges and difficulties (which were presented in chapter 2).      
3.2 Learning theories 
There have been repeated calls for applications of pedagogy to introduce theory-informed 
improvements for computer science education (ACM & IEEE, 2001, 2008, and 2013). This is of 
particular interest when addressing the ―computer crisis‖, i.e., plummeting enrolments in computing 
fields since 2000 in the western world (ACM & IEEE, 2008). In addition, as Ertmer and Newby (1993, 
updated in 2013) have emphasised, focus on learning theories and pedagogy is important, because 
what we believe about the way learning occurs has important implications for our methods of teaching.  
This section characterises widely established learning theories by identifying their distinguishing 
features and their use in instructional (i.e. teaching and learning) design and implementation. The three 
learning theories in extensive use in educational design are the behaviourist, cognitivist and 
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constructivist theories, which have their origin in psychology and their epistemological viewpoints 
within the rationalism-empiricism continuum (Ertmer & Newby, 1993 updated in 2013; De Villiers, 
2005). The emerging learning frameworks (and the pedagogy) of phenomenographic pedagogy 
(Trigwell, Prosser, & Ginns, 2005) and social-cultural learning (Grabinger, Aplin, & Ponnappa-
Brenner, 2007) are also reviewed in view of their role/relation in constructivist learning. 
Learning is viewed and defined differently by different theorists (Ertmer & Newby, 1993). In this 
study, the definition given by Schunk (1991) given in Ertmer and Newby (1993, p. 45) is used. It 
defines learning as ―bringing enduring change in behaviour or in the capacity to behave in a given 
fashion, which results from practice or other forms of experience‖. Ertmer and Newby further pose 
seven definitive questions, five of which are adopted from Schunk (1991), that are used to distinguish 
each learning theory from another. Six of the questions are used to summarise the key characteristics 
of the behaviourist, cognitivist and constructivist learning theories in Table 3-1. The last row reflecting 
the roles of teachers in the teaching and learning process is added for the purpose of this study. The 
key features of the three learning theories that are presented in Table 3-1 are drawn primarily form 
Ertmer and Newby (1993 and its 2013 update) and De Villiers (2005).   
3.2.1 Behaviourism, cognitivism and constructivism 
Behaviourist learning theory places emphasis on the need to identify learning outcomes (responses), 
the provision of the appropriate teaching and learning activities (stimuli), feedback (reinforcement for 
learning), and the creation of environmental conditions to facilitate students‘ learning. Teachers play a 
leading role in terms of planning and presenting the learning materials and ensuring that learning has 
happened through feedback (such as cues) and shaping students‘ practices and performance (e.g. 
through different kinds of assessment). This kind of greater control of the learning process by teachers, 
it is argued, influences students‘ tendency to remain passive observers (listeners).  
Cognitivism overlaps with behaviourism in its emphasis on learner and environmental factors in 
influencing student learning. These two paradigms also have commonalities in the role of feedback 
and in the use of pre-assessment of students‘ prior learning/knowledge to judge where new learning 
processes should start from.   
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Table 3-1: Learning theories (drawn from Ertmer & Newby (1993, 2013) and De Villiers (2005)) 
Issues Behaviourism Cognitivism  Constructivism 
How does 
learning 
occur? 
Learning is accomplished when a proper response is 
demonstrated following the presentation of a specific 
environmental stimulus. The key elements are the 
stimulus, the response, and the association between 
the two. 
Learning is a change in states of knowledge and is acquired through 
promoting mental processing – that is, how information is received, 
organised, stored and retrieved by the mind.  
Knowledge is not mind-independent. Humans 
create/build meaning (they do not acquire it) by 
personal interpretation of their experience. The crucial 
factors enabling learning to occur are activity 
(practice), concept (knowledge) and culture (context).  
What factors 
influence 
learning? 
Learner factors are important, but behaviourists place 
great emphasis on environmental conditions (or 
stimuli) and the arrangement of the stimuli and their 
consequences in the environment.  
There is strong emphasis on the role of environmental conditions such as 
instructional explanations, demonstrations, illustrative examples and 
matched non-examples, practice and corrective feedback to guide 
student learning. Equally important is the active role of students in the 
learning process as well as their thoughts, beliefs, attitudes, and values. 
Both learner and environmental factors are critical, and 
the interaction between the two creates knowledge. 
Embedding content knowledge in a situation and 
realistic settings and learning tasks need to be relevant 
to the students‘ lived experience.  
How does 
transfer 
occur? 
Transfer (or application of learned knowledge) is a 
result of generalisation, i.e. transfer across elements. 
Transfer is a function of how information is stored in memory. When a 
learner understands how to apply knowledge in different contexts, then 
transfer has occurred.  
Transfer can be facilitated by involvement in authentic 
tasks anchored in meaningful contexts. The goal of 
instruction is to portray tasks, not to define the 
structure of learning required to achieve a task. 
What types of 
learning are 
best explained 
by the theory? 
Reliable and effective for learning that involves 
discrimination (recalling facts), generalisation 
(defining and illustrating concepts), association 
(applying explanations), and chaining (performing a 
specified procedures).  
More appropriate for explaining complex forms of learning (reasoning, 
problem solving, information processing). Behaviourist learning cannot 
adequately explain the acquisition of higher level skills that require a 
greater depth of processing.  
If one accepts that there are three stages of knowledge 
acquisition – introductory, advanced, and expert – the 
constructivist learning environment is most effective 
for the stage of advanced knowledge acquisition (to 
learn in an ill-structured domain). 
What basic 
assumptions / 
principles of 
the theory are 
relevant for 
instructional 
design? 
Specific behaviourist assumptions include establishing 
observable and measurable outcomes, pre-assessment 
to determine the starting point of instruction, a focus 
on knowledge mastery before application, 
reinforcement to impact on performance, and the use 
of cues, shaping and practice. These principles are 
common practices in conventional education. 
Cognitivism has commonality with behaviourism in its use of feedback 
and in the focus given to learner and task analysis to determine students‘ 
predisposition to learning. Cognitivist strategies include active 
involvement of students, use of cognitive task analysis (to illustrate 
prerequisite relationships), emphasis on information structuring, 
processing and organisation, and the creation of a learning environment 
that encourages students to make cognitive connections with previously 
learned material.  
Strategies: situating tasks in real world contexts; use of 
cognitive apprenticeships (modelling and coaching); 
presentation of multiple perspectives (e.g. through 
collaborative learning), social negotiation, use of real 
world cases, reflective awareness, and provision of 
guidance on the use of constructive processes. 
Principles place emphasis on context, learner control, 
capability to manipulate information, diversification of 
information presentation, support for the use of 
problem solving skills. 
How should 
instruction be 
structured to 
facilitate 
learning? 
Presentation of the target stimulus (instruction) and 
the provision of opportunities for the student to 
practise making the proper or desired response.  
Emphasis on making knowledge meaningful and helping students to 
organise and relate new information to existing knowledge through 
structuring learning based on students‘ existing mental structures and 
using strategies such as learning by analogies and metaphors.  
A move from teaching to learning, from the passive 
transfer of facts and routines to the active application 
of ideas to problems.    
Major role of 
teachers and 
instructional 
designers 
Teachers determine which cues can elicit the desired 
responses; create the setting (to connect the stimulus 
with the education goal), and arrange environmental 
conditions for students to make the correct responses 
(for the stimuli and reinforcement of feedback) 
Teachers need to understand the various learning experiences that 
individual learners bring to the learning situation, and to determine the 
most effective manner in which to organise and structure new 
information, and arrange practice with feedback for efficient assimilation 
and/or accommodation of the new information with learners‘ cognitive 
structures.   
Teacher role is critical in instructing the student on 
how to construct meaning (how to effectively monitor, 
evaluate, and update those constructions) and to align 
and design experience for learners so that authentic, 
relevant contexts can be experienced.  
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The distinguishing element is the greater emphasis given by cognitivism to mental processes in 
learning or knowledge acquisition, also referred to as the creation of mental structures or schema. 
Cognitivism views mental processing, i.e. how information is received, organised, stored and retrieved 
by the mind, as a critical element of the learning process. Effective teaching is, hence, considered to 
demand the application of cognitive task analysis (to identify students‘ prior knowledge or schema and 
to determine how a given task can help to make a link between the new information and the existing 
schema) and the active engagement of students in the learning process. Cognitivist learning requires 
teachers to prepare a learning environment that enables students to make connections with their prior 
knowledge. Teachers need to know their students‘ prior learning experiences first and then to 
determine learning activities and structure learning materials in a way that will help students create the 
required connections with their prior knowledge. An arrangement of follow-up practices with feedback 
is believed to guide the students towards the achievement of the learning goal. 
Building on cognitivism, constructivism moved further away from the behaviourist knowledge 
presentation and the transmission mode of learning towards considering knowledge, not as acquired 
but as constructed by the active engagement of students. Citing Shuell (1986), Biggs (1993) proposes 
that the emphasis of a constructivist view of learning is one in which people actively construct 
knowledge for themselves, according to emergent categories derived from social interaction, not from 
observation. The teaching activity should be designed to stimulate students to actively construct 
meaning from their experience (Wittrock, 1977 as cited in Biggs, 1993). This is achieved through 
embedding content know-ledge in a realistic setting that helps students to engage with ill-defined 
problems and to learn from their practice and the effort exerted in solving the problems. Teachers have 
a critical role in constructive learning, instructing students to construct their own meaning and creating 
authentic and relevant context so that students can experience and learn from their interaction.  
Constructivism has many aspects that it shares with other learning theories, particularly with 
phenomenographic pedagogy (Trigwell, Prosser & Ginns, 2005) and socio-cultural learning theories 
(Grabinger et al., 2007). The two theories/pedagogical approaches are presented in the following sub 
section 3.2.2. 
3.2.2 Socio-cultural learning and phenomenographic pedagogy 
Socio-cultural learning theorists criticise the ―molecular approach focus‖ of behaviourism that breaks 
instruction down into small pieces (objectives). The criticism widens to behaviourism‘s instructional 
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strategies as being less important for development of higher-order cognitive skills (Grabinger et al., 
2007). Socio-cultural theory focuses on the social dimension of consciousness as primary, that is, it 
places emphasis on the roles that participation in social interactions and culturally organised activities 
play in influencing psychological development (Scott & Palincsar, n.d.). A socio-cultural learning 
approach encourages students to experience negotiating meaning making with others by immersing 
themselves in authentic problems and collaborating with others (Grabinger et al., 2007; Giustini, 2008; 
Cobb & Bowers, 1999). It is closely associated with the notion of situated learning and social 
constructivism (Giustini, 2008.; Herrington & Oliver, 2000).  
Phenomenographic pedagogy (Trigwell et al., 2005) emerged from the influential ―theory‖ of 
phenomenography (Marton, 1981). Phenomenography is a research specialisation that investigates 
empirically the qualitatively different ways in which people understand a particular phenomenon or an 
aspect of the world around them (Marton & Pong, 2005). Phenomenographic research aims at 
description, analysis and understanding of experience (Marton, 1981). Early phenomenographic 
research by Marton, Hounsell, and Entwistle (1984) examined ―what it means that some people are 
better at learning than others‖, leading to the identification of the two student approaches to learning – 
deep (an attempt to understand ideas beyond the textual) – and surface (reading the text, and 
memorising passages but not going further).  
With a focus on teaching, Bowden in Trigwell et al. (2005) consider phenomenographic pedagogy as a 
qualitatively different way of approaching teaching. It is concerned with particular ways of facilitating 
learning that is meaningful and results in new ways of seeing the world (Trigwell et al., 2005). 
Phenomenographic pedagogy promotes diversification of teaching methods and practices; teachers 
need to have both theoretical and practical understanding of how students learn and to undertake a 
teaching inventory and reflect on their teaching to improve learning quality.     
The learning theories and pedagogical points of view discussed up to this point in this section present 
diverse perceptions of what learning means and how meaningful learning becomes possible. 
Irrespective of the differences, Ertmer and Newby (1993, updated in 2013) underline the importance of 
laying down a structured theoretical foundation for planning and conducting instructional design 
activities. Snelbecker, in Ertmer and Newby (1993), argues that individuals addressing practical 
learning problems cannot afford the luxury of restricting themselves to only one theoretical position. 
Snelbecker, in Ertmer and Newby (1993), advises instructional designers to examine each theoretical 
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thought and select those principles and concepts which seem to be of value for their particular 
educational situation.    
As presented in Table 3-1, in the column headed what types of learning are best explained by the 
theory, each learning theory has its own strengths and most appropriate areas of application. 
Behaviourist theory is preferred for introducing new concepts in the form of direct lecturing, while 
cognitive and constructivist learning is most appropriate for building students‘ higher-order skills of 
analytical thinking, problem solving and the like. For this reason, De Villiers (2005) proposes a meta-
model to integrate concepts from contemporary learning theories into a framework intended to serve as 
a design aid. Similarly, Pryor and Crossouard (2008) argue in favour of using socio-cultural learning to 
explain and support formative assessment and Grabinger et al. (2007) suggest using socio-cultural 
learning to create learning environments for situated learning. The 2013 update of Ertmer and Newby 
(1993) acknowledges a greater acceptance of constructivism in recent years as a base for our teaching 
methods. It also reports on increasing acceptance of learning as both a personal and a social process. 
This is particularly evident in the influx of CSEd publications on constructivist CS education after the 
pioneering work of Ben-Ari (2001) and the promotion of cooperative learning as a strategy.  
3.3 Learning design 
Section 2 explored the different notions of learning from different learning theory perspectives. 
Educational practices (such as teaching and learning) require the encapsulation of the view of learning 
into learning design (Koper, 2006), also referred to as instructional design (Gustafson & Branch, 
2002). Koper (2006) defines learning design as the description of the teaching-learning process that 
takes place in a unit of learning (e.g. a course, a lesson or any other designed learning event). The key 
task in learning design is identifying the learning activities and the support activities that are 
performed by different persons (learners, teachers) in the context of a unit of learning.  
This section describes the learning design process and the tools proposed to support it. The term 
instruction is widely used in established learning design models and tools with roots in behaviourism. 
However, as Gustafson and Branch (2002) have emphasised, instructional designs can be made 
learner-centred, goal-oriented, and real-world performance focused. That is, a model designed for 
behaviourist learning (i.e. focusing on teaching/instructing) can be adapted for constructivist learning 
(i.e. with a focus on learning). Keeping this in mind, this section presents the learning design process 
and tools with particular emphasis on the following four topics, each of which is covered in a sub-unit:  
1. Learning design process 
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2. Learning environment design  
3. Use of Biggs‘ constructive alignment in learning design 
4. Use of Laurillard‘s conversational framework in learning environment design. 
3.3.1 Learning design process 
Different instructional design models have been conceived to systemise the instruction design process 
into more effective, efficient and relevant procedures (Gustafson & Branch, 2001; Reiser, 2001). 
Gustafson and Branch (2002) show that there is some overlap between the established models and a 
prominent conceptual model called ADDIE can be used as a consolidating model. This model is based 
on general systems theory (Gustafson & Branch, 2001). Gustafson and Branch summed up the 
implications of a systems approach to the instructional design process as starting with analysis of 
learning needs and the statement of the learning goal(s). Design includes writing objectives in 
measurable terms, specifying learning activities and determining learning media (or resources). 
Development includes preparing student and instructor materials as specified during the design. 
Implementation includes delivering the instruction (or facilitating student learning) in the setting(s) for 
which it was designed. Evaluation includes ensuring that the materials achieve the desired goals 
through formative assessment (i.e. assessment for learning and evaluation), summative assessment (i.e. 
assessment for comprehensive evaluation), and revision (i.e. refining the instructional or learning 
design).    
Dick and Carey (2005) proposed a more explicit instructional design model which is referred to as 
Dick and Carey’s instructional design model. According to Gustafson and Branch (2002), this model 
is structured to direct instructional design practices. It is based on ADDIE and, despite its linear 
representation, the model that is illustrated in Figure 3-1 shows the iterative nature of instructional 
design through the forward and backward arrows.  
According to Dick and Carey (2005), different components, such as the instructor, learners, learning 
materials, instructional activities, delivery system, and the teaching and performance environments, 
interact with each other to bring about the desired student learning outcomes. The different 
instructional design activities outlined in the Dick and Carey model are the following: 
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Figure 3-1: Dick and Carey‘s (2005) Instructional (learning) design model 
- Assess needs to identify instructional goal(s): Assess the course‘s expectation (goals) in terms of 
students‘ level of skill, knowledge or attitude (SKA) development. 
- Conduct instructional analysis: Identify what a learner must recall and identify what a learner 
must be able to do to perform a particular task. 
- Analyse learners and contexts: Identify general characteristics of the target audience, including 
prior skills, prior experience and basic demographics; identify characteristics directly related to 
the skill to be taught; and perform analysis of the performance and learning settings. 
- Write performance objectives (or learning outcomes): Objectives consist of a description of the 
behaviour, the condition and the criteria. The component of an objective that describes the criteria 
will be used to judge the learner's performance. 
- Develop assessment instruments: plan criterion-referenced test items to diagnose individual 
possessions of the necessary prerequisites for new learning as well as to check the mastery of 
knowledge and skills during the process of teaching and learning.  
- Develop instructional strategy: intended to outline how instructional activities can relate to the 
accomplishment of the instructional goals. 
In addition, the actual teaching and learning activities involve developing learning resources, 
conducting classes, and designing and conducting formative and summative assessments. The overall 
processes need to be further evaluated to identify areas for improvement.   
The ADDIE and the Dick and Carey model focus on instruction or a type of learning in the 
behaviourism-cognitivism continuum. A cognitive-constructive based instructional perspective is 
investigated by Merrill, Barclay, and Schaak (2007). Based on a meta-analysis of prior studies on 
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instruction, Merrill et al. (2007) present five prescriptive principles, which are labelled as the first 
principles of instruction. These principles are:  
- Task-centred approach: learning is promoted when learners are engaged in a task-centred 
approach, which includes demonstration and application of component skills. 
- Activation principle: learning is promoted when learners activate relevant cognitive structures by 
being directed to recall, describe, or demonstrate relevant prior knowledge or experience. 
- Demonstration principle: learning is promoted when learners observe a demonstration of the skills 
to be learned that is consistent with the type of content being taught.  
- Application principle: learning is promoted when learners engage in the application of their newly 
acquired knowledge or skill. 
- Integration principle: learning is promoted when learners integrate their new knowledge into their 
everyday life by being directed to reflect on, discuss, or defend their new knowledge or skill.  
 
Merrill et al. (2007) propose a four-phase cycle of instruction (activation, demonstration, application, 
and integration). In this framework, instructional components taught in the context of real-world 
problems are considered engaging for students. In order to achieve such engaging instruction, Merrill 
et al. (2007) suggest scaled instructional strategies, i.e. starting with information-only instructional 
strategies and increasing the complexity of the learning step by step. The complexity of the learning 
widens by including demonstration, application (real-world activity) with corrective feedback, 
recalling relevant experience activities, reflection, and encouraging students to create or apply new 
knowledge to performance on similar tasks in the real world beyond the instructional situation. Merrill 
et al. (2007) emphasise the need to integrate all the previously utilised strategies when applying the 
next, higher level strategy.  
The four-stage instruction cycle of Merrill et al. (2007) also relates to the Three-Stage Learning Model 
of Mayes and Fowler (1999) that is widely used in blended learning courseware design (Roberts, 2003; 
Mayes & De Freitas, 2004; Hadjerrouit, 2008). Mayes and Fowler (1999) consider learning to be a 
three-stage process that includes conceptualisation (creating initial exposure to a new concept), 
construction (applying the new concept) and dialogue (conversing, reflecting and extending the new 
concept).  
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Having provided a basic outline of learning theories in section 3.2 and instructional design strategies in 
this section, the next subsection (3.3.2) concentrates on describing issues related to learning 
environment design to support such learner-centred instruction. 
3.3.2 Learning environment design 
The growing number of information technologies has revitalised the interest in studying learner 
environment design (Quintana, Carra, Krajcik, & Soloway, 2001). Jonassen (1999) offers a model with 
a constructivist focus for designing learning environments that can accommodate the instructional 
strategies described in subsection 3.3.1.  
The central core of Jonasson‘s model is a real-world problem, something practitioners do as part of 
their work/project, or in his terms the question, case, problem or project that learners attempt to solve 
or resolve. A problem constitutes a learning goal that learners may accept or adapt, leading to 
ownership of the problem and the associated learning goals by students. Jonasson specifies three 
integrated components of a problem in a constructive learning environment:  
1. Problem context: description in the problem statement of all the contextual factors that surround a 
problem such as the performance environment (the physical, organisational and socio-cultural 
context in which problems occur) and the values, beliefs and socio-cultural expectations of the 
people involved.   
2. Problem representation: problem must be interesting, appealing, and engaging. This relates to the 
media/technology used, the authentic nature of the problem (which refers both to the extent to 
which the problem supports performance of specific real-world tasks, and the extent to which the 
problem is personally relevant or interesting to the learner), and the structure of the problem 
representation.    
3. Problem manipulation space: to make the learning activity (problem) engaging, the learning 
environment must include components (objects, signs, and tools – be they physical, simulatory or 
hypothetical) that enable students to manipulate something (construct a product, manipulate 
parameters, make decisions, etc.) and affect the environment in some way.   
In addition, the learning environment needs to provide various ―interpretive and intellectual support 
systems‖ (Jonassen, 1999, p. 215). The components necessary for the support are access to the 
following cluster of resources and tools:  
- Related cases: to help novice students refer related experiences and learn through engaging in 
scaffolding and enhancing their cognitive flexibility. 
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- Information resources: rich sources of information, that offer alternative options for students, and 
that are relevant to students‘ construction of their mental models and that drive students to 
manipulate their problem space.  
- Cognitive (knowledge construction) tools: tools that facilitate scaffolding of students‘ ability to 
perform complex and authentic tasks. The type and nature of the cognitive tools should be 
decided, based on the identification of the activity structures of the problem, the required skills 
and know-ledge to solve the problem, and the skills and knowledge that are already possessed by 
the students. The cognitive tools are included to support students in building on their existing 
knowledge and skills to fill the observed gap. Jonasson (1999) categorised the cognitive tools into 
problem/task representation tools (such as flowcharting tools) and knowledge modelling tools 
(such as performance support tools and information gathering tools).  
- Conversation and collaborative tools: technology-mediated communication facilities to support 
collaboration among communities of learners or for teams of people working together to solve 
problems.  
- Social/contextual support: contextual factors (such as skills gaps among students, teachers and 
other personnel) need to be accommodated in order to ensure successful student-centred learning.   
 
Related sets of learning elements have also been proposed by Herrington and Oliver (2000) for 
situated learning and by Estes (2004) for experiential learning, all of whom are advocates of student-
centred education. Merrill et al. (2007) and Jonassen (1999) underline the importance of continuous 
student support in the form of guidance, coaching and reflection. Guidance is necessary when students 
are exploring attributes of the problem, such as when they are investigating related cases and pursuing 
information resources. Jonasson (1999) suggests that this can be done by a skilled (but not an expert) 
performer. Coaching (which includes motivating learners, analysing their performance and providing 
feedback and advice on this performance, and provoking reflection) is essential when students are 
articulating what they have learned and when they are engaging in constructing solutions (during 
algorithm design and writing code, for example). Scaffolding involves supporting students in learning 
and performing what is beyond their capacity through mechanisms such as adjusting the difficulty of 
the task, restructuring the task to supplant a lack of prior knowledge, or providing alternative 
assessments.  
The two subsections above (3.3.1 and 3.3.2) describe the necessary constituents and design issues of a 
learning unit (a course, in the case of this thesis) and a learning environment to facilitate student 
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learning. The next two sections (3.3.3 and 3.3.4) present frameworks and pedagogical tools that assist 
educational designers and teachers in structuring and developing the actual learning unit and learning 
environment.     
3.3.3 Using constructive alignment for learning design 
Biggs (1996) introduces the concept of constructive alignment as a marriage between constructivism 
and the practice of instruction/learning design. Whereas constructivism stresses centrality of the 
learner‘s activities in creating meaning, instruction/learning design places emphasis on alignment 
between the objectives of a learning unit and the targets for assessing student performance. The 
conceptual underpinning of constructive alignment is the notion that teaching forms a complex system 
embracing (at classroom level) teacher, students, the teaching context, student learning activities, and 
the outcome. Constructive alignment enhances teaching by addressing the system as a whole. The 
starting point in achieving this is the definition of teaching/learning outcomes at a high cognitive level, 
followed by the association (alignment) of the different components of the system with the defined 
outcome(s). Three core components that need to be aligned are: 
- Intended learning outcomes or performance of understanding as it was initially termed by Biggs 
(1996). 
- Teaching/learning activities that are judged likely to lead to attaining the outcomes.  
- Assessment tasks that are designed to assess and summatively report student performance.   
The alignment procedure is summarised in Figure 3-2. It shows the four steps of alignment that Biggs 
and Tang (2007) believe can be visualised. These four steps of alignment are:   
1. Describe the intended learning outcome in the form of a verb (learning activity), its object (the 
content) and specify the context and a standard the students are to attain. 
2. Create a learning environment using teaching/learning activities that address that verb and are 
therefore likely to bring about the intended outcome. 
3. Use assessment tasks that also contain that verb, thus enabling one to judge, with the help of 
rubrics, if and how well students‘ performances meet the criteria. 
4. Transform these judgments into standard grading criteria. 
 
35 
 
 
Figure 3-2: ILOs, teaching and assessment tasks (Biggs & Tang, 2007) 
Developing intended learning outcomes 
Biggs and Tang (2007) differentiate objectives from the intended learning outcomes. An objective 
refers to a positive outcome of teaching in general and is expressed in terms of what the teacher has to 
do. The intended learning outcome designates what the student should be able to do after teaching and 
learning (p. 70). The term intended learning outcome is preferred to objectives because of its focus on 
expressing outcomes from the perspective of the student; this, according to Biggs and Tang (2007), 
helps the students to recognise what learning activities are involved and what level of understanding is 
expected from them in order to achieve the learning outcomes.  
Development of intended learning outcomes requires taking into consideration the hierarchical nature 
of understanding as proposed by the phenomenographic research of Marton (1981), which was 
described in section 3.2. The competence level demanded by a learning unit needs to be expressed 
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using outcome statements that apply a chosen established learning taxonomy and appropriately 
selected terminologies.  
Biggs and Tang (2007) suggest the Structure of the Observed Learning Outcome (SOLO) as a 
systematic way of describing how a learner‘s performance grows in complexity when mastering 
academic tasks. As depicted in Figure 3-3, SOLO has five hierarchical levels: pre-structural – the 
learning task is not tackled appropriately and the student has not understood the point; uni-structural – 
one or a few aspects of the task are taken up and used (understanding is nominal); multi-structural – 
several aspects of the task are learned but are treated separately (understanding as knowing about); 
relational – the components are integrated into a coherent whole with each part contributing to the 
overall meaning (understanding as appreciating relationships); and, extended abstract – the integrated 
whole at the rational level is reconceptualised at a higher level of abstraction (understanding involving 
meta-cognition).   
 
Figure 3-3: SOLO taxonomy (Biggs & Tang, 2007)  
Fuller et al. (2007) demonstrate a widespread use of Bloom‘s taxonomy of the cognitive domain in 
computer science education for both structuring outcome statements and for design of assessment 
tasks. However, Fuller et al. (2007) point out the discomfort among CS educators about the use of 
Bloom‘s taxonomy (and its revised version) in the context of computer science education. It is argued 
that it is relatively easier to apply knowledge to solve simple problems in CS (which is the highest 
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cognitive level in Bloom‘s taxonomy) than to describe this knowledge (which is a lower level 
cognitive skill). There is also the argument that computer science instructors do not find the terms 
synthesis and evaluation useful in describing learning outcomes and assessment tasks for programming 
courses. Fuller et al. (2007) propose a two dimensional adaptation of Bloom’s taxonomy (or a Matrix 
Taxonomy) along with a range of vocabularies for expressing intended learning outcomes in the 
context of computer science.  
Aligned teaching/learning activities and assessment tasks  
Biggs and Tang (2007) present the alignment aspect of constructive alignment as activating the 
learning activity in the intended outcomes, expressed as a verb, in the form of teaching and assessment 
tasks. This alignment is achieved by ensuring that the intended verb in the outcome statement is 
present in the teaching/learning activity and in the assessment task.  
In planning the teaching/learning activities, Biggs and Tang (2007) emphasise the importance of two 
elements: (1) the imperative that the intended learning outcomes are embedded in the teaching/learning 
activities, and (2) the need for the teacher, rather than doing the work of teaching, to focus on helping 
students to do what is required of them in order to meet the intended learning outcomes of the course. 
Such an arrangement requires structuring the teaching/learning activities through negotiation or some 
sort of active participation of students.  
Aligning assessment tasks is closely related to a highly valued but less practised criterion-referenced 
form of assessment (Biggs & Tang, 2007). Alignment of assessments is achieved by aligning the test 
of learning with what is to be learned, an aspect that Cohen (1987) in Biggs and Tang regards as a 
magic bullet in increasing student performance.  
Biggs and Tang (2007) argue that students can easily substitute engaging learning with an 
inappropriate form of learning (or they become surface approach learners) if the assessment has the 
following characteristics:  
1. Assessment is not aligned to the intended or other desired outcome.  
2. The teaching methods do not directly encourage the appropriate learning activities.  
Biggs (1996) confirms a much higher risk of such problems in commonly practised (traditional) modes 
of assessment such as written examinations (essay exam, short answer and multiple-choice). Biggs 
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found such assessments inadequate for much of tertiary teaching. The factors that account for the 
inadequacy of traditional assessment modalities are (Biggs, 1996, pp. 357–358): 
- High risk of giving credit for performances of a lower level than intended as a result of 
analytically based marking schemes 
- Lack of focus on assessing procedural or functional knowledge (i.e. related to knowing how to do 
something, involving making distinctions, understanding concepts, and applying rules that govern 
relationships)  
- The teacher sets the limits of what may fall within the purview of good learning, leading to a 
greater possibility that much good learning is likely to go unnoticed in the assessment process.    
The suggestion is to adopt alternative, constructive-based forms of assessment such as portfolios, self- 
and peer-assessments. There is a call for more learner-centred formative assessments as an integral 
part of constructive alignment, as they are intended to foster students‘ learning through frequent and 
prompt feedback (Webber & Tschepikow, 2013). Formative assessment has two functions: feedback 
(evidence about student learning) and evaluation (judgement on learning) (Taras, 2005). Balanced 
achievement of these functions demands transformation from written examination dominance, which is 
common in Ethiopia (Bass, 2009), to more authentic, interactive and continuous assessments (Black & 
Wiliam, 1998).  
Constructive alignment requires the grading scheme to be constructed according to how well the 
intended learning outcomes have been met (Biggs & Tang, 2007). Biggs and Tang argue that grading 
needs to be done on the basis of the quality of learning, that is, a grade of ―A‖ must denote quality of 
learning and understanding that is the best that one can reasonably expect for the course. A good 
example of the use of such a grading scheme in Computer Science is the work of Thompson (2007) 
who developed SOLO-based holistic assessment criteria for an introductory programming course.   
3.3.4 Using the conversational framework for learning environment design 
The Conversational Framework, proposed by Laurillard (1997, 2002, 2013) and illustrated in Figure 
3-4, has been used in the design of a blended e-learning environment (Heinze & Heinze, 2009; Thota 
& Whitfield, 2010; Mayes & De Freitas, 2004). This framework is based on a view of teaching and 
learning as a dialogue – such as a dialogue between teacher and student(s), a student with him/herself, 
student(s) with learning resource(s), or amongst students themselves. Laurillard (1997, 2002 & 2013) 
believes that proper integration of the familiar methods of teaching in higher education (through 
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acquisition, through practice, through discussion and through discovery) can yield the ideal form of the 
teaching learning process.  
The framework has four important components: teacher‘s conception, student‘s conceptions, teacher‘s 
constructed learning environment, and student‘s actions. Different forms of interpersonal and internal 
dialogue occur amongst student, teacher and other participants at two different levels in the framework 
(at the level of description of the topic and at the level of activities in the task environment). Laurillard 
(1997, 2002 & 2013) identifies the various dialogue forms as: 
- discursive: a dialogue at the level of descriptions of the topic goal whereby the teacher‘s and 
student‘s conceptions are each accessible to the other and the topic goal is negotiable; students 
generate and receive feedback on descriptions appropriate to the topic goal; teachers reflect on 
students‘ descriptions and adjust their own description to be more meaningful to the student. 
- adaptive: a task environment level focused dialogue whereby teachers set up and adapt a task 
environment for continuing dialogue, and students are able to use their existing conceptual 
knowledge to adapt their actions in the task environment in order to achieve the task goal.  
- interactive: within a task environment, this is a dialogue that leads students to achieving the task 
goal, receiving meaningful intrinsic feedback on their actions (i.e. showing the result of their 
actions in such a way that it is clear how to improve it (Laurillard, 2012)), and effecting a change 
in the environment as a result of their action.  
- reflective: a dialogue through which teachers provide feedback and students link the feedback on 
their actions to the topic goal (i.e. they link experience to descriptions of experience).  
Laurillard (2013) attaches importance to the fact that such a dialogue is iterative. She builds the 
framework to represent her conception of the process of teaching and learning. The framework 
represents the discursive process as a series of activities by teacher and student (activities 1 to 4 in 
Figure 3-4) and the adaptive process (activities 5 and 10) as the manner in which teacher and student 
adapt their actions at the task level. The interactive process is the series of activities (6 to 9) in which 
teacher and student set an aim to achieve the task goal at the level of the task environment, and the 
reflective process (activities 11 and 12) occurs when teacher and student reflect on the interaction at 
the task level in order to describe their conception at the level of descriptions of the topic goal.  
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Figure 3-4: Laurillard's Conversational framework (Laurillard, 2002) 
Focusing on the role of technologies (media forms), Laurillard (1997, 2002 & 2013) considers how far 
current learning technology can help in meeting these dialogic learning processes by subjecting each 
media form to an analysis in terms of the Conversational Framework. The analysis results in the 
identification of five kinds of media forms, presented in Table 3-2 below: narrative, interactive, 
communicative, adaptive and productive. Narrative media tell or show the learner something (e.g. 
texts, images). Interactive media respond in a limited way to what the learner does (e.g. search 
engines, multiple-choice tests, simple models). Communicative media facilitate exchanges between 
people (e.g. email, discussion forums). Adaptive media are changed by what the learner does (e.g. 
some simulations, code templates). Productive media allow the learner to produce something (e.g. 
programming development environment or IDEs). 
Despite the difference in terms, expression and representation, Laurillard‘s perception of the teaching 
and learning process is related to Jonassen‘s (1999) description of the design of a constructivist 
learning environment. Jonassen places emphasis on real-world problems for student learning, similar 
to action in the task environment of Laurillard‘s Framework. The additional learning environment 
components suggested by Jonassen (1999) are necessary for making the learning process an iterative 
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dialogue. Merrill et al.‘s (2007) cycle of guidance, coaching and reflection (subsection 3.3.2) is also 
reflected in Laurillard‘s (1993, 2002 & 2013) iterative discursive, adaptive, interactive and reflective 
dialogic forms.   
 Table 3-2 : Media for teaching and learning (adopted from Laurillard (2013) 
learning experience method/technologies media forms  
attending, apprehending  print, TV, video, DVD  narrative 
investigating, exploring  library, CD, DVD, Web resources  interactive 
discussing, debating  seminar, online conference  communicative 
experimenting, practising  laboratory, field trip, simulation adaptive 
articulating, expressing  essay, product, animation, model  productive 
Integration of Laurillard‘s Framework with Constructive Alignment (subsection 3.3.3) can equip 
learning/instructional designers and teachers with the necessary tools for their work. Use of one or 
both of the tools in the design of CS courses is reported by Iqbal (2013), Thota and Whitefield (2010), 
Fotouhi-Ghazvini et al. (2011), Brabrand and Dahl (2007) and Armarego (2009). The remaining 
sections of the chapter (3.4 and 3.5) review what empirical studies have revealed about best practices 
and strategies for improving programming and large class teaching.   
3.4 Improving the teaching of programming  
The gravity of problems in introductory CS courses, particularly in programming (section 2.2 of 
Chapter 2) has attracted a pool of interest in testing diverse kinds of innovative teaching approaches 
for over four decades. The growing influence of constructivism is also evident in the literature 
(Hwang, Shadiev, Wang, & Huang, 2012; Wulf, 2005; Ben-Ari, 2001; Van Gorp & Grissom, 2001). In 
this section, I present a short review of some of the strategies drawn from the literature, focusing on 
those that are considered potentially relevant for design of the case courses of this thesis study. The 
strategies entail: 
- Infusing short active learning activities in the form of code walkthroughs, group code writing, 
scaffolding and code debugging engages students during lectures and promotes student-level 
collaborations (Wulf, 2005; Whittington, 2004, Van Gorp & Grissom, 2001). 
- Applying teaching methods that necessitate student energy, problem solving and cooperative 
learning (Ramsden, 2003). Examples of engaging activities in programming are in-lecture live 
coding (Rubin, 2013; Pears, 2010; Benndsen & Caspersen, 2005; Paxton, 2002); collaborative 
learning, mainly in the form of pair programming (Inoue, 2013; Hwang, Shadiev, Wang, & 
Huang, 2012; Wiebe et al., 2003; Goel & Kathuria, 2010; Chong & Hurlbutt, 2007; Williams, 
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2007; Chong, Plummer, Leifer, Klemmer, Eris, & Toye, 2005; Williams, Kessler, Cunningham, & 
Jeffries, 2000); use of reflective journals (Lee-Partridge, 2006); and small group activities such as 
in-lecture student activities (Hazzan, Lapidot, & Ragonis., 2011).  
- Using software tools to go beyond the coverage of syntax of a programming language and to 
engage students in more problem solving activities (Al-Imamy, Alizadeh, & Nour, 2006; Crews & 
Ziegler, 1998; Ibrahim, Yusoff, Mohamed, & Jaafar, 2010; Mendes & Marcelino, 2006). Some of 
these tools are reviewed in section 4.3 of the following chapter.    
- Enforcing curricular changes (with a focus on the teaching method). This includes course level 
changes irrespective of the paradigmatic focus (procedural, visual, object-first, etc.). Selby (2011) 
suggests code analysis (students should understand existing code prior to producing their own) 
and mastering solutions to simple problems before applying the learned logic to more complex 
problems as two of his four suggested instructional approaches. Another example is the use of 
laboratory-centric programming teaching that involves supervised hands-on practice activities 
and agile software development practices such as collaboration and team work, feedback on team 
performance, brainstorming/reflection, and problem-based instruction (McKinney & Denton, 
2006; Titterton, Lewis, & Clancy, 2010).   
- Considering hierarchical relationships amongst programming skills. The art of programming 
requires a diverse range of skills that includes the code-oriented skills of code reading, tracing, 
reasoning/explanation about code, code writing, and those related to problem solving (Clear et al., 
2011). Multi-institutional and multi-national studies in the last decade (Fincher et al., 2005; Lister 
et al., 2004; Lister et al., 2010; Clear et al., 2011) suggest the existence of hierarchical (and 
causal) relationships amongst the skills – a minimal level of skill in tracing and code explanation 
is necessary for code writing. This implies the need to address not only all the essential skills of 
programming, but also to sequence the skill development activities appropriately. 
- Programming assessment strategies: use of automated assessment tools is a focus area in 
assessment related empirical studies (Ihantola, Ahoniemi, Karavirta, & Seppälä, 2010; Ala-Mutka, 
2005; Douce, Livingstone, & Orwell, 2005; Saikkonen, Malmi, & Korhonen, 2001). A few studies 
that address the nature and process of student assessment in programming education report some 
shortcomings in this regard. Prasad (2006) identified ineffective student feedback mechanisms, 
plagiarism and unrealistically high expectations as three major challenges. Prasad (2006) applied 
small and frequent practical assessments (without mark/grade awards for formative assessment 
and supervised practical tests for graded ones) in place of mid-term paper tests. Increasing the 
diversity (or the use of different versions of the test) was used to control for plagiarism. Barros 
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(2010) applies alignment between assignments (connecting consecutive assignments in a way that 
the latter contains the whole or part of its predecessor). This strategy is supplemented by a student 
encouragement mechanism, which Barros (2010) named incremental grade improvement, that 
allows students to improve their poor assignment mark by scoring a predefined minimum mark in 
a subsequent assignment. Thompson (2007) develops SOLO based holistic assessment criteria for 
assignments to engage students in self-monitoring and balanced programming skills development. 
The results from these empirical studies suggest an increase in student pass rates as well as in the 
level of student motivation and engagement in learning activities (Wing-Shui, 2012). 
3.5 Large class teaching strategies 
Section 2.3 described many of the challenges and difficulties encountered in large class teaching. 
There are also corresponding attempts to explore mainly practical mechanisms to find pragmatic 
solutions to at least some of the negative effects of these difficulties. For example, some higher 
education institutions have developed large class teaching strategies for their faculties. Some examples 
are: 
- The University of Maryland special program and forum on teaching large classes 
(http://www.cte.umd.edu/library/teachingLargeClass/) 
- University of Central Florida, Face to Face: Large Classes  
(http://www.fctl.ucf.edu/teachingandlearningresources/learningenvironments/largeclass.php) 
- A survival handbook for teaching large classes by Sallie M. Ives of UNC Charlotte 
(http://teaching.uncc.edu/learning-resources/articles-books/best-practice/large-classes/large-class-
handbook)  
- Teaching Large Classes: Australian Universities Teaching Committee Project: 
http://www.tedi.uq.edu.au/largeclasses/  
The large class strategies suggested in this section are drawn from literature that has a specific focus 
on large-class teaching in CS and on general educational design issues but with the potential for large 
class teaching. The following are the core strategies: 
- Student-centric learning (and constructivist learning) for enhancing student engagement (Pears, 
2010). This strategy relates to course design issues discussed in section 3.3. Based on meta-
analysis of research results, Pears identified the following components for an introductory 
programming course: motivating students for deep learning (through definition of individual 
programming goals and through a reflective exercise, for example), pair programming that is 
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governed by strict instructions to reason aloud, making tacit knowledge explicit (by giving 
students the opportunity to observe expert practice) and promoting the role of practice 
(reinforcing theory through practice by interspersing lecture and discussion presentations with 
hands-on implementation and code exploration executrices). Beichner et al. (2007) break down 
their lessons into five- to 15-minute segments interpreted with brief, class-wide discussion for 
their student-centred large class calculus for physics course. Brown and Baatard (2008) consider 
completing relevant workshop/lecture activities first and using them for guidance in follow-up 
active learning activities.  
- Using a team teaching approach (Hanusch, Obijiofor, & Volcic, 2009; Yanamandram & Noble, 
2006, Beichner et al., 2007): Johnson and Lobb, in Armstrong (1977) define team teaching in its 
most generic sense as a group of two or more teachers assigned to the same students at the same 
time for instructional purposes in a particular subject or combination of subjects. Based on their 
empirical study of a journalism and communication course with an enrolment of 505 students, 
Hanusch et al. (2009) claim that integrating team-teaching strategies receives positive recognition 
from students in addition to its role in sharing the workload. Hanusch et al. (2009) and 
Yanamandram and Noble (2006) warn of the need for cohesiveness among the teaching team and 
suggest adopting a more holistic approach to teaching (mutual respect, honesty, willingness to 
explore issues, open-mindedness, and genuine concern for learning).     
- Use of students (seniors and/or top performers) as teaching assistants: the use of students to assist 
teaching in computer science promoted by Dickson (2011), Decker, Ventura, and Egert (2006), 
Nicol and Boyle (2003), Walters et al. (2002) and Roberts  and Simonyi (1997). Decker et al. 
(2006) report that their six semester experience in the use of undergraduates as teaching assistants 
produced an ―overwhelmingly‖ positive feedback from introductory programming course students 
(p. 50). Similarly, Dickson (2011) reported their experience of using undergraduates as teaching 
assistants as relevant to engage students, to create a more relaxed classroom environment and to 
improve the effectiveness of class time. The benefit was found to be mutual (or reciprocal) to both 
the seniors and beginner students. Robert and Simonyi (1997), on their parts, advocate the use of 
top students to address the problem of background and ability differences among students in large 
introductory CS courses.     
- Creating closer relationships and a sense of community amongst students: the problem of student 
anonymity is evident from the challenges posed by large classes reported in section 2.3. Bryson 
and Hand (2007) suggest that large class teachers increase their student support services by 
playing roles as communicators and promoters of enthusiastic engagement by students. They 
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pinpoint the importance of team spirit amongst tutors and instructors, while Kerr (2011) urges a 
sense of caring and concern for student success in large classes where one-to-one interaction is 
difficult. Kerr suggests the creation of a sense of community through the use of social media, peer 
mentorship programmes, and having embedded structures and sustainable student support in the 
forms described above.   
- Using mechanisms for improved class management and assessment: class management issues 
such as controlling attendance, disturbance and absenteeism are typical challenges of large classes 
(Ives, 2000). In introductory CS courses, Kay (1998) and Chamillard and Merkle (2002) propose 
course management support that involves technology and pedagogical solutions, which are very 
closely related to the strategies described above. Thompson (2004) proposed a holistic assessment 
approach that is based on the SOLO for quality and, as Hunter, Jones, and Randhawa (1996) 
showed, for faster or less time consuming assessment evaluation purposes.   
These two sections, 3.3 and 3.4, presented candidate strategies to manage the difficulties and 
challenges of large class teaching of programming. In the words of Saeli et al. (2011), this chapter 
presents pedagogical content knowledge with the potential to facilitate large class teaching of 
programming. Table 3-3 below summarises the solution strategies by relating them to the difficulties 
and challenges in large class teaching of programming. This will be further elaborated upon by the 
incorporation of the technological aspect in chapter 4. It will then become input for course design in 
chapter 5. The focus is on the difficulties and challenges at classroom level, the area of interest in this 
study. 
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Table 3-3: Pedagogical strategies for large class programming teaching 
Perspective
s 
Challenges and/or difficulty Pedagogical solutions and strategies 
S
tu
d
en
t 
L
ar
g
e 
cl
as
s 
- A feeling of isolation and anonymity  
- Deteriorating student engagement 
- Gap in student support mainly at personal 
level (especially to students at risk). 
- Decreased instructor-student interaction 
- Students becoming passive in their learning 
engagement.  
- Creation of a sense of community through encouraging 
interaction and engagement and by applying teaching 
methods such as think-pair-share, collaborative 
learning and question and answer.   
- Using a team teaching approach for student support. 
- Including active learning components both in-class 
and outside.  
- Strengthening student support through such strategies 
such as using undergraduates as teaching assistant 
(Dickson, 2011), Decker et al., 2006 & Walters et al. 
2002). 
- Negotiating with students about roles, responsibilities 
and code of conduct on the first day of the class. 
- Student discipline – growing undesired and 
distractive behaviour such as increased side 
conversation, absenteeism, late coming. 
- Establishing code of behaviour through negotiation; 
- Using a team teaching approach for class 
management. 
- Enhanced student support to enforce desired learning 
behaviour   
P
ro
g
ra
m
m
in
g
 
- Inadequate prior knowledge, skills and 
attitude (mainly in problem solving and 
perceiving programming as difficult) 
- Inappropriate learning strategies, focusing on 
the details and not seeing the bigger picture. 
-  Unsuitable study method that depends on 
memorisation  
- Failing student motivation with increased 
strain on student comfort-level to learn 
programming 
- Strengthening student support (such as through 
undergraduates as teaching assistant)  
- Applying a course design (learning activities and 
environment) that promotes student engagement and 
goal achievement. The ADDIE instructional design 
process, the Merrill et al. (2007) scaled instructional 
strategies, the Jonassen (1999) constructivist learning 
environment design, Biggs‘ (1996) constructive 
alignment and Laurillard (1993, 2002 & 2013) 
conversational framework are tools at disposal for the 
purpose.    
- Integrating active learning activities (such as live 
coding, use of authentic problem, etc.) with 
cooperative learning strategies (such as pair 
programming) for increasing student motivation and 
comfort level. 
- Empowering students through constructivist course 
design (that promotes student‘s ownership of the 
learning process) and adopting an active learning 
strategy that is engaging to the students (authentic and 
motivating to student to exert higher-level thinking 
skills).   
- Improving efficiency through reallocation of teacher 
time and resources through use of technologies, use of 
large lecture with small group tutorial/practice 
strategies.   
T
ea
ch
er
 
P
ro
g
ra
m
m
in
g
 
- Teaching method that is not personalised and 
lacks support for different student learning 
styles. 
- Teaching dynamic concept of programming 
through static materials. 
- Teaching that focuses on syntax of 
programming languages and that fail to 
integrate higher-level thinking skills 
sufficiently. 
L
ar
g
e 
cl
as
s 
- Challenge of managing active learning 
activities (factors related to student support 
and feedback for students with vast diversity 
(background, learning style, etc.), and 
provision of authentic assessment activities)  
- Assessment related challenges: marking load, 
management    
- Use of criteria-referenced holistic assessment strategy 
for quality as well as time-efficient assessment;  
- Use of team teaching strategy with division of labour;  
- Use of alternative assessment strategies (such as self- 
and  peer-assessment) 
- Use of undergraduates for assessment tasks.  
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Chapter 4                                                                                               
Technologies for introductory programming 
4.1 Introduction 
This chapter focuses on the identification of the technological components of blended teaching and 
learning (blended learning in short) of introductory programming. It begins by establishing a working 
definition of blended learning in subsection 4.2.1. The chapter then explores course and learning 
environment design issues for improved learning of programming in a large class. Section 4.2.2 
presents a review of existing frameworks and models that can guide the design and implementation of 
blended learning interventions, and briefly describes Moodle, an open source learning management 
system (or virtual learning system). Teaching and learning support tools for programming are 
described in section 4.3, with a focus on program visualisation and programming development 
environments. The chapter concludes by describing an evaluation framework to assess success of a 
blended learning intervention in section 4.4. Key contributions of the chapter are the development of 
solutions for large class teaching of programming that are presented in a table.      
 
4.2 Blended learning 
This section examines core issues of blended learning, focusing on three thematic areas, each of which 
is discussed as a separate subsection below. The three themes are:  
- Basic concepts of blended learning – definition, purpose and components of blended learning, 
presented in subsection 4.2.1. 
- Guidelines (or models) for blended learning design and implementation, which are reviewed in 
subsection 4.2.2.  
- Technologies for blended learning that are introduced in subsection 4.2.3  
4.2.1 Definitions of and issues in blended learning 
Three definitions of blended learning occur commonly in the literature (Sharma, 2010; Kerres & de 
Witt, 2003, Driscoll, 2002). These are: 
1. a combination of face-to-face and online learning 
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2. a combination of teaching and learning methodologies (or various pedagogical approaches) to 
produce an optimal learning outcome with or without instructional technology, and 
3. a combination of technologies to support teaching and learning as well as collaborations.  
This study adopts the first definition – blended learning as an integration of classroom teaching and 
learning with an online (or e-learning) approach, which in its narrower sense means web-based 
learning. Sharma (2010) suggests a further possible conceptualisation of blended learning, that is, as a 
mechanism where a teacher delivers a face-to-face lesson and then arranges to meet his or her students 
online for follow-up activities in an e-learning environment.   
Bonk and Graham (2012) observe that institutions or organisations can adopt blended learning for one 
or more of the following three broad reasons:   
1.  Improved pedagogy: more effective pedagogical (teaching and learning) practices through 
integration of innovative educational approaches and information technologies. For example, 
Lewis and Orton, in Bonk and Graham (2012), report that IBM used a three phase blended 
learning approach to achieve improved training goals: (1) online self-paced learning to acquire 
background information, (2) face-to-face laboratory with active learning instead of lectures, and 
(3) online learning and support for transferring the learning to a workplace environment.  
2. Increase access and flexibility: to minimise the time and distance factors of learning with the 
application of a distributed learning environment.  
3. Increased cost-effectiveness: in the context of higher education, this is related to efforts to achieve 
educational quality enhancement and cost saving simultaneously by reducing costs such as 
physical infrastructure and by improving scheduling efficiency. 
Carmen (2005) identifies five key ingredients of blended learning (which also have a significant 
overlap with those identified by Kerres and de Witt, 2003). These five key ingredients are:  
- Live events: synchronous, instructor-led learning events in which all learners participate at the 
same time. 
- Online content: learning experiences that the learner completes individually, at his/her own speed 
and in his/her own time, such as interactive, internet-based or CD-ROM training. 
- Collaboration: environments in which learners communicate with others, for example, e-mail, 
threaded discussions and online chat. 
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- Assessment: a measure of learner‘s knowledge that can be taken before a live or self-paced event 
(pre-assessment) to determine prior knowledge, or post-assessment following a scheduled event to 
measure learning gained.  
- Reference materials: on-the-job reference materials to enhance learning retention and transfer, 
including files for download. 
Recently, there has been a tendency to move towards a more constructivist and student-centred 
blended learning design (Al-Huneidi & Schreurs, 2013; Schreurs & Al-Huneidi, 2011; Koohang et al., 
2009; Kay, 2006). Al-Huneidi and Schreurs (2013) suggest that such blended learning environments 
need to present a case study/real life situation example to encourage students to develop their own 
goals and objectives and apply their own experience/knowledge in solving problems. Students are 
then motivated to reflect on what they have learned.      
4.2.2 Guides for blended learning design 
Different frameworks and models have been proposed to guide the design, development and 
implementation of blended learning, amongst which the following are worth mentioning: 
- Mayes and Fowler’s framework (Mayes & Fowler, 1999): this framework describes learning as a 
three-stage process of conceptualisation (initial contact with new concept), construction (building 
and combining concepts through their use in the performance of meaningful tasks) and 
application/dialogue (use of concepts in applied contexts). Mayes and Fowler (1999) characterized 
the types of information technologies used to achieve each stage of the learning cycle as primary, 
secondary, and tertiary courseware. Primary courseware is intended mainly to present the concepts 
of the subject matter. Secondary courseware focuses on the set of software tools that support the 
performance of task-based activities. Tertiary courseware consists of online dialogues between 
learners and teachers, as well as online group discussions and collaborations.  
- 3C-Model (Kerres & de Witt, 2003): this model conceptualises blended learning as a mix of 
didactic methods (expository presentations, discovery learning, cooperative learning etc.) and 
delivery formats (personal communication, broadcasts, publishing, etc.). According to the 3C-
model, a learning environment consists of three components: (1) a content component (learning 
materials available to a learner), (2) a communication component (that offers interpersonal 
exchange between learners or learners and tutors), and (3) a constructive component (that 
facilitates and guides individual and cooperative learning activities). Blended learning 
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environment design in the 3C-model can be compared to deciding on the modalities (face-to-face 
or online) of the different components.  
- Koohang’s Model (Koohang, Riley, Smith & Schreurs., 2009): developers of this model claim that 
it is based on a constructivist learning theory. Constructivism is considered to have three 
categories: design of learning activities, learning assessment, and instructor’s roles. The revised 
model consists of two categories: the learning design and the learning assessment. The learning 
design element includes fundamental design elements and collaborative design elements. The 
fundamental design elements are considered essential for designing learning activities. The 
fundamental design elements are drawn from the cognitivism-constructivism epistemological 
continuum such as learner-driven goals and objectives, prior experience, high-order thinking 
skills, real world and relevant examples, use of scaffolding learning. The collaborative elements of 
learning activities include collaboration, cooperation, multiple perspectives, multiple 
representation of content/idea/concepts and social negotiation among learners. Koohang‘s Model 
gives a central role to the learning assessment elements in a student-centred design of blended 
learning. The three assessment elements are individual self-, team collaborative and 
facilitator/teacher assessments.      
A more procedural/prescriptive model of blended learning is proposed by Baldwin-Evans (2006) and 
Kotter (2007, cited in Quinn, Amer, & Lonie, 2012). Baldwin-Evans‘s (2006) eight-step procedure of 
blending starts with ensuring the readiness of the learners through creating access to 
infrastructure/system, giving how-to-learn training, conducting team-building sessions and orienting 
learning management systems, etc. It is followed by presentation of content, which involves gaining 
learners‘ attention, negotiating learning objectives and simulating recall of prior learning. A 
demonstration, the third step, targets enabling learners how to complete a task and encouraging them 
to illustrate ideas, concepts, principles or procedures. Combined with activities such as simulation, 
demonstration leads to placing new skills and knowledge in a real-life context. The fourth step, 
practice, relates to the construction of knowledge with real-world activity engagement and is followed 
by assessment of knowledge and performance. The activities in steps six to eight, namely providing 
support and assistance, coaching and collaboration relate to the coaching, reflecting and scaffolding 
activities of Merrill et al. (2007), which were described in section 3.3.2.  
The models and frameworks discussed above concentrate on describing components of blended 
learning and outlining the steps to pursue in its development and implementation. Quinn, Amer, and 
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Lonie (2011) integrate Kotter‘s (1995, 2007) eight-step framework to provide support for students in 
order to engage them in blended learning. Kotter‘s eight-step framework to promote student 
engagement includes:  
1. Establishing a compelling reason to embrace the change: e.g. through explicit outlining of learning 
outcomes, organising explanatory sessions during introductory lectures 
2. Creating a guiding coalition that will support the change: e.g. the use of undergraduates 
3. Formulating a vision and strategy for direction and motivation: e.g. scaffolded introduction to 
online tools 
4. Communicating vision to students: e.g. providing aligned assessment and rubrics for students at 
the beginning of the course that explain the importance of reflection and collaboration as 
measurable criteria 
5. Empowering students to act by removing perceived barriers: e.g. providing workshops that 
facilitate student reflection about their pair programming practice  
6. Planning for and acknowledging a few short-term wins to demonstrate progress: e.g. early 
assessment and feedback on pair-based programming assignment  
7. Consolidating gains using credibility to encourage more change: e.g. recognising exemplary 
assignments at class level and providing incremental grade improvement strategies  
8. Integrating students into a culture of learning: e.g. recruit past students to support new intake of 
students and engage students in collaborative learning.  
Overall, the first four blended learning models/frameworks make it clear that blended learning needs to 
be conceptualised on the basis of learning theories (for example, the three stages of learning in Mayes 
& Fowler‘s framework). This is believed to promote the effectiveness of the support from the 
application of technologies and innovative approaches. Koohang‘s Model and the Baldwin-Evans 
eight-step procedure give guidance on design and implementation of learner-centred blended learning 
intervention. In addition, the complementary role of Kotter‘s eight-step framework is evident in its 
focus on change management with respect to enhancing the engagement of students. It can thus be 
concluded that lessons from different pre-existing models and frameworks can help in several ways 
when developing and implementing blended learning interventions.  
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4.2.3 Moodle for blended learning 
The use of educational technologies has a long history and is well supported in the literature (Reiser, 
2001). The recent wider accessibility of the Internet has promoted interactive multimedia, Internet-
based education (which includes local/campus-based education), and computer-mediated 
communication as a new dimension in the application of technologies in education (Taylor, 2001).  
This section presents free and open source tools for blended learning. There are many reasons for the 
adoption of open source tools by the majority of African states as the ―natural choice‖ in their 
information technology development (Kamau & Namuye, 2012, p. 45). Amongst these reasons, cost 
saving is one that is particularly important for economically developing countries (Kamau & Namuye, 
2012; Botturi, Cantoni & Tardini., 2012). Smith and Elder (2010) place emphasis on the need to create 
an open ecosystem, which from an educational perspective refers to open content/open courseware, 
open standards and open access/participation, in an effort to transform the developing world by using 
information technologies as a driver. Meiselwitz (2002) suggested on the use of web to maintain the 
benefits of small class instruction in large classes. 
Moodle is one of the most widely used open source learning management systems, or LMS (Tsai, Lin, 
Hung, Lin, & Yuan, 2010). It is web-based and said to be designed from a social constructivist 
perspective (Bremer & Bryant, 2005, Al-Ajlan, 2012). Technically, it is designed as a content 
management system (CMS) with the purpose of helping educators to create online courses 
(Dougiamas, 2004). Zenha-Rela et al. (2006, cited in Al-Ajlan, 2012) demonstrate that Moodle has 
excellent documentation and strong support for security and administration and is evolving towards 
compliance with the Information Management System/Sharable Content Object Reference Model 
(IMS/SCORM) standard. Moodle has a strong development (Dougiamas & Taylor, 2003) and large 
user community and it is freely downloadable from its website at https://moodle.org/.  
The functionalities of Moodle for learners include: communication tools such as discussion forums, 
real-time chat, etc.), productivity tools such as searching with course, calendar, etc. and student 
involvement tools such as group work, self-assessment (quizzes) and student community building. It 
also features support tools such as administration tools (authentication, course authorisation, 
registration integrations, etc.), course delivery tools (course management, instructor helpdesk, online 
grading tool, student tracking and automated testing and scoring) and curriculum design tools 
(accessibility compliance, course template, curriculum management, customised look and feel, 
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instructional standards compliance, instruction design tools and content sharing and reuse 
functionalities).      
Comparative studies on different learning environment tools suggest that Moodle is as strong as (or 
even stronger in some measures) expensive commercial systems such as WebCT/Blackboard and 
Desire2Learn. Al-Ajlan (2012) found Moodle to be one of the two best learning systems by comparing 
it with nine other popular commercial and open source tools (using 40 criteria in areas of functionality 
and technical specification). Other studies have also confirmed Moodle‘s strength in terms of usability 
(Unal & Unal, 2011; Kakasevski, Mihajlov, Arsenovski, & Chungurski, 2008), popularity as an e-
learning platform (Kumar, Gankotiya, & Dutta, 2011), and positive user experience and perceptions 
(Carvalho, Areal & Silva, 2011; Unal & Unal, 2014).  
A learning management system, also known as a virtual learning environment, is not the only 
technological component necessary for the blended learning of computer programming. Section 4.3 
describes some programming teaching tools that are considered essential for the course design covered 
in chapter 5.  
4.3 Using programming tools 
Pears et al. (2007) describe programming teaching and learning tools, referred to in short as 
programming tools, as software designed to: (1) assist beginning programmers and/or (2) to reduce or 
simplify instructors‘ workload. Pears et al. identify three categories of programming tools on the basis 
of meta-analysis of CSEd conference papers published between 1984 and 2003. These categories are: 
- Visualisation tools: consisting of code visualisation (to help learners build mental pictures of 
static structures and dynamic aspects of program execution) and algorithm animation tools (to 
help students build their problem solving skills through simulation of algorithms, algorithm 
execution and/or code or pseudocode auto-generation).   
- Automated assessment tools: intended to help instructors in auto-correcting assignments with one 
or more features such as correctness of program execution and internal data representation.  
- Programming environments: including programming support tools, which support learners in the 
creation of programs within a standard development and execution environment, in addition or in 
place of programming language IDEs, and microworlds, which provide environments based on 
physical metaphors in order to help learners master programming through manipulation of visual 
object(s).  
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The study reported in this thesis focused on the application of visualisation and programming support 
tools that can be applied within the decision-making limit of a course instructor. Empirical studies on 
the use of some of these visualisation tools and programming environments suggest many benefits 
including student engagement, motivation and enjoyment in learning to program (Schultz, 2011, Pears, 
2010; Bravo, Marcelino, Gomes, Esteves, & Mendes, 2005). The meta-analysis study by Pears et al. 
(2007) and Pears (2010) demonstrates that the use of such tools can address the critical problem of 
teaching the dynamic concepts of programming in a static format (see section 2.2 of Chapter 2).  
The subsections below (4.3.1 to 4.3.3) present some of the tools in use for teaching programming in 
Python and C++, which are used as teaching languages for the two successive programming courses 
used as cases in this study. First, I present the two visualisation tools – UUhistle for Python and 
Teaching Machine for C++ (in subsections 4.3.1 and 4.3.2 respectively), both of which are developed, 
implemented and evaluated empirically in introductory programming courses at two research 
universities. Secondly, Python and two important Python graphics library modules are introduced in 
subsection 4.3.3. The guiding rationale for using the selected tools is the use of free and, where 
possible, open source tools as suitable solutions for higher education institutions in Africa (see section 
4.2.3 above). 
4.3.1 UUhistle visualization tool for Python 
UUhistle (http://www.uuhistle.org/index.php), pronounced ―whistle‖, is a program visualisation 
system for introductory programming education with the Python programming language (Sorva, 
2012). It is developed at Aalto University, Finland. UUhistle is used to visualise a notional machine – 
a model of the computer as it relates to executing programs. It animates a Python program (visually 
shows code interpretation one step or line at a time) and shows how it executes (showing sequence of 
execution and state changes). Sorva (p.192) explains that UUhistle can be used for the following 
purposes:  
- Debugging with animations: students can view animations of the execution of programs that they 
wrote themselves.  
- Exploring examples: students can view animations of teacher-given programs.  
- Visual program simulation: students can engage in visual program simulation exercises in which 
they manually carry out the execution of an existing program. UUhistle gives automatic feedback 
and can automatically grade students‘ solutions. 
- Interactive program animation: UUhistle can animate the execution of programs created on the fly 
so that the execution of each instruction is shown as soon as the instruction is typed in.  
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- Presentations: using UUhistle‘s animations as an aid when explaining the execution-time 
behaviour of programs. 
- Quizzes: stop-and-think questions can be embedded into teacher-defined example programs for 
learners to answer.  
An empirical study on the use of UUhistle in three programming courses taken by over 1000 students 
suggests a positive result, but warns about the need to help students understand what they can learn 
from using the tool (Sorva & Sirkiä, 2010). 
4.3.2 Teaching Machine, a visualisation tool for C++ 
The Teaching Machine (http://www.theteachingmachine.org/teachingMachine.html) was developed by 
the Memorial University of Newfoundland, Canada (Norvell & Bruce-Lockhart, 2004). Given the 
syntactic complexity of C++ and Java, Teaching Machine is designed to help students to follow steps 
through computer programming and to observe the effect of each step on the state of the virtual 
machine. It further enables presentation of the current state of evaluation of an expression and the 
status of memory in terms of bits or symbolic values. Like UUhistle, it can be used for developing 
mental models of computer programming (Bruce-Lockhart & Norvell, 2007). Teaching Machine has a 
modality for in-class activities (presentation of notes and program animation) and for self-practicing 
by students.  
An empirical investigation by Norvell and Bruce-Lockhart (2004, p. 5) on the integration of Teaching 
Machine into the programming classroom suggests that it ―eased‖ the difficulty of programming. A 
follow-up study by Bruce-Lockhart and Norvell (2007) revealed that the tool could make many of the 
implicit concepts (identifier, type casting, implicit conversion of values in expressions, aliasing 
pointers, etc.) explicit, visible and tangible. It makes implicit models of computation (such as variables 
changing values) explicit using visualisation. 
4.3.3 Pygame and Tkinter Python library modules   
Advocates of Python as a teaching language for first-time programmers argue that it allows for greater 
emphasis on core principles with less unwanted focus on syntax (Jayal, Lauria, Tucker, & Swift, 2011; 
Yang, C, & Jonathan, 2011; Goldwasser & Letscher, 2008; Radenski, 2006). As a teaching language, 
Python is considered useful in enabling students to produce working programs more quickly and to 
develop their ability to try their first snippets of code interactively. It can also help students to develop 
complex programs without exposing them to the challenging and difficult concepts described in 
section 2.2.1. Mannila and De Raadt (2006) compared Python with 11 other popular programming 
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languages and found Python and Eiffel more suitable for teaching purposes. The comparison involved 
four clusters of criteria: suitability for learning, design and environment, support and availability, and 
issues beyond the area of introductory programming. Based on a survey of Australian universities, 
Mason, Cooper and De Raadt (2012) suggest that languages such as Python, Alice and Processing, 
which are seen as particularly beneficial for learning purposes (rather than for industry use) are 
becoming increasingly popular. 
There is also a growing trend in the use of games and game-based programming to motivate and 
engage students in introductory programming courses (Tang, Rixner, & Warren, 2014; Kazimoglu, 
Kiernan, & Bacon et al., 2012, Drake & Sung, 2011; Yang & Yu, 2011). Tang et al. (2014) integrate a 
simple Python GUI library (SimpleGUI) in a web-based programming environment to engage students 
in learning activities that involve creating interactive games. Drake and Sung (2011) advocate the 
inclusion of board, card, and dice games as programming assignments. Yang and Yu (2011) used 
Tkinter, a Python interface to the Tk GUI library module with the Pygame module to inspire students‘ 
learning of programming with incrementally worked examples (Sweller & Cooper, 1985). Pygame is a 
free Python module that allows the creation of fully featured games and multimedia programs in the 
Python language. A free eBook by Sweigart (2008) provides a description and source code for the 
classic games of Hangman, Tic Tac Toe, Bagels, Sonar, Reversi, and Dodger, which can all be used as 
worked examples for teaching introductory programming.  
4.4 Evaluating technology integration and use  
Chapter 3 covered pedagogical approaches while this chapter (chapter 4) presents the technological 
approaches that can be used in helping students to learn better. Many scholars (Wang, Dong, Li, 
Zhang, & He; 2012; Thota & Whitfield, 2010; Choy et al., 2007; Hadjerrouit, 2008; Djenic, Krneta, & 
Mitic, 2011) suggest that integration of pedagogy and technology can be used to infuse active learning 
and thereby influence student learning.  
Accordingly, educational intervention developers and implementers need to establish evidence of their 
achievement in enhancing student learning. This section describes a framework proposed by the Sloan 
Consortium in the USA to evaluate the impact of blended learning (Lorenzo & Moore, 2002). The 
framework is called the Sloan Consortium‘s (or Sloan-C) Five Pillars of Quality of Online Education. 
Graham and Dziuban (2008), Laumakis, Graham, and Dziuban (2009) and Graham, Woodfield, and 
Harrison (2013) describe the framework as a standard and as one of the most widely used for the 
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evaluation of the impact of BL interventions. The Sloan-C Five Pillars for Quality of Online Education 
proposes to evaluate BL intervention in one or more of the following five areas:  
1. Learning effectiveness: Graham and Dziuban (2008) present the following measurements of 
learning effectiveness of a BL intervention:  
- evaluating the transformational potential of a BL intervention (or the holistic nature of learning 
experience) 
- assessing completion rates and academic performance of students (grades, withdrawal rates, 
etc.) 
- assessments (marks from assessment activities) that should be interpretive, contextual and 
authentic.  
2. Student satisfaction: level of satisfaction students express about the BL environments, 
components (including pedagogies), and interactions. Law, Lee and Yu (2010) add learning 
motivation as a related factor in evaluation of e-learning intervention.   
3. Faculty or instructors’ satisfaction: through a review of related literature, Graham and Dziuban 
(2008) show that the adoption of BL depends on the level of satisfaction of instructors. Three 
major factors influencing this satisfaction are impact on learning, impact on the workload; and, the 
level of recognition of the efforts exerted.  
4. Cost effectiveness: this can take the form of measuring how to improve or maintain quality of 
education at reduced costs, or assessing the return on the investment in BL interventions.  
5. Access: used to measure how well a given BL intervention improves the accessibility of a course 
or a programme for different groups of learners (on-campus, off-campus, learners with disabilities 
or disadvantaged groups).   
There are some examples of the use of one or more elements of the Sloan-C Five Pillars of Quality of 
Online Education in CSEd research. Learning effectiveness is commonly applied in, for example, 
Boyle, Bradley, Chalk, Jones and Pickard. (2003), Alonso, Manrique, Martínez, and Viñes (2011), and 
in many of the multi-institutional and multi-national studies of programming education discussed in 
section 2.2.1. A combination of learning effectiveness and student satisfaction (and/or motivation) is 
used by Djenic, Krneta, and Mitic (2011) and Hadjerrouit (2008). Faculty, cost and access are 
principal issues for Africa-focused research on diffusion of information technologies in higher 
education (Adam, 2003; Kessy, Kaemba, & Gachoka, 2006).  
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The Sloan-C Five Pillars of Quality of Online Education is also used as an evaluation framework for 
the study reported on in this thesis. It serves as a base for the learning effectiveness and student 
satisfaction focused research plan used in the study and presented in chapter 6. Table 4-1 below 
summarises how the different technologies described in this chapter, which include the Moodle 
learning management system, UUhistle and Teaching Machine visualisation tools, Pygame and other 
programming tools, can be integrated into a large class programming teaching solution. It updates the 
pedagogical solutions summarised in Table 3-3. 
 
Table 4-1: Blended learning strategies for large class programming teaching 
Perspectives 
Challenges and/or difficulty 
from chapter 2 
Pedagogical strategies from 
Table 3-3 
Blended-learning strategies 
S
tu
d
en
t 
L
ar
g
e 
cl
as
s 
- A feeling of isolation and 
anonymity, decreasing level of 
student engagement, gap in 
student support mainly at 
personal level, decreased 
instructor-student interaction, 
and students becoming passive 
in their learning engagement. 
- Creation of a sense of 
community. 
- Active learning components 
both in-class and outside.  
- Using undergraduates as 
teaching assistant. 
- Empowering students’ 
through negotiating roles, 
responsibilities and code of 
conduct.  
- Student-to-student as well as 
student-to-teacher 
collaboration through 
synchronous (real-time 
chatting) and asynchronous 
means (in the form of 
discussion form and e-mail). 
- Student discipline – growing 
undesired and distractive 
behaviour such as increased 
side conversation, absenteeism, 
late coming. 
- Establishing code of 
behaviour through 
negotiation. 
- Use team teaching 
approach for class 
management purpose. 
- Enhanced student support.  
Promote active engagement of 
students through:  
- structuring learning 
resources and activities 
applying pedagogical 
principle; 
- using Moodle as a platform 
for supporting the 
pedagogical solutions 
specified in the second 
column. Features included 
are timely presentation of 
learning resources and 
activities and supporting 
communication, cooperation 
and collaborations; 
- promoting student active 
engagement through 
integration of visualisation 
and programming tools with 
assessment and teaching and 
learning activities; and, 
- using Moodle as a shared 
workspace for pair and group 
assignments. 
P
ro
g
ra
m
-
m
in
g
 
- Inadequate student background, 
learning strategies, unsuitable 
study method.  
- Using undergraduates as 
teaching assistant 
- Integrating active learning 
activities, empowering 
students through 
constructivist course 
design, improving staff 
efficiency through re-
examining staff role in 
student-centred instruction.    
T
ea
ch
er
 
P
ro
g
ra
m
m
in
g
 - Lack of personalised 
instruction and support. 
-  Teaching dynamic concept 
with static materials and 
insufficient support for 
development of higher-order 
skills. 
L
ar
g
e 
cl
as
s 
- Managing active learning 
activities.  
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Table 4-1 (continued) 
Perspectives 
Challenges and/or difficulty 
from chapter 2 
Pedagogical strategies from 
Table 3-3 
Blended-learning strategies 
T
ea
ch
er
 
L
ar
g
e 
cl
as
s 
- Assessment related difficulties. - Using criteria-referenced 
holistic assessment 
strategy.  
- Using team teaching 
strategy with division of 
labour.  
- Using alternative 
assessment strategies (such 
as self- and peer-
assessment). 
- Using undergraduates for 
assessment task.  
- Using Moodle for 
presentation of assessment 
tasks, evaluation criteria, 
notification of assessment 
results and feedback.  
- Applying assessment 
oriented functionalities of 
Moodle: quiz for self-
assessment, and posting of 
assignments and projects, 
and past/model.  
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Chapter 5                                                                                               
Course and learning environment design 
5.1 Introduction  
This chapter combines the lessons drawn from pedagogy in Chapter 3 and educational application of 
information technologies in chapter 4 to propose a blended learning environment for an introductory 
programming course. The chapter begins with an outline of course re-structuring activities in section 
5.2. It includes specifying intended learning outcomes; presenting the procedure to follow in the 
development of teaching and learning activities (including assessments tasks). Section 5.3 presents the 
design of a blended teaching and learning environment to support the delivery of the re-structured 
course. The learning environment includes use of team-teaching and student mentor support for large 
class face-to-face instructional activities. E-learning and innovative programming teaching tools are 
incorporated to facilitate the face-to-face activities and to offer additional cognitive support, 
communication, collaboration, and resource provision functionalities. A recap of the main issues raised 
in the chapter is given in Section 5.4. 
5.2 Course design 
Section 3.3 of Chapter 3 presented course design issues from the literature. I use that as a guide for the 
design presented in this section. I adopted the Analyse, Design, Develop, Implement and Evaluate 
(ADDIE) generic model of course design and its detailed version by Dick and Carey (2005) as a 
general direction in the process of course specification. Biggs‘ principle of constructive alignment 
(section 3.3.3) is used to identify, write and relate intended learning outcomes, assessment tasks and 
teaching and learning activities. Figure 5-1 summarises the design for the first of the two consecutive 
case programming courses of the study.  
The different inputs for the course design are:  
- Learning theories (predominantly constructivism but inclusive of behaviourism, cognitivism and 
phenomenographic pedagogy) and large class teaching best practices (Sections 3.3 and 3.5 of 
Chapter 3). 
- Consideration of student and curricular factors that influence teaching and learning of 
programming in a large class setting (chapter 2). 
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- The cognitive and affective domain knowledge, skill and attitude expectations associated with 
introductory programming courses (Section 3.4 of Chapter 3). 
 
Figure 5-1: Constructively aligned course design for the case course 
The intended learning outcomes, which are described in subsection 5.2.1, are developed based on 
Fuller et al.‘s (2007) two dimensional adaptation of Bloom‘s taxonomy. The assessment tasks, 
specified in sub-section 5.2.2, are designed to focus on formative assessment types (assignments, 
projects and reflective journals). The assessments are designed with the aim of encouraging students 
to engage in teaching and learning activities and of ensuring achievement of the intended outcomes, 
the relevance of which is described in subsection 3.3. SOLO and Bloom‘s taxonomies are 
incorporated to structure assessment activities in a way that can help to evaluate student learning at 
the required level of knowledge, i.e. as proposed in the intended learning outcomes. The design of 
learning and teaching activities, which are elaborated on in subsection 5.2.3, involves design elements 
that address troublesome student experiences in large class teaching as well as difficulties in learning 
introductory programming (the theme of chapter 2). The learning environment component of the 
design is presented in section 5.3.  
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5.2.1 Specifying intended learning outcomes 
Identification of instructional goals and writing performance objectives are amongst the preliminary 
activities of course design (Dick & Carey, 2005). Biggs and Tang (2007), cited in Chapter 3, suggest 
the use of action verbs in stating intended learning outcomes to express what students should be able to 
do after their educational activity.  
Figure 5-2 outlines five intended learning outcomes for the first case introductory programming 
course, a Python based CS1 course (Bruce, Cupper, & Drysdale, 2010). The intended learning 
outcomes associated with the cognitive domain are drawn from CS model curricula (ACM and IEEE, 
2001, 2008; Sancho-Thomas, Fuentes-Fernández, & Fernández-Manjón, 2009). The affective domain 
outcome is based on Koenig's (2011) assessment of 21
st
 century skills that place emphasis on team 
problem solving behaviour (Taggar & Brown, 2001) and the interpersonal skill requirements of 
graduates (Klein, DeRouin, & Salas, 2006). The action verbs used in specifying the outcomes are 
adopted from a list of problem-solving activities proposed by Fuller et al. (2007).  
 
Figure 5-2: Intended learning outcomes 
As illustrated in Figure 5-2, the intended learning outcomes include knowledge and comprehension 
domain activities (explaining fundamental program constructs and programming concepts). 
Application of synthesis level activities is also synergised in the form of program design and testing 
(algorithms), program coding (applying structured/procedural programming), and programming 
processes (program documentation, automated testing, debugging and testing). The affective domain 
intended learning outcome envisages introducing students to the soft (transferable) skills required by 
software engineers of the 21
st
 century (McKinney & Denton, 2005; Neagle, Marshall, & Boyle, 2010).    
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5.2.2 Developing teaching and learning activities 
One wing of the constructive alignment process is the identification of teaching and learning activities 
that are likely to lead to the attainment of the intended learning outcomes of a course, or for any other 
level of a study unit (Section 3.3 of Chapter 3). The teaching and learning activities designed for the 
case courses include: 
1.  Teaching-team managed large lecture to more than 200 students, that is interactive and engages 
students in active learning activities  
2. Student-pair managed laboratory activities that are handled in a small group of maximum 40 
students, where teachers make themselves available for support and guided laboratory practice as 
deemed necessary 
3. Student-pair managed assignment and project activities with the dual role of performance 
evaluation and facilitating reflection and feedback 
4. Mentor (senior student) support and students‘ self-managed reading, design, coding and reflection 
activities.  
The teaching and learning activities (shown in Figure 5-3) involve integrated student support (both 
face-to-face and online) to address the challenges of large class teaching and of novice programming 
that are discussed above in chapter 2. The core innovative approaches introduced are based on 
strategies proposed in sections 3.4 and 3.5 of Chapter 3 and include the use of student mentor support, 
integration of pair programming and collaborative learning strategies, and changing teachers‘ role 
towards learning resource development, learning facilitation and student support. As will be discussed 
in section 5.3, information technologies are the principal ingredient in the solution proposed in the 
course and learning environment design.  
 
Figure 5-3: Face-to-face educational activities and student-mentor interaction 
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The instructional design is based on the timely presentation of structured learning resources, which 
include lecture notes, pair-based laboratory practice problems and other supportive resources. Learning 
resources are structured through outlining the objectives using proper action words, and designing the 
resources in such a way that students can build on their prior knowledge to construct new 
knowledge/concepts. This is achieved by balancing the composition of narrative materials (for 
reading) with active learning activities and through a strategy that Barros (2010) refers to as activity-
assignment alignment. This strategy is used to align lectures with laboratory-based pair programming 
activities and then with student assignments. That is, some aspects of laboratory practices are initiated 
during lecture time (in the form of live programming or active learning activities), the laboratory 
practices build on the lecture, and the assessment activities follow. This is in line with Merrill et al.‘s 
(2007) scaled instructional strategies discussed in subsection 3.3.1 of Chapter 3.     
5.2.3 Developing assessment tasks  
The underlying assumption of the assessment design is the use of assignments and projects to induce 
student engagement throughout their learning. Biggs referred to such a design as a constructively 
aligned assessment design (Biggs & Tong, 2007). The following assessment design principles were 
followed: 
- Apply constructive alignment (subsection 3.3.1 of Chapter 3). 
- Increase formative assessment that start early in the semester to promote learning by means of 
continuous reflection and feedback (Webber & Tschepikow, 2013 in Chapter 3). 
- Include alignment between assignments (Barros, 2010 in section 3.4 of Chapter 3) – i.e. 
incorporation of the whole or part of the previous assignment into the next assignment, in 
sequence, to enable students to relearn previously skipped or misunderstood concepts and skills. 
- Apply incremental grade improvement (Barros, 2010 in section 3.4 of Chapter 3) to promote 
student engagement indirectly through their efforts to improve their poor grades or marks. 
- Use a criterion referenced holistic grading scheme for assignments (Biggs & Tang, 2007; 
Thompson, 2007 in Chapter 3) for the dual purpose of promoting balanced and comprehensive 
student knowledge and skills development and for a more time-efficient evaluation of assignment 
than the analytic evaluation approach (Hunter, Jones, & Randhawa, 1996 in section 3.5 of Chapter 
3).      
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- Strengthen student support (through student mentors, and student-centred teaching practice) to 
promote student engagement in pair and group-based assignments and projects.  
Figure 5-4 depicts the assessment design. It consists of pair- and group-based assignments and 
projects as formative assessments and a final examination as a summative assessment. Each graded 
formative assessment activity is followed by student reflection in the form of a reflective journal or a 
presentation. Graded formative assessments also have accompanying non-graded but required 
assignments (that is, those that need to be submitted and evaluated by student mentors for feedback). 
The non-graded assignments link pair-based laboratory activities with graded assignments. The 
written examination, which is intended to be comprehensive in coverage, is designed to evaluate 
students‘ knowledge on the basis of Bloom‘s taxonomy in the cognitive domain (for objective 
questions) and SOLO taxonomy for subjective-type questions (Figure 5-1).   
 
Figure 5-4: Incrementally aligned assessment activities 
The topics covered in the assignments are outlined in Figure 5-5. The assignments are sequenced with 
increasing level of complexity of problems. In addition to subject units covered in lectures, 
assignments incrementally familiarise students with basic software engineering principles (code 
layout, secure programming, and testing) based on the recommendations of Read (2002), Anderson, 
Anderson, Borriello and Pal (2010) and ACM and IEEE (2008).  
 
Figure 5-5: Assignment alignment 
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A generic SOLO based holistic criterion for evaluation of assignments is presented in Table 5-1.  It is 
adapted from Thompson (2007) and presents set of criteria for an associated grade scale (that is, from 
outstanding work that is assigned an A+ to inadequate work that is graded as an F). The evaluation 
criterion is adjusted for each specific assignment and provided together with the assignment question 
in advance. In doing so, students can refer to the grading scheme when completing the assignment. As 
Jonassen (1999) suggested in sub-section 3.3.2 of Chapter 3, assignment activities are real world 
problem based and given to students together with generic templates and worked-out projects.  
 
Table 5-1: Holistic assessment criteria for assignments and projects 
SOLO  Characteristics 
Criteria (for design, process and coding 
evaluation) 
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(A
+
) Students exceeded the expectations for 
the assessment activity. Their 
performance goes beyond just doing the 
basics, demonstrating that the students 
extend their learning and can, if they 
wish, cover alternatives techniques. 
Outstanding students would use 
additional programming techniques and 
constructs, and demonstrate ability to 
argue for their inclusion of different 
components in the project, and 
demonstrate integration of cognitive and 
affective skills in the course and beyond.  
The assignment program/application delivers 
over 80% of the required functionality. The 
application design shows integration of task 
components. Students utilise programming 
techniques and constructs that are not 
explicitly taught in the course. There is a clear 
demonstration of the use of teamwork and 
personal skills beyond the project/assignment.  
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(A
) 
Students‘ project shows clear 
relationships/integration among the 
components and iterations. The project 
integrates utilisation of a wide range of 
techniques for the intended purposes. 
Specifically, two iterations of the project 
are completed and a portion of the third 
iteration attempted. The student(s) 
identified the commonality in the 
functionalities of the code and has 
refactored the code to eliminate 
duplication. Students also recognised the 
need to apply all the programming 
techniques consistently to achieve the 
project‘s objectives, and they have 
observable integration of cognitive and 
affective skills 
Student assignment delivers 70% of required 
features as specified in the requirement. The 
application structure is clean and matches 
standards and it is documented externally to 
ease understanding. The application‘s contain 
minimal duplication of code and has good 
component reuse features. The user interface 
design follows a consistent design structure. It 
also offer 90% or greater of all the necessary 
data validation and buffer overflows are 
implemented in appropriate places. 90% or 
more of the code is tested using an automated 
testing strategy. Students demonstrate clearly 
observable work ethics (meeting agreed 
commitment, role, risks), team work skills 
(communication and relationship building) 
and intrapersonal (adaptability, self-regulation 
and reflection).  
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Table 5-1 (continued) 
SOLO Characteristics Characteristics 
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Upper brand: A large amount of the 
system functionality might be 
implemented but there is limited or no 
integration of the functionality. Students 
attempted at least two iterations of the 
assessment project. The application‘s 
iteration components appear totally 
independent and contain a high level of 
code duplication. Students are not able to 
see the commonality that is possible in 
developing the solution, but they do use 
observable affective skills sufficient and 
appropriate for successful completion of 
the project/assignment.  
Student‘s assignment application operates 
without obvious problems, and it delivers 
60% to 70% of required features as specified 
in the requirement. The application does 
consistently apply programming standards 
and user interface design standards. Between 
75% to 89% of data validation and buffer 
overflow controls are implemented 
appropriately, and 50% to 89% of the 
expected testing strategy for all implemented 
functionality is defined and 50% to 89% is 
implemented using automated techniques. 
Application is documented internally to ease 
understanding. The assignment maintains 
affective skills and practices acceptable for 
level of the project/assignment. 
Lower brand: Students able to complete 
a working piece of code to a base 
standard. Students focus on achieving the 
standard in more than one aspect of the 
project, and they are able to participate in 
projects where they can focus on a 
specific aspect and do not have to deal 
with all aspects of a project. Students are 
able to exert level of communication, 
collaboration and self-regulation well 
enough to get the project/assignment 
done. 
 Student‘s application operates without 
obvious problems, and it delivers 50% to 60% 
of required features as specified in the 
requirement. The application inconsistently 
applies programming standards and user 
interface design standards. Between 60% and 
74% of data validation and buffer overflow 
controls are implemented appropriately. A 
completing testing strategy for all 
implemented functionality is defined and 49% 
is implemented using automated techniques. 
The application is documented internally to 
ease understanding. The communication, 
relationship-building and intrapersonal skills 
are applied to fulfil the minimum level of 
expectation for the project/assignment. 
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Students show some understanding but 
are operating at too inadequate a level to 
be able to participate in a programming 
environment. Students pay attention only 
to one aspect of the assessment, and they 
demonstrate loose or partial focus on 
teamwork and personal skills.  
Student‘s application partially operates with 
significant, obvious problems. The 
application delivers 30% to 50% of features 
specified in the requirements. Programming 
standards, application structures, and user 
interface design standards are not applied 
consistently. Student‘s applied 
communication, relationship-building and 
intrapersonal skills are below the minimum 
level expected for the project. 
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Table 5-1 (continued) 
SOLO Characteristics Characteristics 
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) 
The students did not understand the tasks 
or what was expected of them. Students 
either show inadequate knowledge or 
have completed too little of the work. 
Plagiarism (copying other students‘ 
work), and teamwork and personal skills 
are given no attention.  
 
Student‘s application attempts to copy 
example code with minimal changes, and 
application is unrelated to requirements. The 
application delivers less than 30% of the 
required functionalities. No attempt has been 
made to apply programming or user interface 
design standards or good application 
structure. There is no or very weak 
application of teamwork and personal skills in 
the project/assignment.   
5.3 Learning environment design 
The learning environment design presented in this section follows the course design recommendations 
discussed above in section 5.2.  I start the section with specifying the proposed modality of blended 
learning in Subsection 5.3.1. It is followed by description of the overall framework of the planned 
blended learning environment in Subsection 5.3.2. The subsequent two Subsections (5.3.3 and 5.3.4) 
present the face-to-face and e-learning components of the design respectively.   
5.3.1 Blended learning modality 
The spectrum of institutional adoption of online learning in higher education ranges from technology 
enhanced face-to-face instruction (i.e., without reduction in the face-to-face contact time) to that of 
completely online - no face-to-face components (Graham, Woodfield & Harrison, 2013). By 
definition, blended learning rests in the middle where there is transformation of some face-to-face 
activities into online modality.   
There are many reasons to choose blended learning modality for this particular study. Firstly, a course-
level empirical study which is a first of its kind at the implementation institution is expected to comply 
with institutional policies and regulations to be accepted by institutional management.   The 
implementation institution of this study considers ―class‖ to consist of classroom lectures, tutorials, 
laboratory, clinical attachment, and fieldwork (Hawassa University, 2011). The institution has no 
provision for online learning. Secondly, the existing context of Sub-Saharan Africa described in 
Section 2.4 can be challenging for completely-online modalities. Higher education institutions in Sub-
Saharan Africa has resource constrains, their infrastructure (information technology included) are not 
adequate, and there are significant language and cultural issues. Hart (2012) found such factors to 
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include barriers for students‘ abilities to persist in online courses. Some of the critical barriers for 
successful online courses that Hart (2012) identified are lack of basic computer skills, resource 
accessibility and poor communication, and the level of higher education students have (based on 
previous studies, Hart confirms prevalence of dropouts in the earlier years of university study).    
This study, hence, targets a blended learning modality that provides flexibility to balance the face-to-
face and the e-learning modalities. The blended learning strategy can also serve as a situated test-case 
to consider the possibility of fully online learning modality in the future.  
5.3.2 The Learning environment framework 
I have used the following design factors and conditions, which were identified from the literature study 
presented in Chapters 3 and 4, to structure the learning environment design:  
- The need to present real-world problem cases with an appropriate performance environment, 
problem representation and problem manipulation space (Jonassen, 1999, in Chapter 3). 
- The need for interpretive and intellectual support such as related cases, information resources, 
cognitive tools, conversation and collaboration, as well as social support tools (Jonassen, 1999, in 
Chapter 3). 
- The need for continuous support in the form of guidance, coaching, scaffolding and reflection 
(Merrill et al. 2007 and Jonassen, 1999, in Chapter 3). 
- Laurrilard‘s conception of teaching and learning as interpersonal and internal dialogue between 
teachers and students that occurs at two different levels: description of the topic and activities in 
the task environment. The dialogue may be discursive, adaptive, interactive and reflective 
(subsection 3.3.4 of Chapter 3).  
- The need for narrative, interactive, communicative, adaptive and productive media forms (learning 
resources) in the design of e-learning materials to support learning as a dialogue (subsection 3.3.4 
of Chapter 3).  
- Use of pair programming and collaborative learning approaches as well as team teaching and use 
of student mentors as a mechanism to minimise the impact of large class teaching of programming 
on student learning (section 3.4 and 3.5 of Chapter 3).  
- The use of free and open source information technology tools that can be integrated as blended 
learning platforms to support the type of teaching and learning environment specified above. The 
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tools identified are the Moodle integrated learning management system and programming teaching 
tools – UUhistle and Teaching Machine visualisation tools and Pygame and Tk/Tkinter Python 
library modules for engaging programming activities (chapter 4).   
Figure 5-6 presents the overall framework of the learning environment design. The proposed learning 
environment incorporates three categories: a large lecture in an auditorium, a small-group laboratory, 
and e-learning-based support and communication. The large class environment (with one LCD 
projector and a laptop for teachers) is intended for the team-teaching facilitated instructional activities 
(subsection 5.2.2). The small-group size laboratory is used to support pair-programming activities. The 
e-learning-platform has a dual role. It is used as a resource repository, i.e. the e-learning system 
supports the lecture and pair-programming activities by distributing lecture notes and laboratory guide 
questions. Over and above this, the e-learning system is planned to support student-teacher and 
student-to-student collaboration and student supports. Subsections 5.3.1 and 5.3.2 describe details of 
the learning environment design.   
 
Figure 5-6: Integrated support structure for blended-learning of programming 
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5.3.3 Design of face-to-face learning activities  
On the basis of large class teaching strategy literature (Section 3.5 of Chapter 3), three core innovative 
approaches are introduced in the design of face-to-face activities: 
1. Team teaching during lecture and laboratory sessions: based on the literature discussed in section 
5.2 above, the design incorporates the use of a minimum of two instructors for classroom activities 
during lecture hours. The instructors alternate in the role of lecturing and classroom management 
activities: it is proposed that one instructor monitors classes while the other engages in lecture 
activities. Instructors work together in active learning activities to facilitate and support student 
engagements. It is also proposed that instructors will collaboratively support pair-programming 
laboratory practices that are set to run in two parallel laboratory sessions three days a week for six 
different student groups.  
2.  Empowering students for student-centred authentic learning (Estes, 2004): this will be handled 
through the use of a first class for explicit negotiation and induction of students, explaining the 
learning objectives, planned teaching and learning approaches and the respective share of 
responsibility between students and teachers. The design integrates the use of student mentors, e-
mail communication and focus-group discussions to create a sense of community amongst 
students, the advantage of which is documented in Kotter‘s framework (1995, 2007) described in 
section 4.2 of chapter 4. This set of mechanisms is expected to help instructors to listen to students 
and to make adjustments to the course and learning environment design as it becomes necessary.   
3. Using student mentors (seniors) to support students: the roles of the student mentors include 
identification of students‘ knowledge and skills gaps and motivation of their engagement through 
guidance and coaching. Student mentorship is also planned to facilitate student-to-teacher 
communication, thereby minimising the students’ feelings of anonymity (chapter 2) through 
drawing critical student issues to the attention of instructors. Such an arrangement is believed to 
lead to the initiation of scaffolding activities (see Section 3.3 of Chapter 3). As explained in 
subsection 5.2.3, the use of student mentors in assessment activities is mainly for the evaluation of 
non-graded assignments, which are purely for feedback purposes.    
5.3.4 Design of e-learning activities 
The e-learning resources and activities are the critical component of the design, facilitating blended 
teaching and learning of programming in a large class context. Figure 5-7 presents the overall 
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integration of different media forms into the blended learning environment. This integration is based 
on Laurillard‘s (1993, 2002, 2013) conversational framework and Mayes and Fowler‘s (1999) three-
stage learning model. As discussed in Section 3.3 of Chapter 3 and included in the description 
depicted in the three boxes of Figure 5-7, Laurillard‘s conversational framework is used to identify 
different kinds of interactions (or dialogues) that take place in the teaching and learning process, and 
then to decide on the different resources (media forms) required for making the dialogues happen. The 
three-stage learning model, shown as downward arrows in Figure 5-7, is used to organise the resources 
in a way that enables the systemisation of students‘ incremental learning, as proposed in the scaled 
instructional strategy of Merrill et al. (2007) (discussed in subsection 3.3 of Chapter 3).   
The Moodle learning management system supports the discursive dialogue (subsection 3.3.4 of chapter 
3) through instructor-constructed narrative media (lecture notes, supportive reading materials, and 
weekly thematic online discussions). In addition, the Moodle system supports interactive and reflective 
dialogue through the use of communication and collaborative tools (assignments, chat, forum and e-
mail). All assignments, including reflective journals and group projects, will be submitted online and 
both instructors and student mentors provide their feedback online. 
The programming tools, which include both visualisation and programming environments (section 4.3 
of chapter 4) are intended to support the adaptive dialogue. These technologies fall within the 
interactive (e.g. visualisation tools) adaptive (e.g. teacher-constructed or system-driven project 
template), and productive (e.g. Pygame and other program development modules or environments) 
categories.  
Special attention is given to the design of web-based, weekly, pair-programming laboratory problems, 
assignments and projects. The need for authentic context (simulating a real-life setting) and authentic 
activities (or real-world problems) is recognised as indispensable in Chapter 3 by Jonassen (1999), 
Herrington and Oliver (2000) and Estes (2004). The laboratory and assessment activities are prepared 
incrementally (in the course of the teaching and learning process), taking into consideration the fact 
that the problems adopted have all, or the majority of, the following characteristics (Reeves, 
Herrington & Oliver 2004; ACM & IEEE, 2008):  
- Problems/activities have real-world relevance. 
- Problems are ill-defined, i.e. they have challenging elements and provide opportunities for 
students to define the tasks and sub-tasks required to complete the activity. 
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- The problems chosen provide students with the opportunity to collaborate. 
- Tasks give students a chance to integrate knowledge/skills across the subject area. 
- Tasks give students a chance to become aware of and appreciate contemporary CS and software 
engineering issues such as the growing importance of security and agile software development.  
 
 
Figure 5-7: Media forms for blended learning of programming 
A simple cascading style sheet (CSS) depicted in Figure 5-8 is used as a generic structure to format the 
webpage of the laboratory and the assessment activity documents. It has a tabular structure with a title 
(that is used to describe the topic of the assignment or assessment activity) in the first row and a link 
area (second row, first column) as a shortcut to the activities. The activity area (second row, second 
column) starts with the presentation of the specification of the expected learning outcomes. It is the 
area where the activities are presented. The laboratory pair-programming activity questions include a 
link to Internet based cases or questions and a guide to UUhistle or Teaching Machine visualisation 
activities or instructor constructed problems.   
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Activity Title 
Outcomes(ILOs) 
Activity 1 
Activity 2 
Activity 3 
Activity 4 
… 
 
Learning Outcomes 
   At the end of the lab, you will be able to: 
- Explain … 
- Design ….. 
- …. 
Pair-programming activities: 
Activity 1. …..  
Date, developer and contact information 
Figure 5-8: Cascading style sheet for pair-programming activity 
5.4 Summary  
This chapter outlined the course and learning environment design proposed to enable students to learn 
introductory programming better within a large class setting. With the presentation of a course and 
learning environment design for the first case programming course, this chapter concludes Part II of 
the thesis. The design is presented for implementation with an embedded research component that has 
the dual purpose of introducing incremental refinements to the design and conducting an empirical 
investigation of the designs, which is the focus area of Part III of this thesis.   
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Part III 
Empirical investigation 
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Introduction to Part III 
“We make versions, and true versions make worlds.”   
Nelson Goodman 
 
“However much you study, you cannot know without action. A donkey laden with books is neither an 
intellectual nor a wise man. Empty of essence, what learning has he whether upon him is firewood or 
books?”  
Saadi – Persian poet 
 
 
This part of the thesis focuses on the implementation and empirical investigation of the blended 
teaching and learning design presented in Part II. It is organised into three chapters: in chapter 6 the 
research design is outlined. The next two chapters (7 and 8) report on two rounds of action research 
executed to empirically test the design. Contextually, this part aims to resolve the challenges and 
difficulties of teaching and learning of programming described in Part I.  
 
Chapter 6 describes the research design and methodology for the empirical study. The study adopts 
action design research as a methodological framework. Action design research (ADR) integrates 
design science research with action research to generate prescriptive design knowledge through 
building and evaluating ensemble artefacts in an organisational context. The action design research 
framework is applied in this study to refine the draft course and learning environment design (chapter 
5) through enactment at a case Ethiopian university (Hawassa University) for two semesters. The 
research question of the study is “How can a blended learning approach be used to improve large 
class teaching of programming?” A mixed method research methodology is used to evaluate the 
success of the blended learning intervention, taking the design (chapter 5) and its implementation path 
as independent variable and design utility (usefulness) and design fitness (the contribution of the 
design components and their flexibility, customisability, and scalability for a wider application) as 
dependent variables.  
         
Chapter 7 and 8 report on the two rounds of action research. Chapter 7 covers the first round 
implementation, the data collection and analysis procedures applied and the results that emerged. The 
course and learning environment design passes through formative (during the implementation stage) 
and summative (during end of action research evaluation) refinements. Chapter 8 continues by 
reporting the second cycle of action research.  
 
The results from the two cycles are intended to serve as input for interpretation and identification of 
the contribution of the research study in Part IV.    
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Chapter 6                                                                                                                          
Research design 
6.1 Introduction  
This chapter presents the design of the research to evaluate the impact and fitness of the blended 
learning environment (chapter 5) in addressing the challenge of large class T&L of programming 
(chapter 2). The outline of the chapter is as follows: section 6.2 introduces action design research as 
the methodological framework of the study. The research questions and variables are presented in 
sections 6.3 and 6.4 respectively and followed by the overall design of the study in section 6.5. The 
data collection instruments and methods of data analysis applied in the study are explained in the next 
two sections (sections 6.6 and 6.7). The mechanisms used to establish the research validity and 
reliability are summarised in Section 6.8 and followed by a summary of the chapter in Section 6.9.     
6.2 Action design research  
Laurillard (2012) argues that design science is useful to create, implement and evaluate new ways of 
using digital technologies for T&L and for simultaneous generation or testing of new knowledge. 
Research in design science involves construction, refinement and evaluation of an artefact (for 
product) or intervention (for process) with the dual goals of achieving theoretical and practical 
outcomes (Reeves, 2006; Hevner et al., 2004; Amiel & Reeves, 2008; Vaishanavi & Kuechler, 2004). 
The practical outcome, which is referred to as relevance, is solving real-world problems and the 
theoretical outcome is contributing to knowledge by applying rigorous methods in the generation of 
design theories and principles (Hevner et al., 2004; Reeves et al., 2004). 
There are different variants of research methods in design science, known by different names: design 
science research (Hevner et al., 2004), design research (Reeves, Herrington and Oliver, 2005), design 
experiment (Cobb, Confrey, Lehrer, & Schauble, 2003), developmental research (McKenney & Van 
den Akker, 2005), development research (Van den Akker, 1999), design-based research (Sandoval & 
Bell, 2004), formative research (Newman, 1990) and design and development research (Sahrir, Alias, 
Ismail & Osman, 2012). Recent literature appears to have settled on design research as the commonly 
agreed name for the approach, with two main variants, namely design science research – typically 
applied in information systems research –  and design-based research – used in education and 
educational technology studies (De Villiers & Harpur, 2013). 
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Hevner et al. (2004) present design science research as a two-stage process: building and evaluation of 
an innovative artefact. Artefact building involves understanding the problem and conceptualising the 
new design on the basis of the so-called kernel theories – theories drawn from the natural and social 
sciences through a creative translation process (Beck, Weber & Gregory, 2013). A follow-up iteration 
of building and evaluation leads to the maturity of the artefact (practical goal) and the answering of a 
research question associated with the artefact or its utility (theoretical goal).   
Action research is a related research method widely used in information systems research (Baskerville 
& Myers, 2004; De Villiers, 2005). Action research combines theory generation with research 
intervention for the purposes of solving immediate organisational problems, influencing change, and 
for discovering new knowledge in a clinical mode (Järvinen, 2009; Baskerville & Wood-Harper, 
1998). Venable (2006) demonstrated that action research can be used within design research for 
naturalistic evaluation of an intervention, which enables a researcher to explore how well or how 
poorly a technology solution works in its real environment.  
Baskerville, Pries-Heje, and Venable (2009) and Cole, Purao, Rossi, and Sein (2005) endorse cross-
fertilisation of design research with action research for the complementary roles of the two approaches. 
Wieringa and Morali (2012) observe that action research practice is suitable for understanding a 
situated problem and for reflecting on the experience to draw a generalisable lesson. The interleaving 
design science process is instrumental in the design of an artefact to solve a concrete problem. 
Sein, Henfridsson, Purao, Rossi, and Lindgren (2011) developed ADR based on the pre-existing 
methods of design science research and action research. It is hailed as a new design science method for 
generating prescriptive design knowledge through building and evaluating ensemble artefacts in an 
organisational context. The concept of ensemble refers to the nature of an artefact that is integrated and 
shaped by features both from the design and the organisational domain inputs. Action research is 
embedded in the process to facilitate the participation of stakeholders and the support of evaluation for 
more rigorous theory-generation, a strategy that is also promoted by Wieringa and Morali (2012), 
Pries-Heje, Baskerville, and Venable (2007) and Iivari (2007). Sein et al. (2011) show that ADR 
differs from the dominant design research thinking on two key points:   
- First, artefact building (i.e. design and development) and evaluation in ADR are not separated into 
sequential activities; rather, they are combined as a single systemised set of activities.  
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- Second, ADR focuses on ensemble artefacts, i.e. artefacts emerging from design, use, and ongoing 
refinement in context. Sein et al. (2011, p. 38) advocate ADR for research that simultaneously 
aims at building artefacts in an organisational context and learning from the intervention while 
addressing a problematic situation. The method focuses on the building, intervention and 
evaluation of an artefact that reflects not only the theoretical precursors and intent of the 
researchers but also the influence of users and on-going use of the artefact in context.  
In this study ADR was applied to education-oriented design research. As in other genres of design 
research, educational design research aims to produce both theoretical understanding, by describing, 
explaining and guiding certain aspects of T&L processes, and practical outcomes of finding solutions 
to authentic educational problems (Plomp & Nieveen, 2013; McKenney & Reeves, 2012; Van den 
Akker, Gravemeijer, McKenney, & Nieveen, 2006). McKenney and Reeves (2012) demonstrate that 
the demand for investigation in real learning settings is absolute and the research process requires 
interweaving of the core processes of analysis and exploration, design and construction, evaluation and 
reflection, and implementation and spread.  
The following subsection (6.2.1) describes the concerted ADR process.  
6.2.1 The ADR research process 
The introduction provided in the previous section (6.1) underlined the two basic commitments of ADR 
methods: inseparable artefact building and evaluation, and promoting the greater involvement of 
organisational actors and setting in the process. Error! Reference source not found. presents four 
stages of the ADR method that Sein et al. (2011) propose for achieving these methodological 
expectations. 
The first ADR stage is problem formulation, where a problem perceived in practice is framed as an 
initial research question, which can be changed or modified in the course of the research. The problem 
is defined as an instance of a class of problems and linked with existing theories and technologies. Sein 
et al. (2011) identify two guiding principles for this stage: practice-inspired research, i.e. viewing field 
problems as knowledge-creation opportunities, and theory-integrated artefact, i.e. artefacts informed 
by theories. The theory-integrated artefact‘s initial design is then subjected to iterations of 
organisational practices and influence from theories in the subsequent ADR stages. 
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Figure 6-1: ADR methodology, stages and principles (Sein et al., 2011) 
 
Stage 2 of ADR is the interwoven building, intervention and evaluation (BIE), which consists of an 
iterative process of the building of the artefact, intervention in an organisation and evaluation in a 
target environment (the organisation). The problem and the artefact are continually evaluated, and the 
design principles are articulated for the chosen class of solution designs. In an organisation-dominant 
BIE, where the primary source of innovation is organisational intervention, the process involves 
challenging organisational participants‘ existing ideas and assumptions about the artefacts‘ specific use 
context in order to create and improve the design. The artefact is deployed in the organisation early in 
the design iterations and every iteration ends with an assessment of the artefact and the design 
principles that it represents.  
Sein et al. (2011) advise action design researchers to adhere to the BIE principles of:  
- reciprocal shaping: emphasising the inseparable influence of the artefact and the organisational 
context 
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- mutually influential roles: mutual learning by participants in an ADR project  
- authentic and concurrent evaluation: this principle comprises acknowledging that evaluation is 
not a separated stage from building; applying formative evaluation to contribute to the refinement 
of the artefact, and applying summative evaluation in later stages for assessing value and utility 
outcomes. An authentic evaluation is required to account for emergent nature of the artefact 
occurring due to the influence of the design, the organisational participants and active engagement 
of the researcher.  
Action design researchers need to engage constantly in reflection and learning (stage 3 of ADR) 
parallel to and throughout the problem formulation and BIE stages (Error! Reference source not 
found.). Conscious reflection and learning are the mechanisms used to move from building a solution 
for a particular problem to finding a solution for a whole class of problems. The research activities 
include reflecting on the problem description, analysing intervention results, articulating learning in 
terms of theories selected, and continuously evaluating whether principles are adhered to.  The primary 
principle to consider during this stage is guided emergence: the research results, i.e. the resultant 
ensemble artefact and design principles, emerge from the combination of the preliminary design of the 
artefact by the researcher, refinement by ongoing interaction among perspectives and participants, and 
the outcomes of formative evaluation. In order to achieve guided emergence, the researcher needs to 
capture and build on the seemingly incongruent perspectives from multiple sources.  
ADR is concluded with the formalisation of learning, the fourth and last stage. This is the stage where 
situated learning from an ADR project is developed into a general solution for a class of problems. 
This is achieved through abstracting the learning into concepts for the class of problems. The 
mechanisms of abstraction include sharing outcomes and assessment with practitioners, articulating 
outcomes as design principles and learning in the light of selected theories and by formalising results 
for dissemination. The leading principle is generalised outcomes, i.e. both the solution and the problem 
that it addresses need to be generalised. Despite the challenges arising from the situated nature of 
ADR, Sein et al. (2011) argue that a conceptual move can be made by generalisation of the problem 
instance and the solution instance and through derivation of design principles from the design research 
outcomes. This argument is in line with design theory taxonomies and theory generation frameworks 
promoted by Gregor (2006), Pries-Heje and Baskerville (2008) and Gregor and Hevner (2013).    
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6.2.2 Epistemological assumptions 
There are diverse views of the ontological and epistemological assumptions of design science research 
(Vaishnavi & Kuechler, 2004). A positivistic position is clearly observed in the methodological 
guidelines of Hevner et al. (2014) and March and Smith (1995). Niehaves (2007) and Iivari and 
Venable (2009) argue that design science can adopt either positivist or interpretive assumptions, 
depending on the focus and stage of the research process. Vaishnavi and Kuechler (2004) take a 
different stand by arguing that the socio-technical focus of design science research requires ontological 
and epistemological assumptions that can be derived neither from positivist nor from interpretative 
philosophical outlooks.  
The epistemological consideration of this study is organised into the following three categories: 
- Changing philosophical assumptions at different ADR stages 
- Applying critical realism for generalisation 
- Retroduction for a critical realist data analysis. 
Changing philosophical perspectives  
This study exemplifies research on socio-technical systems, which is designed to address the 
theoretical and practical problems of working in real-world conditions where there is distribution of 
functions between humans and machines. Research on these systems necessitates a philosophy and in 
particular an epistemological foundation that recognises the social aspects of knowledge creation and 
use (Niehaves, 2007).  
There is consensus in the literature that the philosophical perspective of design science researchers 
changes with iterative progress through the phases (Purao, 2002; Vaishnavi & Kuechler, 2004; 
Niehaves, 2007). Problem formulation and initial solution (or artefact) design need to be informed by 
kernel theories, which can range from the universal laws of natural science (Vaishnavi & Kuechler, 
2004; Sein et al., 2011) to ones with more restricted scope (Sein et al., 2011). New knowledge is 
generated through iterations of artefact building, evaluation and refinement, a process which is referred 
to as circumscription (Vaishnavi & Kuechler, 2004).  Niehaves (2007), based on Klein & Myers 
(1999) related this process of knowledge generation with the hermeneutic cycle as the process involves 
reading texts (data in the sense of this study) against the background of previous understanding. 
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A design science researcher can take a positivistic position during problem formulation (in identifying 
and integrating theoretical inputs for his/her socio-technical system) and shift to a pragmatist 
viewpoint with a focus on utility theories as intermediate outcomes (through evaluating the efficacy, 
effectiveness, efficiency, elegance or ethics of the created artefact) (Vaishnavi & Kuechler, 2004). An 
interpretive mindset is essential for in situ implementation, evaluation and refinement of the socio-
technical system within an organisational context (Niehaves, 2007). Sein et al. (2011) argue the 
necessity for an ADR researcher to work collaboratively with organisational participants and to 
actively influence the process/subject under investigation; i.e. within the process of achieving new 
knowledge (Niehaves, 2007).  
Conceptual abstraction with critical realism 
Moving in conceptual abstraction from situated empirical experience (or learning) towards 
generalisation in the later stages of ADR (reflection and learning; formalisation of learning) can be 
facilitated by taking a critical realist epistemological perspective (Vaishnavi & Kuechler, 2004; 
Niehaves, 2007). In the problem domain of this study, Hornsby and Osman (2014) argued the need for 
considering ―conceptual implications of large classes in addition to practical responses‖ (p. 713).  
Critical realism is a kind of realist philosophy that maintains a strong emphasis on ontology and 
supports the idea of a reality (intransitive domain) that exists independently of our knowledge or 
perception of it (Archer et al., 1998; Bhaskar, 1989 both of whom are cited in Smith, 2006; Mingers, 
Mutch, & Willcocks, 2013). There are two important assumptions underlying critical realism 
(Zachariadis, Scott, & Barrett, 2013; Mingers et al., 2013; Smith, 2006): 
1. In addition to its ontological stance on reality (or on enduring entities), critical realism views 
generation of knowledge as a human activity that depends upon the specific details and processes 
of its production (transitive domain). Transitive domain knowledge can be established facts, 
theories, models and techniques of study that are used by researchers at a certain time and place.  
2. It assumes a stratified ontology divided into three domains: the real, the actual, and the empirical 
(Bhaskar, 1989 as cited in Smith, 2006; Mingers et al., 2013). The domain of the real includes 
objects and structures with inherent causal powers and liabilities which result in mechanisms (the 
way a structured thing acts or works) that may not be visible. The empirical consists of observed 
events or the experience of the participant, and is distinguishable from the actual and the real. The 
actual consists of events that do (or perhaps do not) occur and include the empirical. 
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Retroduction method of data analysis 
Mingers et al. (2013) present the essential methodological step of critical realism as moving from 
descriptions of empirical events or regularities to potential mechanisms. Contained in this step is 
another epistemological assumption of critical realism about stratified objects (real, actual, empirical): 
a causal power at one level can be seen as generated by emergent power mechanisms at a lower level 
(Bhaskar, 1989 as cited in Mingers et al., 2013). In this study, for example, the methodological step 
can be used to transcend the experience of large class blended teaching and learning of introductory 
programming at the case university and to move to the broader view of general large class 
programming education (the third research sub-question in section 6.2). Responding to this sub-
question requires abstracting from the empirically observed events and the associated empirical 
findings to identify generative mechanisms that led to the observed ones.   
The methodological strategy used in critical realism is called retroduction (Meyer & Lunnay, 2012). 
Retroduction is a means to link the structure and causal powers of the objects under investigation, to 
the events we want to explain through causal mechanisms (Zachariadis et al., 2013). Meyer and 
Lunnay (2012) show that retroductive inference is built on the premise that social reality consists of 
structures and internally related objects but that we can only attain knowledge of this reality if we go 
beyond what is empirically observable by asking questions about and developing concepts that are 
fundamental to the phenomena under study. Zachariadis et al. (2013) identify four stages in the 
process:  
1. Description or appreciation of the research situation focuses on the identification of the composite 
events under study. 
2. Hypothesising about the possible mechanisms or structures capable of generating the phenomena 
that have been observed, measured, or experienced. 
3. Critical assessment and elimination of alternative explanations that have been produced. 
4. Action to circulate the research findings and, where applicable, determine whether the causal 
explanations uncovered so far are satisfactory to an intended audience.  
Mayer and Lunnay (2012) have used a research process with six stages for the same purpose. The 
process is closely related to the four-stage model of Zachariadis et al. (2013) (above) and the grounded 
theory coding procedure that is presented in section 6.6. The two models of retroduction are used in 
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this study to support interpretation of the quantitative and qualitative findings from the two cycles of 
action design research.   
To sum up, this section presents a review of literature on ADR and the philosophical concerns 
(ontological and epistemological) that a researcher could consider in the different phases of ADR. 
ADR is outlined as systematised and as an ensemble (that is, it integrates artefact building and 
evaluation), inclusive of organisational participation. It is an offshoot of Design Science Research and 
Action Research (section 6.1). The four stages of ADR (section 6.1.1) are iterative and include 
principles that the researcher needs to follow. In addition to practical outcomes that emerge through 
the ensemble process of artefact building and evaluation, the ADR process generates theoretical 
contributions through its reflective nature. This reflective process becomes increasingly rigorous and 
conceptual by applying a retroduction inference strategy in the generalisation process (section 6.1.2). I 
used ADR as a research framework.         
The subsequent sections present the research design, beginning with the presentation of the research 
questions in section 6.2 and the research variables in section 6.3. The ADR based research framework 
is linked to the research questions and variables in section 6.4. The research methodology is then 
described in section 6.5.    
6.3 Research question 
The main research question of this study is ―How can a blended learning approach be used to improve 
large class teaching of programming?” This question is operationalised as the following sub-
questions:  
4. How can a blended environment be developed for large class teaching and learning of introductory 
programming?  
5. How does implementation of this blended environment (the intervention) affect students‘ learning 
of programming in a large class?  
6. How fit is the blended teaching and learning intervention, in terms of its decomposability and 
malleability, for large class programming education?  
The first sub-question relates to the design of the blended course and learning environment for the case 
two programming courses. An overview of the next two sub-questions is given in the next section (6.4) 
as part of the discussion of the dependent variables. 
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6.4 Research variables  
Design science research that involves naturalistic evaluation of a design entails engagement with many 
variables that cannot be controlled (Collins et al., 2004). Collins et al.  show that many pre-identified 
and unidentified factors might influence the outcome of the research.  
Biggs (1989) summed up the different T&L related variables in an educational setting as presage, 
process and product factors in the model known to as the 3P model. As discussed in Chapter 3, the 
presage variables include student factors (such as their prior knowledge, ability, values, expectation 
and competence) and teaching context factors (such as curricula, institutional instructional procedures, 
and the T&L environment set by instructors). The process factors, which are influenced by presage 
factors, are associated with students‘ approaches to learning – broadly categorised as deep and surface 
approaches (Entwistle & Ramsden, 1983). The product part of the 3P model suggests that learning 
approaches are related to qualitative differences in learning outcomes – the deep approach produces 
high quality learning outcomes, while a surface approach results in poorer quality outcomes.  
Instead of attempting to control the variables, the design science research literature recommends 
characterising the research situation, optimising the design, and observing carefully the interplay and 
influence of the different elements or variables (Collins et al., 2004; Reeves et al., 2005; Amiel & 
Reeves, 2008). Collins et al. (2004) suggest identification of all the variables that could affect 
dependent variables as a means to characterising the research situation. Design optimisation is 
achieved through incremental refinement of the design for observed gaps. Against this background, the 
independent and dependent variables of the study are:  
1. Independent variables 
- The blended learning environment and course design with constructivist pedagogical 
underpinning and use of open source and free technological tools. 
-  The implementation path of the designed intervention, 
2. Dependent variables 
Gill and Hevner (2013) proposed design utility and design fitness as two dependent variables of design 
science research. They argue that their fitness-utility model better captures the evolutionary nature of 
design improvements and the essential design science research nature of searching for a satisfactory 
design across a fitness landscape. The two dependent variables proposed are adopted within the scope 
of:  
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- Usefulness (as an aspect of utility) of a blended T&L approach for large class teaching of 
programming. In line with Silius and Tervakari (2003) and Mehlenbacher, Bennett,Bird, Ivey, 
Lucas, Morton, & Whitman (2005), usefulness of a blended learning approach and 
environment is characterised through effectiveness measures – the change in students‘ approach 
to learning achieved, the level of students‘ achievement (or performance) in assessment 
activities, and suitability – how satisfying the intervention is in enabling and encouraging 
student learning within a large class educational context. 
- Fitness of the design (course and learning environment) for wider adaptation. This is characterised 
by evaluation of the roles (or contributions) of different parts of the intervention to achieve the 
intended goals (decomposability) and by extending such evaluation to include the extent of their 
flexibility, customisability, and scalability to fit to different contextual factors (malleability).  
The usefulness research variable is related to the second research question of the study (section 6.2). It 
is answered through a process of predominantly quantitative data collection and analysis in the first-
cycle ADR (Chapter 7). The third sub-question is linked to the fitness dependent variable and 
addressed through a largely qualitative data collection and analysis process (Chapter 8) and critical 
realist analysis and interpretation of the results from the two cycles of the ADR. 
6.5 Overall design of the study 
The overall design of the study is presented in Error! Reference source not found.. The figure, 
which is adapted from Sein et al. (2011), extends the ADR research framework shown in Error! 
Reference source not found. by incorporating methodological specifications applied in different 
phases of this study.  
ADR and other forms of design research are iterative (Hevner et al., 2004; Sein et al., 2011) and 
involve collection and analysis of mixed data from different sources (Cleven, Gubner, & Hüner, 2009). 
The mixed-methods sequential explanatory design (Ivankova et al., 2006) is adopted to structure this 
iterative procedure. Such a research design implies collecting and analysing quantitative and then 
qualitative data in two consecutive phases within one study.  
This cyclical and sequential design is implemented as action research with two cycles undertaken in 
two consecutive semesters. The first cycle focused on evaluation of the performance of the course and 
learning environment design with predominantly quantitative data and analysis through questionnaire 
surveys and the evaluation of students‘ examination records. Qualitative data in the form of the 
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researcher‘s note-taking and expert reviews also formed part of the data, which was primarily intended 
to support continuous and end-of-semester refinement of the course and learning environment design. 
The second cycle followed, using a predominantly qualitative data collection and analysis process to 
explain the mainly quantitative results of the first cycle. This is an approach recommended for 
generating theory from theory-driven mixed-methods research (Ivankova et al. 2006; Zachariadis et 
al., 2013). 
 
Figure 6-2:  Overall design of the study 
Citing Kemmis and McTagger (1988), Melrose (2001, p. 161) defines action research as a form of 
collective, self-reflective enquiry undertaken by participants in social situations. Newton and Burgess 
(2008) and Melrose (2001) suggest that there are three distinct approaches to action research with 
correspondingly different goals and purposes of inquiry. The three action research types are technical 
(for knowledge creation), practical (for improvement of practice), and emancipatory (influencing 
change or providing conditions for emancipation). My aim was to generate knowledge about the 
design of blended learning and finding a theoretical grounding for its application to large class 
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teaching of programming. In the process I also hoped to improve the practice of teaching at Hawassa 
University. Both technical and practical action research are therefore applicable here. 
Action research is participatory (Melrose & Reid, 2000). The research group of this study included the 
researcher as principal investigator, academics from the University of South Africa (the supervisors for 
this PhD project) and selected senior academics from computer science and education at Hawassa 
Univeristy (as members of the expert evaluation panel as explained in chapter 4). The panel had the 
authority to enforce educational quality, and to monitor and affirm progress made in their pre- and 
post-implementation evaluation.  
The intervention design (chapter 4) requires the participation of many additional stakeholders who 
form mini-project research groups. Their engagement in the process may not be continuous (Melrose 
& Reid, 2000). In this project, the group members included course instructor(s) responsible for a 
semester course and student mentors recruited to provide student support. The groups provided 
formative evaluation from the perspective of their engagement: instructors and technical assistants by 
continuous observation, note-taking and attending weekly evaluative meetings; and student mentors by 
informal observation of students‘ engagement and attitudes.  
The data collection instruments and research procedures used in this study are presented in sections 6.5 
and 6.6 respectively. Overall, established procedures were used for both the quantitative and 
qualitative parts of the study. The instrument and the administration procedure were subjected to the 
ethical clearance procedure of UNISA (see approval Appendix D).  In the quantitative part of the 
study, established programming examination questions and standardised survey instruments (section 
6.5) and corresponding data analysis procedures (section 6.6) were used.  
Analysis of the qualitative data required merging action research with analysis techniques from 
grounded theory (referred to as grounded action research in Baskerville and Pries-Heje (1999)) for 
rigorous theory development. Qualitative data from students‘ T&L and assessment activities (such as 
reflective journals, online collaborations) and from the research project members‘ notes (researcher‘s 
memoing, expert panel and mini-project groups) were analysed through coding procedures adapted 
from grounded theory. The methods used are elaborated on in section 6.6.   
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6.6 Research instruments 
Section 6.4 explained that both quantitative and qualitative data were collected as part of the two 
cycles of action research. Table 6-1 presents the data collection instruments along with the 
corresponding procedures followed to answer the research questions. The instruments are aligned with 
the research variables that they are intended to measure. Table 6-1 also illustrates that the data 
collection and analysis procedure are intended collectively to answer two operational questions of the 
study, which focus on the usability and feasibility of the intervention for large class teaching of 
programming. The instruments are then discussed in greater depth in the subsequent subsections.  
 
Table 6-1: Research variables, measuring instruments and procedures 
Independent variable: (1)Design (Learning environment, course) (2) The process (Implementation 
path) 
Measurable 
(dependent) variables  
Measuring instrument Procedure 
Usefulness/effectiveness of the design:  
Research question: How does the intervention enacted affect students’ learning of programming in a 
large class? 
 
 
 
 
 
 
 
 
Students‘ approach 
to learning (SAL). 
The standardised Revised Two 
Factors Study Process 
Questionnaire – R-SPQ-2F 
(Biggs, Kember, & Leung, 2001). 
The questionnaire was administered 
online twice (before and after) the 
semester-long implementation. 
The change in SAL is determined 
applying the procedure established in 
Biggs et al. (2001), i.e. by computing 
the class level deep and surface learning 
mean scores separately for the before 
and after implementation 
administrations; and then by computing 
the mean score differences of the two 
scores.  
Students‘ 
achievement (or 
performance). 
Students‘ answer to final 
examination (the questions were 
extracted from BRACElet 
project papers).   
Correlation analysis of students‘ results 
in different assessment activities (as 
well as with the R-SPQ-2F result). 
Comparative analysis of students‘ 
performance with other university 
students from published sources. 
Suitability (or 
capability to 
address the 
challenge of large 
class teaching of 
- Students‘ satisfaction survey 
with COLLES – Constructivist 
Online Learning Environment 
Survey (Taylor & Maor, 2000). 
- Researchers note taking, and 
- Online administration of the Moodle-
based COLLES questionnaire and 
interpretation of the Moodle-
generated results based on results 
from other data sources and literature. 
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programming). analysis of academic records 
(student assessment works, e-
learning system generated data, 
and online collaboration 
records). 
- Focus group discussion. 
- Focus discussions by two student 
groups separating struggling and 
better performing students. 
- End-of-semester expert review of the 
process and result. 
 
Table 6-1 (continued) 
Independent variable: (1)Design (Learning environment, course) (2) The process (Implementation 
path) 
Fitness of the intervention and the intervention elements to support sustainable growth of the designs 
over time.  
Research question: How fit is the intervention, in terms of its decomposability and malleability, for 
large class programming education? 
 
 
 
 
 
Decomposability of 
the intervention (or 
its ability to evolve 
incrementally) and 
malleability (or 
flexibility) of the 
intervention. 
- Researcher‘s observations and 
note taking.  
- Grounded action research 
analysis. 
- Critical realist meta-analysis of 
data and findings 
retrospectively.  
 
- Action research evaluation of the 
intervention 
- Grounded action research analysis of 
data from mixed data sources. 
- Critical realist interpretation of the 
findings based on the existing 
literature and retroduction procedure.   
6.6.1 Performance survey with naturally occurring data 
The use of naturally occurring data such as students‘ examination responses for research purposes is a 
common practice in CSEd (Lister, Clear, & Bouvier, 2010). An empirical study on programming 
examination questions was reported in McCracken et al. (2001) and widely adopted in projects known 
in the literature as the Leeds group (Lister et al., 2004) and the BRACElet project (Lister et al., 2010). 
The approach is labelled the experiment kit approach (Simon, Mallya, Bansal, & Gupta, 2006, p. 13) 
and is characterised by, among others, the development of commonly agreed-upon research protocols 
and assessment (examination) questions that can be investigated empirically.   
Drawing on lessons from prior research, programming education researchers (mainly in the BRACElet 
project) have recently applied pedagogical considerations (Bloom‘s and SOLO taxonomies) to the 
design of assessment questions (Clear et al., 2011; Lister et al., 2006). In line with the learning 
outcomes of introductory programming courses, the assessment questions represent categories of code 
reading, tracing, explain in plain English and Parson‘s questions (Lopez, Whalley, Robbins, & Lister, 
2008), which are intended to measure the students‘ programming skills at different hierarchical levels.  
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These research protocols were intended to establish uniform procedures among participant institutions 
in administering the assessment activities (preparing students for the assessment activities, 
examination correction procedure, etc.). Some of the specific protocols include equipping evaluators 
with the skills of SOLO-based evaluation (Sheard, Carbone, Lister, Simon, Thompson, & Whalley, 
2008), developing SOLO evaluation criteria (Thompson, 2007), maintaining inter-evaluator 
consistency using pilot marking or a Delphi process (Goldman, Gross, Heeren, Herman, Kaczmarczyk, 
Loui, & Zilles, 2008) and joint-consolidation of the results by participant teacher researchers (Clear et 
al., 2011).  
This study adopts examination questions from the BRACElet project (Shuhidan, Hamilton, & 
D‘Souza, 2009; Lopez et al., 2008). Our examination correction procedure builds on the protocol 
established in the BRACElet project. Additional measures like using independent evaluators other than 
principal instructors were used to minimise the risk of bias in the participant-observer role of the 
researcher.  
6.6.2 R-SPQ-2F questionnaire 
The Revised Two Factor Student Process Questionnaire (R-SPQ-2F) was developed to evaluate the 
learning approaches of students, commonly referred to as Students‘ Approach to Learning – SAL 
(Biggs et al., 2001). SAL refers to how students make sense of their learning activities. It is related to 
the idea of deep and surface learning approaches, originally proposed by Marthon and Säljö (1976). 
Students, who adopt a deep approach, focus on understanding while those adopting a surface approach 
prefer simply to meet task requirements and practise rote learning of the study materials.  
Ramsdon (2003) and Laurillard (1997) make it clear that a SAL is not an inherent personality trait; it is 
produced by the interaction of the student with specific learning tasks. As was discussed in Chapter 3, 
SAL may vary as a result of many intrinsic and extrinsic factors. Biggs et al.‘s (2001) 3P model 
portrays the different factors attributed to variances in SAL as presage (family, student background, 
etc.), process (the curriculum, the teaching and learning activities), and product (the learning 
objectives, etc.) factors.  
There is widespread use of the R-SPQ-2F survey instrument in the literature (Hamm & Robertson, 
2010; Dolmans, Wolfhagen, & Ginns, 2010; Totha & Whitefield, 2010). Hamm and Robertson (2010) 
believe the justification for the use of R-SPQ-2F lies in its popularity in educational research and its 
provision of relatively simple and quick methods to evaluate the learners‘ approach. Thota and 
95 
 
Whitefield (2010) have used the questionnaire to measure the change in their students‘ approach to 
learning in an object-oriented programming course.  
R-SPQ-2F contains 20 questions with five-point Likert scale choices (see Appendix A). Ten of the 
questions are intended to measure the deep approach latent variables and the remaining ten the surface 
approach to learning. The deep approach latent variable is indicated by two observed variables 
(divided into deep motive and deep strategy sub-scales). Similarly, the surface approach latent variable 
is indicated by another two observed variables (surface motive and surface strategy sub-scales). The 
validity of the instrument was established statistically using reliability procedures and confirmatory 
factor analysis (Biggs et al., 2001).  
This study used R-SPQ-2F to determine the level of influence of the intervention in terms of fostering 
the deep learning approach. As described in Table 6-1, the questionnaire was administered twice, 
before and after the enactment of the intervention. Biggs et al. (2001, p. 137) call this kind of 
administration a ―contextual approach‖.  
6.6.3 COLLES questionnaire 
The Constructivist Online Learning Environment Survey (COLLES) is a questionnaire instrument 
developed for constructivist learning environment research (Tayor & Moar, 2000). The questionnaire 
is presented in Appendix C. Learning environment research examines students‘ and teachers‘ 
perceptions of and satisfaction with educational environments, which usually involve some kind of 
innovation (Clayon, 2007; So & Brush, 2008). Previous studies have revealed that students‘ positive 
perceptions and satisfaction are important components of successful course completion (Chang & 
Fisher, 2003) and contribute to motivating students in their learning (Giannousi, Vernadakis, & Derri, 
2009).  
COLLES is underpinned by the theory of social constructivism and it is intended to measure how a 
learning environment helps students to become reflective and collaborative learners (Tayor & Moar, 
2000). The instrument measures students‘ learning environment perceptions (or expressed preferences) 
and satisfaction (the extent to which the learning environment meets their preferences) in six different 
areas. Overall, the six areas are intended to extract information on the relevance of the environment to 
students‘ professional worldviews (or professional relevance); level of support provided for promoting 
critical reflective thinking and facilitating communication amongst students and between students and 
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instructors; provision of instructors‘ support; and, the conduciveness of the environment to students‘ 
active participation and knowledge construction.   
The questionnaire has 24 items (questions) with a five-point Likert-type scale. The 24 items are 
grouped into six scales (for each of the six areas they are intended to measure). There are three types of 
procedure to conduct the survey – a preferred form, an actual form and a combined preferred and 
actual form. The preferred form asks about students‘ preferred or ideal experience. The actual form 
helps the teacher to understand how well the environment actually helped the students to learn. The 
combined form is a comparison of what students were looking for and what they got, and an analysis 
of the difference.  
By administering the COLLES instrument at the end of a period of innovative teaching, a useful 
picture can be generated of how students experienced the innovation (Taylor & Moar, 2000). Baker 
(2007) adds that the results from a learning environment survey such as COLLES, in conjunction with 
other quantitative measures such as achievement test (grades, test scores, etc.) and qualitative data, 
help to generate multiple perspectives for rich interpretations of the complexity and impact of an 
innovation or educational process. This corresponds to two of Lorenzo and Moore‘s (2002) five 
criteria for impact assessment of blended learning, namely learning effectiveness and student 
satisfaction.  
6.6.4 Focus group discussion and expert reviews  
This study applied expert review strategies (Vesper, Reeves & Herrington, 2011; McNaught, Lam, & 
Cheng, 2009) and focus group discussions (Turney & Pocknee, 2008; William & Katz, 2001) for 
further qualitative data collection.  
Expert reviews are useful both in eliciting focused and authoritative comments, especially in formative 
evaluation, and pragmatically in sharing skills and experience (McNaught et al., 2009). Experts may be 
content and pedagogical professionals, instructors, technicians and administrators (Vesper et al., 2011). 
Expert review is used in this study collecting feedback to improve the design, and for eliciting formal 
approval/endorsement of the design before its implementation. Review at the end of enactment is used 
to evaluate the outcome and obtain suggestions for refinement required in the next round of 
implementation or future expansion.  
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McNaught et al. (2009) suggest integration of expert reviews with focus group discussions to collect 
more detailed feedback. Focus groups are designed to obtain insights into attitudes, perceptions and 
opinions of participants on particular issues (Kress & Shoffner, 2007; Turney & Pocknee, 2008). A 
group facilitator presents predetermined questions, promotes interaction and probes for details when 
necessary, and ensures that the discussion remains directed towards the topic of interest.  
Focus groups have become increasingly popular in marketing, social science and education research 
for the level of synergy and spontaneity group dynamics can generate (Williams & Katz, 2001). 
Williams and Katz (2001) claim that collective and individual responses encouraged by the focus 
group setting, enable feedback that reflect the context in which the intervention occurs in the original 
voice of the participants.  
In this study, group discussions were conducted in the second cycle of the action research. Two 
different student groups were formed through the following purposive sampling procedure. First, 
students were clustered based on their final examination results (into quartiles). The focus group 
participants were selectively invited from the first quartile (bottom 25 percentile) and the third quartile 
(top 25 percentile). The criteria used during the selection were (1) gender balancing (6 out of 14 
participants were female students) (2) study programme balancing (that is, fair representation of 
participants from the three study field of the students – computer Science; Information Systems, 
Information Technology).  
The two student groups consisted of consistently top performing students (above the third quartile) and 
those who were consistently low performing (below the first quartile). Questions for the focus group 
and consent forms were passed through approval and ethical clearance procedures at the host 
university and at UNISA (see Appendix B).  
6.6.5 Documentary evidence and researcher’s notes 
Collection of data from multiple sources strengthens the quality of research in a naturalistic setting 
(Koshy, 2005; Mertler, 2013). Both Koshy (2005) and Mertler (2013) showed that a researcher‘s field 
notes and the use of documentary evidence are important sources of data for action research. 
Documentary evidence that emerges from students‘ work can provide useful background and context 
to the project. Such data are also easily obtainable (Koshy, 2005).  
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This study uses text from students‘ online discussions and reflective journals as supportive qualitative 
data. I also record my observations of the design, development and implementation of the designed 
intervention during the course of the research. The observations were recorded after the large-class 
lectures, weekly laboratory sessions and during and after research participants‘ meetings. Such 
records, which are typically referred to as field notes, memos, or research diaries, are valuable means 
for monitoring progress during the project and to supplement information obtained from other sources 
(Koshy, 2005). 
6.7 Data analysis 
Section 6.5 described the data collection procedure of the study. This section proceeds with the 
presentation of the closely interwoven data analysis procedures of the study. The data analysis 
procedures for the two research questions are presented separately. Section 6.6.1 presents the 
procedure applied in answering the usefulness question, followed by section 6.6.2 that outlines the 
procedure for the fitness question.  
6.7.1 Data analysis for usefulness research question 
The R-SPQ-2F and COLLES questionnaires and the naturally occurring data (students‘ scores from 
different assessment activities) were the primary sources of data used to assess the usefulness of the 
learning environment and course design. Supplementary qualitative data in the form of researcher‘s 
field notes, students‘ records in online discussions and reflective journals and transcriptions of expert 
reviews were used in conjunction with these data. The data analysis procedures applied in the study are 
discussed below. 
The R-SPQ-2F data was analysed according to a procedure that Biggs et al. (2001) propose for a 
contextual approach administration. The class-level mean score of the students‘ responses was 
computed separately for the before and after surveys. The difference between the after and before 
mean scores was used to determine the success rate of the intervention. There is no clear guidance on 
how to interpret R-SPQ-2F mean scores. Hamm and Robertson (2010) adopted the simple criteria of 
the greater the difference, the greater the strength of the preference; and conversely the smaller the 
difference, the weaker its preference for either learning approach.  
The COLLES data was analysed on the basis of descriptive statistics (mean scores) and graphs that 
were auto-generated by the Moodle-based e-Learning platform. The analysis involved comparing the 
actual mean scores to those of the preferred results in the six different learning environment quality 
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scales that the questionnaire is designed to measure – relevance, reflective thinking, interactivity, tutor 
support, peer support and interpretation (Taylor and Maor, 2000). This COLLES result was then also 
compared with the textual data from students‘ reflective journals, online discussion texts, as well as 
from notes taken by the research participants. The textual analysis was conducted following the 
procedure described in the next subsection (6.7.2) as part of the description of the analysis for the 
fitness research question.  
Two different analyses were done on students‘ assessment activities. First, performance of our students 
was described using descriptive statistics, and the interrelation between different assessments was 
determined using correlation analysis. A correlation analysis was also made between students‘ final 
examination and R-SPQ-2F mean scores to observe how students‘ approaches to learning relate with 
their performance in examination. The correlations were established with an open source variant of 
SPSS called PSPP (http://www.gnu.org/software/pspp/). The correlation helped to examine the 
evaluative role of formative assessments (vis-à-vis examinations). As in Rajalingam and Oo (2011), 
the correlation can also be used to measure the academic progress of students. Important in the 
Ethiopian context, where terminal examinations are emphasised (Bass, 2009), achieving a positive 
correlation between formative assessments and written examinations can help to justify learner-centred 
assessments and promote discussion of its usefulness.  
Secondly, the performance of our students was compared with students from other institutions using 
examination questions drawn from multi-national and multi-institutional CSEd research projects 
(Shuhidan et al., 2009; Lopez et al., 2008). The evaluation criteria and data presentation format used in 
the source literature were adopted for comparison purposes. The aim was to determine an indication of 
our students‘ comparative performance within the limits of the time, context and, possibly, procedural 
differences.  
6.7.2 Data analysis and interpretation for fitness research question 
The fitness research question targeted a theoretical contribution through an extended evaluation of the 
intervention and its impact. There is a growing interest in combining design research methods with 
additional methods such as those of grounded theory for a rigorous and meaningful contribution (Beck 
et al., 2013; Urquhart, Lehmann, & Myres, 2010). As was mentioned in section 6.4, this study used the 
grounded action research technique introduced by Baskerville and Pries-Heje (1999). This involved 
the use of grounded theory coding procedures for textual data analysis. Grounded theory coding 
includes identifying and naming concepts in the data and then grouping them into more abstract level 
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categories by applying the constant comparison methods. Through memoing during coding, the 
process eventually developed in abstraction to recognise relationships between the identified 
categories, and finally a story (or core category) was developed as a generalised relationship. Coding 
was done using a qualitative data analysis (RQDA) library of the open source statistical package, R 
(Huang, 2012).  
Following the discussion in section 6.2.2, the researcher took a critical realist epistemological position 
in the process of establishing the generalised relationships. The retroduction strategy was applied on 
the results from the two cycles of action research in order to interpreted them into a more generalised 
and plausible theories.  
6.8 Validity and reliability 
The theoretical contribution of this study is expected to emerge from the grounded action research and 
critical realist interpretation process described above. Following the recommendation of Morse, 
Barrett, Mayan, Olson, & Spiers (2002) for qualitative researchers, reliability and validity are used to 
specify the rigor attainment procedures, instead of using other terms developed exclusively for 
qualitative research by Guba and Lincoln (1981). The process of ensuring reliability and validity in 
qualitative studies is called verification (Glaser & Strauss, 1967; Morse et al., 2002). 
On the basis of the literature (Glaser & Strauss, 1967; Morse et al., 2002; Gasson, 2004), the following 
verification mechanisms were taken into consideration to ensure the reliability and validity of the 
research and, thus, the attainment of rigor in the study. 
- Achieving the dual instructor-researcher roles with scholarly and professional commitment. The 
previous chapter (chapter 5) demonstrated the range of my engagement in the development of the 
learning environment, the redesign of the course and the facilitation of the actual teaching and 
learning activities. The research decisions related to data collection, analysis and interpretation are 
open to my judgement and influence. In such a research scenario, Gasson (2004) recommends that 
researchers focus on reflective self-awareness and acknowledging implicit influences and biases 
of the researcher as well as other participants. Besides the self-correcting mechanisms of constant 
comparison (which are discussed in the next point), the negative impact of these influences can be 
minimised through making the researcher‘s own assumptions and frameworks explicit and by 
being open to justifying or relinquishing them on the basis of the data. Other important factors are 
the researcher‘s creativity, sensitivity, flexibility and skill in using theory generation and 
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verification strategies (Morse et al., 2002). These characteristics are expected to grow in the 
course of the research from the experience in iterative data collection and analysis activities and 
self- and with colleague reflective activities (Glaser and Strauss, 1967).  
- Applying established and widely-accepted verification strategies as an integral part of the research 
activities. Gasson (2004) and Morse et al. (2002) outline verification strategies to demonstrate 
reliability and internal and external validity. Before outlining these strategies, it is important to 
acknowledge the kind of interplay that exists between grounded theory generation and 
verification. Glaser and Strauss (1967) advise researchers to see theory verification as part and 
parcel of theory generation and to ensure that it remains in the service of generation. That is, 
researchers should take care not to be overtaken by the effort of verifying theories at the expense 
of the generation of new insights and theories. In addition, researchers should appreciate that a 
theory developed in a given study is not the only plausible one that could be based on his/her data, 
but that it is the only one in which he/she has real confidence (Glaser & Strauss, 1967). With these 
arguments in mind, I integrated the following verification strategies in the research process: 
-  Ensuring reliability and internal validity through making the data collection, analysis and 
interpretation procedures explicit and stating them clearly (Gasson, 2004).    
- Employing constant comparison methods throughout the iterative data collection and analysis 
processes. The comparative analysis of different slices of data helps to identify and correct the 
inaccuracies in previously collected data, and to check and recheck the validity of conceptual 
relationships that emerge from the data (Morse et al., 2002). Glaser and Strauss (1967) further 
suggest that integration of a theory made through comparative analysis of categories and 
theoretical properties helps to correct inaccuracies in hypothetical inferences.  
- Applying theory development strategies, such as retroduction, theoretical sensitivity and 
theoretical saturation, as well as the literature in order to move logically from a micro 
perspective of the data to a theoretical understanding that emerges from it, which is a 
generalisation that emerges from the data. 
6.9 Summary 
This chapter presented the main research question of the study, namely how can a blended learning 
approach be used to improve large class teaching of programming, with subsuming sub-questions.  
Action design research (ADR) was chosen as an overall framework of the study, with course and 
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learning environment design and its implementation as independent variables. Design utility and 
design fitness are the two dependent variables.   
The iterative process of ADR (problem formulation, design, intervention, evaluation, etc.) was 
organised into two cycles of action research – a mostly quantitative one to address the design utility 
issue and a qualitatively-dominated cycle to explain the quantitative result through addressing design 
fitness issues. The main research instruments were adopted from the literature – R-SPQ-2F and 
COLLES questionnaires and programming examination questions. Focus group discussion, interviews 
and note taking by participants were sources for qualitative data. The timeline of the data collection 
and analysis process of the study is summarised in Figure 6-3.  
The strategies used to maintain the research‘s validity and reliability were the ones commonly 
practiced by qualitative researchers – stating clearly the data collection, analysis and interpretation 
procedures pursued and applying constant comparison methods on data from diverse sources. A 
grounded action research data analysis technique was applied to the qualitative data and a critical 
realist epistemological stance and technique was used for interpretation of the overall findings of the 
study.       
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Figure 6-3: Timeline of the data collection and analysis procedure 
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Chapter 7                                                                                                
Action Research: Cycle I 
7.1 Introduction  
This chapter presents the first cycle action research evaluation of the intervention described in Chapter 
5. The organisation of the chapter adopts the design research report structure recommended by Collins 
et al. (2004), who propose that a design science research report should contain a section on the 
specification of the goal and the elements of the design, the setting of the implementation, a 
description of the phases, the outcomes and the lessons learned. 
The goal of this study was to examine how a blended learning approach could be used to improve large 
class teaching of programming (Chapter 1). As explained in more detail in Chapter 5, the intervention 
designed for the purpose incorporated the following core elements: 
- A blended course design underpinned by a constructivist learning theory. The design incorporated 
interactive large class lectures, supervised pair programming activities, and pair- and group-based 
assessment tasks, including students‘ self-reflections. 
- A blended learning environment that combined program visualisation and development tools, an 
e-learning platform and different interactive online course resources.  
- Face to face and online (synchronous and asynchronous) student support strategies.  
The study was guided by the main question of ―How can a blended learning approach be used to 
improve large class teaching of programming?” The design of the study, which was presented in 
Chapter 6, proposed usefulness as a dependent variable that would be investigated in the first cycle of 
ADR by asking how the intervention affects students’ learning of programming in a large class. The 
variables, measuring instruments and procedures applied in the first cycle are summarised in section 
7.3.    
The intervention was implemented at Hawassa University during the first semester of the 2011/12 
academic year, which fell between mid-October 2011 and mid-February 2012. The case course was an 
introductory programming (imperative-first) course in Python. The course carries five ECTS 
(European Credit Transfer System), which amounts to 150 hours of required student work. The course 
belongs to a Basic Programming module (or a set of courses) and is a prerequisite for a second 
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programming course within the same module. This second programming course is also a selected for 
the empirical study in the second cycle of the action research. The Basic Programming module has a 
modular level prerequisite relationship with an Advanced Programming module which includes higher 
level follow-up courses such as Data Structures and Algorithms.   
A total of 229 students were registered for the course. They come from three study programmes: 
computer science, information technology and information systems. The course was taught by a 
teaching team of two instructors (a lecturer and assistant lecturer) and one assistant. Fourteen senior 
students were hired to offer student support. The main online environments were a campus-wide 
accessible e-learning platform (https://moodle.org/) and program development and visualisation tools 
installed on laboratory workstations.   
The rest of the chapter is organised as follows: section 7.2 covers the implementation procedure 
followed during the action research evaluation. Section 7.3 presents the data and findings that emerged 
from the data analysis procedures, which were described in Chapter 6. The lessons drawn from the 
action research are summarised in section 7.4.  
7.2 Context and implementation path 
Rich description of the context of implementation is essential in order to characterise the process 
leading to the design improvement (Collins et al., 2004) and to enhance the reliability of design 
research results (Runeson & Höst, 2009; Barab & Squire, 2004). The implementation procedure 
followed in the study is depicted in Figure 7-1. It started with an expert review of the learning 
environment and the course‘s instructional plan (Chapter 5). The expert panel was composed of senior 
computer science and education faculty members and the head of the University‘s academic quality 
assurance department. The student characters, the implementation context and educational activities 
are presented in the subsections 7.2.1 through 7.2.3.     
7.2.1 Implementation context  
The pre-implementation expert panel review raised many practical issues, the most important of which 
was the practicality of using senior students for assessment activities. The panel raised technical and 
pedagogical questions that were used to update the course and learning environment design in chapter 
5 for the implementation reported on in this chapter.    
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Taking input from the expert review, a teaching team was formed with negotiated roles assigned to 
each member (section 7.1). Senior students were given basic training on student support by a 
pedagogical expert. As planned in chapter 5, the first class was dedicated to introducing students to the 
course design, sharing expectations, and disclosing the roles in the accompanying research. The core 
part of the intervention was embedded in weekly educational and research activities that ran for 12 
consecutive weeks. The implementation culminated in a summative final examination, which was also 
an important data source for the study, and an expert panel evaluation of the semester-long enactment. 
 
Figure 7-1: Action research activity flow diagram 
The weekly educational and research activities, the core part of the design, went predominantly as 
stipulated in the design (Chapter 5) with some modification and improvement. A summary about the 
demographic and basic educational activities is presented Table 7-1. 
7.2.2 Students’ demography and characteristics   
Ethiopian school system is a three-tier system. Cycle-One (Grade 1 to 4) and Cycle-Two (Grade 5-8) 
are considered primary school and the medium of instruction is mostly in students‘ mother tongues. 
There is a Regional Examination (for each mother tongue region) at the end of their Grade 8 to pursue 
their Secondary School in Grade 9 and 10. Secondary Schools are meant for general education and the 
instructional language is English for all subjects except for a Regional and a Federal-level local 
languages. Secondary school education is completed with a national-level examination which 
determines students‘ destiny to higher or technical and vocational educational systems. Students with 
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nationally set minimum higher-education entry grades can continue onto Preparatory Schools (Grade 
11 and 12) to take foundation subjects in two streams: natural science and social science. 
The empirical study was conducted with two hundred and sixteen fulltime registered students (Table 7-
1). Two hundred and fourteen (99%) of them were registered for the courses immediately after 
completing their preparatory schools. The remaining two students were re-entry students from the 
previous batches.  
Table 7-1: Basic demographic data of the semester 
Parameters Units Remark 
Demographic data  
Total students who completed 
the course 216 159 males and 57 females.  
Course instructors 2 
 One lecturer (the researcher) and a graduate 
assistant  
Technical support 1  For supervising and supporting  laboratory classes  
Student mentors 14 
 Senior students (2
nd
 , 3
rd
 and 4
th
 year 
undergraduate students from School of Informatics 
Class weeks including the 
final examination period 16 
 12 weeks for class activities, three weeks for final 
projects and one week for final examination  
Weekly student activities  
Large class lecture 1 
 The entire group of students attending the lecture 
in a large auditorium with two lecturers 
undertaking the lecture and class management. 
The lecture lasts for 1 hour and 40 minutes. 
Pair-programming lab session 6 
 Six laboratories with a maximum of 40 students 
(or 20 pairs) per laboratory session. Two lab 
sessions run in parallel for three days. Each lab 
session is 2 hours and 30 minutes long. 
Pair-based assignments 
(projects) 3 
As part of continuous assessments, these are end-
of-major-topic assignments. Together with the 
reflective journals, pair-assignments weighed 48% 
of the total course marks. 
Reflective journal 2 
 The first two pair-based projects were 
accompanied by reflective journals – the first a 
solo one and the second pair-based.  
Group-based assignments 
(projects) 2 
Part of the summative (final) project which is 
comprehensive in coverage. Maximum of three 
pair groups formed final project groups. The 
weight was 27% – that is, 10% for code 
comprehension (reading) and 17% for code 
generation (writing). 
Written examination 1 
Summative written examination (with a weight of 
35%) adopted the BRACElet project approach of 
using established examination questions and 
assessment procedures.  
109 
 
A review on Information Technology (IT) textbooks from grade 9 through grade 12 conducted by 
School of Informatics of Hawassa University (2012) shows that Ethiopia‘s school IT curriculum 
predominantly targets development of students‘ computer use skills.  The coverage of computer 
science foundation concepts in secondary and preparatory schools was absent. Thus, student‘s level of 
skills and knowledge of programming at the beginning can be expected to be non-existent.  This is 
supported by a rough survey done through hand-raising in the first day class. 
 Students were asked about their prior exposure to programming. Only four (4) students claimed some 
experience. Two of the four students were registered and started to take the programming course 
before their withdrawal in a previous year. The other two students had a two-month private training in 
computer programming during their vacation.  The teaching team also observed lack of basic computer 
use skills amongst our students from the blended learning experience in the first few weeks of the 
empirical study. The student opinion as reflected in their first two rounds of reflective journal entries 
confirmed their shortcomings in the prior knowledge.     
7.2.3 Educational activities  
The major educational innovations included in the first-cycle implementation were:  
- Interactive large class teaching with a team-teaching strategy. 
- Pair programming with web-based problems, visualisation and production tools. 
- Constructively aligned assignments with e-learning support 
- Summative assessment consisting of comprehensive group projects and written examination. 
Interactive large class teaching with a team-teaching strategy: Two instructors (one with a second 
degree and ten years of teaching experience and a junior with a first degree and one year‘s experience) 
offered interactive group lectures, each 1 hour 40 minutes in duration. The instructors shared the 
responsibility of lecturing and class management. Each lecture included concept presentation, 
demonstrations of worked-out solutions with screen projection, live-coding with students participating 
in joint code development, and in-class small-group problem solving activities. Instructors watched 
students and provided individualised and team-based help during the problem-solving sessions. The 
problem solving activities served as a bridge between the lecture, the laboratory and the self-practice 
activities by providing a transition from discursive forms of communication during the lecture to 
interactive and adaptive forms (see conversational framework in Figure 3-4 in chapter 3).  
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Pair programming with web-based problems, visualisation and production tools: Student pairs were 
formed randomly by instructors. Female students were not paired with male students to reduce 
frequently observed male student dominance in assignments and projects. Laboratory sessions 
involved pair-programming using questions from the e-learning portal, and alternating students‘ roles 
between passenger and navigator. The Python visualisation tool UUhistle, Internet-based interactive 
tools, and Python production tools like PyGame, Turtle and Tk/Tkinter were incorporated into the 
laboratory problems. The role of the teaching team (the instructors plus a technical assistant) was to 
provide whole-class, personalised and ad hoc support. There were six laboratory sessions per week (2 
and a half hours each) for six different student groups. 
Constructively aligned assignments with e-learning support: Online quizzes and reading directions 
were regularly posted on the e-learning portal for independent and group learning. In order to minimise 
the anonymity problem of large-class education, different schemes of student support were 
concurrently facilitated. The main schemes were the casual support of student mentors and tutorials; 
online forums with active engagement of instructors and student mentors; and female student support 
by senior female students. Required but non-graded end-of-chapter assignments were also used for 
formative assessment and feedback by student mentors.  
Summative assessment consisting of comprehensive group projects and written examination: The 
summative assessment contributed 62% of the total mark – 10% for code comprehension (reading), 
17% for code generation (writing) projects and 35% for the final written examination. The 
comprehension project exposed students to game programming with PyGame from an open source 
eBook (Sweigart, 2012). Students were required to understand the program logic and organisation of 
the code by reading the documentation and executing code. The code generation project prompted 
students to develop their own Python program of corresponding scope and to apply basic software 
engineering principles. The two projects were group-based, combining male and female students (six 
to eight students), and were evaluated through oral presentations and question-answering (facilitated 
by at least two instructors). The BRACElet project approach (section 2.2) was adopted for the final 
examination by taking established questions and assessment procedures from published sources 
(Lopez et al., 2008; Shuhidan et al., 2009). The aim was to facilitate comparative analysis of students‘ 
performance. Our students were familiarised with the nature and composition of the final examination 
through model questions. Examination papers were evaluated by independent evaluators, excluding the 
course instructors.    
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Active engagement of students in the learning activities was promoted by paying special attention to 
the development of learning resources. The weekly learning resources were developed by deriving 
ILOs from those of the course level presented in Chapter 5. The lecture, laboratory and assignment 
activities were developed with the underlying aim of achieving the derived ILOs. The laboratory and 
assignment problems were taken predominantly from high school science problems on the Internet that 
adopted open source and open content resources. This was designed to help students learn by applying 
the new skills and concepts of programming in familiar and authentic problem areas.  
Figure 7-2 summarises the instructional and assessment sequence of activities embedded in the 
educational activities outlined above. Both the intervention and its implementation focused on 
addressing the main problems of large-class teaching: student anonymity, reduced engagement and 
instructors’ assessment load. The solutions enacted were (1) synchronising lectures, laboratory classes 
and assignments by applying the principle of constructive alignment; (2) applying diverse student 
support (online and face-to-face by instructors and student mentors); and (3) maintaining an 
assessment strategy that is timely and relevant but not excessively time consuming (through applying 
holistic assessment criteria, building division of labour into assessment evaluation, and using e-
learning for feedback and collaboration).    
Many student, instructor and course design factors as well as the influence of other courses demanded 
some amendments to the intervention design and its planned implementation. The major changes were:   
- Reducing some student-centred assessment activities (one pair-based assignment and one 
reflective journal were left out to give time to students for other courses).  
- Incrementally refining the support role of senior students (by reducing their assessment role and 
increasing their student support activities).  
- Limiting the incremental grade improvement strategy to only the first two sets of assignments and 
reflective journals (because of the time delay in evaluation of student centred assessment 
activities).  
- Restricting the use of the visualisation tool (UUhistle) for demonstration purposes only (a 
shortcoming in the design was observed in aligning the use of UUhistle with the instructional and 
assessment activities).  
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Figure 7-2: Instruction and assessment cycle (based on Bledsoe, 2011) 
 
7.3 The embedded research 
The overall design of the research is presented in Chapter 6. The first cycle of action research answers 
the operational research question: How does the intervention enacted affect students’ learning of 
programming in a large class? This question is directly related to the usefulness (or effectiveness) 
research variable of the study (see Table 6-1 of chapter 6). The usefulness of the intervention was 
determined by applying the following predominantly quantitative research processes:   
- Measuring the changes in students’ approach to learning (SAL) with the R-SPQ-2F questionnaire 
survey.  
- Administering the students‘ achievement test. This test comprises an evaluation of students‘ 
performance in different assessment activities (categorised into learner-centred assessment 
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activities and a final examination) and a comparative study of students‘ performance in the final 
examination and that of students from other universities.  
- Qualitative data from the e-learning system (forums, students‘ assignments) as well as instructors‘ 
memos were also used to supplement the quantitative data and findings.  
The R-SPQ-2F survey was administered twice (before and after implementation), which is its 
contextual approach form (Biggs et al., 2001). The first round (before) was administered four weeks 
after the class began and the second (after) three weeks after the completion of the course. The first-
round administration was delayed by three weeks in order to give time to students to adapt to the 
campus network and the e-learning environment. As discussed in Section 7.2, students were 
challenged by their lack of Internet and computer use skills at the beginning of the semester.  
The response rate for the first round was 178 (77%) and for the second, 122 (53%). The R-SPQ-2F 
survey data is presented in Appendix F. The second survey was affected by frequent power 
interruptions that occurred during the two weeks allocated for the survey. Cronbach‘s α values for 
scale reliability in this study were at an acceptable level of 0.79 for the before and 0.85 for the after 
surveys. Data analysis included 66% of the first and 51% of the second round responses after data 
clearing. As described in section 6.6, the analysis was done through calculating the class-level mean 
scores for the before and after surveys first and then computing the mean score difference between the 
two administrations.   
The data analysis plan in section 6.6 contained two additional components. The first phase is a 
descriptive and correlation analysis of students‘ results in different assessment activities with the PSPP 
open source package. Secondly, following the BRACElet project approach, the case students‘ 
performance in selected examination questions was compared with students from foreign universities 
at a similar stage in their education. Preparatory work for the two data analyses were translating 
program codes in the source papers (Shuhidan et al. 2009; Lopez et al., 2008) from Java to Python and 
familiarising the case students with the nature of the examination by posting online a model 
examination with a similar structure.   
Documentary evidence from researcher memos, students‘ assignments, online discussion forums, e-
learning usage statistics and records from meetings were also used to explain and support the 
quantitative results.     
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7.4 Results 
The results of the R-SPQ-2F questionnaire survey, along with the correlation analysis are presented 
first. The inter-assessment analysis is presented in section 7.4.2 and the comparative performance 
analyses in section 7.4.3. The results of the qualitative analysis are summarised in section 7.4.4. 
7.4.1 Students’ approach to learning Survey 
Table 7-2 presents the results of the R-SPQ-2F survey. The class-level mean score for the deep 
approach (DA) in the first round administration (before implementation) was 39.27 and 40.9 in the 
second round (after implementation). The DA mean-score difference was 1.58. The surface approaches 
(SA) mean score was 27.26 before and 27.08 after with a marginal mean score difference of -0.18. 
This result suggests a class level arithmetic difference in favour of a positive change towards a deep 
approach and a decline in surface learning. However, the sample in the after implementation were 
smaller in size (52% of the before implementation) and the difference is not significantly high.   
Table 7-2: Students' approach to learning survey 
Mean Score N DA SA 
Before 119 39.27 27.26 
After 62 40.9 27.08 
Diff. (after – before) 
 
1.58 -0.18 
A correlation analysis between the R-SPQ-2F and students‘ course results (final examination and total 
mark) is presented in Table 7-3. The analysis was conducted on the results of 35 students who had 
completed both the before and after R-SPQ-2F surveys. The DA and SA values for the correlation 
were calculated by subtracting the before-score from the after-score of each student.  
Table 7-3: Correlation between SAL and performance in examination 
  DA SA Final exam Total mark 
DA 1    
SA 0.022 1   
Final exam *0.359 -0.026 1  
* Moderate correlation is significant at the 0.05 level (2-tailed). 
The correlation (2-tailed Pearson‘s product moment correlation) between the DA and students‘ 
examination results (r (33) = .359, p = 0.019) was statistically significant at 0.05 level (statistical 
output from PSPP is found in Appendix J). The correlation coefficient, r(33) = 0.359, can be 
interpreted as a moderate positive association between the two variables in accordance to Dancey and 
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Reidy‘s (2004) interpretation of the strength of correlation. In contrast, the correlation between SA and 
the examination (r (32) = -0.026, p > 0.5) is not statistically significant.  
7.4.2 Analysis of inter-assessment activities 
Table 7-4 presents the descriptive statistics of the students (N=214) in the different assessment 
activities. The assessment activities were two coding assignments (Proj1; Proj2), two reflective 
journals (RJ1; RJ2), summative code reading and writing projects (Proj3-R and Proj3-W), and a final 
examination (Exam). The average score in each of the assessment activities was above the passing 
mark (above half of the weight allocated). The relative variation (CV), which is standard deviation 
divided by the mean, was higher for the final examination, which suggests higher variation in students‘ 
achievement in the final examination.   
Table 7-4: Descriptive statistics on students‘ course results 
Assessment 
activity 
Proj1 RJ1 Proj2 RJ2 Prog3-R 
Proj3-
W 
Exam 
Weight 12% 6% 12% 8% 10% 17% 35% 
Mean 10.93 5.40 10.35 7.15 8.70 14.46 18.29 
Stand. 
deviation 
0.98 0.43 0.80 0.62 0.64 1.35 6.83 
CV 9% 8% 8% 9% 7% 9% 37% 
Minimum 8.64 4.32 8.64 5.12 7.7 12.24 3.5 
Maximum 12 6 12 8 10 17 33.78 
Figure 7-3 shows the performance trend across all the assessment activities. The box plots (the marks 
in the inter-quartile ranges) for the learner-centred assessments were smaller and have shorter whiskers 
than the final examination – showing a concentration of marks around the median. The final 
examination has a larger box plot with longer whiskers indicating a greater performance divergence in 
the examination, with larger standard deviation.   
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Figure 7-3: Student result with a scaled down final result 
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The correlation amongst the students‘ results in the different assessment activities is shown as a matrix 
in Table 7-5. The association between students‘ marks in the continuous assessment activities 
(projects, reflective journals and projects) and the final examination was found to be positively but 
weakly related (0.1 < r (214) < 0.4, p < 0.001). Particularly interesting was the correlation that was 
found to be moderate (r (214) = 0.429, p < 0.001) between the code writing project (P3-W) and the 
final examination (Final). This moderate correlation suggests that the better students scored in code 
writing project (i.e. engaging active learning activity) the better they performed in the final 
examination.  
 
Table 7-5: Correlation analysis among assessment activities 
Assessment 
activity 
Proj1 RJ1 Proj2 RJ2 P3-R P3-W Final 
Total 
Mark 
Proj1 
1 
      
 
RJ1 
0.014 1 
     
 
Proj2 
0.228 0.159 1 
    
 
RJ2 
0.110 0.477 0.222 1 
   
 
P3-R 
0.100 0.107 0.153 0.193 1 
  
 
P3-W 
0.164 0.096 0.171 0.186 *0.350 1 
 
 
Final  
*0.264 *0.263 0.195 *0.278 *0.305 **0.429 1 
 
* a weak positive correlation; ** a moderate positive correlation  
7.4.3 Comparative performance of our students 
The performance of our students was compared to that of students from two tertiary institutions as a 
measure of the impact of the intervention. The two institutions in question are located in developed 
countries and are believed to have greater institutional capacity than Hawassa University (HU). We 
chose the two universities because of the availability of the question papers and students‘ results in the 
literature with adequate description of the evaluation procedure (Lopez et al., 2008; Shuhidan et al., 
2009). The comparisons were made with results in scores in multiple-choice, tracing and explain in 
plain English questions. 
Comparison with multiple-choice questions  
Eleven multiple-choice questions from Shuhidan et al. (2009) were used for the comparison. The 
questions selected for the purpose cover only structured programming parts, which is the focus area of 
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the case course at Hawassa University. The result in the source document was presented in terms of 
Lord‘s (1952) level of difficulty scale. Lord‘s scale considers a question as easy if 85% or more 
students selected the correct response. A question has medium difficulty if 51% to 84% of the students 
picked the correct response and hard if 50% or less answered correctly. Table 7-6 displays the result 
from the two institutions (N=220 for the other institution). 
 
Table 7-6: Comparison with scores from other university (Shuhidan et al., 2009) 
Other Univ.  
(N = 220) 
Question No. 2 3 4 7 8 11 15 17 18 19 20 
Difficulty* M M M E E H M E M M M 
HU 
 (N = 214) 
Correct 
answers (%) 74% 68% 82% 80% 59% 49% 43% 73% 43% 27% 55% 
Difficulty M M M M M H H M H H M 
* E = Easy, M = Medium, H = Hard in Lord (1954) level of difficulty 
The results reflect similar student response levels for five of the 11 questions (45.45%). HU results 
were one level of difficulty lower than the other university in the remaining six questions, with a 
relatively low percentage of correct responses for four questions: 8, 15, 18 and 19.  
 
Comparison with tracing and explain in plain English questions   
Lopez et al. (2008) was consulted for the comparison of the tracing and explain in plain English 
questions. These scholars presented their students‘ performance as a mean score for each question 
category. 
The aggregated mean score for two tracing questions (a while and for loop with nested conditional) 
was 2.40 out of five in Lopez et al. (2008) (N = 38) and 2.08 (N = 214) for HU. As one of the three 
explain in plain English questions was not included in Lopez et al. (2008), we compared their 
aggregated mean score for the three questions (which is 3.20 out of eight) with a scaled-up mean score 
for two questions of HU (3.12 out of eight). The mean score difference was 0.32 for tracing and 0.08 
for the explain in plain English questions, in favour of the other university. 
7.4.4 Analysis of qualitative and other forms of data  
Students‘ reflections in two rounds of reflective journal submissions were analysed by applying the 
coding mechanism typically associated with the grounded theory method. The first round (N=214) was 
an individual assignment while the second was pair-based (N = 108) and submitted three weeks after 
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the first. The grounded theory analysis led to the emergence of the following provisional relationships, 
which will be further developed using a predominantly qualitative research method in the next cycle of 
action research. 
First-time programmers begin with a plethora of challenges 
Students were led to think of programming as difficult as a result of misconceptions (e.g. not 
distinguishing programming skills from basic ICT skills) and misinformation from senior students 
about its difficulty. Lack of basic exposure to ICT and programming concepts in secondary school was 
a typical shortcoming. Students‘ perception of programming as ―conceptual‖ and reading as a main 
learning strategy put them at risk during the coding project. This was aggravated by a lack of practice 
in problem solving on paper and poor habits of laboratory use. Psychologically, students were strained 
by stringent program errors and a syndrome of dependency – believing that they were not capable of 
programming, and hence, depending on others to complete their assessments.  
 
Integrated approach to programming leads to improved student engagement 
Integrated support by instructors and student mentors helped students to develop persistence in their 
engagement. The progressive improvement was supported by pair-programming (mainly for quick 
debugging), mentor support (to boost morale and casual tutoring) and by reasonably timely evaluation 
and feedback. The second round reflective journals demonstrated a clear progression in students‘ 
engagement. There were positive developments in independent and group programming culture (e.g. 
practising during off-class time, building teamwork practice, using diversified information sources) 
and in the level of confidence in their ability to program. For example, one student group reported: 
―after accomplishing the second assignment, we [have] develop[ed] our skills, confidence, [and] 
positive attitudes.‖  
The summative group-based project (code reading and writing), which was conducted two weeks 
before the end of the semester, demonstrated the progress achieved at the time of course completion. 
Four instructors involved in the evaluation of the project reported a strong familiarity among students 
with basic software engineering principles, presentation and ICT skills, understanding of complex 
programs, and improved group-level engagement.  
There were limitations observed. The visualisation tool (UUhistle) was rarely mentioned in the 
reflective journals. Course instructors reflected that they were not able to provide specialised support 
for less-engaged students (such as in the area of counselling students), and in the delay in assignment 
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evaluation. There was also no strong evidence of the benefit from the female-only pairing strategy to 
improve their engagement. Female students reported that their pair practice was affected by a lack of 
access to computers and unsuitable computer laboratories (e.g. other students taking their reserved 
computers, and their feelings of insecurity in overcrowded laboratories). Shortcomings observed in the 
summative project were the existence of dependency problems (plagiarism both from Internet sources 
as well as from their classmates) and unbalanced team-level participation, though both were on a 
reduced scale compared to previous assignments. 
7.5 Findings and lessons learned 
The first cycle action research evaluated the effectiveness of the blended course and learning 
environment designed through an ADR process. The design integrated constructivist learning theories 
and instructional models, information technologies, and large class teaching strategies. The action 
research examined the transformative role of blended learning in the context of the challenges facing 
the teaching of programming to a large class predominantly quantitatively.   
With the restricted notion of variables in design research (Collins et al., 2004), the action research 
focused on examining the usefulness (or effectiveness) of the intervention as dependent variables 
(section 7.1). The action research revealed a mixed result from the impact of the intervention in the 
two variables. A summary of the results of the data analysis presented in section 7.4 is:   
1. A small positive change towards deep learning in a before-and-after class level R-SPQ-2F survey. 
2. Satisfactory achievement in assessment results (mean score above passing cut-points of 50% of 
allocated weight). Marks in learner-centred activities were more right-skewed and concentrated 
with small inter-quartile ranges. Greater deviation in examination results (bigger inter-quartile 
range, longer whiskers in Figure 7-3 and larger standard deviation (Table 7-4). 
3. Positive but weak correlation between assessments, mainly between the project (that involved 
students‘ teamwork with support and feedback from instructors) and final examination.  
4. A statistically significant but weak correlation between deep learning and examination marks. 
5. Modestly comparable performance between our students and students from other universities 
taking into account the limitations described in section 5.2. As was the case for the other 
university, our students‘ marks in the tracing and explain in plain English questions were very 
low. 
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6. Improving persistence of students‘ engagement in programming with declining but observable 
large class and programming challenges – disengagement of some students, low-level use of 
visualisation tool, problem in quality and timeliness of evaluation and feedback. 
The contrasting findings are presented next, with the focus on two related areas: (1) determining the 
effectiveness and fitness of the intervention, and (2) identifying practice improvement and design 
refinements necessary for the next cycle of action research.  
7.5.1 Intervention effectiveness  
Learning effectiveness is one of the core criteria for measuring the success of a blended learning 
intervention (Lorenzo & Moore, 2002).   
The findings from the achievement tests (descriptive statistics, inter-assessment correlation, 
comparative performance analysis) produced mixed results. Indicators for positive influence of the 
intervention include a class level mean score of the course above the pass mark of 50%, moderate to 
strong positive correlations between assessment activities, and R-SPQ-2F survey results that indicate a 
slight move towards deep learning and a minor decline in students‘ surface approach to learning. The 
performance of the case students compared to students from other international institutions is 
promising when one takes the HU context into account.   
The qualitative data analysis revealed progressive improvement in engagement and levels of 
confidence of students in their programming ability and integration of software engineering principles. 
The impact of the integrated approach to learning programming, i.e. a combination of interactive 
lecture, use of technology, student mentors, pair-programming and instructor support, was evident 
from the students‘ reflective journals.  
The positive quantitative and qualitative findings of this study offer a response to the research question 
by confirming that this design can be used to improve large class T&L of programming.  
Design and implementation shortcomings are evident in the students‘ poor performance in the tracing 
and explain in plain English questions. The evaluative role of the learner-centred assessments was also 
comparatively poor (as seen from weak or no correlation with the final examination). These 
shortcomings inform the need for design refinement, as discussed in the next section. 
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7.5.2 Required design refinement guidelines 
The findings have motivated changes to the intervention design. The major changes necessary are:   
1. Enhancing technology integration: the impact of visualisation tools in the course was not 
significant. Further improvement is needed to better integrate visualisation and programming tools 
with assessment activities.   
2. Improving learner-centred assessments: immediate feedback to assessment promotes learning 
(Taras, 2005). The second action research needs to reduce delays in feedback time in order to 
improve quality of assessment, which demands a greater facilitation and assessment role by 
instructors.    
3. Engaging disengaged and less-engaged students: providing personalised student support (Klem & 
Connell, 2004) and increasing evaluation of individual contributions in team-based assignments 
and projects (Hayes, Lethbridge, & Port, 2003). 
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Chapter 8                                                                                                
Action Research: Cycle II 
8.1 Introduction  
This chapter continues the report on the implementation and action research evaluation of the 
intervention introduced in Chapter 5. Section 8.2 presents the summative refinement of the 
intervention design based on the first cycle of action research. The predominantly qualitative research 
procedure, that is, the second stage of the mixed-methods sequential explanatory design (see chapter 
6), is outlined in section 8.3. Section 8.4 presents the COLLES-questionnaire based satisfaction 
survey. The subsequent three sections (8.5, 8.6 and 8.7) present the qualitative results of the focus 
group discussion, the expert review and the interviews.  The last section (8.8) summarises the 
qualitative results that emerged from the grounded action research analysis.  
8.2 Design refinement and context of implementation 
Chapter 7 (Section 7.5) outlined some of the design elements that had fallen short of expectations in 
supporting large class teaching and learning of programming. This section presents the refinements 
that were intended to address these gaps and to respond to the emergent contextual constraints specific 
to the semester and the hosting institution. Table 8-1 summarises the design refinements made to the 
course offering in the second cycle of action research.  
 
Table 8-1: Design refinement for the second cycle of action research 
No. Observed design limitation Design refinement 
Learning environment design  
1.  Underutilisation of integrated 
technologies, mainly the 
visualisation tools. 
- Embed technologies as part of learning and assessment 
activities and not as supplementary demonstrations.  
2.  Presence of an observed gap in 
timeliness and quality of 
assessment feedback, which 
affect such initiatives as 
incremental grade improvement 
and support of high-risk 
students.  
- Increase the assessment and follow-up role of instructors 
by increasing student ownership of learning activities (or 
by empowering pair programming) and structuring online 
learning resources for self- and pair-paced student 
activities.  
- Refine and clarify assignment evaluation criteria (Table 
5-1) for both students and evaluators. 
- Enhance online and face-to-face student support through 
discussion forums and use student workshops for face-to-
face support in program design.  
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Table 8-1 (continued) 
No. Observed design limitation Design refinement 
3.  Inconsistencies in student 
progression and engagement.   
- Introduce specialised student support for high-risk 
students. 
- Apply a pairing strategy that combines learning 
achievement and friendship networks (Chuang, Chiang, 
Yang, & Tsai, 2012). 
Course redesign related  
4.  Students overloaded, 
consequently a tendency not to 
complete weekly learning 
activities.  
- Restructure weekly pair-programming activities with 
suggested time limitation for learning problems and create 
activity categories (as mandatory and additional), as 
shown in Table 8-2.     
5.  Gap in students‘ programming 
concept development. 
- Include quiz-based assessment activities to reinforce 
students‘ engagement in reading and abstraction of 
programming concepts, in addition to hands-on practices 
in assignments and pair-programming activities. 
- Align technology integration (i.e. visualisation tool) with 
targeted learning activities or practice questions to lead 
students to develop concepts from their code animation 
and visualisation. 
Contextual factors (influence of environmental/situational factors) 
6.  The difficulties to use student 
tutors due to academic calendar 
differences.   
- Replace senior students with graduate assistants (beginner 
instructors).  
 
Instead of using the visualisation tools to demonstrate the flow of execution (mainly by the students), 
we made them the principal component of the weekly student laboratory activities. Pair-based 
laboratory activities were set to synchronise programming language environment (IDEs) (Bloodshed 
Dev-C++), visualisation tools (Teaching Machine) and pair programming practices with the following 
two aims: 
1. To help students build their code using the editing, debugging, compilation and execution 
functionalities of standard IDEs. 
2. Enable students to develop programming concepts by visualising program code while deliberating 
on the steps involved in code animation and tracing the visualisation tool. The engagement of 
students in this process should be ensured by means of weekly mandatory activity reports and 
tutor feedback (both ad hoc and as a reflection on activity reports).   
Multiple pedagogical approaches were proposed to address the problems related to student engagement 
and the provision of timely feedback on assignments. Such approaches were also intended to 
encourage students to balance their concept and skill development. The principal pedagogical 
approaches employed were the following:   
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- Provision of special support for high-risk and disengaged students through consultation and life-
skill support (Turk, 2011). 
- Applying a partially student-initiated pairing strategy using friendship networks and learning 
achievement as aspects of the grouping strategy (Chuang, Chiang, Yang, & Tsai, 2012). This 
involves selecting one of the pair partners on the basis of the results of the first programming 
course and then allowing the remaining students to choose their partners from those selected. 
This strategy was presumed to improve pair-cohesiveness. 
- Balancing team teaching roles by emphasising the development of learning and assessment 
resources and student support by teachers, and empowering students to learn with reduced 
instructor support. The student empowerment plan included structuring pair-programming 
activities for self/pair-paced learning as shown in the second column of Table 8-2. The number of 
instructors was also increased as a result of the situational factors outlined in the last row of Table 
8-1.  
- Increasing the diversity of assessment activities by including quizzes to reinforce student 
engagement in programming concept development, for example through their reading, in addition 
to developing laboratory-based programming skills.  
The implementation procedure pursued in the first cycle of action research was broadly extended for 
the second cycle, with the integration of the design refinements specified above. The intended learning 
outcomes of the second course and sequencing of teaching and learning and assessment activities were 
developed with the same pattern as specified in section 5.2 of chapter 5. The most important 
refinement was made to the learning environment design, by changing the teaching-team emphasis 
from large-class teaching to resource development and strengthening the assessment and student 
support activities. The number of student mentors was reduced (from 14 to 4 senior students) owing to 
institutional factors (difference in the academic calendars of fresh and non-fresh students).  In place of 
the senior students, additional instructors (two graduate assistants) were engaged and student-to-
student support was facilitated by actively engaging the better performing students.  
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Table 8-2: Learning activity for self-contained and self-paced student learning 
First semester (taken from week 5 – pair learning 
activities) 
Second semester (taken from week 7 – function and variable (scope, lifetime)) 
 
Q4 Write a function Which Large (a, b) which 
implements the following algorithm that identifies the 
larger of two numbers. 
 
 
At the end of the lab, you will be able to  
 explain two more characters of variables (scope and lifetime). 
 use variables as function arguments. 
 identify core information that needs to be included as function comments (@param, @pre, @return, 
@modifies). 
 differentiate the function declaration, function definition, function prototype and function calling. 
 differentiate argument passing by value from argument passing by reference. 
 write and evaluate a short program applying procedural abstraction and functions. 
 write short recursive functions to solve common problems (power, factorial, Fibonacci series).  
(Required) Read about variables in the lecture note "Advanced Programming" of Memorial University (see the 
course resources) (Max time allowed 25 minutes) 
1. Differentiate and relate the new variable concepts introduced with the functions, lifetime, scope, 
visibility. 
2. Do the exercise presented under the sub-topic visibility which is based on a source code 
"Variables3.cpp". 
3. Read about storage class and explain the difference between automatic and static variables. 
4. Discuss the basic rules for variables in relation to their storage class. 
5. (Off-lab hour activities) Work on the exercises and problems.  
 
(Required -- Homework) On recursion and recursive functions -- Read the short note given here on recursion 
versus iteration and do the following. (Max time allowed 120 minutes) 
1. CS Tutoring Centre provides short codes and illustrations on C++ topics. Tutorial 6 presents some codes 
with notes/solutions. Study the three examples given and briefly explain how each program works. Also, 
convert programs in Example 1 (the Print program) and Example 2 (printing right angle triangle with 
asterisks) with a for loop. 
2. Nachum Danzig has interesting tutorials/books in different CS subjects at http://danzig.jct.ac.il/. Read 
about recursion from Unit 10 of his C++ Tutorial here. Define the following types of recursion tail 
recursion, head recursion, middle or multi recursion, and mutual recursion. 
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8.3 Embedded research 
As presented in chapter 6, the main goal of the second action research cycle was to give qualitative 
explanations for the quantitative results of the first cycle. The research question addressed here was 
How did the contribution and scalability of different components of the intervention support large 
class programming education? The focus on this chapter is on the contribution made by the different 
components of the intervention. As presented in sections 6.6 and 6.7 of Chapter 6, the two types of 
data collection and analysis applied in the second cycle of action research were the following: 
- A student satisfaction (and perception) survey using a constructivist online learning environment 
survey instrument called COLLES, which is presented in section 8.4. 
- Analysis of qualitative data gathered from the focus group discussions, a follow-up interview and 
interviews with experts and my own notes, which is presented in section 8.5. 
8.4 Satisfaction survey with COLLES 
Section 6.6 (Subsection 6.6.3) of Chapter 6 described the COLLES questionnaire (see Appendix C). 
The questionnaire has 48 items (or questions) for the combined preferred and actual mode of 
administration. Each item has an ordinal 5-point Likert scale, namely Almost Never (1), Seldom (2), 
Sometimes (3), Often (4) and Almost Always (5). This questionnaire was used in the study to obtain 
feedback from learners about the impact that a blended learning environment had on six areas:  
- Relevance – How relevant is the intervention learning to students‘ professional practices? 
- Reflection – Does the learning design stimulate students‘ critical reflective thinking? 
- Interactivity – To what extent do students engage in rich educative dialogue? 
- Tutor support: How well do tutors (the teaching team in the case of this thesis) enable students to 
participate in the learning process? 
- Peer support – Is sensitive and encouraging support provided by fellow students? 
- Interpretation – Do students and tutors make good sense of each other‘s communications? 
The COLLES questionnaire was administered online during the second round of action research in the 
eleventh week of the semester in the 2012/13 academic year. Responses to the combined preferred and 
actual form of the questionnaire were received from a total of 106 students (59%). The COLLES data 
is presented as table in Appendix G. As shown in Table 8-3, the index of internal consistency of the 
survey for each of the six scales and for both the preferred and actual forms was statistically 
acceptable. That is, the Cronbach‘s alpha values exceed the widely accepted limit of 0.70 (Tavakol & 
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Dennick, 2011; Gliem & Gliem, 2003; Bland & Altman, 1997) for all except the preferred survey of 
tutor support, which was 0.69. 
 Table 8-3: COLLES survey – descriptive statistics 
Scale N 
Actual Preferred 
Mean 
difference 
Cronbach‘s α Mean Cronbach‘s α Mean 
 
Relevance 106 0.77 3.96 0.79 4.16 0.20 
Reflective thinking 106 0.79 3.72 0.81 3.94 0.22 
Interactivity 106 0.80 3.39 0.81 3.63 0.24 
Tutor support 106 0.73 3.91 0.69 3.94 0.03 
Peer support 106 0.83 3.36 0.76 3.52 0.16 
Interpretation 106 0.74 3.77 0.74 3.94 0.16 
The mean scores in the six scales of the COLLES survey, which are shown in Table 8-3 and as a 
diagram in Figure 8-1, are all above 3 (sometimes) and nearer to 4 (often) out of the maximum scale of 
5. The difference between the actual and the preferred in all the six scales is also small (MeanPreferred – 
MeanActual < 0.25, N = 106).  These small differences between the preferred and actual mean scores of 
the six scales reveal positive attitudes towards the enacted intervention. The slim up/down bars (the 
boxes) of the line chart in Figure 8-1 depict the closeness of what students got (the actual) to what they 
would have preferred (the preferred). 
 
 
Figure 8-1: COLLES survey result: summary 
Graphs in Table 8-4 (A–F) present the item-level details of the six dimensions of the COLLES survey. 
Data on the extent of student satisfaction on each of the dimensions were gathered with four items 
(questions) depicted on the x-axis of graphs A to F. Higher mean scores of around 4 (often) were 
measured both for the preferred and actual survey forms for relevance (A), reflection (particularly self-
reflection) (B), tutor support (D) and interpretation (F) scales. On the other hand, students‘ preference 
and actual level of satisfaction for interactivity (C) and peer support (E) were comparatively lower. 
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This lower level of expectation for interactivity and student-to-student support suggests not only 
certain limitations of the intervention, but may also be linked to the long-standing didactic tradition of 
education in Ethiopia (section 1.1 of Chapter 1).  
Table 8-4: COLLES survey result for six dimensions of learning design 
 
 
 
 
 
(A) Relevance 
 
 
 
 
 
 
(B) Reflective 
thinking(reflection) 
 
 
 
 
 
 
(C) Interactivity  
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Table 8-4 (continued) 
 
 
 
 
 
 
(D) Tutor support 
 
 
 
 
 
 
 
(E) Peer support 
 
 
 
 
 
 
 
(F) Interpretation 
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8.5 Grounded theory analysis of qualitative data 
My qualitative data was drawn from focus group discussions, interviews with students and expert 
review meetings (See Appendix H and I). The data collection and analysis procedures were described 
in section 6.7 as part of the research design of the study. The qualitative data collected as part of the 
second cycle of action research was analysed by applying the grounded action research technique 
described in section 6.7 subsection 6.7.2 of chapter 6. 
Two groups of students were involved in the focus group discussions (section 6.6 – subsection 6.6.3). 
These students comprised those who performed consistently well (above the third quartile in the first 
semester final programming examination) and those who performed consistently poorly (below the 
first quartile). The focus group discussions with these two student groups were held separately but 
concurrently and were facilitated by two instructors who were not members of the teaching team for 
the course. In total, there were 14 students in the focus groups (8 male and 6 female students).  The 
data analysis procedure and the emerging result are presented in section 8.6.  
The interviews that followed, which were based on the results of the focus group discussions, entailed 
seven student participants (6 males and 1 female). The students were selected from the actively 
engaged students in the two consecutive programming courses (both in the online and pair-
programming activities).  I decided to use the better engaged students, assuming that they would be 
able to provide more critical reflection on the different components of the intervention owing to their 
familiarity with the other students. Section 8.7 presents the procedure perused and the emerging result.   
8.6 Analysis of group discussion and expert review data  
The audio records from the focus group discussions, the staff meetings and the focus group facilitators‘ 
reflections (see section 6.6 of chapter 6) were transcribed verbatim and translated from the local 
language into English. The transcribed text file, which is available in Appendix H, was then fed to the 
RQDA package of the R language for statistical computing. Initial coding was done by assigning 
labels (codes). This was done by reading the transcribed documents statement by statement and 
applying the constant comparison technique. 
I then exported the codes into Excel which made them easier to identify and group related codes 
together. I then attached descriptive labels to related code groups as code categories. Code categories 
are a higher-order abstraction of the codes drawn from the dataset (the original transcribed text). In 
categorising the codes, I borrowed the following questions from Rich (2012): ―What is this saying?‖, 
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―How is this concept like another concept?‖ and ―How is it different?‖. Individual codes were linked 
to the code categories that emerged using the functionality of the RQDA package.  
Next, I read and re-read the segment of the text connected with each code in the respective code 
categories (see Figure 8-2 for an example of the process using RQDA). This procedure involved going 
back and forth between the text, the codes and the code categories, and making changes and 
adjustments (to the wording of codes or code categories, as well as to code categories when some 
codes were found to be more appropriate to another code category). In due course, I found that some of 
my categorisations misrepresented some of the codes and fitted better somewhere else or I even 
combined some categories into a single category. This process enabled me to reduce the number of 
initial categories from 16 to twelve, as shown in Table 8-5. For example, I found ―Peers‘ level of 
collaboration‖ and ―Teacher and mentor support‖ were descriptions of an abstract category 
―Conditions for pair programming and cooperative learning‖. 
 
 
Figure 8-2: Sample code categories in the RQDA interface 
 
The categories that emerged in the first round of grounded action research analysis, concentrated on 
student challenges (of inexperience with programming, large class, assessment, etc.), large class 
133 
 
programming teaching strategies, and the effect of the intervention (e.g. student perception on large 
class). I subsequently considered these categories in terms of their properties (or attributes) and 
dimensions (or the range of values that the properties can assume) by categorising, comparing and 
abstracting from statements about similar phenomena in each category.  I also made notes on emerging 
themes. Later, using these notes as a generative analytical process (Rich, 2012), I coded portions of my 
notes to help me identify emerging themes.  
After developing a provisional story line as a memo (Section 6.7), I consulted and contrasted the 
intermediate result (Table 8-5) with the course and the learning environment design and the changes 
made to them at implementation level (chapter 5 and section 8.2). This led me to identify areas of data 
collection in a follow-up interview. Given that the provisional categories describe the challenges, 
strategies and provisional outcomes of the intervention, my focus for the interview was on assessing 
the course design issues and factors.  
 
Table 8-5: Properties and dimensions of major categories 
Code Code categories Properties Dimensions 
Lack of prior 
programming skills. 
Challenges 
experienced by 
novice 
programmers. 
Challenges 
experienced by 
first-time 
programmers. 
Novelty of programming 
concepts, lacking ICT skills, 
struggling with discouragement 
and misinformation from 
senior students and others. 
Programming is very 
scary at the beginning. 
ICT skills gaps. 
Poor guidance on and 
misinformation about 
programming. 
Lecture "moves" fast. 
Challenges of 
large class 
lectures. 
Challenges and 
difficulties with 
regard to 
interaction and 
student 
responsiveness in 
large class. 
Reducing interactive student 
engagement causing fatigue 
and boredom; losing interest in 
learning and doing other things 
in class; developing the feeling 
that it is "not good to ask 
questions"; the discomfort of 
being in a mass of people; 
whispering in the back seats; 
inability to manage divergent 
student preferences (or 
learning styles), such as 
interest in moving faster while 
others opt to move more 
slowly. 
Lack of staff 
commitment/non-
availability. 
Large classes and class 
management issues. 
Large lectures: difficult 
and uncomfortable to ask 
question. 
Lecture: too lengthy – 2.5 
to 3 hours. 
Large class is boring. 
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Table 8-5 (continued) 
Code Code categories Properties Dimensions 
Motivating learning 
activity alignment. 
Benefits from 
integrated T&L 
strategies. 
Positive impact of 
constructively 
aliened 
programming 
education. 
Using lectures and self/pair 
reading for concept building; 
practising in lab with tutor 
support, and assignments 
and/or projects for engaging 
students; integrating 
"assignment to apply concepts 
learned"; using allotted course 
time properly. 
Proper time use. 
Group project is helpful 
for programming 
learning. 
Pair 
programming. 
Gains from pair 
programming. 
Learning from assignment 
activities, becoming "more 
familiar with the course", 
serving as a motivation factor; 
influencing students to 
"support each other"; 
empowering students with 
teamwork skills and sharing of 
knowledge. 
Motivating projects and 
assignment. 
Experience in pair 
programming positive. 
Pair programming: useful 
for supporting each other. 
Pair programming: 
improved in the second 
semester. 
Group project evaluation 
didn't encourage student 
engagement. 
Group project. 
Student difficulties 
in group works and 
evaluation of group 
works. 
Challenge to control cheating; 
viewing group work as a 
responsibility of the few who 
are capable while others 
prepare at the end for the sake 
of presentation; challenge to 
teachers to minimise unequal 
involvement through the 
evaluation of group projects; 
"code theft" and "code 
copying"; evaluation by 
presentation and Q&A 
problematic in terms of 
distinguishing individual 
contributions; bigger group 
size and the difficulties in 
resolving conflict or reaching 
agreement on points of 
difference. 
Lack of seriousness in 
group project evaluation. 
Too many pair 
programming question 
and not enough time to 
answer them. 
Group project: only a few 
contribute 
Lacking equal 
participation 
Plagiarism affects student 
learning from projects. 
Pair project evaluation is 
better. 
Lack of feedback in 
project and assignment. 
Conflict experienced in 
group project. 
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Table 8-5 (continued) 
Code Code categories Properties Dimensions 
Pair programming: 
experience not positive, 
not beneficial 
Conditions for 
pair programming 
and cooperative 
learning. 
Conditions for 
effective pair 
programming and 
for learning 
programming. 
Student behaviour: shyness, 
selfishness, unwillingness to 
collaborate (better performers 
reluctant to involve low 
performers and disinclination 
of lower performers to engage; 
use of appropriate pairing 
strategy (criteria-based pairing 
such as using grade rather than 
a simple random pairing or 
using student friendship 
networks for pairing); student 
support: peer, mentor and 
teacher mediated student 
support; availability of 
sufficient time for active 
engagement in pair 
programming; supportive role 
of  resources: making 
appropriate (relevance, fit in 
difficulty level) learning 
resources available in a timely 
fashion, including pair and 
group assignments; provision 
of laboratory facilities and 
ensuring their level of 
accessibility and security; 
offering guides and assistance 
for technical and academic 
support needed; limiting group 
size for projects (suggested 
maximum size is 5–6 for 
effective teamwork). 
Pair programming: lack 
of support. 
Pairing: selfish students 
are not cooperative. 
Better performers have 
an adverse influence on 
low performers. 
Student support each 
other. 
Pair programming: 
practise it as the situation 
permits. 
Group project: online 
project resources very 
supportive. 
Group project problem is 
difficult: decreases 
participation. 
Lab management 
problem. 
Pair-level interaction. 
Group work instead of 
pair programming; group 
size should be limited 
(five to six, and no 
more). 
Pairing strategy: random 
assignment is not good. 
Pairing/team formation: 
needs improvement 
Pairing/team: should be 
criteria-based such on 
better performance. 
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Table 8-5 (continued) 
Code Code categories Properties Dimensions 
Having continuous 
evaluation was very 
helpful. 
Assessment issues 
Engaging 
assessment 
Setting frequent but 
manageable assignments to 
engage students and improve 
grades, and quiz to prepare 
students for comprehensive 
examination; evenly 
distributing assignments across 
a semester; linking 
assignments with in-class and 
in-laboratory activities; 
presenting samples and 
evaluation criteria with 
assignment questions; 
promoting student usage of 
such assignment-related 
information; evaluating 
individual student engagement 
in pair/group assignments. 
Conducting many but 
small (topic-based) 
assessments better than a 
few comprehensive ones. 
Checking individual 
member participation in 
assignment or project 
evaluation: 
Assignments are better 
than written exams 
(quizzes) for learning. 
Relevant but under-
utilised quiz-related 
information. 
Courses redesign 
issues. 
Success factors for 
effective 
assessment. 
Balancing the mix of 
assignments (written quizzes 
and assignments (or projects); 
limiting group size for peer 
projects/assignments; 
thoughtful planning and 
designing of learning activities 
and resources (estimation of 
student workload for learning 
activities and assignments, 
considering the time 
requirements of the course and 
other courses, limiting number 
of pair-programming questions 
and making sure they can be 
completed within the time 
allotted; making learning 
resources clear and concise). 
Written quizzes: help 
students learn concepts 
but not as good as 
assignments for grades. 
Learning activities and 
student workload. 
Influence of other 
courses and vice versa. 
Pair programming and 
misunderstanding the 
problem given. 
Learning resources: make 
lecture notes shorter. 
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Table 8-5 (continued) 
Code Code categories Properties Dimensions 
In-lecture group 
discussion is good. 
Strategies for 
large classes. 
Strategies for large 
class teaching of 
programming. 
Positively recognised: 
enriching large class lecture by 
including in-class active 
learning activities (small-group 
discussion); applying blended 
learning (learning environment 
that integrates e-learning 
platforms, access to Internet 
and Internet-based resources, 
activity-based laboratory 
practices and online pre-
posting of the guiding 
activities, project-based 
assessment); integrating 
student support (cooperation 
amongst students and teachers, 
support by senior student); and, 
promoting principled 
engagement (timely start and 
end of course); integrating 
technologies (creating 
exposure to technologies, using 
web-based and e-learning 
based resources and tools). 
Resulting in minimum or no 
positive impact: promoting 
student engagement by signing 
on handwritten solution for lab 
activities; provision of 
resources (which are bulky or 
lack organisation, such as long 
PowerPoint lecture notes, and 
links to web resources that are 
less connected or hold many 
more new concepts than 
students learn in class). 
Integrated strategy has 
worked out well. 
Lab class: signing in 
exercise book is not a 
good control strategy. 
Team teaching. 
Lab environment was 
very interesting. 
Learning resources 
(online) are not used by 
students. 
Integration of 
technologies. 
Motivation through 
online resources and 
Internet. 
Integration of technology 
as a motivation factor. 
Early exposure to ICT 
skills was advantageous. 
Technology 
integration. 
Mechanisms for 
technology 
integration. 
Developing use of technology 
skills early on; availability of 
resources and 
learning/assessment activities 
in advance; aligning with 
learning goals and activities. 
Pre-posting of 
educational resources. 
Learning resources: 
timely delivery is useful 
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Table 8-5 (continued) 
Code Code categories Properties Dimensions 
The online environment 
is very useful. 
Integrated 
teaching and 
learning 
approach. 
 
Effects of 
integrated 
approaches. 
 
Increased student motivation 
and level of confidence 
(reduced anxiety, trust in 
teachers and learning 
environment, preventing initial 
frustration and course-related 
distractions such as those 
caused by misinformation); 
incrementally changing student 
engagement (in projects and 
assignments, spending time in 
computer laboratories, in pair 
programming activities, timely 
development of ICT skills 
needed, systematic engagement 
(in lectures including 
assignments and quizzes). 
E-learning is a 
motivating factor. 
Helpful project support 
and evaluation. 
Motivating senior 
students (mentors) 
support. 
Senior students (mentors) 
support. 
Teacher‘s approach and 
cooperation. 
Student experience is 
improving over time. 
Smaller size lab is more 
relaxing and less 
frustrating. 
Student 
perceptions of 
large classes. 
Perceived benefits 
and preferences 
Smaller classes: for a relaxed 
class atmosphere; easier to ask 
questions, reduced sense of 
crowdedness; better teacher 
supervision and follow-up. 
Large classes: for minimising 
teacher-induced variations in 
class handling; managing staff 
shortage by using avail-able 
staff more efficiently. 
A Lecture with many in 
one class is inconvenient. 
Large class lecture – "all 
in one" to minimise 
variance and for 
uniformity of access to 
teachers. 
Large class lecture to 
address staff shortage. 
 
8.7 Analysis of interview data 
As described in section 8.5, the interviewees (N = 7) were selected from the actively engaged students 
in the two programming courses (both the online and the pair-programming activities).  The same 
method of transcription and grounded theory analysis (section 8.6) was followed when transcribing 
and analysing focus group data. The transcribed text of the interview is placed in Appendix I and my 
analysis of the interview data is presented in Table 8-6 and focuses on the design features that were not 
fully addressed in the focus group discussion data. Additionally, as the interview was conducted two 
semesters after the action research had been conducted, students responded to the questions on the 
basis of their experience with other courses they had taken in their two years of university education.  
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Table 8-6: Grounded theory analysis of interview data 
Codes Category Properties Dimension 
E-learning facilitating senior 
student support 
Role of e-
learning 
Access to e-
resources and 
online support 
Varies from getting on-demand online 
support (minimising staff access 
problem) to having access to e-
resources.  
Challenges: range from infrastructure – 
internet connectivity, inconveniency of 
laboratories; cultural – student 
preference to seek support from 
teachers instead of supporting each 
other (peer learning); background and 
skills gap: ICT skills and English 
language. 
E-learning for online 
support on demand 
Improved assignment 
evaluation 
Needs for 
sustainment. 
Initiation 
continuity.  
Against the intensifying culture of 
PowerPoint, successive written 
examinations, and "learning for grade", 
teaching and learning for this course 
was motivating and engaging with 
diverse resources and assessment 
activities (project and assignment). 
However, this needs to be sustained 
and developed across courses. 
Comparatively better 
teaching and learning 
practice 
Integrated learning approach 
The need for sustaining the 
initiation 
Making source code 
available. 
Learning 
resources. 
Educational 
role of 
learning 
resources. 
Range from enforcing meaningful 
learning (by systematically engaging 
students in learning by example, e.g. by 
copying and running sample codes and 
learning by solving problems with 
incremental levels of difficulties) to a 
surface learning –copying and running 
sample codes without additional 
cognitive engagement. 
Design issues: consulting specified 
intended learning outcomes and pre-set 
evaluation criteria to plan and assist 
students to engage in learning and 
assignment activities. 
Relevance of learning 
resources. 
Supportive interactive 
materials. 
Live coding. 
Live coding. 
Live coding 
for teaching 
programming. 
For learning tacit programming 
knowledge – error correction, experts‘ 
strategy for doing programming; and 
building confidence by seeing 
instructors commit program errors.  
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Table 8-6 (continued) 
Codes Category Properties Dimension 
Team teaching. 
Team 
teaching. 
Team 
teaching for 
large class 
teaching of 
programming.  
Varied between contributing to 
learning by assisting class management 
and facilitating in-class learning 
activities, and causing distraction when 
teachers change places and there is a 
change of teaching style. 
Difficulties or confusion in 
the use of visualisation 
tools. 
Visualisation 
tools. 
Program 
visualisation 
for teaching 
programming. 
Varied between applying visualisation 
tools for understanding flow of 
execution, clarifying difficult concepts 
such as pointers to an unproductive use 
or totally abandoning their use due to 
complexity of the visualisation tools 
themselves.  
Use of visualisation tool. 
After reviewing all the provisional categories, I engaged in a theory development process that involved 
selective coding (Strauss & Corbin, 1990). I subsequently focused on the categories that seemed to be 
more influential for the successful teaching and learning of introductory programming. The process I 
went through with regard to the selective coding, and the findings that emerged as a result, are 
presented in the following section, section 8.8.  
8.8 Results 
The principal tools that I used for theoretical integration were memos and diagrams. I started by 
reading and re-reading previous memos and contrasting them with the transcripts of the focus group 
discussions and the interviews. This procedure helped me to reaffirm that the category tables (Table 
8-5 and Table 8-6) and my reflections in the memo fitted the data. Through multiple iterations of 
reading, reviewing and revising, I then identified the category Integrated teaching and learning (T&L) 
approach of programming as a core category. Taking the core category, I draw a consolidating 
diagram shown in Figure 8-3.  
The best way to read the diagram in Figure 8-3 is to start with the oval shape outlined in a solid black 
line in the middle and labelled Meaningful programming learning in large classes. It is posited that 
meaningful learning is required to achieve improved programming practices and knowledge. Reading 
backward, we can see the intervention introduced, deterring factors encountered, and remedial actions 
taken or deemed necessary for achieving meaning learning. A possible cause-and-effect relationship is 
shown in the figure with the solid line arrow where causation is depicted by the direction of the arrow. 
The properties (or description) of a given object in the intervention are represented by the boxes 
indicated by the broken arrows.  
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Figure 8-3: Meaningful learning for improved programming practice and knowledge 
I observed that student engagement in meaningful learning (Mayer, 2002) varies with respect to the 
quality of the course assessment activities and procedures (Black & William, 2006). The quality of 
learner-centred assessment activities is influenced by many factors, such as pair assignments and group 
projects. During their reflection about the course, my students singled out as important the capacity of 
the assessment procedures to reward individual student contributions in group and pair work. This is in 
line with Cavus and Ibrahim (2003). Other determining factors include the adequacy of resources and 
the amount of time allowed for assessment activities, the difficulty level of the assessment tasks and 
whether they are manageable or not, and the student support made available to the students.  
Combining my own experience (as it is documented in my own memos) with the qualitative result, I 
concluded that meaningful learning of programming in large class can be promoted through the 
application of three interrelated strategies. The strategies are outlined and discussed in subsections 
8.8.1 to 8.8.3. Subsection 8.8.4 discusses additional issues to enhance successful utilisation of the 
strategies. The strategies are: 
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- Use of collaborative learning. 
- Adopting student-centred course design. 
- Enhancing the role of technologies. 
8.8.1 Use of collaborative learning 
The promotion of student-to-student support through collaborative learning and joint engagement in 
problem-based learning yielded positive outcomes in creating what I termed the enhancement of 
principled engagement. The most important outcomes of collaborative learning that I observed include 
leading students towards building their teamwork skills and increasing student motivation and self-
confidence to engage in learning to program. With technology (e-learning), the three modalities of 
cooperative learning, i.e., pair programming, small-group projects and in-class active learning 
activities assisted me to improve communication with and channelling assistance to students.  
For example, small-group collaboration and Q&A formed an integral part of active learning during 
lecture and the laboratory sessions. Follow-up online forums and instant messaging (chatting) 
extended the support to wider synchronous and asynchronous collaboration. This boosted my 
confidence in the integrated use of the three forms of cooperative learning in terms of addressing the 
challenges inherent in the large class teaching and learning of programming. These challenges include 
student anonymity and the low rate of access to teachers. In addition to the qualitative results presented 
in this section, quantitative evidence was also obtained from the COLLES survey discussed in section 
8.4 in the areas of tutor support (Table 8-4 D) and peer support (Table 8-4 E). 
Threats that can hamper collaborative learning emerged from the students, the teaching team and the 
learning environment. Student-related problems include plagiarism (in the form of code sharing, code 
theft and outsourcing assignments), unequal participation in group projects, and intra- and inter-team 
conflict, especially as the group size increases. Typical teacher-related challenges that I observed 
related to ensuring that assignments/projects submitted are the students' own work and evaluating and 
rewarding individual team member's contributions appropriately. Learning environment challenges 
were related to the facilities, the nature of the assignment problem and the assignment design, and 
student support in pair and group assignments.   
One key lesson that I learnt from including cooperative learning is the need to adopt adaptive pairing 
or team formation strategies, as well as to orientate students to real cooperative engagement. My 
experience with random pairing in the first semester, which my teaching team applied as the best 
option for first-year students, resulted in considerable discontent from the students. The mixed 
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approach, that is, pairing that entailed choosing the leader of the pair by grade attained (choosing pair 
leaders) and then asking the remaining students to join one of the leaders, was preferred by the 
majority of the students. The two main disadvantages of the latter strategy were the difficulty 
experienced by some students (mostly introvert students) in finding a suitable partner, and the ensuing 
psychological feeling of supremacy or mediocrity in some students. 
8.8.2 Student-centred course design 
I had started my study with a strong presupposition about the use of an integrated teaching and 
learning approach as the optimum alternative for teaching programming in a large class. Empowering 
students to take full responsibility for their learning was a precursor of the assumption. The course and 
the learning environment design which underpinned the assumption, appeared to hold great promise 
for minimising the threats to collaborative learning (subsection 8.8.1) and their impact. The students in 
this study recognised the positive role played by large-class lecturing with the embedded use of active 
learning activities, systematised student support (through the use of teachers, senior students and peer-
supports), and the integration of technologies with appropriate pedagogies in blended learning. 
Moreover, teachers‘ principled engagement in terms of class management and course handling was 
identified as encouraging active student engagement. On the other hand, I observed that conventional 
forms of class management – such as signing laboratory reports and taking registers of lecture 
attendance – tended to have little effect in engaging students in meaningful learning.  
I got a mixed lesson from the use of an integrated teaching strategy that combined large class lectures, 
pair programming-based laboratory practices, and follow-up assignments and projects (see Figure 5-6 
of chapter 5). Students reacted positively to the use of large class lectures that involved team teaching, 
as well as to live coding and small-group in-class active learning activities. Improved class 
management (minimising distractions and supporting in-class active learning activities) was the main 
benefit of team teaching identified in the large class lecture setting. In addition, it played a role in 
resolving staff shortages and minimising the variations that can occur when many teachers teach the 
same course to different student groups. It was also claimed that live coding helped students to gain 
tacit expert skills (by observing the ways teachers handle their programming tasks). Students reported 
an increase in their confidence levels when seeing their teachers make similar errors to themselves 
during live coding sessions. The negative aspects of the intervention and its implementation are 
presented in subsection 8.8.4.  
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8.8.3 The role of technologies 
The role played by the e-learning component of the intervention was found to be significant when 
learning resources (exercises, sample codes, web resources, lecture notes, etc.) are well structured. The 
structure of learning resources includes connecting narrative materials (notes) with examples (sample 
codes and excerpts of sample runs), demonstration and exercises, and developing resources on the 
basis of properly formulated learning outcomes. The alignment of the teaching and learning activities 
(lectures, laboratory) and assessment tasks (assignments, projects, quizzes) was also influential in the 
integrated use of e-learning. In addition, the timely availability of learning resources, that is, posting 
the materials onto the e-learning portal well in advance of a scheduled teaching and learning activity, 
is of critical importance. Two essential preconditions for the effective use of e-learning for 
programming teaching and learning were observed as follows: 
1. cohesive student support, which incorporates continuous, on-demand and target-oriented support 
by the teaching team, senior students and peers  
2. technical and management support related to the e-learning platform (or LMS), campus network 
and computer laboratories.  
An integrated use of adaptive (visualisation tools) and productive media (program development tools 
and components) plays a role in the teaching and learning of computer programming. Incorporating 
these tools in laboratory-based practice consequently led to student engagement in developing their 
own understanding of abstract concepts (such as pointers) and computational processes (such as 
memory access and flow of execution). Based on the challenges I observed and which the students 
later reflected on, it is important to accompany the use of visualisation tools with meaningful student 
interaction. This interaction can be in the form of discussing each of the visualisation steps during pair 
programming or a student conversing mentally with the visualisation machine. In addition, the visual 
demonstration and the outputs emerging from the visualisation tool should be adapted (e.g. through 
system settings) to the students‘ level of understanding. This can help to avoid confusion and 
information overload on the students.  
8.8.4 The way towards principled student engagement 
The challenges faced during the two cycles of action research called for further design changes to 
make the integrated large lecturing strategy more effective. Students repeatedly advocated for  making 
lectures more appealing from start to finish. This demands avoiding lengthy lectures (beyond the time 
allocated) and  balancing the use of time – decreasing the time spent on direct lecturing and increasing 
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the time spent on active learning activities and live coding.  
Additionally, the practice of team teaching requires:  
1. minimising the differences in teachers‘ lecturing and student interaction styles  
2. making the transition (when teachers exchange roles) smoother or at least making it less of a 
distraction to student learning by shortening the time students take to adapt to the new style of 
teaching. 
The interview participants stressed the need for the principled engagement of students to benefit 
meaningful learning from the integrated blended teaching of programming. According to one of the 
interviewed students, the notion of the principled engagement of students can be characterised as 
practising to teach oneself. The student explained ―I used to read the materials before I [go] to class. I 
try to understand the notes and exercises pre-posted and … follow the lecture class to … resolve issues 
that I couldn‘t understand thoroughly‖. Students who applied principled engagement adopted a 
strategy that involved copying and running sample codes from the e-learning material posted weekly 
as their preliminary activities. They did additional reference work and reading in order to understand 
the concepts embodied in the code (such as by using the visualisation tool or running sample codes) 
prior to working on their own assignments or laboratory activities.  
Students‘ principled engagement is affected by many factors. Two of the teacher-related problems 
were the lack of coordinated student support (or assistances) and gaps in the organisation of the 
learning resources (which include the appropriateness of fit in terms of the level of difficulty of 
questions and the time needed to complete them in relation to the time available to the students). 
Factors influencing student disengagement were wide and diverse. The most prevalent were an attitude 
of dependency and lack of equal participation, a culture of subdued female student involvement 
(mainly in laboratory activities and group assignments), and starting to study very late (when the 
examination is approaching).  
Persistent efforts to resolve these problems resulted in an eventual improvement in the principled 
engagement of students.  On the basis of students‘ feedback during the interview and my own overall 
assessment, I consider that this gradual improvement is the combined effect of the following: 
1. Use of a mixed pairing strategy to form pair programming groups by determining one of the pair 
on the basis of academic achievement and the other using the students‘ friendship networks. 
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2. Creation of synergy among the use of appropriate technologies, integrated student support and the 
teaching, learning and assessment activities. I adopted Laurillard's (1993, 2002, 2013) 
conversational framework in order to realise such a synergy. 
3. Structuring learning resources, which are the principal mechanisms for creating the synergy, 
through pedagogical underpinning and making the resources appropriate to the knowledge and 
skill level of the students. The pedagogical underpinnings used include Bloom‘s learning 
taxonomy to prepare outcome statements, constructive alignment and SOLO taxonomy to prepare 
learning activities and assessment tasks. Students were further presented with embedded must-
read, must-do activities and guidelines for the maximum time allowed for practice questions, and 
the inclusion of appropriate real-world problems for assessment activities. 
8.9 Summary 
Chapter 7 and 8 of Part III presented the result from two rounds of action research. The action research 
was used to evaluate and refine the intervention designed as part of this action design research study. 
The first round was predominantly quantitative with data collected with pre- and post-implementation 
R-SPQ-2F surveys to evaluate change in student approach to learning.  Data collected as part of the 
normal teaching and learning activities (such as assessment related data) were also analysed assessed 
the impact of the intervention. Notes taken by the research team along with records from different 
progress evaluation meetings were used to supplement the quantitative data.   
The second round action research started with summative evaluation of the results from the first round. 
The results from the first round were mixed. The progressive changes were a slightly positive class-
level move towards a deep approach to learning and comparatively similar level of students‘ 
performance in selected examination questions with similar-stage students from other universities. 
Supportive evidence from a satisfaction survey (the COLLES questionnaire) relating to Moodle in the 
second action research suggested that students were satisfied with the environment. The COLLES 
results showed that there was no big difference between what students get in the intervention and their 
preference or expectations from it in six areas (scales) of a learning environment. The qualitative 
results from a grounded action research evaluation of a focus group discussion and a follow-up 
interview data, which were discussed in this chapter, showed that there was a positive change in 
engagement of the students in their learning activities.  
There were also challenges with regard to team work (or pair programming) and maintaining 
consistent levels of student engagement in the teaching and learning activities. This resulted in variable 
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student performance and some students gained little or no advantage from the enacted intervention.        
The overall result from the two rounds of action research revealed the possibility to create and 
maintain meaningful learning of programming in a large class through integrated application of three 
interrelated strategies. These strategies are using a collaborative learning approach, adopting student-
centred course design, and enhancing the role of technologies.  
The next part (Part IV) presents a critical realist interpretation of the mixed results in order to answer 
the research question related to the fitness (decomposability and malleability) of the design. This part 
also presents the conclusion and recommendations of the study. 
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Part IV 
Interpretation and Conclusion 
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Introduction to Part IV 
“Once you eliminate the impossible, whatever remains, no matter how improbable, must be the truth.” 
Sherlock Holmes (by Sir Arthur Conan Doyle) 
 
 
This part focuses on the generalisation of the emergent empirical results from Part III. It is organised 
into two chapters. Chapter 9 presents a critical realist interpretation of the results from the two rounds 
of action research. A retroduction process revealed three levels of student outcomes: meaningful 
programming learning, incrementally improving learning and little or no learning. Although a further 
study is needed to address cases of little or no learning, this study has shown that students can learn 
programming in large classes if the course and learning environment design keeps them engaged in 
the learning and assessment activities.  
 
Chapter 10 concludes the study by commenting on the theoretical and practical contributions of the 
study. It is believed that practitioners may benefit from this study by re-examining practices for 
teaching programming, and through the blended course and learning environment design for large 
class teaching of introductory programming given in this thesis. Theoretically, the chapter proposes 
that the study can contribute by bringing a large class, action research design as a methodological 
choice and course and learning environment design issues into the CSEd guru discussion. In view of 
the fact that reporting on CSEd research from developing countries is so sparse, this research 
conducted in the context of Sub-Saharan Africa may be seen as a move in the right direction. In 
addition, some recommendations are made on topics for future research, including a further 
exploratory and confirmatory study examining the impact that a blended learning method for teaching 
programming in large classes has on underprepared and less engaged students from both instructor 
and institutional perspectives.  
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Chapter 9                                                                                                                    
Interpretation 
9.1 Introduction  
The thematic focus of this chapter is on answering the main research question of the study: How can a 
blended learning approach be used to improve large class teaching of programming? The results of 
the two cycles of action research are summarised in section 9.2 before commencing with a theoretical 
explanation of the role of blended learning in large class teaching and learning of programming. An 
analysis procedure involving critical realism (section 9.3) was used to identify the blended learning 
mechanisms that had influenced, and could potentially continue to influence, the achievement of 
improved programming education. In section 9.4, the problem domain of the study is extrapolated 
from the empirical study to a higher conceptual level. The chapter ends by presenting the core findings 
of the study and proposing a framework for the integration of blended learning in higher education 
institutions in developing countries.      
9.2 Results from the two cycles of action research 
The core findings of the two cycles of action research, which were conducted during the 2012/13 
academic year, are summarised as follows:  
- The results of the pre- and post-implementation R-SPQ-2F survey indicate a small move towards a 
deep approach to the learning of programming on the part of students at class level. 
- Students‘ overall course marks (at institution level), as well as in comparison with students from 
two other universities investigated using a common set of examination questions, were found to be 
satisfactory. Student performance in programming questions that covered the advanced technique 
of tracing nested loops with conditionals and explain in plain English questions produced 
mediocre results – similar results have been reported by various CSEd studies on novice 
programming. 
- The results of the COLLES student satisfaction survey found a small mean score difference 
between the actual (what students experienced) and preferred (what students would rather liked to 
experience) on six subscales of relevance, reflective thinking, interactivity, tutor support, peer 
support and interpretation. 
- A grounded theory analysis of qualitative data showed increasing principled student engagement 
overall in such activities as collaborative learning, the integrated use of e-learning and active 
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involvement in student-centred learning and assessment activities. There is evidence to show the 
existence of enhanced meaningful learning of programming.  
- On the other hand, a grounded theory analysis of qualitative data showed the occurrence of little 
or no learning of programming by some students. Students in this category consider a large class 
teaching strategy to be unhelpful (perceived as being unfit for learning), and the students did not 
develop the appropriate mindset towards programming. They revealed insufficient academic 
discipline (or an unhealthy attitude) in team work and pair work, as well as in the handling of 
assessment activities. 
In terms of students‘ learning of programming, the findings can be categorised as follows:  
- Meaningful student learning of programming. The students who experienced meaningful learning 
had consistently applied a deep approach to learning overall. There is a clear demonstration of 
student engagement in programming learning and assessment activities, as observed in pair 
programming, group assignments, reflective journals and online student collaboration. The 
students‘ performance was also outstanding (consistently higher marks for the course compared to 
the best results from students from other case study universities).  
- Little or no learning of programming. The students who failed to learn programming, 
predominantly applied a surface approach to learning and demonstrated nominal engagement in 
learning and assessment activities; this was characterised by passive participation in pair 
programming and other forms of class activity. Students were inclined to depend on the work of 
other students for their continuous assessments and final examinations whenever possible and, 
generally, scored poor course marks. The students‘ reflective journal entries were broadly 
unrealistic (or less factual) or intended to indicate the difficulties and challenges of the course or 
the assignment task linked to the journal.  
- Observable student programming learning (average performance). The engagement and 
performance of these students ranged between little or no learning and meaningful learning of 
programming. The students in this category showed an incremental improvement in engagement 
over time and with increasing experience.  
9.3 Critical realist analysis of the emerging findings 
The formalisation of learning stage of action design research (ADR) (section 6.2 of chapter 6) targets 
moving from situated learning to a general solution for a class of problems. This study aims to 
transcend from local knowledge established during the two cycles of action research to a generic 
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solution common to large class teaching and learning of programming.  
As presented in subsection 6.2.2 of chapter 6, a retroduction inference mechanism was applied to the 
situated learning (summarised in section 9.2). This methodological choice underlies the critical realism 
premise that social reality, such as learning, consists of structures and internally related objects (Meyer 
& Lunnay, 2013). Meyer and Lunnay further point out the need to go beyond what is empirically 
observable in order to attain knowledge of such social reality.  
Subsection 6.2.2 of Section 6.2 presented the four stage of the retroduction process. It involves 
identification of in-situ events (such as the findings presented in section 9.2), generation of candidate 
hypotheses and critical assessment and elimination of some of the hypotheses. The fourth stage is 
concerned with circulation of the research result. Subsections 9.3.1 presents proposed hypotheses and 
9.3.2 and 9.3.3 discuss the theory development procedure that involves selection of the most plausible 
candidate hypothesis.   
9.3.1 Proposed theories  
I propose the following four hypotheses for theory development. The first three assumptions (1 to 3) 
were integrated in the development of the course and learning environment intervention as part of this 
study. The fourth one is proposed as counterfactual to the first three assumptions but also has the full 
potential to explain the emergent results.  
1. A learning design that combines learning theories (behaviourism, cognitivism and constructivism) 
appropriately into pedagogical approaches and in the instructional design process (Ertmer & 
Newby, 1993, 2013; De Villiers, 2005) can enhance large class student learning. 
2. Student engagement in large class programming learning and assessment activities can be 
enhanced through the creation of a course and learning environment that applies the principle of 
constructive alignment (Biggs, 1996), a conversational framework (Laurillard, 1993, 2002, 2013) 
and best practices of programming education. 
3. Technology integration in the form of blended learning and the use of programming tools can 
promote large class learning of computer programming when their design has pedagogical 
underpinnings and the technologies serve to embed course and learning environment support.  
The alternative theoretical assumption:  
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4. Students‘ prior academic achievement and academic self-efficacy (Cassidy, 2012; Moss, 1982) 
determines, or at least surpasses any other factors to the variations in their learning of 
programming.   
9.3.2 Retroduction inference I: identifying entities and their causal relationships 
Once the preliminary findings (section 9.2) and the potential theoretical assumptions (subsection 9.3.1 
above) had been obtained, the following two basic questions were posed in order to direct my 
retroduction inference process:  
- What are the conditions under which improved programming learning occurs? And what are the 
conditions under which no or little programming learning occurs?     
- Could it be that improved programming learning is possible in a large class context without the 
application of the techniques and technologies specified in the design assumptions (subsection 
9.3.1 above)?    
The first question was posed in order to identify the causes of the three types of learning outcome 
outlined in section 9.3.1, while the second question was posed for use at a later stage to select more 
plausible theory.  
As Sayer (1992) in Easton (2010) claims, causal relationships between variables in critical realism can 
be considered as what makes something happen; what produces, generates, creates, or determines it, 
or, what enables or leads to it. Generally, causality is interpreted as being the most reliable 
assumptions that, together with other assumptions, serve to create a system of thinking about the world 
that we find acceptable. According to this conceptualisation, Easton (2010) maintains that theory 
development should respond to the following three key questions:  
1. What are the objects (or more generally, entities) that define our research, that is, the basic 
theoretical building blocks for our theoretical explanation?  
2. What relationships among the entities are both necessary (driven directly by the nature of the 
bodies involved) and contingent (that may affect objects)?  
3. What are the objects‘ causal powers and liabilities, i.e. how and what about the objects can make 
things happen?      
Figure 9-1 depicts the results of the retroduction inferences made as part of the critical realist analysis 
of the preliminary findings of the study. Accordingly, it was found, in line with the literature study 
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(chapter 2 to 4), that learning introductory programming in a university context occurs as a result of 
the interactions (necessary relations) that take place between four entities (shown as the dark shaded 
boxes in Figure 9-1). These entities are the students, the teacher or teaching team (which may also 
include student mentors), the technologies and the course design. 
Each of the four entities has its own specific structure, that is, recurrent patterned arrangements (shown 
in Figure 9-1 above the entity boxes), which were identified on the basis of the data obtained from the 
study. For example, students have informal networks of influence that shape both their opinions about 
the course and their learning strategies. Instructors, in turn, impose further structure on students, such 
as pair programming, assignments and project groups.  
These structures can directly influence student motivation and students‘ engagement in their 
coursework. Other structures are formally established at university, curriculum, course or instructor 
level and are also essential for improving university teaching practice. These structures or entities are 
related to course goals, teaching strategies and assessment, and constitute the design for learning which 
Ramsden (2003) identifies as being relevant for helping students learn what instructors want them to 
learn. 
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Figure 9-1: Critical realist form of interpretation of the findings 
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Entity relations  
After studying both the reflective journal entries made during the two rounds of action research and the 
reflections on the focus group discussions, I noted that the following three core relationships are 
necessary in order to promote introductory programming learning in the context of large class 
teaching:  
1. Student support by senior and sophomore students to influence the development of positive 
student attitudes and engagement. The initial learning experience of beginner students during the 
first cycle of action research was found to be easily affected by negative information given by 
their seniors (on such matters as the difficulty of programming and avoiding the course entirely). 
Countering such misinformation was best achieved through discussion and student support 
sessions led by selected senior students in informal settings where students could raise whatever 
questions they might have and express their opinions.    
2. Creation of synergy between face-to-face lectures, laboratory practice and assignments by 
including active learning activities, structured online learning resources, activities and 
collaboration. The design for mitigating known large class and introductory programming learning 
challenges (see chapter 2 and chapter 4) includes the integration of technologies and 
pedagogically underpinned teaching, learning and assessment techniques. An e-learning platform 
was created in which learning resources and student activities were embedded, and this platform 
was used as the principal platform for student-to-student and student-to-instructor interaction and 
collaboration. Pedagogically driven teaching and learning strategies, such as pair programming, 
active learning activities and facilitated transition from learning activities to assessment activities 
using aligned activities (see subsection 5.2.3 of chapter 5), can be used to address the challenges 
presented when teaching programming to large classes.   
3. Promotion of learner-centred assessment with timely and informative feedback to engage students. 
The use of frequent assignments (with increasing complexity and scope) accompanied by timely 
evaluation and feedback was found to be helpful for developing effective programming learning 
strategies (section 3.4 of chapter 3). As a result of their improved marks and learning, students 
preferred this type of assessment to an assessment strategy that relies on a few assignments or an 
examination with a proportionately higher mark weighting.  
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The entities’ causal powers and liabilities 
Section 9.2 outlined three categories of empirical observations (or findings), which in the terminology 
of critical realism are referred to as events or outcomes (Easton, 2010).  Critical realists consider such 
observed events as caused by the mechanisms (or the acts of structured entities) engendered by the 
causal powers (or strengths) and liabilities (or limitations) of the entities and entity relationships. 
Easton suggests logical reasoning techniques such as retroduction to identify the mechanisms and the 
entity causal powers and liabilities. Figure 9-1 shows the causal power (P) and liabilities (L) of each 
entities of this study by rectangular boxes (with dotted line borders) under the entity boxes. 
I posed two questions to identify the mechanisms, causal powers and liabilities of the entities: what are 
the conditions under which improved programming learning occurs in some students and under what 
conditions  does little or no learning of programming occur. Overall, the mechanisms and the entity 
causal powers and liabilities identified in this study have several direct links with the 14 learner-
centred psychological principles of the American Psychological Association (APA, 1993). They are 
also significantly related to many of the suggestions made for promoting student-centred web-based 
learning (Bonk & Cummings, 1998; Bonk, Wisher & Lee, 2004; McCombs & Vakili, 2005).  
A summary of the mechanisms and relevant causal powers and liabilities of the five entities of the 
study are presented below under the three sets of outcomes from section 9.2. The mixed results 
(outcomes) of the study, in terms of students‘ learning of programming in a large class teaching 
scenario, are outlined and the mechanisms causing them are narrated under each outcome. 
1. Meaningful student learning. Students who achieved meaningful programming learning (Mayer, 
2002) demonstrated a solid academic background and a commitment to their learning right from 
the start. The students consulted course design information (outcome and aligned teaching, 
learning and assessment activities) to plan their learning trajectories (CS1 to CS3 in Figure 9-1) 
and developed higher-order performance expectations (SP1) with clearly demonstrable active 
collaboration (SS1 – 3) in pair programming and group project assessment activities. They also 
developed learner behaviour (SP1 – 2) that included self-control mechanisms in terms of their 
motivation (SL1) towards problems related to the teaching team and the learning environment 
(TL1) and course challenges (IL1-2, TL2, CL1). The basis for such student engagement is the 
appropriateness of the learning environment and the entity relationships already specified above. 
In terms of course design for large class activities, successful learners can play a crucial role in 
providing support during the course, such as active learning activities during lectures, pair 
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programming and assignments (CS4), as well as in student mentorship, particularly when the use 
of senior students was not possible (IS2).  
2. Observable learning of programming. The vast majority of students were found to have variable 
engagement, commitment and attitudes towards introductory programming and large class 
activities. These students began their programming course with feelings of scepticism, fear or 
indifference towards the course and the learning environment. Such students could be influenced 
by providing appropriate interventions (learning environment suitability, integrated support and 
the leadership role of the teaching team – IS1 and IS2) to bring about a progressive improvement 
both in their expectations and actual performance (SP1–3). Through appropriate interventions, the 
students could begin to improve their participation in collaborative learning (SS1–SS3) and 
constructively aligned learning and assessment activities (TS3, CS1–CS4). The level of support 
needed by such students is higher than that which successful learners require in terms of teaching 
team and tutor support and feedback (IP1, IP2). Such support would help to contain the challenges 
presented by novice programming (CL1) and large class teaching (CS4). 
3. Little or no learning of programming. The study shows the existence of a handful of cases 
(students) in which the blended learning design and its formative refinement produced little or no 
effect both in terms of student attitude and academic performance. Students in this category 
mainly lack adequate academic background knowledge and have a low intent to form workable 
student structures (SS1–SS3). Such students demonstrated the excessive use of technology 
(Internet, e-learning platforms, and computer laboratories) for non-academic purposes (TL1), 
neglecting the main purpose of resource sharing (TP1) and interacting (TP2) in the programming 
course context. This student group consistently applied a surface learning approach (SP2) and 
displayed no interest in engaging in knowledge application (SP3). It can be said that the course 
design structure, particularly the large class lecture component of CS4, is less suited to the 
preferences of these student (SP1 – 3). Moreover, the personalised student support for such 
students, which was introduced in the second cycle of action research, was not sufficient to bring 
about the required level of change. 
9.3.3 Retroduction inference II: hypotheses (theory) selection 
I have presented (above in this subsection 9.3.2) the causal mechanisms behind the findings 
(outcomes) of this study. Here I examine the theoretical assumptions proposed in subsection 9.3.1 on 
the basis of these causal mechanisms. I pursued the hypotheses selection stage by raising the following 
question: is improved programming learning, which was prevalent in two of the three outcome 
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categories of the study, possible in a large class context without the application of the techniques and 
technologies specified in the design assumptions? What other explanation is there for the outcomes 
observed? These questions are used to select one of the two set of hypotheses proposed in subsection 
9.3.1 as follows:  
- Assumption IV – Prior academic efficacy (achievement, competence in mathematics etc.) 
determines the level of success of students’ learning of programming. The fact that most 
successful students had a good academic standing at the commencement of the intervention leads 
one to consider the centrality of presage factors (Biggs, 2001) in better student engagement and 
confidence building.  Added to the presage factors, students‘ reflections during the focus group 
discussions and follow-up interviews (see chapter 8) highlighted the important role played by the 
process and product factors (Biggs, 2001), such as the course and learning environment design, 
the teaching, learning and assessment activities, the support systems (both technology support and 
instructor and senior student facilitated support), and goal orientation. Many students claimed, and 
I as the researcher observed, that these components played a pivotal role in keeping students 
engaged and incrementally boosting their performance, including that of average performers. This 
suggests that taking students‘ background as a de facto factor for the success or failure of students‘ 
learning, as anecdotally argued by many programming instructors, does not completely explain the 
learning outcome variations. It, in addition, implies that when constructing learning environments 
and processes, teachers should take into consideration the individual differences in terms of 
students‘ strengths and weaknesses (Akomolafe, Ogunmakin & Fasooto, 2013). 
- Assumptions I to III (subsection 9.3.1) – Some writers contend that technologies and appropriate 
pedagogies can be used to confront, and in many ways to diminish, the challenges of delivering 
lectures to large classes (Foley & Masingila, 2013). Wider attempts have been made to integrate 
pedagogical knowledge and technologies in order to address the challenges of introductory 
programming teaching in, among others, the work of Hadjerrouit (2008), Hoic-Bozic, Mornar, and 
Boticki (2009) and Thota and Whitfield (2010).  These studies are in line with the underlying 
assumptions for the design and implementation of the intervention in this study. The causal 
mechanism generated by the retroduction process (above) consisted of elements of technology 
use, course design and student support conditions derived from the assumptions I to III, justifying 
them as more realistic theoretical explanations for the outcomes that emerged.  
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9.4 Generalising the research problem area 
The leading principle of generalised outcomes in the formalisation of the learning stage of ADR (Sein 
et al., 2011 in section 6.2 of chapter 6) requires that both the situated problem and its proposed 
solution be generalised to the greatest extent possible. The preceding two sections (9.2 and 9.3) 
presented a theoretical explanation for the outcomes of the study as a mechanism for generalising the 
solution design. This section deals with the problem domain of the study.  
The two focal issues of this thesis were large class education and computer programming for 
beginners, both of which are challenging on their own. The study considered issues within the 
particular context of Hawassa University, taking three freshman computing field student groups as an 
empirical case. The institution displays many of the features of higher education in Sub-Saharan 
Africa; that is, a prevalence of underfunding and a lack of experienced faculty, a scarcity of resources, 
poor infrastructure including ICT and Internet connectivity, and a predominance of traditional 
pedagogical practices (Teferra & Altbach, 2004; Adam, 2003).  
I propose that the two issues the study raised are generalisable from two different perspectives, namely 
the computer science education (CSEd) research on teaching and learning of introductory 
programming and from the viewpoint of teaching technical courses in computing, science and 
engineering (Ogunniyi, 1996; Impagliazzo, 2006; Ožvoldová & Schauer, 2011). The two generalised 
problem areas are:  
1. Challenges of novice programmers: The challenges encountered by novice programmers emanate 
from problems with the curriculum, the nature of programming concepts and techniques, and the 
immaturity of their programming psychology. The scope of the challenges and the difficulties 
they cause for both students and instructors are widely recognised and documented in many 
empirical and theoretical research works such as Robins et al., (2003) and Gomes and Mendes 
(2007).     
2. Large class teaching of technical courses: The Sub-Saharan African higher education system 
generally consists of a conventional lecture-dominated pedagogical approach (Ashcroft & Rayner, 
2012) that, as anecdotally observed, can exacerbate the problems of novice programmers. With 
the proliferating technological and pedagogical opportunities, higher education institutions need to 
explore existing and emerging course and learning improvement possibilities to address the 
challenges faced by both novice programmers (see, for example, the work of Thota & Whitfield, 
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2010) and science and engineering students (for example, the attempt documented in Ožvoldová 
& Schauer, 2011).     
There are many points of view and open questions that remained controversial amongst educational 
researchers and practitioners alike.  Among them are: what does the term ―large class‖ mean, at least, 
to Sub-Saharan African higher education: how large are small classes; how small are large classes; or 
what is appropriate for better student learning in context? I have the following arguments on these 
issues:  
- With the decline in public financing and the massification of higher education, increase in class 
size is happening worldwide (Hornsby & Osman, 2014; Altbach et al., 2009; Johnstone & 
Marcucci, 2007). Classes in Africa are usually large, even though there is no clearly specified 
number to distinguish small classes from large ones (Hornsby & Osman, 2014; Foley & 
Masingila, 2013). In the case of Ethiopia, for example, the class size limit for lectures is 80 per 
section or student group (Hawassa University, 2011), but instructors combine two or more 
sections for make-up classes or block courses. The assignment of more instructors to teach 
different sections of the same course has also been seen to result in coordination problems and in 
variations in students‘ performance owing to variations in instructors‘ experience and 
effectiveness (Rivkin, Hanushek, & Kain, 2005).    
- Despite the perceived danger of large classes affecting the quality of education and staff workload, 
they remain a reality in many Sub-Saharan African countries with little chance of a change in the 
status quo in the foreseeable future (Hornsby & Osman, 2014, Foley & Masingila, 2013). Like 
Foley and Masingila (2013), this study contends that the challenges inherent in the large class 
teaching and learning of programming (and of other technical courses as well) can be met with the 
use of current and emerging technologies and the systematic integration of large class pedagogy.  
9.5 Findings of the study 
This section brings together different categories of research results from the three chapters (chapter 7 
to chapter 9) that covered the attempt to answer both the main and the three sub-questions of the study. 
With the restricted notion of variables in design research (outlined in section 6.4), the study examined 
the impact of a blended course and learning environment design and its implementation path 
(independent variables) in student learning of programming and student satisfaction (dependent 
variables).  
163 
 
As design science researchers, the main goal of conducting a naturalistic test, through for example 
action research in the case of this study, is to refine the intervention or artefact design and generate 
design principles and design theories (Hevner et al., 2004; Gill & Hevner, 2013). Hence, the dependent 
variable was encapsulated in two higher level variables of design utility (expressible through the 
usefulness and suitability of the intervention for student learning) and design/intervention fitness for 
wider adaption.  
The results of the study are summarised with respect to the dependent variables as follows. The last 
part of the section presents a suggested course-level framework for integrating blended course and 
learning environment design in higher education.  
- Usefulness of the intervention: The study produced a mixed result in terms of the effectiveness of 
the intervention with a slight class level improvement towards a deep learning approach in pre- 
and post-implementation R-SPQ-2F survey. The student course mark (in different assessment 
activities) and in the final examination result was slightly lower but comparable with similar 
students from two other case universities.  In addition, there were student groups with lower 
course scores for whom the intervention had little or no benefit in terms of their learning of 
programming (see section 9.2 for the summary). 
- Suitability of the intervention: Implementation level challenges were experienced such as in the 
area of laboratory management, Internet connectivity, electric power blackouts, and e-learning 
system and network failures. Despite these, students‘ responses to the COLLES satisfaction 
survey (section 8.4 of chapter 8) with six subscales of relevance, reflection, interactivity, tutor 
support, peer support and interpretation were very positive. That is, student responses to 
designated questions compared to what students actually get was close to the mean score for their 
preferred score or what they want to obtain. The achievement of such a result in a large class 
course, which students took in parallel with other courses in a ―small‖ class, suggest that the 
intervention was better suited to the students. The COLLES result was substantiated by a broadly 
positive reaction from the teaching team and the faculty members from the quality assurance team 
of the hosting school (section 8.5). 
Fitness of the intervention   
In order to make a rigorous evaluation of an intervention to further improve designs, Gill and Hevner 
(2013) promote the fitness utility model. As described in section 6.4 of chapter 6, I adopted two 
164 
 
characteristics of fitness from Gill and Hevner (2013), decomposability and malleability, which I 
considered relevant for blended course and learning environment design.  
1. Performance of the different components of the intervention (decomposability): The blended 
course and learning environment intervention integrated the different education components 
described in chapter 5. The main course redesign elements were the application of learning 
taxonomies (Bloom‘s and SOLO) for learning outcome specification and assessment activity 
design; the alignment of teaching and learning activities and assessment tasks with learning 
outcomes; and the adoption of problem-based learning (or learner-centred constructivist 
activities) to promote student engagement. The components of the learning environment consisted 
of team-teaching-based large class lectures with innovative teaching strategies; pair-
programming-based laboratory and assessment activities; the use of e-learning for resource 
delivery and collaboration; support by senior students; and the use of programming tools 
(particularly designed for novice programmers) for teaching programming. An analysis of the 
focus group and the follow-up interview data showed that the integrated whole intervention had 
succeeded in enhancing principled engagement. The widely credited components of student 
success are collaborative learning in the form of pair programming, course design that 
systematically linked in-lecture activity, guided laboratory practices and assignments as weekly 
interlinked activities; as well as the integration of e-learning with senior student support. Areas of 
discontent related to the pairing strategies (instructor imposed random pairing versus the use of 
additional pairing strategies), large class lecture management (duration, keeping students engaged 
throughout), and the creation of synergy between technologies and learning and assessment 
activities. The fact that there were some students (particularly academically and psychologically 
underprepared students) for whom the intervention did not work as expected suggests that 
improvement is needed in the support offered to such students.  
2. The extent to which the intervention can be adapted by other instructors and can respond to a 
changing environment (malleability): The critical analysis of the qualitative results of the 
grounded action research (chapter 8) showed that the intervention was successful in improving 
large class programming learning for average and higher performing student groups. My students 
demonstrated important characteristics in terms of using learning outcomes to plan their learning, 
engaging in collaborative learning and progressively improving their psychology (self-confidence) 
and actual engagement in programming learning and assessment activities. Such developments 
can be considered to be positive and practitioners interested in the area may be motivated to 
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follow and adopt them, taking into account the fact that perceived usefulness and ease of use are 
important factors in technology and innovation acceptance (Chuttur, 2009; Bhuasiri, 
Xaymoungkhoun, Zo, Rho, & Ciganek, 2012). The integration of established and widely used 
theories, models and practices (described in chapter 3 and 4)  in a design can also increase the 
flexibility and trustworthiness of the intervention design for similar types of situated testing and 
adoption in a changing environmental context.   
Framework for the integration of blended learning  
The technological infrastructure, financial, human resources and management-related challenges faced 
by Sub-Saharan Africa higher education, which are covered in section 9.4, can make blended learning 
initiatives contentious and unappealing. On the other hand, the risk of not integrating the advantages 
bestowed by open-source and open-content initiatives, the Internet and contemporary pedagogical 
approaches can be equally disastrous.  
The popular technology adoption models show the staged nature of technology/innovation assimilation 
with time needed to grow and mature before it becomes stable and fully functional (Samarawickrema 
& Stacey, 2007; Graham, Woodfield, & Harrison, 2013). Graham et al. (2013) identify three stages for 
the adoption of blended learning in higher education: the awareness and exploration, the early 
implementation, and the mature implementation stages. Institutions at the awareness and exploration 
stage have blended learning initiatives without formal structure (governance, regulation, etc.) and 
operate with no formalised support (technical, pedagogical, incentives, or recognition). Such initiatives 
can also be entirely faculty grown. 
As a case in point, when implementing this study, I assumed that most Sub-Saharan Africa higher 
education institutions are at level 1 of blended learning adoption. The experience of Mtebe and 
Raisamo (2014), as well as my own during this study, shows that while considerable attempts have 
been made in ICT infrastructure development, a lack of both support and institutional strategy for 
technology mainstreaming in the educational system is present.  In Figure 9-2, I propose a framework 
for blended learning integration that is derived from my experience in the design and implementation 
of a blended learning intervention for the large class teaching and learning of introductory 
programming courses. 
The framework depicted in Figure 9-2 portrays basic instructor-side activities that need to be 
accomplished before, during and after the presentation of a blended learning course. A detailed 
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description of the activities, and the supportive theoretical and technological considerations, is 
documented in chapter 3 to 5 (or Part II) of this thesis.  
 
Figure 9-2: Blended learning framework (based on Kituyi & Tusubira, 2013) 
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Chapter 10                                                                                       
Conclusion   and   recommendation  
This chapter completes the thesis with concluding remarks on the contribution of the study. A 
summary is given on the research and its results in section 10.1.  I present my self-reflection on the 
journey as a doctoral  student in 10.2. The next two sections outline the practical (10.3) and theoretical 
(10.4) contributions of the study. The thesis ends by providing recommendations for future researchers 
(10.5).   
10.1 Summary of the research 
The dialogical diagram in Figure 1-2 (chapter 1) summarised the main essence of this thesis. The 
research problem was triggered by my ambition to be a good instructor, while simultaneously being 
challenged to teach programming in a way that students liked and, of course, enjoyed. At the time I 
was a junior lecturer tasked with teaching the programming course, students of this course were 
divided into sections, each comprising in excess of 80 students. I was assigned to teach two or three 
sections per semester and this tradition still prevails in Ethiopian universities.   
My experience led me to the main research question, namely: How can a blended learning approach 
be used to improve large class teaching of programming? Three sub-questions were raised relating to 
what to integrate and how to design blended learning interventions (course and learning environment) 
when teaching a large class, and how to implement the intervention to achieve maximum positive 
impact on student learning. The last sub-question queried the scalability of the different design 
components for application in different contexts.  With the careful consideration of research variables 
in design research (Collins et al., 2004), the research examined the role of course and learning 
environment intervention design and its implementation path in students‘ learning of introductory 
programming in large classes.  
A literature review was conducted on the topics of contemporary learning theories, pedagogical 
approaches relevant to our time and state-of-the art open-source or free software tools and course 
design approaches (Parts I and II of the thesis). The following lessons were learnt in this regard:  
- The importance of the role played by constructive alignment as a means to influence student 
engagement; this entails the need to develop and communicate learning outcomes properly.   
168 
 
- The value of having a complete understanding of how learning happens from the perspectives of 
different learning theories (behaviourism, cognitivism and constructivism) and integrating them as 
appropriate in different stages of the learning process (conceptualisation, construction and 
reflection or dialogue). 
- The empowering role of the learning environment (a blended one in the case of this study) when it 
is designed with such theoretical underpinnings, using the conception of learning as a conversation 
between instructors, students and the instructor-developed environment.  
An action design research approach was adopted to study the impact of the intervention on students‘ 
learning of programming (Part III of the thesis). The course and learning environment redesign were 
implemented in a year-long period of action research embedded teaching during the 2012/13 academic 
year. The accompanying research was designed as a mixed-method sequential explanatory design with 
two cycles of action research. The first cycle was predominantly quantitative, and students‘ scores 
(from assessment activities) and a pre- and post-implementation approach to learning R-SPQ-2F 
questionnaire survey were used to measure the effectiveness of the intervention. The result achieved 
was a mixed one: The positive outcomes included a slight change towards a deep approach to learning 
and student achievements that were fairly close to the academic performance of students from two 
other international universities. The main negative outcome was that some student groups were found 
to be at-risk (of not learning well), and the integration of the visualisation tool was not effective. 
The second cycle, which started with a design refinement for the critical shortcoming observed during 
the first round, aimed to explain the result from the first round using predominately qualitative data 
collection and analysis. Data were collected from focus group discussions and follow-up interviews in 
addition to the memos kept throughout by the participants and expert review data. A grounded action 
research evaluation mechanism was applied, the results of which showed that the use of collaborative 
learning (particularly pair programming), a course design that included aligned lecture, laboratory and 
assignment activities, and the use of e-learning for collaboration and learning task handling were found 
to be important factors for meaningful programming learning in large classes.   
The findings of the two cycles of action research were further analysed by applying a critical realist 
strategy of retroduction (Part IV of the thesis). The problems related to teaching programming in large 
classes investigated in this study were found, despite some peculiarities, to be similar to the problems 
experienced in the teaching of technical and engineering courses. Noting the lack of clarity on what 
exactly the term ―large class size‖ means, it is expected that class sizes will remain large in Sub-
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Saharan Africa at least for the foreseeable future. The study confirmed that students‘ learning of 
introductory programming, as well as other related courses, can be maintained and even be improved 
with a course and learning environment design that keeps students engaged in learning and assessment 
activities.  
10.2 Reflecting on my journey as a PhD student 
My participation in a university-wide higher education teaching and learning improvement programme 
was a precursor for writing a PhD proposal in the problem domain of this study. I considered it 
worthwhile to conduct pragmatic empirical research since  I was going to conduct the research from 
my own institution and teaching context .   
I believe that I have grown notably as a person, as a university lecturer and as a researcher from my 
doctoral studentship.  The literature (which include methodological, CSEd, pedagogical and learning 
theory) enlightened me to widen my outlook towards education and personal development. The 
constructive critics and supportive supervision and the experience in publishing helped me to shape my 
reading, and more importantly, writing skills for the scientific communities. This, unequivocally, is a 
fertile ground for my future academic and professional growth. My belief is also emboldened in 
entrusting students to handle their learning responsibly by equipping them with participation as 
―partners‖ and giving a degree of freedom to decide on aspects of course design and implementation.   
In due process of the research, I found the trickiest part of balancing the focus on relevance and 
theoretical inquiry at the same time.  Having two roles of serving as a teacher and a researcher 
consistently, and ensuring the co-instructors have the same as well, was challenging throughout.  
Additionally, institutional factors (which are not covered in this thesis) have tremendous influence. In 
Ethiopia, and also likely in the rest of sub-Saharan Africa, such institutional factors include lack of 
institutional support (and recognition), poor technological infrastructure management and accessibility, 
and workload.     
Furthermore, the distance modality of doctoral  studentship also has its own impact. The apparent lack 
of participation in research colloquiums (seminar, workshop, etc.) restricts the chances to gain 
feedback and different points of view. This is particularly true in some higher education institutions 
where research culture is not mature. I would like to recommend that  UNISA  promotes organisation 
of such events in its regional branches of sub-Sahara Africa for future students. 
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10.3 Contribution of the study to programming teaching practice  
The recently released ACM curriculum (ACM & IEEE, 2013, p. 15) states that ―undergraduates in 
computer science ... must adequately [be] prepare[d] ... for the workforce in a more holistic way than 
simply conveying technical facts‖. This is a call for CS educators to consider new ways to advance 
computing as both a science and a profession. Accordingly, the study proposes the following:   
10.3.1 The current mode of programming education needs an overhaul  
The current instructional strategy of two or three lecture classes and one guided laboratory practice per 
week is not helping students to learn programming. It is obvious that students are not learning from 
their introductory programming courses and generally reflect dissatisfaction with and outright dislike 
for programming and computer science in general (Lahtinen, Ala-Mutka, & Järvinen, 2005; Jenkins, 
2002). The need for a profound change is thus advocated by the ACM and IEEE curriculum taskforce 
(ACM & IEEE, 2013), which underlines the importance of developing students‘ soft skills and letting 
students‘ personal attributes grow in addition to building their technical competences and skills. At 
course level, such an overhaul can include, but may not be limited to, course and learning environment 
redesign and the use of learning and assessment activities that enable students to attain a relevant mix 
of skills and competences. Technologies including open source technologies, and innovative learning 
and teaching approaches need to form part of the change toolkit of all course instructors. This study is 
a situated example in this regard. 
10.3.2 Students can learn programming in large classes 
This study was conducted in a large class setting in which more than 200 students attended weekly 
two-hour lectures in a large auditorium. A student-centred instructional approach was applied, largely 
successfully, by integrating a team-teaching approach, the use of senior (second year and above) 
students as mentors, and e-learning-based resource sharing and student support. Students reacted 
positively to the initiative and established positive relationships with the teaching team. This was 
achieved through the use of current pedagogical techniques (some of which are outlined in subsection 
10.3.3 and 10.3.4) and by creating enabling technological support. The framework proposed for 
integration of blended learning (Figure 9-2 in chapter 9) may assist instructors in structuring their large 
class teaching of programming, or other technical courses in blended modality.     
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10.3.3 Use of student mentors can play a key role  
Full-time students, who make up the vast majority of university students in Ethiopia, generally have 
enough time to offer student-to-student support. Such students with appropriate training in mentoring 
can be used to address faculty shortages and resolve some of the large class teaching challenges. 
Additionally, students may be more open to fellow students than to their instructors in a culturally 
closed society like in Ethiopia. The use of senior students in such cases can give instructors a chance to 
promote senior students‘ peer influence potential in order to bring about positive change in students. 
Senior students can offer demand-driven tutorials, assist students in after-hours laboratory practice, 
and play a supervisory and support role during pair and group assignments. Senior students can also 
assist instructors by providing feedback on non-graded formative assessments and even evaluating 
assignments if they are accompanied by holistic assignment evaluation criteria such as the one 
proposed by Thompson (2007) and adopted for this study (Table 5-1 in chapter 5).    
10.3.4 Instructors’ role may need to change 
Implementation of learner-centred teaching needs intensive instructor role rebalancing (Weimer, 2013; 
Laurillard, 2013). Students‘ engagement in programming learning increases when students have access 
to tailor-made learning resources. Such materials should inform students about why they need them 
(objective) and what they should do to get what they need, and should provide sufficient links to 
additional sources of information. Students must also be led, through such materials, from the 
conceptualisation of new knowledge to its application (through the development of case problems for 
practical learning activities and assignments) and to dialogue and discourse (Laurillard, 2013; Mayes 
& Fowler, 1999).  
Instructors also need enough time to create pair programming practices that work and to bring about 
and maintain a climate that is conducive to more responsible learning by the students themselves. 
There is a further need for sufficient instructor time to develop assignment problems (that serve both as 
learning by doing and as student assessment). Organising and conducting online and face-to-face 
support during learning and assessment activities is critical and taking the time to evaluate and provide 
timely and informative feedback is a necessary prerequisite for effective learner-centred education. All 
of these necessitate a corresponding change in the role of programming instructors – from teaching to 
incorporating significant time for resource development, support and assessment.  
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10.4 The study can contribute to a theoretical CSEd discussion   
Computer science education (CSEd) is a comparatively young field of research (Fincher et al., 2005; 
Pears, 2010). To date, research endeavours of diverse scales have made a significant contribution by 
creating a pool of interest among practitioners and scholars on how better to teach computer science. 
Some of the related developments in the area were reviewed in chapter 4 of the thesis. One core 
limitation of the existing CSEd literature is its lack of coverage on the problems and challenges of 
teaching computer science in developing countries. The study reported in this thesis can advance 
theoretical insight in this less researched area.  
10.4.1 Shedding light on the issue of learning programming in large classes  
Coverage of large classes as a thematic issue in the CSEd literature is sparse even though there is no 
evidence to support the claim that the literature is mainly meant for small classes. However, a better 
focus on large class issues and on the exploration of mechanisms to improve large class teaching is 
found in the general educational literature. This study brings seasoned practices of large class teaching 
from the educational literature and incorporates it into a programming course and learning 
environment design. The design, the experience during two cycles of action research and reflections of 
students and other participants in the focus groups and interviews, can be used to revamp the 
discussion of large class teaching in computer science. I consider the following components as 
worthwhile contributions of this study: 
- The course and learning environment designs presented in chapter 5 and the implementation level 
lessons captured in Figure 8-3 of chapter 8 to enhance the mechanisms for improving meaningful 
learning of introductory programming. This experience extends the kernel theories underlined in 
the original design (chapter 3 and 4) in the area of collaborative learning, technology integration, 
and course design for learning-centred education (section 8.8 of chapter 8). 
- The component level evaluation of the course and learning environment design (chapter 9) that 
outlined different design factors for different kinds of learning outcomes achieved, i.e., 
outstanding learning, incrementally improving learning, and little or no learning of programming. 
I contend that the critical realist interpretation of the qualitative data summarised in Figure 9-1 can 
give the insight for a holistic course design for introductory programming, at the least. Together 
with the suggested plausible hypothesis (section 9.4), this study offers design guidelines, which 
are in line with the design principle or design theory generation goal of design research studies 
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(Hevner et al., 2004; Reeves et al., 2004). Figure 9-2 of chapter 9 outlines a consolidated guideline 
for integration of blended learning.  
10.4.2 Telling a story from Sub-Saharan Africa  
Sub-Saharan Africa is a region where, generally, the economies of countries are least developed but 
their population is growing fast. The region is characterised by the lowest higher education enrolment 
worldwide but the fastest growth in the enrolment rate (UNESCO, 2010). The facts show that large 
class teaching is inevitable in the region and it is difficult to anticipate this situation changing in the 
near future (Foley & Masingila, 2013). As it is situated in the region, this study can play an exemplary 
role. The proposed framework for the integration of blended learning (Figure 9-2 in chapter 9) and 
course and learning environment design in chapter 5 is potentially relevant for helping instructors to 
initiate similar interventions in their own context. The study may also portray the unique problems of 
novice programmers‘ in Sub-Saharan Africa, to scholars and practitioners in the rest of the world.   
10.4.3 A focus on design and implementation  
It would seem that there is consensus in the CSEd literature that the manner in which teaching and 
learning are managed (i.e. pedagogy) can influence student attainment of expected outcomes and the 
techniques adopted to achieve them (Pears., 2010). However, except for a few studies, for example 
Hadjerrouit (2008), Thota and Whitfield (2010) and Sorva (2013), there is a lack of CS literature that 
attempts to investigate and adopt pedagogical principles and good practices to support the course 
design and structure of the teaching learning process.   
This research began with a study of the dominant learning theories and ways to improve their 
integration in course and learning environment design. The study made use of existing theories, 
models and frameworks for the following three related purposes. Firstly, learning taxonomies, 
principle of constructive alignment and the ADDIE model were used to develop learning outcomes and 
for course redesign purposes. Secondly, Laurillard‘s (1993, 2002, 2013) conversational framework 
was applied to conceive various teaching and learning interactions and to structure a supportive 
blended learning environment. Third, Jonasson‘s (1999) descriptive model and Mayes and Fowler‘s 
(1999) three-stage learning model were used for learning resource development. This focus on a 
pedagogically underpinned design was worthwhile, given that the integration of these theories 
succeeded in obtaining positive outcomes both in terms of academic achievement and student 
satisfaction.  
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10.4.4 Methodological choice 
Education research that embodies situated learning (or naturalistic evaluation) requires a research 
method that enables researchers to balance their roles as educational researcher (with a focus on 
rigour) and educational practitioner (with a focus on relevance) (Laurillard, 2012). Scholars advocate 
for the use of development-oriented approaches such as design research, design-based research, design 
science research, action research, and so forth, the similarities and differences of which are intensively 
debated in the literature (De Villiers & Harpur, 2013; Iivari & Venable, 2009; Van den Akker et al., 
2006).  
CSEd research that aims to design and develop and concurrently refine and evaluate an artefact or 
intervention can benefit from the use of a cross-fertilised approach such as action design research (Sein 
et al., 2011). An educational artefact can be designed anew or integrated from existing ones and 
eventually implemented and evaluated in a naturalistic setting (such as a classroom) through the 
critical reflection and learning steps of action research (Beck et al., 2013). Use of mixed data and 
mixed methods within an action research framework can help to maximise the validity of the research 
by triangulating data and results (Wang & Wang, 2010).     
10.5 What future researchers can take from the study  
This study is largely explanatory (intended to generate a posteriori hypotheses) with no confirmatory 
action except a critical analysis procedure applied for hypothesis selection. The research design also 
had limitations in terms of its scope (section 1.6 of chapter 1), particularly in its focus on the students‘ 
perspectives and the exclusion of instructors and the institutional factors of programming education. I 
subsequently propose areas of research for fellow researchers based on these gaps and my experience 
during the research engagement.   
10.5.1 Further research is needed on instructor and institutional perspectives   
The blended learning initiative in this study applied learning effectiveness and student satisfaction as 
two of the measures for evaluating the effectiveness of the intervention (section 6.5 of chapter 6). The 
Sloan-C Five Pillars for Quality of Online Education technology integration framework (Lorenzo & 
Moore, 2002; Graham & Dziuban, 2008), which was adopted for this study (chapter 4), proposes 
faculty satisfaction, cost effectiveness and access as additional criteria for an impact assessment of 
blended learning. It is essential that additional research be conducted with a focus on the remaining 
factors. Such a complementary study would address faculty workload and motivation issues as the two 
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are significant factors in large class teaching (Keengwe & Kidd, 2010). Furthermore, access and 
organisation issues (such as cost, infrastructure, seed-fund, structural and policy support) are 
prerequisites for sustaining innovative initiatives such as the one in this study in becoming integrated 
into the higher education system (Graham et al., 2013).    
10.5.2 Engaging underprepared and less engaged students  
The course and learning environment design (chapter 5) was proposed to help all students by providing 
basic support and allowing students to adopt their own style of learning (through pair group-guided 
learning activities). I observed, particularly at the end of the first cycle of action research, that some 
students were not engaging with or learning to program (Bati, Gelderblom, & Van Biljon, 2014). 
Affirmative action was accordingly enacted in the second cycle of action research in the form of 
specialised one-to-one consultation and tailored tutorials (section 8.2 of chapter 8). However, the 
impact of the intervention was not significant in producing an improvement in the level of student 
academic performance, which was widely expressed in the reflection produced during the focus group 
discussion. Further reconsideration of the assessment process, like by Cheng, Jordan and Schallert 
(2013) can be used to improve the quality of large class teaching.   
A further study is thus needed to address the case of students who: (1) consider that their high school 
preparation was not adequate for university-level education (particularly in computer programming 
which has a ―reputation of being difficult‖ – Jenkins (2002, p. 56)); and (2) are at risk in programming 
learning in a large class situation. Some of the suggestions from the literature include the use of a 
specialised programming environment (Kelleher & Pausch, 2007; Resnick et al., 2009) with a strategy 
that can lead students to established (or formal) programming teaching with C++ or Java (Dann, 
Cosgrove, Slater, Culyba, & Cooper, 2012). Rizvi, Humphries, Major, Jones, and Lauzun (2011) 
propose the inclusion of a pre-programming course or CS0 course for high-risk students. Tabanao, 
Rodrigo, and Jadud (2011) used a statistical analysis of frequently encountered program errors to 
identify high-risk students early on in the course period. There is also a suggested higher-level 
educational intervention like the inclusion of out-of-school-time programmes (Lauer, Akiba, 
Wilkerson, Apthorp, Snow, & Martin-Glenn, 2006). Future research can also re-examine the design in 
this study (chapter 5) in order to add features to support the case of underprepared and at-risk students. 
This can be, for example, through integration of the experience of assessment-centred e-learning by 
Wang (2014), Wang, Su, Cheung, Wong and Kwong (2013) and Weimer (2013).   
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10.5.3 An additional confirmatory study is needed  
Randolph, Julnes, Sutinen, and Lehman (2008) argue for the need to have more CSEd research with an 
experimental orientation (hypothesis testing and confirmation). The argument is due to large amounts 
of innovation-focused research in the area (generation of informed research hypotheses). This study 
was generally exploratory and was aimed at process improvement, and it observed possible 
relationships as by-products. The study identified plausible relationships for the three levels of design 
outcomes in students‘ learning of programming (chapter 9) through the critical analysis of provisional 
results in the two cycles of action research. These results, and those from other related exploratory 
studies, can serve to establish hypotheses for experimental tests. Such experimental studies are 
essential to test and validate educational interventions such as the one proposed in this study 
theoretically, for example their role in improving students‘ learning of programming in large classes.    
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APPENDICES 
 
Appendix – A: Students‘ Approach to Learning (SAL) Survey Questionnaire 
 
This questionnaire is developed by Biggs, J.B., Kember, D. and Leung, D.Y.P. (2001) and called a Revised Two-Factor 
Study Process Questionnaire (R-SPQ-2F).  It has 20 questions about your attitudes towards your studies and your usual 
way of studying.  
 
There is no right way of studying. It depends on what suits your own style and the course you are studying. It is 
accordingly important that you answer each question as honestly as you can. If you think your answer to a question would 
depend on the subject being studied, give the answer that would apply to the subject(s) most important to you.  
 
Please fill in the appropriate circle alongside the question number on the ―General Purpose Survey/Answer Sheet‖. The 
letters alongside each number stand for the following response. 
 
A — this item is never or only rarely true of me 
B — this item is sometimes true of me 
C — this item is true of me about half the time 
D — this item is frequently true of me 
E — this item is always or almost always true of me 
 
Please choose the one most appropriate response to each question. Fill the oval on the Answer Sheet that best fits your 
immediate reaction. Do not spend a long time on each item: your first reaction is probably the best one. Please answer each 
item. 
 
Do not worry about projecting a good image. Your answers are CONFIDENTIAL. 
Thank you for your cooperation. 
 
1. I find that at times studying gives me a feeling of deep personal satisfaction. 
2. I find that I have to do enough work on a topic so that I can form my own conclusions before I am satisfied. 
3. My aim is to pass the course while doing as little work as possible. 
4. I only study seriously whats given out in class or in the course outlines. 
5. I feel that virtually any topic can be highly interesting once I get into it. 
6. I find most new topics interesting and often spend extra time trying to obtain more information about them. 
7. I do not find my course very interesting so I keep my work to the minimum. 
8. I learn some things by rote, going over and over them until I know them by heart even if I do not understand them. 
9. I find that studying academic topics can at times be as exciting as a good novel or movie. 
10. I test myself on important topics until I understand them completely. 
11. I find I can get by in most assessments by memorising key sections rather than trying to   understand them. 
12. I generally restrict my study to what is specifically set as I think it is unnecessary to do anything extra. 
13. I work hard at my studies because I find the material interesting. 
14. I spend a lot of my free time finding out more about interesting topics which have been discussed in different 
classes. 
15. I find it is not helpful to study topics in depth. It confuses and wastes time, when all you need is a passing 
acquaintance with topics. 
16. I believe that lecturers shouldn‘t expect students to spend significant amounts of time studying material everyone 
knows won‘t be examined. 
17. I come to most classes with questions in mind that I want answering. 
18. I make a point of looking at most of the suggested readings that go with the lectures. 
19. I see no point in learning material which is not likely to be in the examination. 
20. I find the best way to pass examinations is to try to remember answers to likely   questions. 
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Appendix – B: Focus group discussion guiding questionnaire 
 
Focus group discussion (FGD) will be made with two groups of students selected through a purposive sampling technique. 
Students will be clustered based on their final exam result and participants are selected purposefully to balance 
representation by gender and study program (i.e., Computer Science; Information Systems, Information Technology). The 
two broad categories are those who are consistently high performing (above the 3
rd
 quartile) and those who are consistently 
low performing (below the 1
st
 quartile). The same set of questions will be presented to the two students groups. The 
preliminary FGD guideline is the following.  
 
The Consent Process 
Consent forms for focus group participants are completed in advance by all those seeking to participate.  Below is a 
summary of the information in the consent form that focus group organizers and facilitators should use to make sure 
participants understand the information in the consent form. 
 
Thank you for agreeing to participate.  We are very interested to hear your valuable opinion on how the large class 
teaching and learning of introductory programming has impacted your learning. 
 
 The purpose of this study is to learn how teaching and learning of introductory computer programming be 
improved in large class teaching scenario with the integrated use of blended learning.  The research will help to 
develop a framework for blended teaching and learning of programming in large class in the context of the 
developing countries in Sub-Saharan Africa. 
 The information you give us is completely confidential, and we will not associate your name with anything you say 
in the focus group. 
 We would like to audio record the focus groups so that we can make sure to capture the thoughts, opinions, and 
ideas we hear from the group.  No names will be attached to the focus groups and the records will be destroyed as 
soon as they are transcribed. 
 You may refuse to answer any question or withdraw from the study at anytime. 
 We understand how important it is that this information is kept private and confidential.  We will ask participants 
to respect each other’s confidentiality. 
 If you have any questions now or after you have completed the questionnaire, you can always contact a study team 
member or you can call the principal the researcher  Mr. Tesfaye Bayu 091-682-3586.  
 Please check the boxes on page 2 and sign to show you agree to participate in this focus group. 
Introduction: 
1. Welcome 
Introduce yourself and the notetaker, and send the Sign-In Sheet with a few quick demographic questions (age, gender, 
region, high school/preparatory school) around to the group while you are introducing the focus group. 
Review the following: 
 What will be done with this information 
 Why we asked you to participate 
2. Explanation of the process 
Ask the group if anyone has participated in a focus group before.  Explain that focus groups are being used more and 
more often in education, health and other human services research.  
About focus groups 
 We learn from you (positive and negative) 
 Not trying to achieve consensus, we‘re gathering information 
 No virtue in long lists: we‘re looking for critical issues 
Logistics 
 Focus group will last about one hour 
 Feel free to move around 
 Help yourself to refreshments 
3. Ground Rules  
Ask the group to suggest some ground rules.  After they brainstorm some, make sure the following are on the list. 
 Everyone should participate. 
 Information provided in the focus group must be kept confidential 
 Stay with the group and please don‘t have side conversations 
 Turn off cell phones if possible 
 Have fun 
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4. Turn on Audio Recorder 
5. Ask the group if there are any questions before we get started, and address those questions. 
6. Start the Main part of the FGD 
Discussion begins, make sure to give people time to think before answering the questions and don’t move too quickly.  Use 
the probes to make sure that all issues are addressed, but move on when you feel you are starting to hear repetitive 
information. 
 
Core Questions: 
1. Let‘s start the discussion by talking about what makes the teaching and learning approach used in the two consecutive 
programming courses good for you learning.  What are some of the positive aspects of the approaches pursued?  
2. What are some things that aren‘t so good about the teaching and learning approach pursued; or which one didn‘t work 
for you? 
3. To what extent do you think that you are engaged in the two courses? What would keep you in the courses for longer 
or wouldn‘t keep you for longer? 
4. What suggestions do you have to improve the teaching and learning environment for programming courses so that new 
students learn programming better? 
 
Probes for Discussion:  
 Large class lecturing (involving one or more instructors) 
 Interaction with course materials (online resources of lecture notes, lab activities, quizzes, etc) 
 Interactions with teachers and mentors  
o academic matters (teaching and learning, assessment and feedback) 
o Support for advising and consultation  
 Interaction with other learners  
o Pair programming 
o Project  
o Online and in-person supports  
 Attitudes towards the blended learning environment  
o Technology - Use of resources and technological tools for learning to program 
o Communication and collaboration system – timeliness and relevancy of feedback using the online 
system 
o Teaching learning and assessment activities 
 Attitudes towards learning to program 
o Motivation for the course, up on registration or course outline debriefing  
o Interest building during the course  
o Confidence created on the course (at the end of the course) 
 Pull and push factor on the course 
o What are the deterring factors  to disengage in the course  
o What are the motivating factors to engage in the courses 
 Coping mechanism  
 
That concludes our focus group.  Thank you so much for coming and sharing your thoughts and opinions with us.  We have 
a short evaluation form that we would like you to fill out if you time.  If you have additional information that you did not 
get to say in the focus group, please feel free to write it on this evaluation form. 
 
Materials and supplies for focus groups 
 Sign-in sheet 
 Consent forms (one copy for participants, one copy for the team) 
 Evaluation sheets, one for each participant 
 Pads & Pencils for each participant 
 Focus Group Discussion Guide for Facilitator 
 1 recording device 
 Notebook for note-taking 
 Refreshments 
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Appendix – C: COLLES questionnaire 
Row No. Item Scale 
1.  My learning focuses on issues that interest me. Relevance 
2.  My learning focuses on issues that interest me. (preferred) 
3.  What I learn is important for my professional practice. 
4.  What I learn is important for my professional practice. (preferred) 
5.  I learn how to improve my professional practice. 
6.  I learn how to improve my professional practice. (preferred) 
7.  What I learn connects well with my professional practice. 
8.  What I learn connects well with my professional practice. (preferred) 
9.  I think critically about how I learn. Reflective Thinking 
10.  I think critically about how I learn. (preferred) 
11.  I think critically about my own ideas. 
12.  I think critically about my own ideas. (preferred) 
13.  I think critically about other students' ideas. 
14.  I think critically about other students' ideas. (preferred) 
15.  I think critically about ideas in the readings. 
16.  I think critically about ideas in the readings. (preferred) 
17.  I explain my ideas to other students. Interactivity 
18.  I explain my ideas to other students. (preferred) 
19.  I ask other students to explain their ideas. 
20.  I ask other students to explain their ideas. (preferred) 
21.  Other students ask me to explain my ideas. 
22.  Other students ask me to explain my ideas. (preferred) 
23.  Other students respond to my ideas. 
24.  Other students respond to my ideas. (preferred) 
25.  The tutor stimulates my thinking. Tutor Support 
26.  The tutor stimulates my thinking. (preferred) 
27.  The tutor encourages me to participate. 
28.  The tutor encourages me to participate. (preferred) 
29.  The tutor models good discourse. 
30.  The tutor models good discourse. (preferred) 
31.  The tutor models critical self-reflection. 
32.  The tutor models critical self-reflection. (preferred) 
33.  Other students encourage my participation. Peer Support 
 34.  Other students encourage my participation. (preferred) 
35.  Other students praise my contribution. 
36.  Other students praise my contribution. (preferred) 
37.  Other students value my contribution. 
38.  Other students value my contribution. (preferred) 
39.  Other students empathise with my struggle to learn. 
40.  Other students empathise with my struggle to learn. (preferred) 
41.  I make good sense of other students' messages. Interpretation 
 42.  I make good sense of other students' messages. (preferred) 
43.  Other students make good sense of my messages. 
44.  Other students make good sense of my messages. (preferred) 
45.  I make good sense of the tutor's messages. 
46.  I make good sense of the tutor's messages. (preferred) 
47.  The tutor makes good sense of my messages. 
48.  The tutor makes good sense of my messages. (preferred) 
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Appendix – D: Ethical clearance permission from UNISA  
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Appendix – E: Students‘ mark in programming Assessment (Action Research Cycle I) 
 
R-N0 Sex Proj1 RJ1 PROJ2 RJ2 P3-4 P3-W FINAL 100% 
1 F 11.3 5.0 10.7 8.0 10.0 17.0 25.2 87.2 
2 F 11.3 4.6 9.8 6.7 10.0 17.0 11.6 71.0 
3 F 11.3 6.0 9.8 8.0 9.4 17.0 24.8 86.3 
4 F 11.3 4.6 9.8 6.6 9.4 17.0 28.7 87.4 
5 F 11.3 5.0 9.8 6.6 8.2 17.0 13.4 71.3 
6 F 10.1 5.0 10.1 6.7 8.2 17.0 18.5 75.6 
7 F 11.3 5.0 9.8 6.6 10.0 17.0 14.9 74.6 
8 F 10.1 5.0 10.1 6.7 10.0 17.0 19.9 78.8 
9 F 11.3 4.6 9.8 6.6 8.2 17.0 20.9 78.4 
10 F 11.3 4.9 10.1 6.6 8.4 16.0 9.5 66.7 
11 F 10.1 5.6 9.8 7.5 8.4 16.0 14.9 72.3 
12 F 11.3 5.6 10.1 6.6 8.4 16.0 25.0 83.0 
13 F 10.1 5.6 10.7 8.0 8.4 16.0 24.6 83.4 
14 F 11.3 5.6 10.1 7.5 8.4 16.0 21.7 80.6 
15 F 10.1 5.6 10.7 8.0 8.2 16.0 10.4 69.0 
16 F 10.1 6.0 10.1 7.5 8.4 16.0 22.8 80.9 
17 F 11.3 5.6 10.1 7.5 8.4 16.0 14.7 73.6 
18 F 12.0 5.0 9.8 6.7 8.2 16.0 20.5 78.3 
19 F 11.3 6.0 11.3 8.0 9.4 16.0 30.5 92.4 
20 F 11.3 5.0 9.8 9.8 8.2 16.0 14.8 75.0 
21 F 11.3 5.6 10.7 8.0 8.2 14.3 6.3 64.4 
22 F 9.8 5.0 10.1 6.7 8.2 14.3 19.8 74.0 
23 F 12.0 4.6 9.8 6.7 8.2 14.3 9.7 65.3 
24 F 10.1 4.6 10.1 6.2 7.7 14.3 22.6 75.5 
25 F 10.7 4.9 11.3 9.8 9.4 14.3 11.6 72.0 
26 F 9.8 5.0 11.3 10.1 8.4 14.3 11.3 70.2 
27 F 9.8 5.0 11.3 12.0 9.4 14.3 13.9 75.7 
28 F 11.3 5.0 9.8 9.8 8.2 14.3 28.0 86.4 
29 F 12.0 5.6 9.8 7.5 8.4 14.3 12.8 70.5 
30 F 11.3 5.0 9.8 8.0 9.4 13.9 6.3 63.8 
31 F 9.8 6.0 10.7 6.7 7.7 13.9 18.2 73.0 
32 F 11.3 4.6 9.8 6.7 7.7 13.9 4.6 58.7 
33 F 9.8 4.9 10.7 6.7 7.7 13.9 8.6 62.4 
34 F 11.3 6.0 9.8 6.7 8.2 13.9 12.1 68.1 
35 F 10.1 6.0 10.1 6.7 8.4 13.9 23.1 78.3 
36 F 12.0 5.0 10.1 6.6 8.4 13.9 28.2 84.2 
37 F 12.0 6.0 11.3 6.7 9.4 13.9 17.2 76.5 
38 F 10.7 6.0 10.7 10.7 8.4 13.9 7.0 67.4 
39 F 12.0 5.6 9.8 7.5 8.4 13.9 23.2 80.6 
40 F 9.8 6.0 9.8 6.6 9.4 13.9 13.9 69.4 
41 F 10.1 5.6 10.1 8.0 8.2 13.9 24.6 80.5 
42 F 12.0 5.6 11.3 6.6 8.2 13.9 17.5 75.1 
43 F 11.3 5.0 9.8 6.7 8.2 13.1 9.1 63.3 
44 F 12.0 5.0 9.8 6.6 8.4 13.1 23.1 78.1 
45 F 12.0 5.0 11.3 6.7 8.4 13.1 12.8 69.3 
46 F 12.0 5.0 10.1 6.6 8.4 13.1 10.8 66.0 
47 F 12.0 5.0 9.8 6.6 8.4 13.1 10.2 65.1 
48 F 9.8 6.0 10.1 6.7 8.2 13.1 12.3 66.2 
49 F 9.8 5.6 11.3 10.7 8.2 13.1 3.3 62.0 
50 F 11.3 5.6 10.1 9.8 8.2 13.1 4.9 63.0 
51 F 11.3 5.0 9.8 10.1 8.2 13.1 15.7 73.2 
52 F 11.3 5.0 9.2 9.8 8.4 13.1 13.9 70.8 
53 F 10.1 5.6 11.3 6.6 8.2 13.1 12.8 67.6 
54 F 10.1 5.6 9.8 8.0 8.2 13.1 10.2 65.0 
55 F 10.1 4.9 9.8 6.6 8.2 13.1 12.3 65.0 
56 F 11.3 5.0 9.2 10.1 8.4 12.2 16.0 72.2 
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57 F 10.1 4.6 10.7 6.6 7.7 12.2 5.8 57.7 
58 M 12.0 6.0 12.0 6.7 9.4 17.0 31.7 94.8 
59 M 12.0 5.0 11.3 7.5 8.4 17.0 25.7 86.9 
60 M 12.0 6.0 11.3 8.0 9.4 17.0 33.8 97.5 
61 M 12.0 6.0 12.0 8.0 10.0 17.0 24.3 89.3 
62 M 12.0 5.6 12.0 7.5 9.4 17.0 26.3 89.9 
63 M 12.0 5.6 12.0 7.5 9.4 17.0 32.8 96.3 
64 M 12.0 5.6 11.3 7.5 9.4 17.0 16.8 79.6 
65 M 11.3 5.6 10.1 8.0 8.4 17.0 21.8 82.2 
66 M 12.0 6.0 11.3 7.5 9.4 17.0 30.4 93.6 
67 M 12.0 5.6 12.0 8.0 9.4 17.0 23.3 87.3 
68 M 12.0 5.6 9.8 7.5 9.4 17.0 23.8 85.2 
69 M 12.0 4.9 10.1 6.6 9.4 16.0 25.4 84.3 
70 M 12.0 5.6 9.8 8.0 9.4 16.0 26.6 87.5 
71 M 12.0 5.6 10.7 7.5 8.2 16.0 21.6 81.6 
72 M 9.8 6.0 9.8 8.0 9.4 16.0 25.8 84.9 
73 M 9.2 5.0 9.8 7.5 7.7 16.0 24.7 80.0 
74 M 9.8 5.6 9.8 7.5 9.4 16.0 29.7 87.9 
75 M 10.7 5.6 10.7 6.6 8.4 16.0 19.1 77.1 
76 M 11.3 5.0 10.7 6.6 8.2 16.0 19.6 77.3 
77 M 9.8 5.6 9.8 7.5 8.4 16.0 20.0 77.3 
78 M 8.6 6.0 8.6 12.0 9.4 16.0 23.7 84.4 
79 M 12.0 5.6 12.0 9.8 10.0 16.0 28.0 93.5 
80 M 11.3 5.6 11.3 10.7 10.0 16.0 18.8 83.6 
81 M 11.3 5.6 11.3 10.7 9.4 16.0 23.9 88.1 
82 M 11.3 5.0 10.1 9.8 10.0 16.0 24.2 86.5 
83 M 9.8 5.6 9.8 10.7 9.4 16.0 19.5 80.8 
84 M 11.3 5.0 11.3 9.8 9.4 16.0 14.4 77.2 
85 M 11.3 5.6 11.3 9.8 9.4 16.0 25.7 89.1 
86 M 9.2 5.0 9.8 9.8 10.0 16.0 21.6 81.6 
87 M 9.2 4.9 9.8 9.8 10.0 16.0 19.8 79.6 
88 M 9.8 5.6 11.3 10.7 9.4 16.0 17.9 80.7 
89 M 11.3 5.6 9.8 9.8 9.4 16.0 21.2 83.2 
90 M 11.3 5.6 10.7 10.1 10.0 16.0 23.8 87.5 
91 M 11.3 5.6 10.7 9.8 10.0 16.0 18.2 81.7 
92 M 12.0 5.6 10.1 10.1 8.2 16.0 20.9 82.9 
93 M 12.0 5.6 11.3 7.5 8.4 16.0 16.4 77.2 
94 M 10.1 5.6 10.7 6.6 8.2 16.0 12.1 69.3 
95 M 10.1 5.6 10.1 6.7 8.2 16.0 15.3 72.0 
96 M 12.0 6.0 11.3 7.5 9.4 16.0 22.4 84.6 
97 M 12.0 5.6 10.7 6.6 8.2 16.0 20.9 80.0 
98 M 10.1 4.6 10.1 6.7 8.2 16.0 16.5 72.2 
99 M 12.0 5.6 10.7 6.7 8.2 16.0 21.0 80.2 
100 M 12.0 6.0 9.8 8.0 9.4 15.1 24.8 85.2 
101 M 12.0 5.6 10.7 6.6 8.4 15.1 19.2 77.6 
102 M 12.0 4.9 10.1 6.6 8.4 14.3 21.4 77.7 
103 M 11.3 4.6 11.3 6.7 8.2 14.3 4.9 61.3 
104 M 10.1 6.0 10.7 8.0 9.4 14.3 22.8 81.2 
105 M 11.3 6.0 9.8 8.0 9.4 14.3 21.0 79.8 
106 M 12.0 4.6 10.1 5.1 8.2 14.3 7.4 61.7 
107 M 11.3 5.6 10.1 8.0 8.4 14.3 22.4 80.0 
108 M 12.0 6.0 9.8 8.0 8.2 14.3 22.4 80.8 
109 M 12.0 6.0 9.8 7.5 8.4 14.3 15.6 73.6 
110 M 10.1 6.0 10.7 8.0 8.4 14.3 28.4 85.8 
111 M 9.8 5.0 9.8 7.5 8.2 14.3 21.1 75.8 
112 M 11.3 5.6 10.1 7.5 8.4 14.3 24.9 82.1 
113 M 10.7 5.0 10.7 10.1 8.4 14.3 16.9 76.0 
114 M 9.8 4.9 9.8 11.3 9.4 14.3 16.1 75.7 
115 M 11.3 5.0 11.3 11.3 9.4 14.3 26.8 89.4 
116 M 9.8 4.6 8.6 10.7 8.4 14.3 4.0 60.4 
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117 M 11.3 4.9 9.8 10.1 9.4 14.3 13.2 73.0 
118 M 11.3 5.6 12.0 12.0 9.4 14.3 24.8 89.4 
119 M 10.1 5.0 11.3 9.8 8.2 14.3 16.2 75.0 
120 M 11.3 4.9 9.8 9.8 9.4 14.3 20.6 80.1 
121 M 11.3 6.0 11.3 11.3 8.4 14.3 16.3 78.8 
122 M 11.3 5.6 11.3 7.5 9.4 14.3 19.3 78.7 
123 M 12.0 5.6 11.3 8.0 8.4 14.3 20.3 79.9 
124 M 9.8 5.0 9.2 6.6 8.2 14.3 11.5 64.6 
125 M 12.0 6.0 9.8 8.0 8.2 14.3 27.3 85.6 
126 M 12.0 5.6 9.8 8.0 8.2 14.3 26.0 84.0 
127 M 10.1 5.6 11.3 8.0 8.4 14.3 22.1 79.8 
128 M 12.0 4.9 8.6 6.6 9.4 14.3 15.5 71.3 
129 M 8.6 5.6 9.2 7.5 8.4 14.3 12.5 66.2 
130 M 11.3 4.9 12.0 6.7 8.2 14.3 14.2 71.6 
131 M 12.0 5.6 11.3 7.5 8.4 14.3 25.0 84.1 
132 M 12.0 5.0 11.3 7.5 8.4 14.3 23.1 81.6 
133 M 9.8 6.0 9.8 7.5 8.4 14.3 13.7 69.5 
134 M 10.1 6.0 9.8 6.7 9.4 14.3 21.9 78.2 
135 M 12.0 4.9 9.8 6.6 7.7 14.3 15.5 70.8 
136 M 12.0 5.6 9.8 6.7 8.4 14.3 27.9 84.7 
137 M 12.0 5.0 9.8 6.6 9.4 14.3 21.5 78.6 
138 M 11.3 4.9 9.8 6.6 9.4 14.3 25.6 81.9 
139 M 10.7 5.6 10.1 6.7 9.4 14.3 15.2 72.0 
140 M 12.0 6.0 11.3 8.0 9.4 14.3 16.6 77.5 
141 M 9.8 5.6 10.1 6.6 9.4 13.9 11.4 66.9 
142 M 12.0 5.6 9.8 7.5 8.4 13.9 15.6 72.9 
143 M 9.8 4.9 10.1 6.6 9.4 13.9 13.1 67.9 
144 M 12.0 5.6 10.1 7.5 8.4 13.9 14.4 71.9 
145 M 11.3 6.0 11.3 9.8 9.4 13.9 10.2 72.0 
146 M 10.1 5.6 10.1 10.1 9.4 13.9 19.0 78.3 
147 M 9.8 5.6 12.0 10.1 8.4 13.9 10.5 70.4 
148 M 10.7 5.6 10.7 9.8 8.4 13.9 20.6 79.8 
149 M 11.3 5.0 9.8 10.7 10.0 13.9 20.3 81.1 
150 M 10.1 5.0 9.8 10.1 8.4 13.9 3.5 60.9 
151 M 12.0 5.6 9.8 10.1 8.4 13.9 10.0 69.9 
152 M 11.3 4.9 12.0 12.0 8.4 13.9 10.4 73.0 
153 M 12.0 5.0 9.8 11.3 8.4 13.9 13.7 74.2 
154 M 12.0 5.6 9.8 9.8 8.2 13.9 13.0 72.4 
155 M 10.7 5.6 9.8 9.8 8.2 13.9 21.5 79.7 
156 M 11.3 5.0 11.3 12.0 9.4 13.9 18.5 81.4 
157 M 8.6 4.9 10.1 6.6 8.2 13.9 9.4 61.7 
158 M 9.8 5.6 9.8 7.5 8.2 13.9 15.7 70.7 
159 M 12.0 5.6 11.3 7.5 8.4 13.9 6.4 65.2 
160 M 10.1 5.6 10.1 7.5 8.2 13.9 22.6 78.0 
161 M 12.0 4.9 8.6 6.6 8.4 13.9 14.3 68.8 
162 M 10.1 4.9 9.8 6.6 8.2 13.9 14.4 67.9 
163 M 12.0 5.0 8.6 6.6 8.2 13.9 10.9 65.2 
164 M 8.6 5.0 9.8 7.5 8.2 13.9 4.9 58.1 
165 M 9.8 5.6 10.1 8.0 8.4 13.9 29.9 85.8 
166 M 10.1 5.6 9.8 6.6 8.2 13.9 14.5 68.8 
167 M 8.6 6.0 10.1 7.5 8.2 13.9 21.1 75.5 
168 M 8.6 5.0 11.3 6.7 7.7 13.9 11.4 64.7 
169 M 8.6 6.0 9.8 7.5 8.4 13.9 14.7 69.0 
170 M 8.6 5.0 9.8 6.6 8.4 13.9 8.4 60.8 
171 M 9.8 5.6 10.1 7.5 8.2 13.9 19.0 74.2 
172 M 9.8 5.6 11.3 6.7 7.7 13.9 9.8 64.9 
173 M 12.0 5.0 11.3 6.7 9.4 13.9 21.3 79.6 
174 M 12.0 5.0 10.1 8.0 7.7 13.9 12.4 69.2 
175 M 12.0 5.0 9.8 6.7 8.2 13.9 20.3 76.0 
176 M 12.0 5.6 11.3 8.0 8.2 13.9 16.7 75.7 
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177 M 12.0 5.6 11.3 6.7 9.4 13.9 13.7 72.6 
178 M 12.0 5.6 11.3 8.0 9.4 13.9 21.9 82.1 
179 M 10.7 4.9 10.1 6.7 9.4 13.9 19.3 75.1 
180 M 12.0 5.6 10.7 8.0 8.4 13.9 24.5 83.1 
181 M 12.0 5.6 11.3 8.0 9.4 13.9 19.9 80.2 
182 M 12.0 4.9 10.1 6.6 8.2 13.9 17.3 73.0 
183 M 12.0 6.0 11.3 8.0 9.4 13.9 18.9 79.6 
184 M 9.2 4.6 12.0 6.6 8.4 13.1 23.1 77.1 
185 M 11.3 6.0 11.3 10.1 9.4 13.1 23.9 85.1 
186 M 9.8 4.9 9.8 10.1 9.4 13.1 17.2 74.4 
187 M 9.8 6.0 12.0 10.1 8.4 13.1 7.4 66.8 
188 M 8.6 5.0 8.6 10.7 10.0 13.1 6.0 62.0 
189 M 11.3 5.6 11.3 10.1 8.2 13.1 20.6 80.1 
190 M 10.1 5.0 11.3 11.3 8.4 13.1 16.3 75.4 
191 M 11.3 5.6 9.8 12.0 9.4 13.1 9.9 71.1 
192 M 10.7 4.6 9.8 9.8 8.4 13.1 16.0 72.5 
193 M 12.0 4.9 11.3 8.0 8.4 13.1 17.4 75.1 
194 M 12.0 4.9 9.8 6.7 8.4 13.1 16.4 71.3 
195 M 10.7 5.0 9.2 6.6 8.4 13.1 10.1 63.1 
196 M 11.3 5.0 9.8 8.0 8.2 13.1 14.4 69.9 
197 M 12.0 5.0 11.3 8.0 8.4 13.1 15.8 73.6 
198 M 11.3 4.9 9.2 6.6 9.4 13.1 18.0 72.5 
199 M 11.3 5.0 9.8 6.7 7.7 12.2 12.6 65.4 
200 M 11.3 5.6 12.0 6.6 8.4 12.2 11.5 67.6 
201 M 9.8 5.0 11.3 11.3 9.4 12.2 13.5 72.6 
202 M 10.1 5.6 9.8 10.1 9.4 12.2 20.3 77.5 
203 M 10.1 5.6 9.8 9.8 9.4 12.2 11.9 68.9 
204 M 10.7 5.0 11.3 9.8 8.4 12.2 24.3 81.8 
205 M 9.8 6.0 9.2 9.8 8.2 12.2 13.8 69.1 
206 M 9.8 6.0 9.2 9.8 8.2 12.2 18.1 73.4 
207 M 11.3 5.6 11.3 10.1 8.4 12.2 25.9 84.9 
208 M 9.8 5.6 8.6 10.1 8.2 12.2 16.3 70.9 
209 M 10.7 5.6 9.8 11.3 8.4 12.2 8.8 66.8 
210 M 9.2 5.6 8.6 9.8 8.2 12.2 8.8 62.6 
211 M 9.8 6.0 8.6 12.0 8.2 12.2 18.4 75.3 
212 M 10.1 4.3 10.1 5.8 8.4 12.2 20.2 71.0 
213 M 12.0 5.6 9.8 6.6 7.7 12.2 6.3 60.3 
214 M 11.3 5.6 9.8 8.0 8.2 12.2 20.3 75.5 
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Appendix – F: Students‘ approach to learning survey (before-and-after) 
 
Before-implementation 
 
A B C D E 
 Question 1 2 3 4 5 Total 
1 1 16 12 22 71 122 
2 6 17 18 33 47 121 
3 57 19 9 14 24 123 
4 17 22 15 23 46 123 
5 3 15 6 25 73 122 
6 3 14 14 24 66 121 
7 76 10 7 12 16 121 
8 76 10 7 12 16 121 
9 12 21 17 23 48 121 
10 0 2 14 24 81 121 
11 27 37 13 14 31 122 
12 44 18 11 18 32 123 
13 9 10 8 22 73 122 
14 4 15 18 26 60 123 
15 61 18 15 8 20 122 
16 42 28 12 18 23 123 
17 8 29 13 24 48 122 
18 8 8 12 28 66 122 
19 61 13 10 9 30 123 
20 13 16 10 23 60 122 
 
Remark 
A This item is never or only rarely true of me 
B this item is sometimes true of me 
C this item is true of me about half the time 
D this item is frequently true of me 
F this item is always or almost always true of me 
 
After-Implementation 
 
A B C D E 
 Question 1 2 3 4 5 Total 
1 1 5 2 13 27 48 
2 1 8 5 15 19 48 
3 26 7 8 1 6 48 
4 3 9 10 16 10 48 
5 1 6 6 11 24 48 
6 1 6 5 12 24 48 
7 26 7 2 5 8 48 
8 14 3 9 11 11 48 
9 5 5 5 15 18 48 
10 2 1 9 1 34 47 
11 15 5 12 8 7 47 
12 14 8 12 4 10 48 
13 3 3 4 7 30 47 
14 3 5 3 11 26 48 
15 19 12 5 5 5 46 
16 11 10 10 4 12 47 
17 6 7 4 13 18 48 
18 0 8 7 9 22 46 
19 18 7 9 4 10 48 
20 6 8 8 11 15 48 
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Appendix – G: COLLES questionnaire survey result 
 
Row No. A B C D E Total 
1 4 8 27 42 25 106 
2 4 5 23 35 39 106 
3 2 4 22 24 54 106 
4 1 5 10 30 60 106 
5 1 6 22 33 44 106 
6 3 5 8 33 57 106 
7 3 8 24 35 36 106 
8 1 8 23 27 47 106 
9 4 5 25 43 29 106 
10 2 4 21 35 44 106 
11 1 11 24 42 28 106 
12 0 8 19 35 44 106 
13 8 18 31 32 17 106 
14 6 13 35 26 26 106 
15 1 8 19 47 31 106 
16 1 5 21 37 42 106 
17 6 12 34 38 16 106 
18 8 14 26 31 27 106 
19 4 14 40 32 16 106 
20 5 7 29 37 28 106 
21 6 16 42 25 17 106 
22 6 11 32 34 23 106 
23 7 10 35 36 18 106 
24 5 5 30 36 30 106 
25 1 6 25 41 33 106 
26 2 5 22 41 36 106 
27 3 6 17 33 47 106 
28 1 7 20 32 46 106 
29 6 5 28 41 26 106 
30 9 3 26 34 34 106 
31 5 6 19 40 36 106 
32 2 4 29 34 37 106 
33 3 12 41 31 19 106 
34 7 12 29 31 27 106 
35 6 16 43 27 14 106 
36 4 13 37 31 21 106 
37 11 10 35 29 21 106 
38 9 17 24 29 27 106 
39 10 12 34 32 18 106 
40 4 12 33 33 24 106 
41 5 5 24 43 29 106 
42 3 5 20 43 35 106 
43 3 8 44 30 21 106 
44 3 6 33 37 27 106 
45 0 7 24 37 38 106 
46 1 6 18 39 42 106 
47 6 4 34 30 32 106 
48 2 7 25 32 40 106 
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Appendix – H: Qualitative data: focus group discussion 
 
Let‘s start the discussion by talking about what makes the teaching and learning approach used in the two consecutive programming 
courses good for you learning.  What are some of the positive aspects of the approaches pursued?  
================== THIRD QUADRANT STUDENTS ============================= 
Facilitator:  
Reporter:  
Stud-1: When, I starting from the positive aspects the lab environment was very interesting to me because, I try to exercise and solving 
problems posted on the website by myself. Having lab exercise and practical question is a good habit in order to engage students to the 
course. In order to solve lab exercise first we try it by ourselves and if it is difficult to solve we get support from our teachers and we 
become more engaged with the course and we get additional knowledge. From some positive impacts of using large class, one is 
unbiased lecture delivery.  When someone asks question that will be shared equally among all students and we try to solve that problem 
by sort of group discussion or in pair of two students.   
 
Student (Stud-2): When we were learning in the class it was comfortable to me. After the lecture class I practiced more in lab and I try to 
understand whatever I had been learning in the class and doing it practically. When the assignment is given for us, we apply all the 
concepts what we have been learning in the lecture.  In general when we are engaging with assignments and projects we become more 
familiar with the course. Therefore, giving projects and assignments to students is one way of motivation factor to do more and stay in 
lab for long period of time. We got good and supportive senior student mentoring in doing projects and assignments. I was happy and 
interesting when I was doing in pair, because doing in pair helps to share our knowledge among ourselves. All these things are positive 
results that I got and observer from the teaching and learning approach we had been using in the two consecutive programming courses.  
 
Student (Stud-3 - F): It was very nice to me. The exam was from what we have learned in the class. We got good support from our senior 
students and we support each other among ourselves. [Fr. How was mentoring from mentor students?] ... It was very nice, they support 
us very well. Especially, what we don‘t understand in the class. They also provide their support while we are doing projects and pair 
assignments. 
[Fr. Ok … any other, ... Just how do you get; when you comparing and contrasting and relating with other courses. Just evaluate 
according to the two semesters. What was positive impact of using large class? Interaction with your teachers and mentors especially, on 
your educational progress. Your Interaction with other learning resources like e-learning, material providing, project and assignment 
delivery ways. Was this opportunity good for you?] 
Student (Stud-4): When I join to Informatics department, the information hears from some other senior student was not good. At the 
beginning they said computer science is theoretical, as a result may not be practice with computer. But, after join the department and 
attended the first class of programming immediately we get into lab class and starting practical work practicing using computer. After all 
what I heard from the student and actually what I got was completely different things. At the beginning there was some sort of challenges 
in how to use computer, and practice because of we come from different background. After we use computer for some days we become 
somewhat familiar and we try to use different resources such as internet, e-learning website and so on. For new students, e-learning have 
its own unique advantage. Because students spend their time on computer in order to get reading resources as a result, they become more 
familiar with computer.  
Therefore, to me getting practice early, e-learning, lab environment and cooperative work among teachers; all this are my positive 
pleasure I get from my stay in this two consecutive programming courses of this two semesters. [Fr. How do you get pair programming 
and group project, does it well for you?] ... Pair programming is nice in supporting to each other, sharing what he or she knows with his 
or her partner. Even if team based project is good in supporting each other it is somewhat challenging such as: students not equally 
engaged in team work, some of group members are misbehaviour and so on problems are there in team work. Even if it is challenging, 
doing in team is good habit to improve team work skill and sharing knowledge among us.  
[Fr. From your response what we observe is, being working in pair helps you develop team work sprite and you share knowledge among 
yourselves. Do you think that, pair programming as one motivation factor?  What are some motivation factors do you have, to be more 
interesting on this course?] 
Student (Stud-1): Learning environment was one motivation factor. Being we are new to the technology computer, in order to use 
computer, internet access, social networks etc … we spend our time in side lab class. And using e-learning is one motivation factor in to 
order to come to lab and do something on computer.  
When l compare programming with other course, like math‘s and any other related course, l ma more interesting in programming 
because, I can download the reading material from Internet for course of programming and use it being I have seen practically on 
computer.  
Student (Stud-5 - F): I have a positive side in the pair programming and the thing that motivates me was this one. When we are doing in 
pair we share knowledge among ourselves. Even if both of us in pair the same status in programming knowledge we get senior student 
support and we try to do something by ourselves. To me rather than doing in pair it was better to do in group of four or five student just 
like what we have done in out last project. Because, if some of the group members are not good performing other some will help the 
remaining one.  
Student (Stud-6): Teachers approach with their student was like friends, and because of this we were not afraid of asking any question 
regarding to the course and it was one motivation factor to me. Teachers respect and politeness to their student is very interesting and it 
opens room to ask any question that we committed with difficulties.  The labs activities, lecture notes and any other activate were posted 
on e-learning early and it was another motivation factor to me in order to actively participate in the course programming. Another unique 
and unusual motivation factor to me was senior student mentoring and support.  
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Student (Stud-2): The big thing that motivates me was the nature of the course programming is interesting.  The technology used is new 
to me and in order to know this new technology I work hard and motivated to do so much. Before I join to the University I have never 
learn course related to programming like Physics, mathematics   etc… so, it was a motivation factor to work hard.  
[Fr: Basically you can also briefly describe from the perspective of large class. Was large class helps you to improve your collaborative 
interaction with other students?  Were you benefited from large class? If your answer is yes what was the good attitude to you? OK 
please Say something you feel about using large class …….] [Rr: when number of students increases, the number of actively participated 
students will decrease so, in order to avoid these problems teachers use different mechanism in class such as very well organized power 
point presentation , live demonstration, some sort of class activity and exercises. Therefore how do you get all this teaching approaches 
in maximizing of lecture class interactivity? Just say something you observe from this all.] 
Student (XXXX?): I take large class as a positive, because it solves the limitation of teachers. To solve the current problem of our 
country we have to apply wise use of Human, and material resource by using as a different ways and one is using large class lecturing.   
[Fr: Actually Tesfaye tries to describe about large classes impacts and its influences in teaching and learning process. Plus to that if not 
we are using large class can we get continues lab   support from all our instructors? Beside to the number of teachers engaged in the lab 
class, first semester two teachers and second semester four teachers. Do you think that the involvement of all teachers in one class if we 
have separated small groups of class? Ok what else … Stud-4] 
Student (Stud-4): As we know, there is scarcity of teachers so; using large class can be of one solution for this. Even if there is no any 
cause on number of lectures available, some related problem is happen to that. The other thing to follow the learning and teaching 
progress, the best method is using large class, if you teach all-in-one class  every one can get the same and equal service, I mean fair 
teaching and learning for the students without bias.  In other side, to cover the course and going fast, use of large class is important. It 
also increases an Interaction with other Students.[Fr: As a comment, for example if the question given to students, during lab session, it is 
better so students try by their self. Pair programming should be done by the side of teachers randomly.] Finally, this teaching and 
learning process is good at all. For the future it‘s my interest if it continues with some sort of modification.[Fr. Do you have push or pull 
factor that makes you to do or not do?] Your Internal motivation will able you to do something. But something that put as a factor is time 
limitation, load of other courses.  
 
[Fr: Ok … It is good. Stud-3 if you have any additional point … How do you get advising related to other courses? How was your 
interaction with your project advisor? How much you were benefited from your advisors? If not why you are not asking them ... please 
reply, to Stud-3 accordingly …] 
Student (Stud-3 - F): We asked from our team members who work actively. The reason why we were not asking them must be corrected. 
Student (Stud-6): Lab security must be kept  
=================== FIRST QUADRANT STUDENTS ========================================== 
 [Fr: I have gathered some information about what the teaching learning process looks like. For example, there is a lecture which is inside 
a class room for three hours a week. During a lecture time there is a demo, there is an interactive teaching which helps students to have 
their say instead of only the teaching talking. So, what I am doing here is revisiting what the teaching learning process looks like; you 
guys know it but it is just to put it step by step so that you can write down some points and get yourselves ready for the discussion. If you 
want to write down some points here are some white papers for you.  
So, there is Lecture which has: Demo, Interactive Teaching, Small group Discussion, By the way we not talking only about the second 
semester alone, it is about revisiting the overall experience of the course ‗fundamentals of programming‘ starting from the first semester; 
There was team teaching where 2 to 3 instructors come to a lecture class. There is also online environment:  What were the things that 
are done using online Environment? 
 (Students Answers): 
- Questions are posted online 
- Answers to the questions we ask are also posted online 
- Quiz results are also posted  
 [Fr. Adds more points: Other things are:] 
• Resources are put online (like E-books, lecture materials) 
• There are online discussions were you guys can interact with each other 
[Fr. The other thing in the teaching learning process besides lecture and online environment is the Laboratory: So, what is there (done) in 
the laboratory activity?] 
(Students Answer) 
• In the Lab we practice on a machine what we learned in lecture class 
[Fr: Adds: In Lab you also had what is called Pair Programming where you sit in group of two and work. How was that? If there is 
anything you want to suggest: on grouping mechanism, its advantage or disadvantage, how much benefited were you. There other thing 
is that lab Activities are preset (the activities are pre posted for you guys so you can brainstorm on it before going to Lab) 
Facilitator: Is there any other thing besides these three things regarding teaching learning environment throughout the semesters while 
you were learning fundamentals of programming? ] 
(Students Answer): 
- There was advising 
- There was senior students support (Mentors) 
 Facilitator adds; Senior Students used to help you: 
- On projects 
- They figure out where the gap is, identify the area and give you tutorial, correct? (Students answer: Yes) 
- So, you can give your suggestions later on about what it looked like 
Fe. The other thing was that there were online quizzes (actually we can put this in the part of online environment part) 
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We talked about Lab Facility earlier. So, regarding lab facilities, were there enough computers? How about lab time? What about 
laboratory activities? You can give your suggestion on these issues later on. 
The other issue is load of this course with respect to other courses and vice versa, what did it look like? 
There were also assessment methods, quizzes, exams and the like.   
Facilitator:  
In general this was what the methodology looked like. In the teaching learning environment: there was a lecture, online environment, 
laboratory activities, senior students support. These were the things available for you while you were learning the courses (both 
Programming I & Programming II). So, we are going to discuss about these things.   
I am going to begin with the first question for our discussion, but before that if there is anything you would like to ask or if there is 
anything you want to add, you are welcome! (For example, if there is something I did not mention regarding the teaching leaning 
environment, you can suggest).  
Take your time and feel free to speak!! 
Facilitator (RAPORTER-1) Adds: 
On importance of Python; you guys took python at the begging, there were many questions raised but how did you find it? Do you think 
python is necessary or not? Many people questioned it so it is good if you speak your idea on that.   
On the group project, you were in group of two during first semester but there were complaints from your side, if you could say 
something! 
(Facilitator: First Question) 
What does make the described teaching learning process good as to you? Why is it good, if at all? What are the positive aspects of the 
followed teaching learning approach? 
(Student: Stud-7): Learning Python in the first semester really opened up way for me while shifting to C++. I did not have a 
programming background before that. We only learned Ms Word, Excel and few other things at Preparatory. Had we started out from 
C++, it would have been difficult for us. There was a little challenge learning python at begging but it made a better way for C++. So, I 
believe it is important! [Fr: You were saying learning python first and moving on to C++ instead of starting directly with C++ was a 
positive move. This is a one point!! Not only from python point of view (Python is one particular aspect) you can speak about the 
teaching learning method implemented, for example, in teaching learning environment, there is lecture and in lecture there is small 
discussion. These things are not very common in other courses. There is no team teaching there. But here, there is team teaching, small 
group discussion, lab activities are started for you during lecture class. Were these supportive? If yes, from what aspect? ] ...  
This thing as to me is very good. If any students make use of this opportunity, he/she can be very effective. If some question is posted for 
us say during lab class, if my friends try and try but fail to succeed, there is a lab assistant we can ask why it is not working. Then, he 
explains very good and it then will be imprinted in our mind. So, if we get engaged in the process and work it is very effective 
(Student: Stud-8): Regarding lecture, we are given concepts during lecture. Then, if we add further reading to it and also practice in lab it 
is good. That is what you guys push us to do!! You give us concept in class, and then tell us to read and practice. This pushes us to add 
more on what we learned which is a good thing.[Fr: How about small group discussions during lecture hours? What special advantage 
does it have?] If we do not understand something during lecture, we can ask each other during discussion time. 
 (Student: Stud-8): Regarding lecture class, the lecture is very interesting but a little bit fast since the topics are very wide. The group 
discussion too is very nice. During first semester there were two teachers teaching us but in second semester it became one instructor. 
Regarding Lab, there is enough lab time, it is very good. During first semester question were solved for us but in second semester we are 
asked to solve them; so the time gets over before we finish but the course is really good. The support we got from the teachers and the 
senior students is really good.  
[Fr: There is something that many of you are raising. You did not have programming background at first. Think of your initial 
expectation and also comment on what change you found after joining.]  
(Student: Stud-9): Initially when we arrived here we did not have programming hint. At the begging while starting up we were very 
scared. But now we are getting used to it much better than the first semester. But regarding the lecture class all the three departments 
learn together (IS, IT and CS). In my opinion being this many in one lecture class is difficult. Instead of all three together in one class it 
is better to be just one group within a class. That can make much of a difference in my opinion. We will have an opportunity to ask 
questions. Even now we can ask but if we are many there may be a fear factor. The group discussion is nice. At least if I don‘t know 
whoever is with me can tell me, if still difficult others can help us. So, that is nice!!   
(Student: Stud-10): At the begging when we arrived here, we were given an orientation about the course. Our teachers told us there is not 
much difficult thing about the course. But what we hear from outside was frustrating. ―Programming is difficult, it does not have any 
tangible or graspable idea, it is evil‘s course… Etc‖ we used to hear such kinds of things and these made us a bit afraid. But once we 
started the course, the support we had from the teachers and also from senior students had been very nice. Specially compared to the first 
semester in the second semester after learning something in lecture class, what we do (implement) in lab class is very nice. Because once 
we learned in lecture class, we get to see it practically in the lab. Firstly, with in our pair group we will discuss with each other, if there is 
something difficult for us we ask our teacher and he solves it for us. So, this is a very nice thing. This way since we practically see what 
has been talked during lecture hour, it is good and it helped us. Regarding exam, obviously there is some sort of confusion during exam; 
other than that, it is good as well. During lecture hours, may be because we are too many or may be because it is for three hours, we lose 
interest (or focus) at some point. During Lab class we are free because we are in group of two so there is nothing frustrating. But sitting 
in lecture class for about 2:30 hours or 3 hours brings some fatigue or boredom. Around the beginning we might follow attentively but 
we keep on getting tired which results in fatigue or boredom. So, it is good if this issue is addressed. Other than that everything is very 
nice: our teachers support is nice. If we are given assignment, they give us explanation about the assignment and once the assignment is 
done we are told to put the presentation about what we did which is a good thing. So, it is really nice. More than what we heard from 
outside since we have seen what is within, it has something good inside. 
 [Rr: RAPORTER-1 adds a point): I want you to add something here. Regarding pair programming, we made you guys to be in pair 
thinking that there is a role exchange. So, how did you see it? Is it implemented or is it that it is only there for the namesake? Is it that 
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only one person works or do you guys change your roles?] [Fr: Elias: We will incorporate the point that RAPORTER-1 raised in the next 
round of discussion. Now let‘s finish with the point at hand and we will get back to it. Ok, Stud-12, how was it? You can give you 
thoughts on the teaching leaning process starting from the first semester.  
(Student: Stud-12): Programming was nice 
…..B R E A K …. 
 [Fr: How did you find the teaching learning process & what do you think is positive about it?] 
 (Student: Stud-12): What I would like to speak is about which programming language to use at the beginning: Python or C++ for 
beginners. Even though I do know which one has to precede, I don‘t think python is good to introduce programming to beginners. This is 
just my opinion. Python was not comfortable for me; I don‘t think it helps to introduce programming to beginners (freshers). I don‘t think 
using python to introduce programming to students who directly come from 12th grade is a good. Python itself needs something else. 
 [Fr: Do you mean this in comparison to C++?] 
 (Student: Stud-12): The same is true with C++ too but which one should precede, well I don‘t know.  The other thing is I believe the 
group discussion has advantage because we get to help each other. But how can we get to help each other? It would have been better if 
the group formation was done by the teachers based on the performance (grade) of students rather than just by mere interest of students. 
What happened here is friends choose each other and form a group. So someone who does not have a friend could not join a group (could 
not have pair). Hence, group (pair programming) did not have any advantage for me in both the semesters. Even though I do know that it 
is advantageous I could not see any advantage. I personally did not gain any benefit out of it. In the first semester I and the guy with me 
both of us did not work but if there is an assignment we will somehow submit something. In the second semester we could not talk with 
each other, we both were shy (or afraid). Regarding lecture class we sit for about three hours and all the three groups learn together; this 
makes it difficult.  
 (Student: Hanna): The lecture class was very good but since the time is too long and we are too many in class room, we lose interest 
around the end. I can say we don‘t listen after half time. So it is better if the time is reduced and the three groups learn separately. But the 
group discussion during lecture hour is helpful because there could be something some of us missed due to lack of attention but since 
there is someone who followed it we would  get to share it during discussion. The lab environment is good since there is discussion but if 
we both (in a pair) did not understand, we just keep silent and sit till the teacher comes to us. Being in pair is good but if we do not know 
what is to be solved it is a problem.  
[Fr: Now we can include the point that has been raised by RAPORTER-1.][Rr: The idea of pair programming is to make you work 
together and help each other. There is driver and navigator concept in pair programming. Did you make use of it? Was it helpful? ] 
 (Student: Hanna): We did make use of it. If one of us is tried the other person takes over. There is helping each other. 
 (Student: Stud-10): We do make use of it often but depending on the situation of the question, i.e. if the time allotted for the question is 
small, since my friend types faster than I do he usually types it. But if the question has longer time I do also write it. We do discuss about 
the question though. If the question has short time, since we have to show our work to the teacher for signature, we discuss the question, 
solve it and then my friend types it.  We mostly make use of pair programming we do exchange our roles but sometimes we do not. 
Sometimes we might not get to finish certain question during the allotted lab our; in such case we work on it and show it to our teacher in 
the next lab session. We first discuss with each other. If we fail to understand, we ask our friends. If still not clear, we ask our teacher and 
get clarification. Then, once we are sure we are on the right track we show it to our teacher for signature. We do make use of pair 
programming most of the time.  
(Student: Stud-9): The presence of pair programming is good but it is advantageous only if we make use of it. There are certain things we 
face sometimes. For example, the person you are paired with could be selfish. There are some people who do not want to share 
something they know (or understood). If you are paired with good person, it is really good but there are some troublesome people. Pair 
programming by itself is very good!! 
 (Student: Stud-8): Pair programming was very useful to me. It was very much advantageous. Especially in the second semester since the 
pairing was done based on grade it was nice. Someone who is better performing explains to his/her friend. We did help each other. But 
there is a problem of time (there is no enough time). Sometimes lab time gets over before we finish solving the questions. The question 
which is allotted 25 minutes might take us around 40 minutes. It is good if we are given few questions during lab session. The second 
semester was really nice since the paring was not done randomly like the first semester. Pair programming is very necessary!!! 
 (Student: Stud-7): First semester since the pairing was done randomly and also since we did not know each other, it was difficult. In 
second semester the pairing was based on grade and it was nice plus to that we were comfortable with each other in second semester 
since we know each other.   
 (Student: Stud-7): As to me pair programming is very nice. For whoever makes use of it pair programming is like saying ―Throw your 
hands in and grab the diamond‖. The lab activities are pre posted online for us so we see and discuss about them. We then have a look at 
the questions posted for us and when the lab session comes we try and implement them. We might not finish 6 or 7 questions (activities) 
per lab but if we make use of pair programming we can help each other understand the questions. Even if the person I am paired with 
does not know the activity, I can go to other friend of mine and get my doubts cleared. So I say it was very beneficial to me.   
2. What are some things that aren‘t so good about the teaching and learning approach pursued; or which one didn‘t work for you?  
================== THIRD QUADRANT STUDENTS =============================== 
[Fr: Now let‘s come to the second question. Depending on the above discussion on large class, pair programming, face to face teaching, 
in person support, e- learning, Technology communication, learning and teaching material, demonstration and any other related topics 
you can generalize whatever point and give your negative impacts like this part is not good for me you can say, either it is not interesting 
or not to followed or continued by this way and others you can say everything you feel. Be fast…..we need these for improvement. Stud-
5 it should start from you] 
Student (Stud-5 - F): Large class is not good for me and also for others, because, if you miss once one class, you miss two days class. 
Because it is two hour class we fell tired and finally the class becomes boring.   The other thing, the students seating in the front always 
benefited, but at the back it is not much understandable there for, it is better for us to learn in separate classes.[Fr: Just be yourself and 
mention the factor of large class on you. Where did you seat and how you attend the lecture class?] First come first served, I am always 
seat at front if I come on time. 
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[Fr: In general as I understand from your suggestion missing one large class is like as missing 8 small  class, Actually it is not 8 class , it 
is just two  classes if we try to teach separately.  In a sense, there is some impact on you. Others OK…  Martha] 
Student   (Stud-3 - F): The lecture is very boring, because it takes the time and Lecture class is too bulky. Even for question it is not 
good, because the only chance to ask unclear point is at the end of the period. Because of it is lengthy it leads to forget the questions and 
not only that what we have learned. 
Student (Stud-6): It is better to answer the lab activity after we had conducted the lab class.  
Student (Stud-4): It is somewhat unhappy to say I am perfect in python programming with python programming language because, we 
had been learning the basic about programming such as: theory about basic programming concept, variable declaration, control structures 
like conditional statement, and iteration or loops and so on. But, what was left over is; the advanced features of programming come at 
last minutes and due to this reason we are not well performing in OOP and GUI and some other advanced features of Fundamentals of 
Programming I using python . As a comment what I suggest you is; just teaching whatever in programming one as it is by filter stout the 
advanced feature in to second semester and basic part of programming in the fire semester. Other point is about the lecture, and lab class 
note preparation which, is too bulky in order to cover and handle, especially the lab material is too bulky. Although, the lab activity is 
bulky it is better to have all teachers in lab with us. Unless all are present there it is difficult to handle all activity by one instructor at a 
time because, the teacher will spend his time with a few student and the majority students will leave with confusion. It is also better to 
have continuous follow up of students in doing group project. Some of group members are well done the project and the rest get good 
mark. So I suggest in giving an emphasis during presentation and should have visible difference among who does well and not. My last 
point is regarding about last project support. When we are doing our final project our advisor were not with us and we face problem in 
doing. So far, it was easy if our advisor support was with us, but you were not with us.   
[Fr: That was a good comment. This all genuine ideas help us to improve our facility and delivery ways so, continue in forwarding your 
ideas and comments.  Pleas Stud-1 …] 
Student (Stud-1): As my opinion it better to fix time limitation in using lab rooms. Once someone occupies the computer he/she doesn‘t 
leave. They set on that computer for a long period on doing some activities which, is a non academic. But, when someone come and need 
to do programming n way to have a computer therefore it is better to have time limitation for each user. We expect more support from 
our advisors but, not all. The lecture is too fast. Another point is regarding to large class, we are setting long period and we feel tired and 
we are starting chatting with our friends using piece of paper. So, to control this all it is better to have two or three teachers in one class 
room. When one delivers the other will control any disturbance and some other activities of students. 
[Fr: Do you think that, to have full time engagement of teachers in lab with you if we are not using large class? Stud-2 …] 
Student (Stud-2): As my suggestion large class is not comfortable to me. On lab class like first semester was good to me but in second 
semester it was not good. Lab activity controlling technique such as: sign on exercise book was not totally good, because it motivate 
students to get sign flowed by it get mark but not to get knowledge. Most of students were doing to have a result. Group work is good to 
me in doing in group of five or six students is a nice work because, we share our ideas and skills among our group member. When we are 
doing final project the majority students were not participate in doing but they come and present and get fair mark equally with the 
person who do more. But, as an opinion what I suggest is evaluation to be series. Using large class was boring to me. To bulky lecture 
note slid, it is not good to ask question, student intention is already on waiting and thinking about lunch time. 
Student (Stud-6): When we do in group there was a challenge which was disagreement among group members was there. Lecturing hour 
is too long as a result, it creates disturbance of student. Exercise book correction as a point was not much important for me. It is good to 
have a nice interaction of Students and lectures. We students are not properly use computer resource. Doing in group is a nice culture and 
we have to improve it as it is. 
 
======================== FIRST QUADRANT STUDENTS ===================== 
[Fr: We have seen some points about pair programming, the lecturing and the lab activities. Now we have to focus more on what you 
think is the disadvantage or not so supportive part of the teaching learning methodology employed. For example, you have raised some 
positive points of large class teaching, the group discussion and the like. But now what are some side effects or what do you want to 
criticize on any of the methodologies? It could be on pair programming, lecturing, the mentoring, anything (Not only from your personal 
point of view but you know the mood of the students so include those too and proceed).] 
(Student: Stud-7): What I think was not so positive not only for me but for all students was the work load. Many topics are posted online 
for us at once and we are expected to cover them all. I think that is one problem. The second point is when we are given projects we are 
put in groups. In such cases students who have some relatives or friend from other universities (or other place) will get their project done 
by them while some of try and do on our own. In such cases since are results are compared with theirs we relatively get less results 
(marks). The other thing is students of other department sometimes come to lab and create some problems.   
[Fr: You can also comment on the number of students per group. There may be up to six students per group. In such cases does every 
member of a group participate in the project work or only few students actually work on the project? Or, do students use the group 
project to their advantage of discussing with each other, sharing and learning from each other? ] 
 
(Student: Stud-7): During group project at most only two students actually work on the project. The rest of the group members only try to 
understand the code for the sake of presentation. It would have been good if everybody participate and contribute something. If 
somebody suggest something to be included in the project, I will be benefited and he/she will also be benefited.  
[Fr: For group project how many students were there per group? Many, right? 5, 6 or 7. For what I know, if there are many students per 
group not everybody work on the project. So, is being in group of many advantageous where you get to share ideas or is it 
disadvantageous where many relay on few?] 
Student (Stud-7): The project is done at most by two people. The rest of the people are briefed just for the sake of presentation. It would 
have been good if everybody participated (or contributed something); good for everybody who participates. I personally try to do 
something on my own and if somebody said to me ―let‘s make the code this way or let‘s add something here… etc‖ it would be good for 
that person himself and also to me. If my partner does not work at all it won‘t affect me much but during presentation since I only did the 
code I can defend myself while my friend might fell to do same. That might have little impact on group evaluation. But in the end the 
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person who does not work is disadvantaged. Besides that in second semester mostly there was code theft. One person write the code and 
the others make a copy make a little modification and use it. The online environment, for example, if we are given a topic say ‗file‘, 
many books are posted online for us to read. Any wise student will see that and also read the lecture notes and combine these two to 
grasp some concept for himself/herself. Posting reading materials for us is very advantageous and helpful. The lab activities are also per 
posted so we try to do them before lab class and show the implementation during lab hour. The online environment is useful for students 
who make use of it. Things will be posted online and we will be told to read. If my friend read something and if I also do the same, we 
can meet up and discuss certain points together. That is very beneficial. 
[Fr: Focus on the discussion point, focus on what needs improvement or what you thought was not so good about the teaching 
methodologies followed.] 
Student (Stud-8): Regarding the online environment, for example if we have lecture class on Monday it would be good if we have lab 
like on Tuesday because it is good to get into practical session before forgetting the concepts.  
About lab usage there are cases where students of other departments come in and create some unnecessary arguments which sometimes 
make us just go back out of the lab. Sometimes there are lab assistants who look after the lab but not often. Hence most of the time there 
are students of other department and that is somewhat difficult. We do pair programming in group of two. The group projects might be 
advantageous but I did not see being many per group is that much useful. If we are too many not every students participate. 
[Fr: Did you ever use some sort of enforcement mechanism to make everyone get involved in the work? Like if you are six per group, 
some regular schedule where you meet and discuss about the project or divide the tasks per module and work on your modules? Any 
mechanism at all that you came up with or that you were suggested?] 
Student (Stud-8): There is no such thing that we followed. So, being many per group I didn‘t see that much of thing we gained.[Rr: You 
had group presentation at the end of the semesters. Did that not enforce you to get engaged in the work?] The presentation enforced us 
only at the end. When the presentation comes we ask our friends to show (or explain) the codes for us but no real engagement on the 
work. 
Student (Stud-8): There is a case where we work in group of two for project which is corrected out of 10 but the final project case the 
number of students per group can be up to 6 or 7. The first case where we work in a pair is good, no problem there. For the final project 
there are cases where there are 6 or 7 even 9 students work per group. In such cases the decision is ―let the capable guy work and we 
shall be briefed about the code a day before presentation‖. It would have been good if there was division of task and everyone 
participated or at least there should have been an arrangement where we have advisors per group and meet up regularly to report our 
progress. I prefer if the number of students per group in not that many. 
The online environment, things are posted constantly for us but we do not use them that much. The other thing is that the topics that are 
posted at once are wide (many). So, like my friend said it would be nice if we have a lab session right next day after lecture class so that 
we get to practice before things pile up. The issue of other department students using the lab and creating trouble is true. There are many 
students in our department and the lab is not actually sufficient. Many students also use Facebook and the like websites in the lab (even 
students our department). In such case you can‘t let them out of lab. It would be good if such things are supervised. Regarding large class 
teaching, being many in a class is not much of a problem but the time per class is too long ( about 3 hours). It would be if that is reduced 
and also if we could learn separately per program. 
Student (Stud-9 -F): In lecture class we are too many and the time also should be reduced. After about 50 minutes of the lecture we get 
tired and get bored; hence, we don‘t follow. About the lab class, it seems the lab class is meant only for boys may be because it is closed 
to them. Even if we come, we find every PC occupied. That is discouraging and we ladies do not come to lab that often.  The guys 
occupy it very often so even if there is a chance that PCs are free we assume from the regular trend that they are all occupied and 
conclude there is no pint in going to lab. The other thing is the group project, which is the final project given at the end of a semester. We 
are 6 or more per group. At most two or three students work on the project. The rest of us gather together one day before presentation and 
get explanation from the students who wrote the code (or who did the job). That way the group will not be disadvantaged on evaluation. 
Even if we go to lab to get some explanation about the work being done, the students who are working on the project (‗the better guys‘) 
divide the job amongst themselves and try to finish it on time and they don‘t have time to explain what is going on to others (‗the weak 
members of the group‘). That is what the trend looks. Finish the work, get together on last day and get explanation. This is very 
disadvantageous. 
Student (Stud-10): Beginning with the lecture class, it is good but since we are too many in class, the teacher cannot follow up all the 
students. So, around the back there are other side discussions, gossiping and the like. Like my friend said, as time goes by, we get bored 
and it would also be good if the lecture class is divided per program. What we learn being too many in one lecture class and being few in 
one class have very big difference. In the latter case, like it or not, he teacher can control and follow up the class and we will also follow 
the lecture. The class being large and the lengthy hour should be given some thought. Being large in a class has its own advantage but 
there are its disadvantages. Instead of teaching the three group at three different ours or instead of having three different teachers per 
program being together and learning in large class is good. It also solves lack of teachers‘ problem. Front sitters are advantageous; the 
teacher follows them and they also follow the lecture. Many times we compete to try and sit in front during lecture hours. But if we 
couldn‘t get that we go to back benches. There, if we feel little tried, side discussion starts. About group project, we were not that good 
on pair programming or pair project during first semester. For example in my case, my friend and I used to argue a lot and we quarrel 
with each other. There is no listening to each other. This case could also be there with other pairs too. I say mine is correct and my friend 
says hers is correct. In the end she works her own way and I do too. First semester‘s experience was not so good. During first semester 
group project we were in group of six. There is one very hard working knowledgeable guy in our group. Three of us sat with that guy and 
he told us what he was doing and we were following the work throughout the project period. But two students only came at the end, got 
some explanation and sat for presentation. In second semester we were too many and the good-at-coding students (or the hard working 
students) were about two or sometimes three per group. The challenge here was whenever we sat together to work, someone suggests 
something and somebody suggests something else. There was conflict. One guy says I will do my way and show you at the end; the other 
guy also says the same. In our group around the end we got together and said, ‗we work on same project and our presentation is same, so 
what is we merge our ideas and work together?‘ We finally did that. But if there are many students per group and many smart guys per 
group, there is conflict. Being in group actually is good because many ideas are generated and good ideas come out. But there are also 
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cases where some students just read a code only at the end for the sake of presentation. In the end such students are disadvantaged. The 
notes (or materials) posted online are good. I can go to lab any time I want and read (or study) whatever I want from online resource. 
Like my fried said about ladies lab usage, if the time is 10:00 p.m. and if there is a lady in a lab, the guys come up to her and start 
nagging her asking her ―won‘t you go?‖. They even say, ―you are a lady; it is enough now go home!‖ On second semester there was a lab 
meant only for ladies from 7:00 to 10:00 p.m. Even we use that lab after lots of arguments with the boys. We too come when a project is 
given & the guys come in and create trouble. So, we are tired of arguing with them & they won‘t leave the PC even after lots of 
arguments. Coming all the way to lab and not getting a computer is frustrating. So, we are a little discouraged. 
Student (Stud-12): I want to begin by the good side of it this time. The online materials are posted for us on time. This is a fact. Out of all 
the courses we took (may be 6 or 7), the only course started on time and finished on time is programming course. Do we read on time or 
not is our weakness.  
About being six per group project, it has its own advantage (or good side) and bad side (disadvantage). The group I was in was good. 
Even we were asked at the time if we liked the group we were in or not, whether it has to be dissolved or not. Some agree to dissolve but 
we were comfortable and we went on. But how did we do the project? It is difficult to say everybody participated. For one thing it is 
programming and it needs time. As for the ladies, there is not a single girl who did on her own. We have to speak the truth, right? The 
reason I said so is because it is programming and it needs time but ladies do not come to lab. After 10:00 p.m. no one comes to lab; we 
are afraid to come. There are some groups where responsibility is shared and that is good. This has been the case in my group. Even they 
ask us why we don't come to lab. But then how do the teachers know who worked and who did not? The instrument to check this was 
presentation. But the presentation was not good. The questions were asked randomly and loosely. It was just a matter of chance. By 
chance someone might get simple question and might answer but that does not (or should not) lead to a conclusion, 'Oh he/she worked 
hard!'. There were some who got easy question, answered them and got a yes. Even in my group the guy who actually wrote the code was 
unlucky and could not answer the question. He was somehow confused by the question. But for the rest of us got simple questions and 
we answered. So, I don't think this can be a good measure for continuous assessment. I don't believe so. Therefore, the presentation 
(evaluation) was weak in figuring out who actually worked and who did not. So, I say this should not be repeated for the forthcoming 
fresher. The online environment is very timely. To use it or not is our part. 
[Fr: Is there some sort of code copying from a friend or getting it done by other people (e.g. by senior students).] 
Student (Stud-12): Code copying is there thanks to pen drive (flash memory). That is very much there. The reason is, coding needs time 
& no one wants to spend much time. Even the hard working students, if they got a code, they don't care to write on their own because 
they know they can easily understand what they got & that is enough. If one guy finished coding, others make some modification & use 
it. This is our weakness. 
Student (Hanna): Beginning from lecture, the bad side of it is the time being very long. We learn very wide concept (topic) in one class. 
Even that way we don't get to finish (or cover) the whole topic & hence there are makeup classes at the evening. So, I say the time should 
be reduced and better it is two classes per week. We follow for half a class time and stop following after that. Many students do not like 
lecture class. They even say "Ouch! Tomorrow we have lecture class". The class is far from the ladies hostel & we often come late. It is 
better if the lecture hall too is changed to the other one.  
Again since the course is very wide the teacher also rushes. Since we learn good concept during lecture hour, it is good if the time is 
reduced and the class is made twice a week. The online environment is very good and there is no any bad side of it. About the group 
project, even if the work is done by one or two persons since we get together at the end and share some ideas before presentation, we do 
learn something out of it. 
3. To what extent do you think that you are engaged in the two courses? What would keep you in the courses for longer or 
wouldn‘t keep you for longer?  
================== THIRD QUADRANT STUDENTS =============================== 
Student (Stud-4): Lack of feedback on projects and assignments. Big gap on final project. Some projects are given before conducting 
class. There was time constraint in doing so far.  
Researcher (Tesfaye): Your comments and suggestions are valuable and pleas continue with it, and I would like to tell you some 
additional ideas to compare our course, programming with other courses. Does our course influences other course or other course 
influences programming course in time usage? What influence did you face by programming course on other course and what problem 
did you face by other course on programming? Let you discus on this issues.  
Student (Stud-3): We have Lack of Computers, especially for female Students  
[Fr: Ok as Tesfaye told us just compare and contrast it with other courses, which one is an influential? Where is the problem? ]Student 
(Stud-6): Other course load has a negative influence on programming because, we are giving assignment, quiz and some other testes in 
last minute so it consumes our time. Programming on other course is, the final project duration is in the exam period so, and project 
evaluation consumes our time. 
[Fr: To what extent you are engaged in the two courses? What did you get from the two semester courses? How can you keep up on? 
How much you achieve?] 
Researcher (Tesfaye): Your engagement in the course of programming specially the time you assigned for reading, doing project on time 
because, most of the student start their group project closer to deadline. 
Student (Stud-6): I am afraid to say, I am fully engaged with the course. In the first semester I was frustrated because I am a new for 
programming course. Totally I am changed in the second semester and now am well doing. 
Student (Stud-2): I don‘t have experience at high school  level. I motivated more on C++ but, in first semester being I was new to 
programming concept, I was not engaged with the course, and was not that much interesting to me. Additional impressed by senior 
students for C++ programming. 
Student (Stud-4): I consume more time, but I don‘t say completely understand what I want. Other courses influences. Other problem is 
understand programming easily even if  I losses more time on it. In balanced engagement of other courses like programming. 
Student (Stud-3): Comparing C++ with python, C++ is simple and easy so, it is my recommendation to learn C++ as the first course and 
python as a second course.  
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[Fr: Probability as seniority increases the course seems simple. As you know in the first semester you were not aware of what is 
programming mean and the concept behind it therefore after you gain some idea about programming concept you join in to C++ that is 
why it seems easier than python. When we are teaching programming we are not teaching you the programming language rather we are 
teaching you programming concept, whatever you learn in python is similar concept with C++ and other programming languages.] 
Student (Stud-1): I was not got what I want from python programming especially on advanced areas at the end of the course. Tkinter 
needs more focuses attention of the lessons timely in terms of proper user interface design. It is better to make lab activity easier and 
somewhat minimize in quantity. 
[Fr: How much you use the resources? How much time you give for programming course reading?] 
Student (Stud-1): Lack of computer skill in first semester. The use of resources are available. We had been less engaged with Function. 
FIRIST QUADRANT 
 [Fr: Is there sharing ideas or meeting up regularly for project work or is it same as everyone which is just discuss a day before 
presentation? What is your personal experience?]  
Student (Stud-11- F): Everybody is the same. We were six per group and the guy who wrote the code explained it to us really very well. 
The smart guys work together and others copy the code. Most of the ladies do not work on their own, only few very few try to. And like 
what has been said since the lab is far and also since we assume the PCs are occupied, we don‘t go to lab often.  
[Rr: There are students who do not go to lab and lecture class too. What in your opinion is making them loose interest? Why do they lack 
initiative?] 
Student (Stud-8): May be hard working (or students who already know programming) or those who do not have any interest might miss 
the class but no body with a bit of interest misses the classes. Even if they miss lecture class, they assume to understand it during lab 
class. 
[Rr: There may be a case where students with some programming interest lose their interest or at least reduce their interest over time, 
may be listening to senior students or something else. What is that which make those students with some interest drop their interest at 
some point? There are certain things clearer to you as students than to us as teachers. What could it be?] 
Student (Stud-8): More than lecture class many students attend the lab class. The reason why they miss lecture class I guess is because of 
boredom or lengthiness of the lecture class. But on group project one possible reason as to why only one or two students work on the 
code is because what is given as project is tough. We are given difficult projects. It would have been good if the projects were little easier 
and everybody participated. The project being difficult forces only the good (good at coding) students work on it. 
[Fr: Most of the time when you are given projects, template codes are posted for you where you get to see how to go about working on 
the project. Do you use this?] 
Student (Stud-8): Whoever works does make use of that. It is a very helpful thing. 
Student (Stud-2): I would like to make a point on the question that has been raised on why the interest of students drops. As to me and as 
to what I see is the case with other students, at the end of semester when we see our results of group presentation, there is a miss match of 
expectation and the result. Like I said earlier, some students get their code done by senior students or other people and understanding that 
code will not much time. But some students learn programming in class & try to do the job on their own. Such students' results compared 
to the other students result are very poor. And the teachers do not see such things. I have personally faced such thing during first 
semester. We were in group of six (Even when we were in group of 2, I don‘t see anybody else‘s code). Even if they offer me I do not 
accept it because I want to work. But at the end the result was not good. The group project was given for 6. We were given three option 
and we were struggling. In the middle some friends of mine from my group got a code from other place and told me 'we got the code & 
we are going to show this one'. But then I refused to accept it and told them to present that for themselves and that I also present mine. 
There was such controversy. I did mine and presented mine while they presented what they brought from other place. At the end I got 
very poor mark. This can make one lose interest. The other thing is if there are students with some bad habit like addiction & if there is 
their room mate who is willing to work, go to lab etc, they can easily deceive him and trap him. This is also a problem.   
[Fr: You used to take quizzes. There were graded and non-graded activities. How were they? Did those non graded activities prepare you 
for the graded one?] 
Student (Stud-8): We are pre informed about a quiz so that we prepare ourselves. That is good. But mostly we did not make use of it, we 
did not listen what we were told. But the teachers present us with all the resources. For example, last time we were given a test. The 
questions on the test had already been posted online two weeks before. Only few students saw what was posted and did well on the test. 
But many students did not see that. Our teachers make everything ready for us & there is such weakness on students' side to some extent.  
[Fr: You take your quizzes inside a lecture class & there is no implementing it on machine. The focus is much more on understanding the 
concept. After taking one quiz you can reflect back on the concepts you learnt till that point. It also helps you to think of the ways you 
should move ahead and prepare yourself for the next test. How was it beneficial in tuning your focus & preparing you for more?] 
Student (Stud-8): Whenever we are given activities inside a class, we are told what to do and we are given sometime to do it. We then try 
whatever we think on our own and then the teachers come up to us and correct it or see it for us. Then when it is solved for us we 
understand it better. But for graded quizzes we are alert and we prepare ourselves. It is good.  
[Fr: What does your interaction with your teachers and mentors look like? It could be asking technical things in lecture class or in lab or 
beyond that there could be consultancy (or counselling). Do you make use of those things freely? Reflect on your interaction.] 
Student (Stud-13): For me and many students I say it was very good. The teachers approach us beyond expectation; they are very close or 
easy for us. Because of their approach we can ask whatever doubt or question we have not only in class but they tell us to come to office 
and get our doubts cleared. We are given such an access. Students do ask questions in class or at office. So, the teachers are very good to 
us. We are very comfortable with them like brothers. It is very pleasing.  
Student (Stud-8): Regarding the quiz, during the first semester we learn few topics and we take quiz right away. We used to be given 
many assignments too. But in second semester we learn lots of things (cover wide topic) and then given one quiz. That thing had really 
hurt us. Had we had many assignments like first semester we would not have gotten hurt or we would not have disadvantaged. Instead in 
second semester there were few assignments and we took quizzes that did not help us improve our grades. 
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[Fr: Not being able to get good mark because of absence of assignments is one thing you see as side effect. But when it comes to quizzes 
did it not help you get the concept? Did it not shape you?] 
Student (Stud-8): Of course we do learn the concepts and that is advantageous but it does not make us that much fruitful in terms of 
grade. The focus of many students is how they could get some good grade, so it would have been good had there been few more 
assignments to help in this regard. 
Our teachers are very much welcoming and happy to help. They are like our friends and they do explain whatever we ask. They are 
willing to explain inside class room or outside. We have good communication with them. 
[Fr: Other than helping with academic matter, is there any other kind of support or counselling?] 
Student (Stud-8): Yes, they do tell us how to study. Even they told us about campus life when we first came. We gained certain things 
from that.  
Student (Stud-8): On quiz initially the portion covered is wide.   
Student (Stud-9 – F): We didn‘t take quiz in the first semester. We were taking projects (assignments).  This was beneficial to us. The 
limitation was we lack experience in taking written programming examination. We had two quizzes in the second semester. It is good to 
have quizzes. As we were frightened in programming courses (consider the course as difficult), our result in the quiz was not good 
(harming our course result).  
Facilitator: what about the role of the course in building your creativity and problem solving skills  
Student (Stud-11– F): We didn‘t take quiz in the first semester. But we have successive projects with marks ranging from 3 to 10. The 
projects helped us to pay attention and work on programming activities regularly. We had two quizzes and two projects in the second 
semester. The first quiz has only four questions. This (small number of questions) can harm students especially when the questions were 
from the part on which we didn‘t prepare for. The code writing par (the final examination) was difficult.  We prefer smaller but frequent 
quizzes and project after each topics/units of the course.  
[Fr: Interactions with teachers and mentors] 
 Student (Stud-11– F): Instructors were quit helpful. They were more than teachers and we consider them as our brothers and fathers. 
They were giving advice and support right from the beginning up to now. We cannot compare their support to other instructors. On 
assessment: we are provided with model exams online to get prepared for examination and quizzes. We were also getting informed about 
scheduled assessments in advance. The continuous assessment (she is referring to keeping attendances) in laboratories was also good, but 
taking attendance in lectures is nearly fake.   The teacher support was very nice. The mentors were brotherly for us. The teachers advise 
us both online (including by e-mail) and their office is open for us for advising.  
Student (Stud-10 - F): We cannot perform well in the quizzes whether we study or not. It was better if we take quizzes at the end of each 
unit. Advising and mentor support was fantastic.  
4. What suggestions do you have to improve the teaching and learning environment for programming courses so that new 
students learn programming better?  
================== THIRD QUADRANT STUDENTS =================================== 
Student (Stud-6): Whenever students know more, they become motivated. To make an active mind to the student the way that you use in 
class such as: more of activity based work, more of two way learning and teaching process , project based assessment, lab facility, 
resource delivery and so on things are an encouraged things to be continue in the new student to be apply. Other habit to be remain as it 
is early class beginning is only in programming we got. We begin lecture on time and the lab on time so, it motivates student to do more 
and to be interesting.  
Student (Stud-4): It is my pleasure, to minimize number of supportive courses and other common course. Our focus should be of towards 
the major courses. It is better to minimize the lecture note and time usage in one period. And finally all are things should be as it is with 
some sort of improvement.  
Student (Stud-6): It is my pleasure to join in to informatics department because, it is more of technology. And some modification 
required is in the final project period. It is recommended to give final project early of final exam period reached.  
======================== FIRST QUADRANT STUDENTS ===================== 
It is better if you consider improvement of the computing courses overall.  
Student (Stud-7): It is good if the blended learning support (e-learning support) be continued to all courses of the study programmes. The 
other area of improvement is on group formation for pair programming and group projects. There are students who outsource their 
assignments and projects. The project evaluation must be done more seriously. It can include asking students to write a similar code to 
part of the project. 
Student (Stud-8): I am also presenting further requests. We have taken the two programming courses well with the support of advisors 
(mentors and teacher supports). Will such learning supports continue in the future too? It is better if the quizzes and projects  be done in a 
smaller group like in the first semester, and the number of quizzes/projects be increased and done unit by unit.  
Student (Stud-8): Senior student support was very helpful. It is good if the laboratory support is strengthened. Lecture hours need to be 
shortened.  
Facilitator: If you suggest/say something about the laboratory facility.  
Student (Stud-9: F) As to me, we are currently being familiarizing with programming. For future students, it is better if a simpler form of 
introduction of programming can be adopted (rather than teaching computer programming). If the laboratory be more accommodating for 
female students.  The teachers are so supportive for their students; any failure associated to the courses is due to the weakness of the 
students.  
Student (Stud-10 - F):???? We get tried with longer lectures. Hence, it is good if the lecture hour is shorter and, if possible, better if we 
(IS, IT and CS students) learn separately. The laboratory problem of female students be resolved. The random-based pair programming 
team formation in the first semester is good for that specific semester. But the second semester team formation should assign better 
performing student with relatively poor performing students. Projects and quizzes should be evenly distributed across the semester. The 
work overload around the end of the semester is so congested which is not good for students. quiz and examination questions should be 
sufficiently larger in number. The instructors were so collaborative and supportive for students.     
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Student (Stud-12 - F): The laboratory management need to be improved (control so that the authorized users have better access to 
computers).  The male classmates often times get contradicted from intruders to allow female students have access to computers. The 
evaluation procedure of group projects need to be refined: so that students should not be judged by their response to a single question 
asked suddenly. It is better if the diversity in students background taken into consideration. That is, the ICT background of the students 
depends on the quality of their high school. Hence, it is not good to have programming as a first course in the first year. The lecture in 
amass of students is not helping us learn well. This needs a timely correction. Taking attendance in such a situation is also meaningless. 
On pair programming, it is good if the pairing is done more responsibly (to determine carefully who to pair with whom), follow-up the 
pair working, and ensure that the pair works in harmony and collaboratively.  
Student (Stud-11- F): It is better if the lecture is shorter and made twice per week. The number of laboratory activity questions should 
also be smaller and manageable for the time allotted.   
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Appendix – I: Qualitative data: interview  
 
Interview with selected students: 
Date: May 11, 2014 
Time: 2pm (afternoon) 
Interviewer: Tesfaye Bayu 
Raporter: Tilahun Deme 
Interviewee: 
1. Student-1 (Comp/075/04)  
2. Student-2 (Comp/109/04) 
3. Student 3 (IS/065/04) 
4. Student-4 (IS/052/04) 
5. Student-5 (Cs/061/03) 
7. Student 6 (F) (Comp/129/04) 
7. Student-7 (Cs/215/04) 
 
 
Purpose: this interview is a follow-up of the focus group discussion conducted last time. The interview was intended to 
elicit additional data on the impact of technology embedded blended learning course design and implementation. The 
interview questions are a bit detailed. So, I kindly request for your patience in responding accordingly.  
Procedure: Please don‘t repeat what is raised before by somebody else. Different point of view is always welcome.  
Question 1:  
========== 
The lecture, mainly during first semester, had live coding (instructor writing code in front of the students and together with 
the students interactively) and team teaching (two teachers teaching together) components. Was this relevant for your 
programming course? Explain to me the relevance of each of the two components? Live coding was intended to help 
student experience code writing by looking at ―expert‖ or teacher doing it. And team teaching was intended to address 
some of the problems of large class teaching. Were the two purposes achieved? How and why?  
 
Student 6 : on the live coding thing, I thought errors as a result of series mistakes. But when I see you debugging your 
codes, I understood that they can also be a result of minor mistakes like spelling errors, case sensitivity and semicolon.  
And when we see the code written line-by-line we could see the function of each line.  
On the team teaching style, it‘s good in principle. If a single teacher is responsible for all the four hours class, he could get 
tired and his voice may reduced. So, it‘s good from this point of view. But when you and Dani were switching, you will 
leave as some gap and most of us do side-talks on that duration. This would steal our attention. 
 
Student-3: It‘s very important that you teach us as team. I didn‘t even know how to change my password at the first class. It 
was my partner who did that for me. But when one of you gave as the lecture and the other writes up the code, I started to 
write the code with you very faster. That was interesting for me. When I compare it with the current way of teaching, It was 
very helpful. Because most of instructors just give us slides to read and there aren‘t many lab classes. Even when we do our 
projects, we just do the code and attach them with their emails; when don‘t show them running. But in case of you, we were 
asked in detail about the projects. So every one of us should understand them before we bring it to you, even we didn‘t do it 
by ourselves. 
 
Student 6 : When you do mistakes during coding, it gave me a comfort. Because I felt that even experienced ones make 
mistakes and that gave me a confidence. Also, when you correct your errors, I was learning a lot of things from it. 
 
Student-7: When we were learning by Python, we used a teaching machine called whistle  which helped us to see the flow 
of program execution. After we learnt the lecture which was supported by the live coding, we again attended a lab class and 
used the teaching machine to make us understand our errors. So the tool was very interesting. 
You took very long time for a single class. That was boring for us. So, it‘s better if you shorten the lecture time.  
 
Student-4: the team teaching was efficient except that you took long time.  The gap came as you switch was also as a 
refreshement for me. The materials that you post in the site were very important for us. We did our lab exercises according 
to the notes and samples put on the materials. That was very good. 
But the drawback came along with the programming language we studied with .for me, Python is a little challenging than 
C++. So, it was C++ we had to learnt first. 
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Researcher: [We had teaching mentors on the first semester. On the second Semester, we assigned one assistant for one lab. 
There was a sort of team teaching there. Can you compare those semesters? ] 
 
Student-5: I have something to say about team teaching. When one of you are teaching, the other of you had get the 
opportunity to control the class so that the students are not losing their concentration by doing other things like using 
mobile phones.  
We were allowed to make our groups by our choices on the first semester for lab classes. We were trying to do what we 
learnt on the lecture. On the second semester, our groups were a mix of good-scoring and lower students. We had two 
assistants to follow as on the lab classes. We had to finish writing on our exercise books before the class ends. When we 
code, those assistants would came to help us. They corrected as when we made errors.  So, generally second semester was 
better. 
 
 
Question 2:  
=========== 
You were being provided with learning resource (lecture note, laboratory practice questions, assignment/project questions 
with model solutions, quizzes, model examination questions).  How well organised were the learning resources? If you 
remember, the materials were developed with lists of intended learning outcomes (ILOs), questions with time limitations 
and question categories [required or Additional] as well as it include additional reading materials (as a link) mostly from 
the Internet. How helpful was such an organisation for the project or lab exercise or pair assignment? Was listing of ILOs 
for each weekly assignment or project important? How well were the ILOs used by students to prepare themselves for the 
questions that follow? What were critical problems that you feel in relation to the learning resources?  
 
Student-7: the ‗learning outcome‘ was not important for me at the beginning since I didn‘t understand programming well.  
But when on the second semester the details on the outcomes of the exercises and how we can do them were very necessary 
so that most of us had used the resource. It‘s presentation was also good except that there were too many of them.  
Sometimes, we simply copy the code on editor, run it and show to you as we did it when we felt we couldn‘t complete the 
exercise.  
We sat in groups at lab. It was very important as we support each other. But it also opened the opportunity to rely on certain 
students and presented as they did it. 
 
 
Student 6 :I think the availability of the source code was rather important for me even if we sometimes copy the code 
inappropriately. Because it was like a sample for us.  
It was the best lab class as every student would try to understand the session to pass the evaluation. 
 
 
Student-5: I also agree on the importance of the material. At the beginning when we code by python, we did some exercises 
like calculators, they didn‘t have any sample/hint. 
For instance when we are learning about variables, there was a link which has detailed notes and examples about variables. 
So we could read the notes and be aware of the matter. On the way, we got the opportunity to observe how other 
universities teach similar courses. It would be great if it continues. 
 
 
Student 6 : Since most if the students do not have strong background on using webs, it takes time to make them familiar for 
the resources. Previously we used learning for learning communicative English. But there were only selected students 
because of such problem. So it may take long time to adapt the students. This rensosibility should be left solely for 
teachers. Better students should also help their peers to resolve this problem. 
 
 
Student-2: It‘s good that learning outcomes are specified for each classes. It will tell us to evaluate ourselves whether we 
did the exercises properly or not.  
Lecture notes, laboratory exercises, assignments and models were available on the resource. This is good. But as we are not 
experienced of using such links, sometimes we find notes that do not fit with our scope.  So we were forced to neglect 
them.  
 
If our batch is kept to learn on that way more years, it would be very great. Because we were more matured and ready to 
use such materials. It would give us different point of views if it were applied for junior students. It is better if other 
instructors follow this approach.  
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Question 3:  
=========== 
 
Your laboratory practice questions had integrated programming visualisation tools (Uuhistle in the first semester and 
TeachingMachine in the second semester). How was their integration looked like? Were the tools helpful in enabling you 
visualising some difficult concepts in programming: example like function calling, different concepts related to variables 
(identifier, value, type, size, lifetime, scope, visibility, etc.). Where there were any problem related to their integration and 
usage?  ?The technologies? The integration strategy? Lab assistants‘ support and guidance for their use? Alignment with 
students‘ expectation? Students experience in learning through hands-on-practice activities and generating knowledge from 
it?  
 
Student-7: I was using the teaching machine many times. It‘s importance is unquestioned. It clearly shows the exaction 
flow line by line and it will make us to feel satisfied. I knew the outcome of my code before I ran it. 
I used it almost in all of my programs. It tells me every step so that I can identify my errors, and thereby  debug them. So it 
was great. 
 
Student-5: there are two tools for such purpose. One was the teaching machine and the other for turbo. The second one we 
saw it with Dani. But the teaching machine was the one I used it with my friend. I had a confusion on understanding 
pointers. The teaching machine helped me to understand it. I got answers for questions like how a memory allocated, why it 
is called a garbage when it is initially reserved.  
 
  
Student-1: You provided the teaching machine for us. But from the students side there are many students with poor 
background of programming. We didn‘t visualize what e can do with programming. So, we couldn‘t use the tool. It‘s better 
if you show a website and teach how to do it than directly trying to teach the development. Like that, we should first know 
about programming before we used the teaching machine. We focused more on the output than concerning how it wroks 
line by line in the begining. But know when we are experienced with programming we love to know how it works 
internally. 
 
Student-2: there are many components on the teaching machine like stacks, data structure , pointers which we didn‘t learnt 
them on that time. These were confusion factors for us. I thought it us unnecessary for me even if it was important for some 
purposes. 
 
Question 4: How the online collaboration and communication looked like? Within students (peers level)? Between students 
and senior students (mentors)? Between students and teachers? How effective was the online collaboration in minimising at 
least some of the large class related problems such as lack of chance to get teachers‘ support? 
 
Student-5: One of the biggest advantages of the online tool (site) was getting teachers online to support us on demand. 
Because it‘s difficult to find a teacher on his office at any time and it‘s impossible to help more than 80 students at a time.  
We were getting fast responses from teachers and students who are online. Some students also post interesting/funny things 
which make our stay on the site longer. 
There were senior students who support us on our projects. When we submit our project, the students checked our codes 
and give us comments.   
We were classified in groups and helped by those students. We gained a lot from them even if some of the groups were not 
able to get the support. 
 
Student-2: I think the peer learning was not that much since more of the students send their questions for teachers rather 
than peer students. So it should be improved 
 
Student 6 : there were not good Internet connection coverage around females‘ dormitory. The lab was very far and most of 
the students did not have laptops. There is a center but we can only use for one hour by our ID. So, we only go there if we 
have urgent business like assignment and project. we didn‘t came for extra purposes including to use the forum.  
I don‘t observe there is a feeling of inferiority of being female.  
 
Question 5:  
=========== 
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Students participated in the focus group discussion forum reacted positively about the role of pair programming in general. 
In what more specific ways did pair programming was helpful for your learning to program?  
 
 
Student-4: at first we simply copy and paste codes from the links. But on the second semester, we worked as a driver and 
debugger. If one of us made mistake when we write codes, the other will correct it.  
The other advantage is that one might perform better than the other by some quality so there was an important knowledge 
sharing 
 
 
Student-7: Pair programming is 95% important as I observed.  For example, one might be good on drawing flowchart and 
the other might be better on coding. So, when they integrate each other, they would do a better project.  
Specially, when doing project, the discussion offered as a chance to share our knowledge.  If you found your partner wrong 
with something or asked you something, you will teach yourself more to explain that to him.  On the second semester, the 
pairing was also comfortable for us as we were paired by our interest.  So, it was even better than the first semester. 
Sometimes, when e do projects we copy codes from links. But it was because of our wrong attitude.  
 
Student-3: Pair programming has both positive and negative impacts. The negative side lies more on dependability.  If there 
is one student from the group who works better, the rest of them will leave the entire project on him and sit without any job. 
But if they help each other it is very important. 
 
Student 6 : When you pair two females into one, they might be poor on programming so that they copy from males. But if 
they have the knowledge they can do it like anybody else. So, it‘s a matter of their knowledge rather than the gender. Even 
when you pair two males, they might not do their project  unless they have the skill and knowledge. 
There is of course a cultural influence on females. Females are often better on readable courses than hard sciences like 
maths and computer science. It might be the impact of the society‘s culture. But for me this thoughts are the main reasons 
as they influence them not to make effort. 
 
Student-2: I am not concerned with the pairing mechanism because it depends on the situation. If both of the partners are 
willing to work with pair, they can achieve good even if they both are not that much. 
The common pairing system we are following is that of project-based pairing which forces to only do projects for six or 
seven days in pair . But if it‘s a practice-based pairing we would get the opportunity to meet repeatedly and continuously.  
So, it is more important if we make it practice-based.  
 
General reflection:  
==================== 
 
What do you think about the importance of the research in general? Is it good if it will continue or it shall be stopped? 
 
Student-7: When I was fresh, I didn‘t even have any hint about computers. And when our teachers told us to do a program 
that will add two numbers, I usually say ‗why on earth is program needed to add two numbers; I can compute it orally‘.  As 
a result I refused to use those resources. But when I went home for summer break, I used to talk with myself how I can 
prepare myself to use the tools. After all I tried to ask senior students of other universities I found around my village what 
looks like second year programming courses. They simply tell me that it‘s very silly. But when I mentioned them the 
programs and projects we did on the entire year, they seem surprised and tell me they did none of it at all. So, I realized that 
we are very lucky to have such opportunity.  
When I came to the second learning year, I made myself ready for the system but it was all gone. I had informed that it has 
planned for just a year. But the base and fundamentals I gained from the fresh year is still serving me as a great experience 
for further programming courses. I wish it continues to the end. I also observed its impact from my junior students, they 
can‘t even write a code that adds two numbers. 
 
Student 6 : I say it should countinue. Even if there happen some limitations, they may be the result of the variables, we 
were relatively many than other batches. Let the things that can be imporoved be improved and bring it to the end. 
 
Student-5: We all seen the necessity of teaching large classes. We‘re just criticizing the boring part of it. Just reducing the 
time or having another class may bring all the solutions. 
The reason why students copy codes is just for getting grades not denying the importance of the exercises. If the teacher 
reduces its expectation from the students and forces to learn for the sake knowledge rather than evaluations, it would 
appreciate the students to do projects by themselves.  
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When we see the current learning way, the ‗continuous assessment‘ makes us not to attend lab classes and focus only on 
reading notes. We become no longer different from social science students. Things would be better if we attend lab classes 
more frequently and the exam times are scheduled to specific days. 
The other thing, mixing better scoring and relatively poor students together made specific students to be dependent. So, it is 
better if it‘s improved by you or other teachers. 
 
 
Student-4: for me we would be on greater position if we continued to learn as we did in the first year. Currently, we even 
get reading materials when exam is coming. It seems now as WE ARE LEARNING FO GRADE AND THEY TEACH US 
FOR SALARY.  Your way was different, it was knowledge-based. 
 
Student-3: I say it‘s better if we learnt as you thought us. There might be some crowd on the lab, or we may get busy but 
the final result is very appreciating. Lab classes in nowadays are poor. We just read slides and brought for exam. But you 
provided us details and links on each topics. It was generally better. 
Student-2: I didn‘t learnt programming like I did in my fresh year but it is that base that is still helping me when I do 
programming. It motivated me to grasp from different sources whenever I am required. 
Basically there is nothing that is 100% important or 100% harmful. But if something is found to be important just more 
than 50%, we have to accept that thing and try to increase its positive features. The problem raised on large classes should 
also be seen from this angle. They should rather be corrected than judged.  
As a natural science student, we should be judged by our conceptual knowledge. But the evaluation mechanism being using 
against us is bulky and complex. 
If this way of teaching continues for the other years also, it will be great.  
Student-1: I don‘t agree more with the given opinions. From personal merits, I want to to say something. When we were 
learning with e-learning tools I practiced to teach myself. I used to  read the materials before I went to class. I try to 
understand all the notes and exercises and follow the lecture class to fill the things that I didn‘t understand thoroughly. This 
is the additional thing I got from you.  
So, in general, I say it should continue. 
 
Student Mentor and transcriber: this research was actually began with us, five years ago. We learnt our fresh programming 
courses the same way as you did. After the first year, even after graduation, everybody of us express our gratitude for this 
research. because, we got a strong base in programming and what we wanted from our teachers was little. We didn‘t even 
expect serious lectures from them to do our projects. We understood C++ thoroughly. Even if we were forced to work 
aggressively, and sometimes our grade gets lower, the profit we get after all was irreplaceable. 
It gives me a great satisfaction to see this research at this level. I‘ve no doubt that it will solve a big problem, not only for 
us, but it will bring some light for the world too. Because, programming is the same for the entire world. So, I would like to 
say keep it up for Tesfish. We should all say. It‘s we that should give the first recognition. We are proud of all feel pleasure 
to part of this research. and I am curious to see it successfully completed. 
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Appendix – J: Sample Statistical Output from PSPP v.12 Software  
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