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Introduction
Two types of genetic elements mediate transcriptional regulation: trans-acting factors, typically proteins that regulate transcription by binding to cis-acting elements, which are DNA regulatory elements on the same contiguous chromatin segment as the regulated locus. The study of cis-regulatory elements has previously focused on promoters, which regulate transcription in a distance and orientation-dependent manner. In contrast, enhancers are cis-regulatory elements that act essentially independently of distance and orientation, and are largely responsible for lineage restricted gene expression. 1 Recent work from the ENCODE project indicates that a large fraction of the genome that was previously considered "junk" DNA in fact contains a variety of cis-regulatory elements, including enhancers. 2, 3 Seminal work from Bing Ren's group initially described a series of epigenetic marks that could be used to identify enhancer elements. [4] [5] [6] Since then, a variety of marks and/or combinations have been described. Monomethylation at histone 3 Lysine 4 (H3K4me1) and binding by the histone acetyltransferase p300 /CBP were the first described marks, with more recent work illustrating that acetylation of H3K27 is a reliable mark of "active" vs. "poised" enhancers. 4, [7] [8] [9] In addition, the binding of core groups of lineage specific transcription factors (TFs) has been used to define enhancers. 10 However, the biological differences between these alternative classification strategies remains unclear. 2, 11, 12 A subset of enhancers, defined by H3K4me1 enrichment and p300 occupancy, are bound by RNA polymerase II (RNAP II) and transcribed to produce a novel class of non-coding RNAs (ncRNAs), termed eRNAs (enhancer transcribed RNAs 1, [13] [14] [15] [16] ). These RNAs are typically bidirectionally transcribed (i.e., both strands of the enhancer), unspliced, and considered "long" ncRNAs (as they are greater than 1 kb in size). 17 eRNAs seem to assist in enhancer function, perhaps by tethering enhancer-critical proteins to chromatin, but a number of fundamental questions remain. [18] [19] [20] For example, what distinguishes transcribed vs. nontranscribed enhancers beyond RNAP II occupancy? In addition, given the different epigenetic "definitions" of enhancers, is eRNA production ubiquitous among all types of enhancers, or specific to chromatin regions defined by certain epigenetic marks?
It is technically challenging to fully address these questions, since this requires the identification of rare transcripts (eRNAs). Since these RNAs must be identified based upon their production from enhancers, it also requires the ability to systematically identify different classes of distal cis-regulatory elements while simultaneously distinguishing them from other ncRNAs as well as unannotated genes. For example, longintergenic non-coding RNAs (lincRNAs) may play a role as scaffolding molecules to allow epigenetic regulators to interact with chromatin. 21 Unlike eRNAs however, they are typically spliced and transcribed from loci with similar epigenetic marks as protein-coding loci, namely H3K4me3-rich at their promoters and H3K36me3-rich in the transcribed segment(s). 22 Thus, a comprehensive "atlas" of the epigenetic landscape of a single lineage is required for the proper identification of eRNAs. In a mammalian system, many cell types have been investigated to answer these types of questions, but mouse embryonic stem cells (ESCs) have been studied in sufficient details so that a comprehensive map of their transcription factor (TF) binding sites and epigenetic marks has been developed. 23 ESCs are derived from the inner cell mass of embryos and possess two canonical properties: self-renewal, the ability to propagate indefinitely in an undifferentiated state, and pluripotency, the ability to differentiate into all three primitive germ layers (mesoderm, endoderm, and ectoderm; reviewed by Young 24 ). Both properties are controlled at the level of transcription by a group of lineage-specific TFs, including Nanog, Oct4, Sox2, and Sall4, among others. [25] [26] [27] Our goal was to harness existing ChIP-seq and transcriptome data sets to comprehensively identify any distinguishing epigenetic marks and/or protein binding events associated with eRNA producing enhancers, which consist of only a small subset of all enhancers. Surprisingly, we also found that the enhancers transcribed in ESCs alone exhibited lower overall DNA methylation and were occupied by the Tet family of DNA hydroxylases.
Results

Comprehensive identification and comparison of enhancers within ESCs
The initial studies on eRNA production focused on a specific type of enhancer-regions (at least 1 kb in size) enriched on H3K4me1 and co-occupied by p300/CBP. [13] [14] [15] Since these initial studies, additional enhancer definitions have been described, such as H3K27Ac being a useful mark to identify "active" enhancers. An additional definition for tissue-specific enhancers is extragenic sites co-occupied by multiple lineage specific transcription factors. Excellent work has shown in ESCs that these sites, which are co-occupied by the master transcription factors Nanog, Oct4, Sox2, and components of the mediator complex (abbreviated NOSM), collectively form "super-enhancers" that regulate pluripotency-specific genes. 10, 28 Collectively, these results highlight the evolving understanding of enhancers. To date, there has yet to be a consensus set of markers for enhancer activity.
As a first step, we comprehensively analyzed and compared eRNA producing enhancer signatures based upon four different, commonly used criteria (H3K4me1 positive, H3K27Ac positive, NOSM, and p300-occupied). Published ChIP-seq data sets were obtained for a variety of transcription factors (TFs), histone modifications, RNA polymerases, and other regulatory proteins (Table S1 ). To identify regions bound by these factors, all data sets were re-analyzed using a uniform bioinformatics pipeline. Peak-calling was determined by using a highly stringent P value (see Methods section for details) to reduce false-positives. To eliminate incorrect enhancer annotations due to similarity with alternate promoters, or the promoters of un-annotated genes, pseudogenes, and/or lincRNAs, any peaks that overlapped with genomic regions rich in H3K4me3 were removed. While H3K4me3 is classically thought of as a promoter mark, at least one group has reported it also marks active enhancers in T cells. 29 Removal of H3K4me3 enriched extragenic regions may therefore remove a group of potent enhancers. Any sites that overlapped with extragenic regions enriched with H3K36me3 were also removed; this step was not performed on intragenic sites due to possible overlap between exonic enhancers and H3K36me3. This gave us four "groups" of enhancers based upon different definitions ( Table 1) . In general, the definitions were not mutually exclusive, but a large fraction was unique (Fig. 1A) . RNAP II occupied a minority of enhancers (<25% ,  Table 1 ). Overall, the elongating form of RNAP II (Serine 2 phosphorylated, Ser2p) was infrequently observed at enhancers (data not shown). In contrast, the initiating form of RNAP II (Serine 5 phosphorylated, Ser5p), or an antibody against all RNAP II species, frequently detected RNAP II occupancy at enhancers. RNAP II Ser5p is typically found at promoters and is often associated with bidirectional transcription, [30] [31] [32] consistent with the pattern of transcription identified at enhancers. 15, 16, 33, 34 To identify eRNA-producing enhancers, a published data set of genome-wide nuclear run-on followed by next-generation sequencing (GRO-seq) was obtained. 31 This approach maps the production of nascent RNA molecules from transcriptionally engaged RNAP II, and has been used previously to identify eRNAs. 13 Using this data set, a larger percentage of enhancers were transcribed (approximately 50%) than would be expected based upon our RNAP II data. This may be related to the stringent P-value cutoff (10 -6 ) used to identify RNAP II binding sites, thereby increasing the number of false-negative genomic regions within our data set. However, we cannot exclude that some of these regions may be transcribed by non-RNAP II RNA polymerases. Nonetheless, of the regions bound by RNAP II, the majority (>75%) exhibited some degree of transcription. In addition, GRO-seq was also performed on mouse embryonic fibroblasts (MEFs), which allowed the identification of enhancers that were transcribed in a cell-type specific manner. A small group of enhancers (6-10%) within each class were bound by RNAP II and produced eRNAs in ESCs alone. In contrast, a much larger group of enhancers were transcriptionally silent in both ESCs and MEFs. Given the strong differences between the enhancers transcribed specifically in ESCs (hereafter referred to as ESC-specific enhancers) and those that produced no eRNA in either ESCs or MEFs (hereafter referred to as eRNA-negative enhancers), we utilized this distinction to further explore differences in eRNA production. As a first step, we used our overlap procedure to determine whether eRNA negative or ESCspecific enhancers showed significant overlap among the different definitions of enhancers. As can be seen in Figure 1A , the ESCspecific enhancers showed higher overlap among the enhancer definitions than eRNA negative enhancers. This implies that ESC-specific enhancers share multiple epigenetic characteristics, indicating they are likely highly active.
Next, each enhancer was mapped to the nearest gene as a putative target. The nearest neighbor analysis has been used previously to identify enhancer:gene pairs and tends to show high correlation with other methods, 28 although it is not nearly as comprehensive as utilizing chromosomal conformational capture based approaches. 2, 11, 12, [35] [36] [37] We then assessed whether genes linked to either ESC-specific or eRNA-negative enhancers were enriched in pluripotent cells. We used Gene Set Enrichment Analysis (GSEA 38 ) on a published microarray data set of ESCs differentiated by exposure to retinoic acid (RA), which causes a rapid, uniform loss of pluripotency. 25, 27 GSEA determines whether a list of genes (termed "gene set") are enriched for expression level changes between two conditions: in our case, pluripotent ESCs vs. differentiated (RA-exposed) cells. The primary output is a normalized enrichment score, in which the relative enrichment of the gene set in either of the two microarray data sets is calculated and then normalized for differences in gene set size. 38 In general, the ESC-specific enhancer-linked genes showed higher normalized enrichment scores in ESCs than in RA-differentiated cells (Fig. 1B) . This difference was statistically significant (P < 0.01 and FDR < 10%) for some of the enhancer classes (H3K4me1, H3K27Ac, p300), although for NOSM enhancers both the ESC-specific and eRNA-negative enhancerlinked genes showed a statistically significant enrichment in ESCs as opposed to RA-differentiated cells. This is not surprising, given that RA-differentiated cells do not express Nanog, Oct4, or Sox2. 25, 27 Collectively, these results indicate that the target genes are enriched in ESCs compared with differentiated cells.
eRNA production rates are RNAP II-driven and independent of promoter transcription Next, we wanted to determine if there were differences in eRNA production between the different enhancers. To assess eRNA production at each of our different classes, genomic regions were split into extragenic and intragenic enhancers, and for intragenic enhancers only antisense strand transcription was analyzed. As can be seen in Figure S1A , for each class of enhancers, RNAP II-bound enhancers showed higher eRNA production rates (Mann-Whitney test, P < 10 -16 ) than unbound regions. ESC-specific enhancers for each class showed the same degree of transcription as other RNAP II-bound enhancers, implying that cell-type specificity in eRNA production rates did not correlate with higher enhancer transcriptional activity. We next directly compared eRNA production from the different classes of RNaP II Bound, esc specific indicates enhancers of a given class, occupied by RNaP II, which produce an eRNa in escs but not in MeFs. eRNa-negative are enhancer of a given class that produce no eRNa in neither escs nor MeFs. The percentage for these two groups are the percent of total number of enhancers.
enhancers (Fig. 2) . Overall, the median eRNA production rate from each group of enhancers occupied by RNAP II and ESCspecific enhancers is highly similar. Collectively, this implies that eRNA production occurs at enhancers defined by different criteria at similar rates. To determine if enhancer and promoter transcription rates are correlated, the GRO-seq data set was re-analyzed at well-annotated promoters. GRO-seq, by design, measures transcriptional rates, rather than transcript levels, similar to nuclear run-off assays. For each of the different classes of enhancers, we found no correlation between the enhancer transcriptional rates (RPKM) and those of its nearest promoter, regardless of class (Fig. S1B) . Thus, enhancer transcription is likely dependent on RNAP II, but enhancers of different definitions show overall equivalent levels of transcription, and promoter transcription rates are not predictive of enhancer transcription rates. Given that our enhancers were within relatively close proximity to their assigned genes (no more than 50 kb), it is likely that enhancer transcription is not simply due to these chromatin segments being transcribed at a higher rate, or eRNA production being a byproduct of higher promoter The different enhancer classes were linked to their nearest neighbor gene, and expression of the different gene sets was assessed by Gsea, comparing escs at day 0 and day 6-post retinoic acid differentiation. esc-specific and eRNanegative enhancers are defined in the text. Numbers within each box indicate the normalized enrichment score, defined by Gsea. Details on how this score is calculated are provided in the original manuscript describing Gsea. 38 Plus scores indicate a correlation of the gene-set with the Day 0 time point, Minus signs would indicate a correlation with the Day 6 time point. Red indicates a statistically significant (P < 0.05 and FDR < 10%) correlation with the Day 0 time point, black indicates the Nes score was not statistically significant. transcriptional rates. Instead, it appears that promoter-and enhancer-transcription are regulated independently.
Recent work has shown that H3K27Ac and H3K4me1 can be used to mark active (H3K4me1+/H3K27Ac+) vs. poised (H3K4me1+/H3K27Ac-) enhancers, implying that H3K27Ac correlates with enhancer activity. 7, 9 We assessed levels of both histone marks at ESC-specific and eRNA-negative enhancers (Fig. 3) . We found that H3K4me1 levels were similar between ESC-specific and eRNA-negative enhancers. In contrast, H3K27Ac was substantially higher at ESC-specific enhancers, indicating that eRNA production represents a more active subset of enhancers.
eRNA-producing enhancers are hypomethylated and occupied by Tet1
Seminal work in the rapidly evolving field of DNA methylation has revealed that distal cis-regulatory elements, including enhancers, showed lower overall levels of DNA methylation. 39 In this publication, a Hidden Markov Model type approach determined that enhancers exhibit low levels of methylation (LMR), which is an intermediate between unmethylated (unmethylated region, UMR) and fully methylated (fully methylated region, FMR). Of note, the method used (BiSeq) for genome-wide methylation analysis cannot distinguish between methylcytosine and hydroxymethylcytosine. Lack of methylation at CpGs within promoter elements (UMRs) correlates with mRNA transcription, and we hypothesized that a similar DNA methylation pattern would be present at enhancers. As a first step, the degree of DNA methylation for the different classes of enhancers was determined, separated by whether they were eRNA-negative or ESC-specific manner (Fig. 4) in a 5kb window around the center of each enhancer. As can be seen, overall there was a "shift" in that ESC-specific eRNA producing enhancers tended to show a lower level of methylation than eRNA-negative enhancers in the same class. Most surprising was that, while all enhancers exhibit low DNA methylation, many of the ESC-specific eRNA producing enhancers were substantially hypomethylated (peak center methylation < 20%). H3K4me1 marked enhancers did not exhibit as strong a degree of hypomethylation as the other classes. In general, ESC-specific enhancers showed more overlap with UMRs and LMRs (UMRs > LMRs) than either eRNA negative or all enhancers of a given definition (Fig. S2A) , consistent with our earlier analysis ( Fig. 4) . One possibility is that the degree of methylation may simply relate to differences within the local genomic region, i.e., that eRNA-producing enhancers are located within chromatin regions with lower levels of DNA methylation regardless of celltype. To address this, a similar analysis on DNA methylation status in ESC-derived neural progenitors (NPs) was performed. 39 Similar to the original paper, regions of DNA hypomethylation in the two cell types were lineage-specific, with the ESC-specific enhancers showing lower overall levels of DNA methylation in ESCs, but converting to more fully methylated regions after differentiation into a different cell type, indicating that eRNAproducing enhancers are capable of becoming FMRs (Fig. 5) . Collectively, DNA hypomethylation provides an independent discrimination between transcriptionally active vs. inactive enhancers.
Given the correlation of reduced DNA methylation at enhancers and eRNA production, we hypothesized that Tet proteins would selectively bind ESC-specific enhancers over eRNA-negative ones. 39, 40 Tet1 occupancy 40 was determined at ESC-specific eRNA-producing and eRNA-negative enhancers. Tet1 was clearly enriched at NOSM, H3K27Ac, and p300 ESCspecific enhancers over eRNA-negative ones ( Fig. 6; Fig. S2B) . Surprisingly, H3K4me1 positive ESC-specific enhancers showed a smaller enrichment for Tet1 binding, which is consistent with their overall higher DNA methylation. This correlation between eRNA production, hypomethylation, and Tet1 occupancy is highly similar to what is seen at promoters, perhaps indicating a shared biological mechanism for transcription of promoters and enhancers, at least in ESCs.
Given recent interest in identifying active or lineage-critical enhancers, 7,9,28 we queried whether further subdividing enhancers based upon histone modifications into active (H3K4me1+/ H3K27Ac+) or poised (H3K4me1+/H3K27Ac-) would reveal differences in DNA methylation and Tet1 occupancy. We observed that ESC-specific enhancers, whether active or poised, showed lower DNA methylation than their eRNA-negative counterparts (Fig. 7A) . Similar to recently published work, 41 Tet1 occupancy was higher at poised, ESC-specific enhancers than others. Collectively, this indicates that Tet1 occupancy is not simply a result of active enhancers displaying higher levels of H3K27Ac. Recent work utilizing higher coverage nextgeneration sequencing also reveals that among NOSM enhancers, a small number (231 out of 8794) were considered "superenhancers" because they exhibited higher levels of Mediator and were typically larger (»10 kb) than classical transcriptional enhancers. 28 These super-enhancers were both highly active and extremely lineage restricted. We found that super enhancers were predominantly RNAP II-occupied (92%), and 56% were ESC specific. In contrast, among the 8563 non-super enhancers, a minority (19%) were RNAP II-occupied, and 11% were ESC specific, illustrating that the super enhancers and ESC-specific enhancers are functionally similar. Super enhancers exhibited a higher level of genomic-occupancy by Tet1 and lower DNA methylation over a large region of chromatin (>5 kb), although the peak of binding by Tet1 was typically higher for non-super enhancers in a small region (»1 kb) around the center (Fig. 7B) . A similar observation was found in the original publication, 28 with transcription factors (Nanog, Oct4, Sox2) and Mediator components (Med1/12) present on a large (approximately 5-10 kb) region of chromatin, rather than having a single, distinct peak over a smaller region. Thus, ESC-specific enhancers are enriched for lineage-restricted, highly active enhancers.
A Nanog-linked enhancer produces an eRNA in a Tetdependent manner
To better address the mechanism behind eRNA production, we chose to identify a known enhancer linked to a pluripotencycritical locus. Immediately 45 kb upstream of the Nanog locus is a previously described enhancer element 42 originally identified by differential DNase I hypersensitivity (DHS). This same region overlapped, at least partially, with all four classes of enhancers (Fig. 8) . Nanog, Oct4, Sox2, and both Med1 and Med12 occupy this enhancer in ESCs, and Med1 and Med12 exhibit no binding in MEFs. The region shows a strong signal for both H3K4me1 and H3K27Ac, and has a p300-binding site as well, which is not observed in MEFs. In terms of RNAP II binding, there is robust binding that overlaps with the NOS site, which was also determined in the original publication and is not observed in MEFs. To verify our genomic data sets, we queried ENCODEderived data sets available through the UCSC genome browser and found that this region exhibits ESC specific H3K4me1, and in ESCs are occupied by RNAP II and p300 (data not shown). In addition, this region has two distinct LMRs in ESCs that become fully methylated in NPs (Fig. S3A) .
To confirm this region contains enhancer potential, a 2.8 kb fragment of this region was cloned downstream of a fireflyderived luciferase reporter. To drive luciferase expression either a minimal SV40 derived promoter, or a 1.5 kb fragment of the endogenous Nanog promoter was utilized. Clear enhancement of luciferase in the plasmids with the enhancer in either orientation as compared with the same reporter without any enhancer in ESCs was observed (Fig. S3B) . Transfecting the same reporters into a mouse fibroblast cell line (3T3) revealed no change from baseline in luciferase activity, confirming this enhancer is ESC-specific. In addition to the cell-type specificity, there was a consistently lower level of luciferase enhancement when the enhancer was cloned in the opposite orientation (Minus) regardless of the promoter used. While typically enhancers are orientation independent, given the relatively large size of this enhancer (»3 kb) as opposed to most studies, this may simply represent difficulties with DNA bending when the backbone (5.5 kb) is less than twice the size of the enhancer element (5.6 kb). Alternatively, there may be a cryptic insulator within this region, which was not detected by ChIP-seq. Nonetheless, this DNA element is an ESC-specific transcriptional enhancer.
Next, we wanted to confirm that eRNAs are produced from this locus in an ESC-specific manner. Given the debate in the literature as to whether eRNAs are polyadenylated, two different priming methods for cDNA generation were used. RNA was harvested from ESC exposed to RA at different time points, and reverse transcription reactions (RT) were primed with either Oligo dT or random hexamers. Quantitative real-time PCR was performed using two independent primer sets to the eRNA produced by this enhancer and, as a control, primers to Nanog mRNA were used as well (Fig. 9A) . Both sets of primers to the eRNA detected transcript around the RNAP II binding site. As the ESCs were differentiated over a period of 6 d, there was a rapid decline in Nanog mRNA and the eRNA. An almost identical pattern was observed from two distinct primer sets approximately 1 kb 5′ of the RNAP II site, implying the enhancer is transcribed over a relatively long distance (data not shown), as has been observed by others. 13, 14 To confirm that known pluripotency factors bind to this enhancer, we used our previously published metabolic labeling approach 25, 43 with cells expressing biotinylatable versions of Nanog, and two isoforms of the known pluripotency TF Sall4 (Sall4a and Sall4b, Fig. 9B) . As predicted by ChIP-seq, Nanog binds to this enhancer at the expected location, and also bound both isoforms of Sall4. As a positive control, binding by Nanog and both Sall4 isoforms to a well-described enhancer approximately 5 kb upstream of the Nanog TSS was verified; this region has been proposed by others to also represent an alternative promoter/TSS for Nanog. 44, 45 The Nanog-proximal enhancer was removed from our original analysis because it displays high levels of H3K4me3, consistent with the fact that it may have promoter activity. Other regions within the enhancer did not appear to bind either Sall4 isoform or Nanog (Regions 1 and 2) , whereas the region immediately adjacent (Region 4) displayed a lower level of occupancy. Antibody-based ChIP-qPCR was performed to verify Tet1 and RNAP II binding, and also to determine if Tet2 could occupy this region. Both Tet1 and Tet2 bound to a single region (Fig. 9C, Region 4) within the enhancer, consistent with the ChIP-seq data for Tet1. RNAP II exhibited binding to both Region 4 and Region 5, consistent with the ChIP-seq data seen in this region. No binding was detected using a nonspecific antibody (IgG) or an antibody to RPC32 (a core subunit of RNAP III) to any of the elements within the enhancer, the Nanog proximal enhancer, or a genomic region within a gene desert (negative control).
Given that Tet1, Tet2, Nanog, and Sall4 bound to this region immediately adjacent to the RNAP II binding site, we wanted to determine the effect of depleting these factors on eRNA production. ESCs were infected with lentiviruses containing two Figure 6 . Profiles and heatmaps showing the normalized Tet1 signal for different classes of enhancers: esc-specific and eRNa-negative. The x-axis in both profiles and heatmaps corresponds to a 5kb window centered at each enhancer. The y-axis in the profiles reports the average normalized tag counts for all regions considered. each row in the heatmap corresponds to one esc-specific enhancer region. different shRNAs to Sall4, Nanog, Tet1, and Tet2. Cells were selected after two rounds of lentiviral infection with puromycin to enrich for a high multiplicity of infection. After 48 h, puromycintreated cells were collected. A relatively early time point was used to ensure that the ESCs have not yet begun to differentiate based upon morphology (ref. 25 and data not shown). As seen in Figure S4A , the shRNAs induced a substantial reduction in mRNA levels, with an almost complete depletion of the protein as well (Fig. S4B) . The second shRNA to Nanog (shRNA #2) yielded suboptimal knockdown (<50%), and is not shown for 28 is shown over a 10 kb window. a larger window was used because super-enhancers tend to be larger than typical enhancers. Y-axis is either normalized tag count (Tet1) or average DNa methylation. X-axis is distance from the center of the enhancer. The number of enhancers present in each category is indicated in parentheses. subsequent analyses, although it gave similar results to shRNA #1 (data not shown). The pluripotency marker Oct4, showed a modest reduction at the mRNA and protein levels with Nanog or Sall4 depletion, and to a lesser extent Tet1. Tet1 depletion caused a modest reduction in Tet2 (Fig. S4) . The regulation of Oct4 and Nanog by Sall4 is well known, 25, 46 and our results indicate that Sall4 likely regulates the expression of both Tet1 and Tet2. There was a consistent reduction in the levels of Nanog transcript after Tet1 depletion, but not Tet2, as seen previously by others. 47 Two different primer sets to detect the eRNA were used to ensure that spurious PCR products were not being detected. Depletion of Sall4 or either shRNA to Tet1 or Tet2 reduced the eRNA to 30-60% of endogenous levels (Fig. 10A) . Surprisingly, Nanog depletion caused minimal reductions in eRNA level. The reduction in eRNA levels was not due to a global lowering of RNAP II levels (Fig. S4B) .
Given the clear correlation between eRNA production and DNA hypomethylation on a genome-wide basis (Fig. 4) , we wanted to investigate whether Sall4, Nanog, and Tet1 were directly responsible for maintaining the Nanog-linked enhancer in a hypomethylated state. ESCs were infected with a single shRNA for each protein and the empty lentiviral vector, and bisulfite sequencing performed (Fig. S5) . All CpGs (for a total of 41) were sequenced in an approximately 1.8 kb region of the Nanog-linked enhancer that overlapped the binding sites of Sall4, Nanog, RNAP II, and Tet1, and contains a single CpG island (shown in red). As expected, in ESCs infected with the empty vector very little CpG methylation was observed (<5%). Surprisingly, there was essentially no change in CpG methylation with depletion of Sall4, Nanog, or Tet1. These results indicate that enhancer DNA hypomethylation is not dependent upon binding of either pluripotency-associated TFs (Nanog, Sall4) or Tet1 alone.
Collectively, these data demonstrate that the Nanog-linked enhancer produces an eRNA in an ESC specific fashion, is occupied by known pluripotency-associated TFs such as Nanog and Sall4, but also occupied by both Tet1 and Tet2. Depletion of either Tet protein caused a statistically significant change in eRNA levels, showing that enhancer transcription at this locus is partially dependent on Tet proteins.
Additional eRNA producing enhancers show a variable dependence on TFs and Tet proteins
Depletion of TFs and especially Tet proteins has variable effects on promoter transcription, with many genes being activated or repressed, indicating that these factors have pleiotropic effects on RNA production. 25, 40, 48, 49 To determine if the effects on eRNA production observed at the Nanog -45 kb enhancer were a more global phenomenon, we identified 11 additional ESC-specific (eRNAs 2-12), Tet1 occupied enhancers, and measured eRNA levels after shRNA depletion of Sall4, Nanog, Tet1, and Tet2. We found a highly variable response ( Fig. 10B ; genomic regions specified in Table S4 ). For example, eRNA #2 showed minimal changes in its levels after depletion of Sall4, Nanog, Tet1, or Tet2. In contrast, eRNA #4 was reduced after depletion for Sall4 or Tet1, but elevated after depletion of Nanog or Tet2. While some of these effects may be indirect after depletion of each factor, they point to the similarity between enhancers and promoters in their variable response after loss of either transcription factors or Tet1/2.
Discussion
Our work sheds light on the transcription of enhancers to produce eRNAs. Our first step was to identify and characterize enhancers in ESCs using a variety of different criteria to not only delineate which genomic regions possess enhancer potential, but also to systematically exclude other types of genomic features. Excellent work from other labs 22 clearly demonstrates multiple differences between eRNAs and lincRNAs. Specifically, the exclusion of genomic regions with H3K4me3 or H3K36me3 eliminates the possibility of lincRNAs falsely confounding our characterization of eRNAs. Like others, we found that eRNAs were produced typically in a bidirectional fashion (data not shown), consistent with occupancy by RNAP II Ser5p and not RNAP II Ser2p. 30 Collectively, this points to another classification difference that can be used to identify eRNA producing enhancers, i.e., regions bound by the initiatingbut not elongating-form of RNAP II.
The fact that ESC-specific enhancers are more tightly linked to pluripotency-associated genes (Fig. 1B) is not surprising, given that our linking strategies used a distance-based method, similar to others, and that roughly half of the enhancers were intragenic. Thus, the ESC specific transcription of the gene and its linked promoter may partially be related to occupying a similar "chromatin domain," which is relatively permissive of transcription. However, even though the cell-type specificity of the enhancer and promoter are clearly correlated (Fig. 9A) , transcription rates in general from the enhancer and promoter Figure 9 . (A) Nanog mRNa and eRNa levels using different priming methods after exposing escs to retinoic acid (Ra). Two primers for the eRNa are shown to reduce the likelihood that a spurious species was being detected. error bars represent seM of three experiments. (B) Metabolically labeled versions of Nanog, sall4a, and sall4b,which have been described previously, had biochIP performed, followed by quantitative PcR using primers specific to different regions (x-axis). Fold-enrichment relative to sheared genomic DNa (Input) is indicated on the y-axis. a region that exhibits minimal occupancy by pluripotency factors in escs was included (negative control). error bars represent seM of three experiments. (C) antibody-mediated chIP followed by qPcR was performed over the same region using the same primers, with antibodies to Tet1, Tet2, or RNa Polymerase II. as a control, a nonspecific IgG and an antibody to a core subunit of RNa Polymerase III (RPc32) were included. error bars represent seM of three experiments.
show virtually no correlation (Fig. S2B) . In addition, it appears unlikely that enhancer transcription is simply a consequence of being linked to an active promoter, with the eRNA being produced by spurious RNAP II transcription as has been proposed previously, given the lack of correlation between promoters and enhancers. Collectively, our work indicates that eRNA production is specific to a selected group of cell-type specific enhancers. (A) assessing eRNa production using two independent primer sets after shRNa mediated depletion by various factors. an asterisk indicates P < 0.05 difference from the empty vector control using the student t test. (B) assessment of eRNa levels after shRNa mediated depletion of sall4, Nanog, Tet1, or Tet2 from an additional 11 (12-total) enhancers.
By focusing on a single locus, an enhancer linked to Nanog, we confirmed that eRNA production at this genomic region was tightly linked to the pluripotent state. We found very similar results whether we primed our reverse transcription reaction with random hexamers or oligo-dT, implying that at least a fraction of eRNAs produced from this locus is polyadenylated to some extent. This remains an area of controversy, with one group reporting in neurons that eRNAs lack polyadenylation, 14 but other reports indicating that eRNAs can be polyadenylated. 13, 16 The RNA-seq data set used to identify eRNA production utilizes a genome-wide variant of nuclear run-off assays, and is therefore not affected by the presence or absence of polyadenylation for detection of eRNAs. Importantly, given that the polyadenylation of mRNAs tends to be rather long (typically >200 nts), the results from oligo dT priming may simply be related to the presence of a much shorter polyA tract (<20 nt), which could be related simply to the presence of a AT rich region, or perhaps a modified polyadenylation process, distinct from the classical pathway utilized in the cytoplasm during mRNA biogenesis. In addition, while the Nanog-linked enhancer is bidirectionally transcribed (Fig. 8) , most reads arise from the minus strand. The work of others indicates that enhancers transcribed mostly unidirectionally typically produce polyadenylated transcripts, 16 consistent with our own findings. This issue remains difficult to resolve and, in fact, it may be a cell-type-dependent effect that requires substantial further study.
Perhaps the most surprising result was the clear segregation between ESC-specific eRNA-producing enhancers and eRNAnegative enhancers in terms of their Tet1 binding and DNA methylation profiles. Seminal work by Dirk Schübeler's group indicates that distal regulatory elements exhibit either low (LMR) or unmethylated (UMR) regions, which are maintained by the binding of sequence specific factors. 39 In addition, two recent papers have shown that active DNA demethylation is critical to maintain enhancers in a hypomethylated state. 41, 50 Both groups observed an increase in oxidized cytosine species (5′ formylcytosine and/or 5′ carboxcytosine) after TDG depletion at enhancers. While there were subtle differences between the two papers, at least one group 41 observed increased dependence on active DNA demethylation at poised (H3K4me1+/H3K27Ac-) vs. active (H3K4me1+/H3K27Ac+) enhancers, consistent with our observations of Tet1 occupancy (Fig. 7) . This is an interesting distinction between the two, although our own reanalysis of 5mC levels in these enhancers show very little difference between the two (Fig. 7 and data not shown) , implying that an alternative demethylation pathway may exist at active enhancers, perhaps mediated by activation induced deaminase (AID). 51 Recent work published while this manuscript was in preparation demonstrates the interaction between Tet proteins and the enzyme O-linked N-Acetylglucosamine Transferase (Ogt [52] [53] [54] ) raising the important question as to whether Ogt recruitment to enhancers may be critical to their eRNA production, perhaps through Ogt enzymatically altering the C-terminal domain (CTD) of RNAP II. 55 Importantly, the ability of Tet2 to bind OGT and permit histone O-GlcNAcylation was independent of Tet2 DNA hydroxylase activity. 52 Given recent work showing that Nanog can directly interact with Tet proteins and recruit them to specific loci, 56 it will be important to determine if this process is dependent upon DNA hydroxylation by Tet proteins, O-GlcNAcylation by Ogt, or a combination of the two to alter the epigenetic code of an enhancer to ensure proper eRNA production and function.
Recent work from the ENCODE project highlights that the genome contains at least an order of magnitude more enhancers than protein-coding loci. 3 Understanding which of these enhancer elements are critical to lineage-specific gene expression remains a daunting challenge. While distinctions between active and poised enhancers are well established, other, additional criteria would be useful, especially if they could be used to identify enhancers that are critical to lineage-specific transcriptional programs. Our own work, along with a recent description of super enhancers in ESCs, 28 identified specific genomic regions as containing pluripotentcritical enhancers, based upon different criteria, which are likely functionally equivalent. Thus, given that performing RNA-seq on tissues/cell-lines is technically more feasible than identifying genomic occupancy of multiple lineage-specific TFs, eRNA production may be an effective way to identify lineage-critical enhancers. Recent data derived from genome-wide chromosomal interaction studies indicate that eRNA producing enhancers form more interactions with other genomic elements than with transcriptionally silent enhancers, 12, 37 further emphasizing that eRNA production is an excellent marker to identify important cis-regulatory elements.
Materials and Methods
ChIP-Seq data set analysis All data sets were directly downloaded (SRA format) from the GEO omnibus (Table S1 ) and reanalyzed as follows. Raw sequence files were aligned to mm9/NCBI Build 37 using Bowtie (-e 70, n 2, l 28, k 1). 57 Peaks were identified using a two-sided approach by MACS by comparing to a reference sample from the same experiment, typically input, sheared, un-precipitated genomic DNA. 58 We used a P value of <10 -8 to identify high-confidence peaks for histones and 10 -6 for non-histone binding events; to identify histone peaks with a relatively low false-negative rate we choose a 3 log higher P value (< 10 -5 ). The individual files utilized, P values, other criteria used during identification, and original references are included in Table S1 . All peak lists were compared with the peak lists from the original study (where available) to ensure there was at least a 50% concordance in the called peaks. To identify enhancers, a filtering procedure was used to eliminate other cis-acting elements. First, all peaks for the different groups (NOSM, H3K4me1, H3K27Ac, p300/CBP) that were within 2 kb upstream or downstream of the transcriptional start site (TSS) of a well-annotated gene or microRNA site were removed. Next, the remaining peaks were split into intragenic and extragenic peaks. Extragenic and intragenic peaks that overlapped with a region of H3K4me3 (P value of 10 -5 ) were eliminated to remove unannotated promoters/genes or other classes of ncRNAs (such as lincRNAs). Extragenic peaks that overlapped with H3K36me3 (P value of 10 -5 ) were eliminated for the same reason; this could not be used for intragenic peaks since many intronic and or exonic enhancers may show some degree of H3K36me3 enrichment. We also restricted H3K4me1 and H3K27Ac peaks to a size >1 kb. A list how many peaks were removed by each filtering step is provided in Table S5 . For RNAP II, we identified regions occupied by RNAP II total or RNAP II Ser5p (the initiating form) that were not co-occupied by RNAP II Ser2p (the elongating form). To assign these enhancers to genes, we utilized a distance-based approach. Intragenic enhancers were assigned to the promoter within they resided. For extragenic enhancers, they were assigned to the TSS of the nearest gene within 50 kb, either upstream or downstream. A list of enhancers, the genes they were linked to (if present), and the histone mark of the promoter are listed in Table S2 . Super enhancers 28 were taken directly from the supplemental material provided with the manuscript.
Venn diagram generation
To generate the Venn Diagrams showing the common and unique regions in each set of enhancers we used pybedtools and bedtools. In particular, to be able to compare the # intersection in each subset of the Venn diagram corresponding to different classes we used a symmetric intersection operation. This means that given two sets of regions A and B, the order of the intersection operation Ç does not change the number of intersections i.e., # (A Ç B) = # (B Ç A). This is especially useful when a coordinate in a given set span several coordinates in another set, in this case we count always one intersection.
RNA-seq analysis Aligned reads GRO-seq analysis was downloaded from the GEO omnibus (GSE27037). For extragenic enhancers, RNA reads from both strands were counted using the BEDTools suite. For intragenic enhancers to prevent counting reads from sensestrand gene transcription, only the anti-sense strand was counted. RPKMs were assigned by normalizing to the total number of reads from an experiment and the size (in kb) of the genomic feature.
Scatter Plot
The scatter plot reports the Pearson's correlation between the RNA levels of enhancer-gene pairs; each pair was obtained mapping the enhancer to its closest gene. The enhancer eRNA level (y-axis) and the gene mRNA level (x-axis) are quantified in RPKM. The RPKM range 0-2 in both axes was divided into 30 bins, obtaining 900 tiles in the xy plane. The color of each tile is proportional to the number of points presented in it.
Tet1 enrichment Chip-seq data sets for Tet1 was downloaded from the GEO omnibus (GSE26832). The aligned files for Tet1 and Tet1 mock were processed by counting the reads genome-wide in nonoverlapping windows of 200 bp and reporting the normalized reads per million (RPM). The ratio between Tet1 and Tet1 mock in RPM was computed and the Tet1 average profiles and heatmaps were built using a 5 kb window at each peak center of the different classes of enhancers.
DNA methylation Bisulfite-Seq data from GEO Omnibus (GSE30202) was downloaded to obtain the methylation levels in the different classes of enhancers. In particular, the coverage and methylated counts for all CpG regions were used. The average methylation level in a given region was calculated as the ratio between the numbers of reads mapped to any CpG and the sum of the methylated counts inside the region. A track with a resolution of 50 bp was used to build heatmaps and the average profiles for the different enhancers.
RA differentiation data set and Gene Set Enrichment Analysis (GSEA) analysis A time course of retinoic acid differentiation on ESC was downloaded (GSE4679), RMA normalized, and a comparison made between the Day 0 and Day 6 samples of retinoic acid differentiation. GSEA was utilized and normalized enrichment scores determined for the genes linked to different enhancers. Only gene sets with P < 0.05 and False Discovery Rate (FDR) < 10% were considered statistically significant.
Protein, RNA isolation and Quantitative PCR Total RNA was harvested from cells following manufacturer's protocol (Trizol, Invitrogen). Genomic DNA was removed from total RNA samples using a DNase digestion step and passing RNA over a column following manufacturer's protocol (RNeasy Micro, Qiagen). Equal amounts of DNA-free total RNA were converted to cDNA using either the iScript cDNA synthesis kit (Biorad), or for specific priming (random hexamers or Oligo dT) using the Superscript III kit (Invitrogen). Primers used are listed in Table S4 and quantitative PCR (qPCR) was performed on a BioRad iCycler. Quantifications were normalized to an internal control (Actin for RT-qPCR and GAPDH for ChIP-qPCR). 25 Whole cell extracts were prepared as before, 25 total protein measured by a modified Bradford Assay (BioRad), and equal amounts of total protein separated by SDS-PAGE electrophoresis using standard techniques. Antibodies used for western blotting and/or ChIP: anti-Sall4 (Abcam, ab29112), anti-Nanog (Millipore, AB5731), anti-Tet1 (Millipore, 09-872), anti-Oct4 (Abcam, ab19857), anti GAPDH-HRP (Santa Cruz, sc-25778), donkey anti-rabbit IgG-HRP (Santa Cruz, sc-2609). Anti-RNAP II (Covance, 8WG16), anti-RPC32 (Santa Crux, sc-21754), and anti-Tet2 (generous gift of Dr Xiaochun Yu, University of Michigan 52 ). Cell Culture, RA differentiation Gelatin-Adapted CJ9 cells were utilized for all experiments listed. These are a 129svj derived murine ESC line similar to the one we have used previously and were cultured under similar conditions.
25
Chromatin Immunoprecipitation (ChIP) Antibody-mediated chip was modified from the method described by. 59 Cells were cross-linked with 1% formaldehyde for 5 min, and quenched with 125 mM Glycine, 5 min rocking at room temperature. Cells were washed with PBS -/-, collected, and resuspended in 1ml IP Buffer (150 mM NaCl, 50 mM TrisHCl, 5 mM EDTA, 1% TritonX-100, 0.5% NP-40) plus protease inhibitors (1:1000 Protease Inhibitors cocktail (Sigma, P8340-5ML) and 5:1000 PMSF (Sigma, 93482-50ML-F), transferred to 2ml microtubes, and nuclei were pelleted by centrifugation at max speed for one minute at 4 °C. The nuclei were resuspended in 1ml IP Buffer plus inhibitors and sheared by sonication with a Misonix 3000 and microtip to an approximate size of 200-500 bp. The insoluble fraction was pelleted by centrifugation, and the appropriate antibodies added (typically 1-2 μg/500 μL of sheared chromatin) to the supernatant and incubated with rotation overnight at 4 °C. The next day pre-washed Protein A Dynabeads (Invitrogen) were added to the antibody:chromatin and mixed for 90 min at 4 °C. Beads were then bound to a magnet column and washed once with IP buffer (without protease inhibitors), once with High Salt Buffer (500 mM NaCl, 50 mM HEPES, 1 mM EDTA, 1% TritonX-100, 0.1% Deoxycholate), once with LiCl Buffer (250 mM LiCl, 10 mM Tris, 1 mM EDTA, 0.5% NP40, 0.5% Deoxycholate) and once TE Buffer (10 mM Tris, 1 mM EDTA). After final wash the beads were resuspended in 150 μl SDS Elution Buffer (1% SDS, 50 mM Tris, 10 mM EDTA), and reverse cross-linked/eluted overnight at 65 °C. The supernatant was isolated using a magnet the next day. Reverse cross-linked chromatin was treated with RNase A, Proteinase K, and then phenol:chloroform extracted and precipitated overnight with ethanol and sodium acetate. DNA was quantified by fluorometric quantitation (Qubit, Invitrogen), and equal amount of chromatin were used for downstream applications. Detailed protocol available upon request.
Metabolically labeled cell lines that express biotinylatable versions of Nanog 43 and Sall4a/Sall4b 25 have been described previously. Biotin-mediated ChIP (bioChIP) was performed similar to our previous publication. 25 All ChIPs were quantified using real-time PCR on a BioRad iCycler using SYBR Green (Biorad). All ChIP data are normalized to sheared, nonimmunoprecipitated genomic DNA.
Lentiviral generation and infections
Lentiviral constructs developed by the RNAi Consortium (TRC) were obtained from either Open Biosystems or SigmaAldrich. The following constructs were utilized for each mRNA: pLKO.1 is the parental viral vector without shRNA. Sall4 (TRCN0000097821, TRCN0000097824), Nanog (TRCN0000075336, TRCN0000075337), Tet1 (shRNA #1: TRCN0000341848, shRNA#2: TRCN0000341849), and Tet2 (shRNA #1:TRCN0000250893, shRNA #2 TRCN0000250895). Lentiviruses were generated by transiently transfecting 293T packaging cells with the viral vector, VSV-G, and the packaging plasmid pΔ8.9 using Polyethylenimine (PEI) based method similar to (ref. 35 ; detailed protocol available upon request). Virus was harvested at 48 and 72 h post infection and directly applied to ESCs cells plated the day before after being supplemented with polybrene (final concentration of 10 μg/ mL). After a total of two rounds of infection (two days), the viral supernatants were removed from the CJ9 cells and ESC media supplemented with puromycin (final concentration of 4 μg/mL) was applied to the cells for a total of two days to select for cells with a high multiplicity of infection. Cells were then harvested for either RNA or protein extraction and treated as detailed above.
Reporter plasmid generation
The Nanog promoter (chr6:122 656 172-122 657 706; 1535 bp, mm9) and enhancer (chr6:122 611 603-122 614 453; 2850 bp, mm9) were amplified directly from a BAC (RP2-19O18). Both regions were fully sequenced and matched the genomic reference sequence. The Nanog promoter was cloned into the KpnI/Xho I sites of the firefly luciferase vector pGL2-basic (Promega).
The enhancer was subsequently cloned into the SalI site of this plasmid, i.e., downstream of the luciferase coding region, or into the same site of the pGL2-promoter vector (Promega), which contains a SV40 derived minimal promoter. In both cases, both orientations were cloned. Plus orientation indicates that the plus strand of the genomic region is on the same strand as the coding luciferase sequence.
Transient Transfection Assay
The above plasmids were transfected transiently into either CJ9 cells or NIH-3T3 cells using Lipofectamine 2000 (Invitrogen) along with a control plasmid (Renilla Luciferase, pRL-EF). Thirty-six hours after transfection cells were lysed and luciferase activity measured using the Dual-Luciferase Reporter Assay kit (Promega) following the manufacturer's protocol. Luminescence was measured on a Wallac Victor V1420 (PerkinElmer). Background levels of luminescence were obtained from untransfected control cells treated in parallel and subtracted from the luminescence of experimental samples. Firefly luciferase activity was normalized to Renilla luciferase activity following manufacturer's protocol.
Bisulfite sequencing Cells were infected with lentiviruses encoding the empty virus (pLKO.1), or shRNAs #1 to Sall4, Nanog, or Tet1 as above, and after two days of puromycin treatment genomic DNA was isolated using the Qiagen DNeasy kit following manufacturer's protocol). Bisulfite conversion and cleanup were performed using the EpiTect bisulfite kit (Qiagen). Nested PCRs were performed using the primer pairs indicated in Table S4- A small aliquot of the first (outer) PCR was used as a template for the second (inner) PCR, with the following amplification conditions 95 °C × 5min, 95 °C × 30 s, 54 °C × 30 s, 72 °C × 30 s for 25-35 cycles total, 72 °C × 10 min. PCR products were gel purified and cloned using the TOPO-TA cloning method (Invitrogen). Twelve minipreps were prepared for each condition and sequenced (Retrogen). Bisulfite data was analyzed and graphs prepared using QUMA (http://quma.cdb.riken.jp)
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