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Abstract 
The vision for this PhD research project was born out of a desire to study the in situ 
behaviour of suspended nano-materials; specifically, implementing a Raman 
microscopy system for investigating suspended materials in the microfluidic 
environment. The author developed a set of innovative research goals to achieve this 
vision, which include: (1) forming a suitable microfluidic system which can apply 
controlled forces onto the suspended materials on demand, (2) implementing Raman 
microscopy to study the behaviour of particles under the influence of such forces 
while inside the microfluidic system and (3) incorporating the developed 
microfluidic system for investigating suspended materials of low concentration, 
including biological cells and surface-enhanced Raman scattering studies. 
The author comprehensively reviewed devices and concepts that integrate both 
Raman microscopy and microfluidic systems, which are progressively finding their 
way into real world applications for characterising chemical species and cells. 
Additionally, the author also reviewed many data analytical techniques used for the 
interpretation of Raman microscopic data. Dielectrophoresis (DEP), the force 
induced on a particle in the presence of a non-uniform electric field, was chosen as a 
suitable candidate for manipulating suspended particles in microfluidics, as it is 
capable of controlling particles with minimal damage or interference. Consequently, 
using the DEP force, the author demonstrated the novel integration of Raman 
microscopy with microfluidic systems for the study of inorganic, organic and cellular 
materials. 
The author implemented the research in three distinct stages such that the work in 
earlier stages could provide the platform for the future work. In the first stage, the 
author designed a microfluidic dielectrophoresis platform consisting of curved 
microelectrodes. This platform was integrated with a micro Raman spectroscopy 
system for creating a novel system capable of detecting suspended particles of 
various types and spatial concentrations. The curved DEP microelectrodes were 
patterned on a quartz substrate, which has insignificant Raman response. The system 
was benchmarked using polystyrene and tungsten trioxide suspended particles, and 
the outcomes of this novel integrated system showed its strong potential for the 
determination of suspended particles types and their direct mapping, with several 
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unique advantages over conventional optical systems.  
In the second stage of this research, the author developed a novel microfluidic-DEP 
system that could manipulate suspended silver nanoparticles’ spacing in three 
dimensions. Silver nanoparticles are capable of producing strong surface enhanced 
Raman scattering (SERS) signals, allowing the Raman system to detect very low 
concentrations of suspended analytes. DEP provided facile control of the positions 
and spacings of the suspended silver nanoparticles, and allowed for the creation of 
SERS hot-spots. The system was studied to determine the optimum DEP and 
microfluidic flow parameters for generating SERS, and the author was able to 
demonstrate this as a reversible process. This stage of the research used dipicolinic 
acid as the target analyte, and the system was demonstrated to have detection limits 
as small as ~1 ppm concentration levels. The validity of the results was investigated 
using several complementing characterization scenarios. 
In the third stage, the microfluidic-DEP platform was used for trapping and isolating 
yeast cells. Silver nanoparticles were again used for SERS applications, where the 
silver nanoparticles were incubated with the cells, attaching to the yeast cell wall. 
The trapped cells were interrogated by the Raman system in order to obtain deeper 
understandings of cells functionalities and their communications. As such, the SERS 
response of cells was examined under various physical conditions: live vs. dead and 
isolated vs. grouped. Live vs. dead experiments were conducted as a benchmark, to 
observe whether SERS is capable of differentiating cells based on the life condition. 
Additionally, multivariable analysis was utilized to determine what Raman 
signatures were contributing to the differences between the dead and live cell 
spectrum, and hence what chemical signatures contribute to such a difference. This 
stage of the research was expanded to study cells that were isolated from one 
another, and compared those Raman signatures to those from cells in grouped 
clusters. Multivariable analysis was again used for determining the differences in cell 
wall chemical constituents between the two experimental conditions. The author was 
able to extract unique information from such studies, including the importance of 
glycine, or proteins with glycine subunits, in the proliferation of yeast cells. The 
developed system showed great potential as a universal platform for the in situ study 
of cells, their communications and functionalities. 
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Chapter 1 
 
 
Introduction 
1.1  Motivation 
Microfluidics is currently a highly active field, particularly in the context of lab-on-a-
chip (LOC) systems. The field of microfluidics emerged in the early 1980s and it is 
now routinely used in a variety of commercial applications including inkjet print-
heads, LOC systems, deoxyribonucleic acid (DNA) chips, and micro-thermal cooling 
devices to name just a few. In brief, microfluidics includes systems that allow for 
precise manipulation of fluids that are geometrically constrained to small volumes, in 
the order of micro- and pico-litres [1, 2]. 
Microfluidic systems are becoming increasingly attractive in chemistry and 
biochemistry, as they allow for the miniaturisation of systems that are normally 
employed in those laboratories. Microfluidic systems are also useful tools for the 
handling of fluids and suspended materials. As such, they improve the efficiency of 
procedures by enhancing material mobility and vastly reducing required sample 
volumes. Advances in microfluidics have resulted in the creation of many innovative 
technologies in molecular biology processes, proteomics and DNA analysis [2-5]. 
These systems will attract more users for applications in health and safety, 
diagnostics, industrial processes, pharmaceuticals, forensics, food and quality 
control, to name just a few. 
The measurement of parameters in microfluidics is performed using transducers, 
which are required to operate with high sensitivity on small volumes of fluids. 
Examples of potential parameters to monitor include flow rate [6, 7], viscosity [8], 
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heat transfer [9], temperature [10], electrical impedance [11, 12], permittivity [13], 
refractive index [14] and other optical properties [15]. Transducers can be integrated 
into microfluidic devices, onto the surface of the substrates, on the walls of the 
microchannels or integrated within the microfluidic structures. They can be in direct 
contact with the fluids, or they can be fabricated so as to enable contactless detection. 
Some examples of non-optical, non-contact methods of detection that exist include 
capacitance sensors [11], piezoelectric transducers [16-18] and magnetoelectronic 
detection [19]. Transducers can be electrochemical, acoustic, thermal, 
electromagnetic and optical. 
Optical and spectroscopic analysis techniques that are integrated into microfluidic 
platforms can exploit both absorption and scattering techniques, and have been 
extensively reported [20-22]. Different types of spectroscopy systems have been used 
with microfluidics, including ultraviolet visible absorption (UV-Vis), Fourier 
transform infrared spectroscopy (FTIR), fluorescence spectroscopy and Raman 
spectroscopy (inelastic scattering). Amongst these techniques, Raman spectroscopy 
has proven to be highly compatible with microfluidics. Driven by improvements in 
hardware, this technique has largely overcome the concern that it is a “weak effect,” 
as Raman scattering signal intensities are much smaller than their other spectroscopic 
counterparts [23]. When dealing with low volume samples, and possibly low 
concentration analytes, Raman microscopy provides sub-micron spatial resolution 
with very high sensitivity and selectivity for microfluidic systems. Raman 
microscopy can also provide information regarding target materials very rapidly, 
with latencies measured in the order of seconds, or even fractions of a second, 
allowing for real-time monitoring processes to be practically considered in such 
systems. Furthermore, Raman-microfluidic systems can be employed for the study of 
suspended materials and particles in liquids. 
The investigation of suspended micro and nanoparticles’ properties is of utmost 
importance for the understanding and determination of their optical, electronic, 
mechanical and chemical behaviours. These studies are used for answering 
fundamental questions such as: how particles interact with each other in suspended 
forms [24]; how they exchange electrons, photons or phonons when they are in the 
close affinity to each other in liquid media [25, 26]; and how they interact with the 
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chemical components surrounding them [27]. Raman microscopy provides the ideal 
method for the in situ monitoring of suspended materials. Raman spectroscopic data 
provides an optical ‘fingerprint’ of the target materials, detailing their structure, 
composition and chemical interactions. 
Nanoparticles with strong Raman activity are ideal candidates for in-depth study and 
characterisation of systems which integrate Raman microscopy microfluidics. 
Nanoparticles of metal oxides or polymers are ideal nanoparticles, and can be used 
for Raman mapping and depth profiling of microfluidic systems. Raman microscopy 
is able to determine the local concentrations of suspended materials, and using the 
correct data processing techniques, can be used to generate Raman images of the 
system under differing operating conditions. This novel implementation of Raman-
microfluidics will help shed light on an as-yet unknown phenomenon. 
Additionally, microfluidic systems can enhance such studies by implementing active 
control of the nanoparticles positions and concentrations within the fluids. This is 
especially useful for microfluidic systems which implement surface-enhanced 
Raman scattering (SERS) [25, 28-30], as accurate control of the SERS generating 
materials can create localized optical ‘hot-spots’ for enhanced detection. The 
integration of SERS spectroscopy with microfluidics offers additional benefits 
including the significant reduction in analyte and reagent volumes required for 
analysis, accurate control of flow rates and other environmental parameters, facile 
manipulation of analytes, and moreover, low costs of both instruments and 
measurement processes [31, 32].  
However, SERS bio applications are still mainly limited to research laboratories. The 
main reason arises from the fact that the current systems are mostly passive, and 
there is minimal control over the formation of SERS enhancing nanostructures in 
either two or three dimensions in microfluidics [33].  
Current limitation for SERS-microfluidic systems is focused on the difficulties in the 
integration of nanoparticles and nanostructures into microfluidics, control of their 
spacing, limitation in the formation of nanostructures on the surfaces rather than in 
the bulk of the microfluidics and costly procedures [34]. Amongst these, the control 
of spacing between the flowing nanoparticles or the spacing between nanostructures 
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anchored to the surface appears to be a crucial step, as this significantly influences 
the SERS signal intensity. The intensities of SERS signals are of particular 
importance for obtaining the low detection limits necessary for many bio-
applications [30].  
Implementing nanoparticles in microfluidics, instead of the nanostructured surfaces, 
provides the opportunity of controlling their spacings. There are several examples of 
SERS using suspended silver nanoparticles, including the recent works by Guerrini 
et al. [35] and Futama et al. [36] who successfully demonstrated the detection of 
selected analytes using suspended and dry silver nanoparticle aggregates. However, 
such examples are based on aggregating chemical agents, which suffer from many 
limitations.  Obviously, these passive methods of the aggregation of nanoparticles are 
still limited in the control of the spacing to desired values and are mostly based on 
trial and error approaches. Additionally, the duration of the aggregation process is 
not readily controllable using chemicals, and the SERS signals are generally lost 
when the process continues. 
This demonstrates a need for an alternative approach for controlling the location of 
SERS generating nanoparticles - one that does not need aggregating chemicals, does 
not interfere with Raman spectroscopy or require large amounts of power (optical or 
otherwise), and can provide real-time manipulation of the inter-particle spacing. An 
external force can be more efficiently used to control the real-time spacing between 
the particles. One advantage of such external forces, as opposed to passive chemical 
methods, is that the SERS analysis will become independent of the chemical 
aggregating agent. Another advantage is that any possible interference by 
aggregating agents on the SERS signals will be removed, creating a more reliable 
SERS platform for the target analyte. Finally, the system can be universally used for 
all SERS measurement scenarios with minimal requirements for changing the 
chemical recipes each time.  
The high sensitive of SERS in microfluidics opens the door to many potential 
applications. As such, it would be possible to measure very small levels of analytes 
and molecules suspended in liquid. Specifically, molecules exchanged between cells. 
The study of suspended cells using microfluidics had been studied [4, 37, 38], 
however the author proposes that SERS is capable of measuring chemical ‘signals’ 
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exchanged between cells, and with the application of suitable forces, it is possible to 
immobilise cells into specific clusters and study their interactions. 
1.2  Objectives 
The research work for this PhD thesis will use a controllable, active and non-contact 
force for manipulation of suspended materials. In the following work, 
dielectrophoresis (DEP), the induced motion of neutral particles in non-uniform 
electric fields [39, 40], provides the controlling feature. Dielectrophoretic 
manipulations have been widely applied to nano, meso and micro scale materials in 
microfluidics [41]. By changing the applied voltage and frequency, materials can be 
focused to, or repelled from pre-determined locations within the microchannels. Such 
a capability provides a perfect base for the demonstration of microfluidics and 
Raman spectroscopy as a tool for the mapping, recognizing and measuring of 
materials. The integration of microfluidics and DEP has been the key in the 
development of many new and exciting micro-platforms. These platforms have been 
used in applications such as particle counting [42, 43], particle sorting of both 
organic [44-49] and inorganic [41, 50] particles, opto-fluidics [51, 52] and for the 
creation of electronic devices [53, 54]. 
Throughout his PhD candidature, the author has focussed on studying the integration 
of Raman microscopy with microfluidics, while utilising dielectrophoresis as a 
controlling feature. The gaps in current knowledge have been highlighted and as 
such, the primary objectives of this PhD work are targeted towards those gaps as 
follows: 
1. The author of this PhD thesis will first demonstrate that by integrating Raman 
spectroscopy with a microfluidic system, the resultant system can be used to map the 
concentration and type of suspended nanoparticles within the microchannel. In order 
to show the functionality of this system, DEP is used to manipulate suspended 
nanoparticles, producing regions of high and low particle concentrations within the 
microchannel. It will be shown that the integration of DEP and Raman spectroscopy 
can be a powerful tool for in situ analysis of suspended inorganic (WO3) and organic 
(polystyrene) particles. 
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2. Raman-microfluidic systems can be improved with the application of SERS. SERS 
is capable of detecting low concentration analytes, such as dipicolinic acid. Silver 
colloid will be used for generating SERS, as it is commercially available for such 
applications. DEP forces are used for the manipulation of the positions, and hence, 
the inter-particle spacing of suspended silver nanoparticles dynamically. This will 
demonstrate the advantages of the integrated Raman-DEP microfluidic system to 
actively control the spacing of nanoparticles for generating large SERS signals. A 
series of benchmarking measurements with different chemical analytes is presented 
using dipicolinic acid as the target analyte in order to prove the validity of the 
approach. 
3. Furthermore, the author uses the DEP-microfluidic platform with SERS for 
studying the chemical signals being exchanged between cells. Yeast cells will be 
introduced to the Raman-microfluidic device, where the trapping forces will 
immobilise a desired number of yeast cells in either direct contact or greater than 
10 µm from each other. It will be shown that SERS can clearly differentiate between 
live and dead cells. Subsequently, live cells are immobilized into “isolated” and 
“grouped” cell clusters in order to investigate the differences in molecule secretion.  
1.3  Thesis organisation 
This thesis is primarily dedicated to investigating the integrations of Raman 
microscopy within microfluidics, while implementing DEP as a control component 
in the microfluidic environment. The major sections of this thesis are listed as below: 
Chapter 2 provides the literature review of this thesis. This chapter begins by briefly 
describing the principals of operation for Raman microscopy and microfluidics. The 
author then discusses current applications of such systems, organising applications 
based on the type of materials being detected. Raman microscopy data analysis is 
also discussed, with focus on both quantitative and qualitative analysis methods. The 
chapter concludes with a summary review of dielectrophoresis, including both theory 
and applications. 
Chapter 3 describes in detail, the design and fabrication of the experimental platform 
used in this PhD thesis.  
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Chapter 4 begins with numerical simulations of the designed platform for use with 
suspended nanoparticles of WO3 and polystyrene, in order to determine its operating 
characteristics in terms of dielectrophoretic performance. Subsequently, the platform 
was thoroughly studied with Raman microscopy for spatial and depth profiling of the 
resulting in situ particle aggregates.  
Chapter 5 presents the SERS detection of analytes using well-controlled suspended 
silver colloid. DEP was used to provide precise control over the spacings of the silver 
colloid in order to optimise the SERS measurements of the analyte. Dipicolinic acid 
at 10 and 100 ppm concentrations were successfully detected and studied using the 
platform, with only minor modifications needed to the DEP microelectrode design. 
Chapter 6 presents the study of trapped yeast cells in a microfluidic environment. 
The cells were coated with silver nanocolloid to enable SERS detection. DEP was 
implemented in the microchannel in order to trap the cells, where cells were capable 
of being trapped into various group sizes (1 cell, 2 cells, or many cells). The resulting 
SERS spectra were analysed using principal component analysis, where it was found 
that glycine was a potential biomarker for the onset of cell proliferation. 
Finally, Chapter 7 presents the concluding remarks and suggests possible future 
works. 
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Chapter 2 
 
 
Literature review 
2.1  Introduction 
The author of this thesis conducted a comprehensive literature review on Raman 
microscopy integrations with microfluidic devices. This was to reveal the state of the 
art application and methods in the field, and provide the information needed prior to 
the conduction of the PhD research. As such, the material of this chapter has been 
published as an invited paper to the prestigious journal of Chemical Society Reviews 
[1]. 
In this chapter, the author reviews Raman microscopy and microfluidics, with a 
focus on their integration and applications. This review is of the utmost importance 
as it highlights the considerations that must be understood for successful integration 
of Raman microscopy with microfluidic devices used in this PhD research. The 
author organises this into three categories, Raman microscopy, microfluidic 
configuration and applications. 
Additionally, the author reviews the data analysis techniques that can be used for 
studying Raman spectroscopic data. This knowledge is essential for proper 
interpretation and characterisation of the data, and is organised into either qualitative 
or quantitative techniques. Both of these techniques are relevant for this PhD 
research. This chapter also includes an extended review of dielectrophoresis (DEP), 
including both theory and applications. 
 
13 
 
2.2  Microfluidics and Raman microscopy: a brief background  
Microfluidics is currently a highly active field, particularly in the context of lab-on-a-
chip (LOC) systems. Microfluidics allows for the flexible and highly controlled 
manipulation of liquids, suspended particles and biological samples. It is also well-
known that Raman microscopy is a powerful tool that can provide unparalleled 
insight into the organic and inorganic chemical components and biomaterials at low 
sample volumes. Combining Raman microscopy with microfluidics allows for the 
accurate monitoring, analysis and detection of a wide range of samples in 
microfluidic environments. 
The Raman phenomenon was first discovered by Sir Chandrasekhara V. Raman in 
the 1920s [2], and since then, progress has been made in understanding the 
mechanisms and theoretical descriptions of the effect. Raman spectroscopy is 
particularly suited for analytical chemistry, given that it is generally non-destructive, 
requires little or no sample preparation, offers high discrimination between sample 
components and is capable of studying gaseous, aqueous and solid samples [3-6]. 
Raman microscopy is an advanced spectroscopic technique, incorporating optical 
microscopes, excitation lasers, optical filtering and manipulation devices, and 
spectrometers, which offer the advantages of high spatial resolution and optical 
sensitivity, due to the increased photon flux from the highly focused laser source and 
high collection efficiency of the objective lens. By providing specific information 
about the vibrational energy levels of chemical bonds and molecules, Raman 
microscopy is an invaluable tool for ‘fingerprinting’ materials, and is certainly 
finding increasing applications in medicine, biotechnology, material sciences and 
even forensics [7-10]. 
The field of microfluidics emerged in the early 1980s and it is now routinely used in 
a variety of commercial applications including inkjet print-heads, LOC systems, 
deoxyribonucleic acid (DNA) chips, and micro-thermal cooling devices to name just 
a few. In brief, microfluidics includes systems that allow for precise manipulation of 
fluids that are geometrically constrained to small volumes, in the order of micro- and 
pico-litres [11, 12]. 
Microfluidic systems are becoming increasingly attractive in chemistry and 
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biochemistry, as they allow for the miniaturisation of systems that are normally 
employed in those laboratories. Microfluidic systems are also useful tools for the 
handling of fluids and suspended materials. As such, they improve the efficiency of 
procedures by enhancing material mobility and vastly reducing required sample 
volumes. Advances in microfluidics have resulted in the creation of many innovative 
technologies in molecular biology processes, proteomics and DNA analysis [12-15].  
Microfluidic platforms that integrate optical and spectroscopic analysis, exploiting 
both absorption and scattering techniques, have been extensively reported [16, 17]. 
Different types of spectroscopy systems have been used with microfluidics, including 
ultraviolet visible absorption (UV-Vis), Fourier transform infrared spectroscopy 
(FTIR), fluorescence spectroscopy and Raman spectroscopy (inelastic scattering). 
Amongst these techniques, Raman spectroscopy has proven to be highly compatible 
with microfluidics. Driven by improvements in hardware, the technique has largely 
overcome the concern that it is a “weak effect,” as Raman scattering signal 
intensities are much smaller than their other spectroscopic counterparts [18]. When 
dealing with low volume samples, and possibly low concentration analytes, Raman 
microscopy provides sub-micron spatial resolution with very high sensitivity and 
selectivity for microfluidic systems. Raman microscopy can also provide information 
regarding target materials very rapidly, with latencies measured in the order of 
seconds, or even fractions of a second, allowing for real-time monitoring processes 
to be practically considered in such systems.  
Raman microscopy integrations with microfluidic systems (“Raman-microfluidics”) 
have already found a plethora of applications in the analysis of materials from low 
volume liquid media, especially when samples are rare and expensive (medical 
samples; forensic traces and pharmaceuticals), in microreactors for which constant 
monitoring is required (pre-processing of biochemical samples and tissue 
engineering) and monitoring of environmental samples (water quality and 
biosensing). This track record suggests that the integration of Raman microscopy as a 
powerful analytical tool, with the unique properties of microfluidics, will open the 
door to many other important applications.  
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2.3  Raman microscopy: methods of application 
2.3.1  Instrument details and optimization 
The Raman effect takes place when light illuminates a region, interacting with the 
molecules that are present in this region. The incident photons do not have sufficient 
energy to excite a quantum transition from one stable electron configuration to 
another, but the photon interaction does perturb the electron configuration of the 
molecule exciting it to an intermediate, unstable ‘virtual’ state. The molecules relax 
rapidly from this virtual state, reemitting a photon.  Most commonly, this photon has 
the same energy, (and therefore frequency and wavelength) as that of the incident 
photon. However, a small fraction of photons, (on the order of 1 in 10
6
), are 
reemitted with a change in energy (and hence frequency). The difference in energy 
can be attributed to energy gained or lost to vibrational energy in the molecule. As 
such, the photon energy can be shifted to lower or higher frequencies depending on 
whether they lose or gain energy. These shifts in frequencies are called Stokes and 
anti-Stokes shifts respectively. For molecules to exhibit the Raman effect they must 
have non-zero polarisability, that is to say that an incident photon must be able to 
effectively deform the electron configuration of the molecule. The degree of this 
deformation determines the Raman scattering intensity, due to resonant interactions 
with the rotational and vibrational states of the molecule.  
In Raman microscopy, a laser beam is focussed onto the target sample through a 
microscope objective lens. The lens also collects the light, which is backscattered 
from the sample, and passes it to the spectrometer via a dichroic (colour separating) 
filter. Before entering the spectrometer, the elastically scattered Rayleigh wavelength 
(with the same wavelength as the incident beam) is removed by the dichroic filter, 
while the in-elastic Raman components are passed. A conventional Raman 
microscopy system is shown in Figure 2.1, which is comprised of a dichroic filter 
and a pin-hole with a controllable diameter to ensure that only signals from the small 
volume at the focal point are collected. The spectrometer counts the intensity of light 
collected at various frequencies. 
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Figure 2.1: Schematic image of a confocal Raman system integrated with a microfluidic unit. 
 
Raman spectroscopy allows for the integration with microscopic analysis techniques 
and is capable of collecting spectra from very small volumes (< 1 L), making it 
suitable for analysis on the microfluidics size scale. Raman microscopy can approach 
very high spatial resolutions. For example, using a 633 nm laser source with a 
pinhole of 50 µm in radius and a 60×/1.2 numerical aperture (NA) objective, lateral 
and depth resolutions of approximately 0.25 and 1.7 µm, respectively, can be 
achieved. 
The unit for Raman spectroscopy is the wavenumber, the reciprocal of the 
wavelength shift expressed as 1/∆λ with units of cm-1. Raman shifts in the range 10–
400 cm
-1
 can be used to study the rotational aspect of molecular bonds, whereas the 
range 400–4000 cm-1 contains vibrations associated with vibrational-rotational 
structures. For organic molecules the range from 500–2000 cm-1 is known as the 
‘fingerprint’ region. 
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2.3.2  Variations of Raman spectroscopy 
Raman spectroscopy signals are inherently weak; therefore much effort has been 
invested to design Raman systems with enhanced sensitivity and spectral resolution. 
Some of the key Raman spectroscopic enhancement variations are described in the 
following: 
2.3.2.1  Surface-enhanced Raman spectroscopy (SERS)  
SERS was first observed by Fleischmann et al. [19] The effect originates from 
nanocolloids of metals, such as silver or gold, which generate localised surface 
plasmon resonances when excited by a laser source. These plasmonic effects can be 
observed in nanostructured surfaces of such metals as well. The existence of plasmon 
fields enhance the intensity of the Raman signals from chemicals within their range, 
with enhancements as high as 10
8
 reported for well optimised systems. Although the 
fundamental electromagnetic basis of SERS is now well established, surface 
enhancement has also been associated with charge transfer effects in the metal-
adsorbate system (chemical enhancements) [20, 21]. A large number of excellent 
reviews, describing SERS and its principles are already available [21-24]. Access to 
a variety of commercially available colloidal suspensions makes SERS suitable for 
microfluidics. 
2.3.2.2  Resonance Raman spectroscopy 
Vibrational modes associated with excited states are enhanced by matching the 
wavelength of the excitation source to the electronic transitions of the target material. 
This method is capable of distinguishing Raman peak shifts of specific bonds in large 
organic molecules, which would otherwise show complex Raman signatures in the 
spectral region of interest [25]. 
2.3.2.3  Surface-enhanced resonance Raman spectroscopy (SERRS) 
The effects observed using SERS can be studied in more detail by combining them 
with resonance Raman spectroscopy. This combination allows the study of specific 
bonds together with enhanced Raman scattering due to the SERS effects [26-28]. 
SERRS can be readily implemented in microfluidic systems to provide the possibility 
of analysing large proteins and other macro molecules.  
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2.3.2.4  Angle-resolved Raman spectroscopy 
By changing the angle between the laser beam and the sample in Raman microscopy, 
it is possible to gather information about the inelastic photon scattering from the 
various molecular bonds. This point can become quite relevant when dealing with 
large and non-uniform biomaterials, such as live cells in microfluidics. The surface 
morphology of a cell exposes differing physical angles to the incident laser 
depending on the morphology of the cell at that particular location [29-31]. 
2.3.2.5  Coherent anti-Stokes Raman spectroscopy (CARS) 
In CARS, two pulsed laser beams, known as pump and probe beams, are used to 
generate an enhanced anti-Stokes photon. This method has been proven to be far 
more sensitive than traditional Raman microscopy, and is gaining recognition in the 
scientific community [32-34]. CARS microscopy has been particularly effective in 
monitoring the structure and local environment of lipids and water molecules, which 
may be useful for specialised applications in microfluidics [35]. However, CARS is a 
non-linear optical effect that is induced by high peak power laser pulses of short 
duration. The pulses may be subject to dispersive broadening when passing through 
an optical window.  
2.3.2.6  Stimulated Raman scattering (SRS) 
SRS microscopy is similar to CARS in that pump and Stokes probe beams are used 
to make the molecular bonds oscillate in phase while actively pumping the 
vibrational states, leading to significant enhancement of the Raman signal. The 
intensity of the scattered light at the pump wavelength experiences a stimulated 
Raman loss (SRL), while the intensity of the scattered light at the Stokes wavelength 
experiences a stimulated Raman gain (SRG). SRS microscopy has a major advantage 
over CARS in that it provides low-background imaging with improved chemical 
contrast [36], both of which are potentially important for microfluidics where water 
is often the major source of non-resonant background signal in the sample. However, 
applications in microfluidics may once again be limited by dispersive broadening 
when passing through an optical window.  
2.3.2.7  Tip-enhanced Raman spectroscopy (TERS) 
Atomically sharp tips, such as those used in atomic force microscopy (AFM) 
machines, are used in TERS. When coated with nanostructured, plasmonically active 
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metals, these tips produce strong plasmon fields in their vicinity. Hence, TERS can 
have the spatial resolution as small as 10 nm, which has been demonstrated with 
single molecule sensitivity [37-39].  Furthermore, with the development of AFMs 
that operate in liquids, this technology has the potential to be incorporated into 
microfluidic devices [40]. 
2.3.2.8  Transmission Raman 
This method is used to observe Raman signals that are transmitted through the entire 
sample, and hence produce signatures indicative of the bulk material rather than just 
the surface or confocal regions (as is usually the case in traditional Raman methods). 
The most prominent application for transmission Raman spectroscopy is for the 
analysis of pharmaceutical products in microfluidics [41], however other applications 
have also been explored recently, such as protein analysis [21] and studies of 
nanowires [42, 43]. 
2.3.2.9  Spatially offset Raman spectroscopy (SORS) 
Using this method it is possible to obtain Raman signatures for objects beneath an 
obscuring surface by obtaining Raman spectra at two distinct depths, and plotting the 
difference between them. This technique can potentially be used for detecting objects 
hidden by opaque covers, such as detecting packaged explosives, determining the 
ripeness of fruits [7, 44], or combined with an implanted SERS substrate to measure 
transcutaneous glucose levels [45]. Hence, the technique provides the possibility of 
applications in microfluidics under polymeric structures that produce strong diffuse 
scattering or interfering Raman spectra. 
2.3.3  Considerations for Raman microscopy in microfluidics 
Although Raman microscopy systems are relatively versatile tools, there are still 
some limitations which must be considered. Some of these issues are discussed 
below. 
2.3.3.1  Droplet surfaces 
The convex/concave shape of a droplet surface can adversely affect the Raman 
systems ability to accurately measure materials suspended in such droplets. This is 
partly due to the fact that there is a refractive index difference between the droplet 
and the air. Additionally, the shape of the droplet surface creates a lensing effect that 
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distorts the focus and reduces the spatial resolution. Therefore, it may be necessary to 
flatten the surface of droplets either by manipulating the surface tension, or by 
sandwiching the droplet using an optically transparent substrate, such as glass or 
quartz [46]. 
2.3.3.2  Focal length 
As microfluidic walls and substrates can be several millimetres thick, the focal length 
must be long enough so as to penetrate inside the liquid media. The focal length of a 
Raman system is determined by the optical arrangement of the microscope, but most 
importantly by the objective lens. Lower magnification objective lenses tend to have 
longer focal distances, making them more suitable for microfluidic systems. High 
magnification, long working distance objectives can also be used, at the expense of 
optical intensity and hence, reduced signal to noise ratio. Water and oil immersion 
objectives can also be considered. 
2.3.3.3  Detection volume 
Raman microscope systems focus the excitation beam into a small volume using an 
objective lens. The size of the detection area is dominated by the spot size, or 
diameter, of the excitation beam at the focal point (Figure 2.2). This diameter (d) is 
proportional to f the focal length of the lens and  the wavelength of the laser source 
and it is inversely proportional to D, the lens diameter (      ⁄ ). The other 
important parameter for the detection volume is the depth of focus. The depth of 
focus (also known as the confocal parameter) is generally estimated as twice the 
Rayleigh range (the distance between the √   spot size points). The value can be 
approximated as      ⁄ . In order to achieve a small depth of focus the microscope 
must be operated in confocal mode, where the size of the spectrometer entrance slit is 
reduced to the smallest value compatible with the required signal throughput. 
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Figure 2.2: Schematic of the optical system showing the definitions of spot size, depth of field, focal length and 
detection volume. 
 
In microfluidic measurements, the full focal volume is generally placed within the 
liquid medium to ensure that the Raman signals primarily arise from interactions 
with the target analytes. As mentioned previously, the use of high magnification 
microscope objectives for Raman spectroscopy tends to increase the signal to noise 
ratio and reduces the minimum detection limit by focusing the beam more tightly, 
and increasing the collection angle. Targeted detection is also possible in 
microfluidics using mechanical sample stages to move the targets with sub-micron 
spatial accuracy (e.g. piezoelectric stages).  
2.3.3.4  Excitation wavelength 
The optimum choice of excitation laser wavelength is important for Raman 
spectroscopic applications. The intensity of Raman scattering scales inversely as the 
fourth power of the wavelength, so it is generally preferable to use shorter excitation 
wavelengths. However, issues arise when Raman microscopy of biological samples 
is required, since when the photon energy increases, there is the potential to produce 
large interfering fluorescence signals, which can hide the desired Raman signatures 
of the samples [47]. The majority of biological samples are also strong absorbers of 
optical energy, particularly at shorter wavelengths (blue and UV). Modern Raman 
microscopes usually offer several different options for excitation wavelength, 
however for these systems the diffraction grating efficiency and detector sensitivity 
must also be taken into account for each operating wavelength. 
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For biological samples, the use of a typical excitation wavelength of 532 nm can 
produce such fluorescent signals. One solution is to use longer wavelength lasers 
such as red, or near infrared, so that the photon energy is below the fluorescence 
excitation band. While this may reduce the fluorescence in the sample, it also reduces 
the Raman scattering efficiency of the system, requiring higher power lasers or 
longer integration times. Additionally, the choice of excitation wavelength is critical 
for resonance, and surface-enhanced resonance Raman scattering. Wavelengths 
which encourage resonance must be chosen, however other wavelengths will also 
provide smaller intensity Raman signatures of non-resonant bonds [48, 49]. 
2.3.3.5  Optical power 
In general, the scattering intensity can be increased simply by increasing the 
excitation power, but high power densities at the focal point can cause damage to 
thermally liable biological samples. Additionally, high laser power at the focal point 
can cause localised turbulence or induce tweezing effects on nanocolloids in the 
microfluidics [50, 51]. Therefore, the optical power for Raman excitation should be 
carefully optimised in each case to ensure that the sample is not damaged during the 
measurement. Much work has been done in determining the damage threshold for 
optical power applied to biological samples [51, 52]. 
Another strategy to reduce the potential damage to biological samples is to reduce 
the laser exposure time by lowering integration times. However, as the integration 
time is reduced, the signal-to-noise ratio of the Raman spectrum is also reduced. The 
operator must determine a balance between biological material damage and signal 
strength. The choice of the laser power, together with the magnification of the 
objective lens, governs the power applied per unit volume of the microfluidics. A 
larger spot size allows the use of larger powers. Generally, at magnifications of 40 
or higher it is better to keep the laser power under 1 mW for large exposure times. 
Note that flowing fluids will tend to dissipate heat energy and remove damaged 
analytes from the focal region, thereby allowing high laser powers to be used. 
2.3.3.6  Memory effect 
Aside from the many benefits of Raman-microfluidic integrations, there are still a 
few drawbacks. One such drawback is the possible “memory effect”. This is due to 
some particles and analytes sticking to the surface of the microchannels, causing 
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permanent Raman background signals. Many strategies can be devised to eliminate 
this problem. For example, disposable chips can be used to avoid such memory 
effects. However, if reusable chips are desired then the walls should be carefully 
cleaned after each usage or they should be protected during the process to avoid any 
target analyte interaction with them. For instance, a segmented flow system can be 
implemented, in which a thin layer of oil is used to protect the microchannel walls 
from contamination [53-56]. There are also many other methods that can be applied 
to alter the hydrophobicity of the walls and substrate, reducing the occurrence of 
memory effect issues [57]. 
2.3.3.7  Portability 
The creation of portable LOC devices is the ultimate goal of current microfluidics 
research. The dimensions of Raman microscopy equipment are largely determined by 
their accuracy and resolution. Low cost hand-held Raman spectrometers have 
spectral resolutions not exceeding 20 cm
-1
 Raman shifts, while the resolution of 
laboratory spectrometers with optimised diffraction gratings, optical path lengths and 
cooled charged-coupled detectors can be as small as 0.1 cm
-1
. Similar concerns also 
apply to spatial resolution, while cost is a major determining factor for the sensitivity 
of the detector. Lower sensitivity spectrometers require higher laser power, which in 
turn limits the types of samples that can be analysed, particularly organic materials 
that can be damaged at high powers. Methods to reduce the size and complexity of 
the supporting optical equipment are underway; covering ideas such as creating on-
chip laser sources [58, 59] and replacing the confocal lens with other devices such as 
waveguides [60] and fibres [61, 62]. Recently designed “Kinoform” microlenses for 
focussing into microfluidic channels can potentially be used in Raman systems [63]. 
Despite these advances, the greatest difficulty in achieving portability is reducing the 
size of the optical spectrometer while maintaining acceptable resolutions. 
2.3.4  Materials 
2.3.4.1  Metals 
Pure metals in bulk form do not produce any Raman signature; this is due to the 
presence of free electrons in the metal structure, which block the incident light from 
reaching the material bonds. This property makes metals reflective and gives them 
their high electrical conductivity [64]. However, very thin films of pure metals have 
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been shown to produce Raman signatures, as the conductivity of nanometre thin 
films is low enough to allow phonons to reach the metallic lattice bonds [65]. Nano-
colloids and other roughened nanostructures are also capable of producing surface-
enhanced Raman signatures, as discussed in the “Variations of Raman spectroscopy” 
section. 
2.3.4.2  Non-metals 
Raman microscopy is capable of providing a good representation of inorganic, non-
metallic materials; providing information regarding their chemical bonds, lattice and 
crystal arrangements. This capability is particularly useful for identifying different 
morphologies of materials, inorganic polymorphs as well as differentiation of 
amorphous and crystalline material phases [64]. Metallic oxides have unique Raman 
signatures as seen in examples such as TiO2 [65], and MoO3 [66-68]. Additionally, 
Raman scattering can provide unique information regarding the structure of materials 
like graphene where it is possible to identify the number of layers and degree of 
oxidation in its structure [69]. 
2.3.4.3  Organic materials 
Changes in the character or quantity of particular organic bonds can be readily 
assessed by the location, strength and width of the Raman peak shifts. As mentioned 
earlier, the Raman signatures provide detailed information regarding rotational and 
vibrational properties of organic bonds. These Raman signatures can be well 
correlated with FTIR signatures. FTIR spectroscopy is usually used together with 
Raman microscopy for the analysis of organic materials. Although FTIR and Raman 
spectra are similar, their signatures are not always identical. The assessment of polar 
organic molecular bonds, such as C-O, N-O and O-H, produces weak Raman 
signatures but strong FTIR signatures. Conversely, neutral bonds such as C-C, C-H 
and C=C, are less easy to identify with FTIR however they produce strong Raman 
peaks (Figure 2.3). 
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Figure 2.3: Raman shift peak ranges for organic bonds. 
 
Raman microscopy is very sensitive to changes in cell metabolites and proteins, 
demonstrating distinct differences between cells at various stages of cancerous 
growth [70] and can distinguish between healthy tissue, cancerous tissue and even 
pre-cancerous tissue [71, 72]. Raman microscopy is also useful in measuring the type 
of polymeric materials in microfluidics, and their degree of polymerization. 
However, organic materials can be damaged by high energy, low wavelength 
excitation sources as they expose the organic bonds to high energy photons. To 
accommodate this issue, Raman microscopy for organic, biological and medical 
specimens uses near infrared (NIR) lasers, such as 785 nm or 1064 nm, to reduce the 
photon energy. This, however, reduces the intensity of the Raman scattering process 
and necessitates highly sensitive Raman spectrometers and longer integration times. 
Regardless, NIR Raman microscopy has successfully been implemented in 
microfluidics to classify epithelial pre-cancers and cancers [73, 74]. 
The ability of Raman microscopy to produce small detection volumes can be used for 
the targeted analysis of larger organic objects such as cells and tissues. Raman 
microscopy can be used for the identification of individual cells, allowing them to be 
categorised and sorted. The system can produce even more targeted information, 
with Raman signatures being taken from various parts of a larger object, for example, 
targeting a cell where the Raman spectra of the nucleus, cell wall, cell membrane and 
cytoplasm can be acquired [3]. This powerful option allows the detailed analysis of a 
cell’s health, or the ability to monitor the absorption of certain chemical drugs [75]. 
Another example has shown that different locations on a yeast cell produce markedly 
different SERS spectra [76, 77]. Optical power density is again an important 
consideration when dealing with biological materials. Exposure to high optical 
powers has very detrimental effects on a cell, not only thermally, but the high energy 
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can irreversibly damage and even kill a cell [51, 78]. 
2.3.4.4  Aqueous media and microfluids 
Aqueous media are the basis of microfluidics. Pure water produces weak Raman 
peaks at 1640 cm
-1
 and at 3300 cm
-1
 (Figure 2.4) and can be readily used for 
suspending organic materials, particles and analytes [79-83]. Water is also the main 
media used to store and culture living bio-materials. These benefits are what make 
Raman microscopy so powerful for microfluidics. The confocal ability of Raman 
microscopy allows targeting specific areas inside an aqueous suspension, with the 
ability to perform 3D Raman mapping. Furthermore, the intensity of the Raman 
peaks can be used to determine the local concentrations of suspended materials in 
addition to material identification as described previously. 
 
Figure 2.4: Normalised Raman spectra of possible microfluidic substrates such as PDMS, perspex, silicon, glass, 
quartz and water. 
 
Some fluids have strong Raman signatures, which can be used for their identification 
and assessing their concentration in the microfluidics. Some of the examples of such 
measurements are presented in the ‘Applications’ section. Examples of Raman 
studies of aqueous media include alcohols, which show a strong presence of CH and 
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C=C bonds and produce Raman peaks at 1400–1900 cm-1. Additionally, Raman 
spectroscopy operates not only on transparent samples but also on many semi-opaque 
and opaque environments in microfluidics, for which many other optical systems fail. 
2.4  Microfluidic configurations and requirements 
2.4.1  Materials and fabrication 
Microfluidic systems are designed to deal with the behaviour, manipulation and 
precise control of fluids [84, 85]. Microchannels are used to constrain the fluids to 
small scale areas, with some microchannels being less than 100 nm wide [86]. This 
small size allows for the accurate control of flow, making such channels suitable for 
the study of suspended materials and spatial mapping with high resolution. 
Microfluidics not only enable very precise flow control, but also has the potential for 
manipulation of materials suspended in the liquid media by utilising mixing and 
separating to optimise different chemical constituents [87, 88]. Microfluidic systems 
can easily be interfaced with standard laboratory equipment such as syringe pumps, 
microscopes and electronic equipment to enhance the usefulness of their application 
[89]. 
A further benefit of microfluidic devices is the ease of fabrication. “Soft 
lithography”, a phrase coined by Whitesides et al. [90], is used to describe the 
processes for polydimethylsiloxane (PDMS) microfluidic device fabrication. Many 
other materials, such as glass, silicon and SU-8, can also be used for creating 
microfluidic devices, each with a focus on a different application [91]. As such, 
studies have been conducted on understanding the properties of these materials, their 
biocompatibility, their effects on analysis performed in microfluidics [92]. Much 
research has been conducted into microfluidic substrate choice and fabrication 
methods, with detailed analysis of such methods available in references [11, 91, 93-
97]. 
Microfluidic devices based on rigid materials such as glass and silicon are often the 
basis of reusable systems and where severe chemical environments might be used in 
the microfluidics. However, the fabrication processes can be lengthy and require the 
use of high cost facilities and harsh chemicals. Conversely, PDMS is a relatively 
cheap material for the rapid fabrication of microfluidic devices. However, for PDMS 
28 
 
based microchannels there is still a need for a rigid structural platform. This substrate 
can be made from anything with solid structural integrity, biocompatibility and 
preferably optical transparency. In fact, for Raman microscopy, a Raman transparent 
material is necessary. 
Microfluidic devices can introduce significant Raman ‘background noise’ from the 
substrate and structures surrounding the microchannels. Such background noise is 
more noticeable if the channels are made of polymers with strong Raman signals 
(e.g. PDMS) and if the detection site is within close proximity to the polymer, or the 
imaging must be done through a polymer membrane. This can be overcome by 
adding a Raman transparent window into the microdevice [98]. Raman signatures of 
various materials have been acquired using a 532 nm laser source and are depicted in 
Figure 2.4. PDMS and Perspex have many characteristic Raman peaks throughout 
the entire spectral range, making them unsuitable for use in the path of the excitation 
laser. Silicon is usually used to ensure the correct alignment of Raman spectrometers, 
as it has a predictable and strong Raman peak at 520 cm
-1
. Glass has a very large and 
broad Raman peak near 1000 cm
-1
 making it unsuitable as a microchannel substrate 
for detecting analytes with signatures around this range. Advantageously, quartz has 
relatively few Raman peaks, with only a broad peak at around 350 cm
-1
. As a result, 
quartz is an excellent material as the substrate of choice for Raman-microfluidics 
systems. 
2.4.2  Optical transducers and environmental control 
The measurement of parameters in microfluidics is performed using transducers, 
which are required to operate with high sensitivity on small volumes of fluids. 
Examples of potential parameters to monitor include flow rate [99, 100], viscosity 
[101], heat transfer [102], temperature [103], electrical impedance [104, 105], 
permittivity [106], refractive index [107] and other optical properties [108]. 
Transducers can be integrated into microfluidic devices; onto the surface of the 
substrates, on the walls of the microchannels or integrated within the microfluidic 
structures. They can be in direct contact with the fluids, or they can be fabricated so 
as to enable contactless detection. Some examples of non-optical, non-contact 
methods of detection that exist include capacitance sensors [104], piezoelectric 
transducers [109-111]  and magnetoelectronic detection [112]. Transducers can be 
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electrochemical, acoustic, thermal, electromagnetic and optical. The emphasis of this 
review is the integration of Raman spectroscopy; however other transducers are in 
place to assist this purpose. A good example for integrated optical detection is shown 
in Figure 2.5(a), in which an optical fibre is used for Raman spectroscopic detection 
of the analyte in a microfluidic channel [113]. Similar fibre based Raman and SERS 
systems with direct fluid contact have been proposed by others [60, 114]. This 
method requires the optical fibre probes to be in direct contact with the fluid, 
exposing the fibre to possible fouling and eventual damage. On the other hand, 
contactless optical detection in microfluidics can also be implemented, in which the 
laser is focused via an objective lens onto the area of interest for detection in 
microfluidics. Some recent examples include the evaluation of microfluidic mixing 
using confocal optical imaging to monitor the mixing of water and fluorescein die 
[115] and the detection of gas using a PDMS microchannel design integrated with 
confocal fluorescence imaging [116]. Studies of CO2 solubility in water 
(Figure 2.5(b)) [117] and pharmaceutics of promethazine hydrochloride and 
mitoxantrone dihydrochloride are [54] examples of Raman-microfluidic systems for 
online monitoring applications. A number of excellent review papers summarise the 
many optical transduction methods used in microfluidics [6, 118, 119]. 
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Figure 2.5: Raman system integration with microfluidic environments. (a) Integration of optical fibre detection 
into a microfluidic device for the purpose of in situ Raman detection. Reproduced from Ref. [113].  (b) Confocal 
Raman microscopy demonstrating the detection of CO2 solubility in water. Reproduced from Ref. [117]. 
 
2.4.3  Considerations on flow, mixing, filtering and trapping 
In order to obtain the most benefit from Raman-microfluidics, environmental factors 
must be well controlled: flow rates must be chosen which are appropriate for the 
intended application, especially if laminar flow is desired. Additionally, mixing 
between different fluids, suspended particles, analytes and even gases can be 
achieved. These factors must be controlled in order to assure that the target materials 
are efficiently concentrated into the area of the Raman laser beam focal point, so as 
to achieve the maximum Raman scattering. Microfluidic techniques can also be 
employed for filtering, trapping and sorting of suspended materials that enhance the 
selectivity towards the targets [108]. 
2.4.3.1  Flow systems and mixers 
One advantage of microfluidic systems is the ability to provide continuous flow, 
while still using small volumes of samples. Flow in microfluidics can be driven by 
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pressure or vacuum using external pumps [120]. Other mechanisms also exist, such 
as capillary and electro-osmotic flows. The flow mechanisms in the microfluidic 
environment have been comprehensively reviewed [121-123]. 
Mixing is an important aspect to be considered in Raman-microfluidics, as most 
microfluidic systems have low Reynolds numbers and therefore intermixing is 
diffusion limited [124]. Low Reynolds number systems are characterised by the 
absence of turbulence, and the dominance of a laminar flow within the system. 
Examples of laminar flows are seen in many microfluidic structures, especially in T-
junctions (Figure 2.6(a)), in which the fluids are not immediately mixed after 
entering the junction and only intermix gradually through diffusion [125]. Raman 
beam rasterising is one of the most efficient ways of assessing the degree of diffusive 
intermixing, which will be discussed further in the “Applications” section. 
Additionally, laminar flow systems can be manipulated and used for diverting 
streams of fluids, as shown in Figure 2.6(b) – (e) [126].  
 
Figure 2.6: Microfluidic methods demonstrating flow principals, mixers and traps. (a) Conceptual rendering of 
the simplest form of the T-section system, where two fluid inputs enter through channels at the bottom and slowly 
diffuse over the length of the microchannel. Reprinted from Ref. [125]. (b) Schematic drawing of tangential 
microchannels, where the channels can exchange fluid through the shaded area of contact. Laminar flow 
experiments with the aspect ratio, A, of the contact areas as: (c) 100 × 160, A=1.6; (d) 100 × 44, A=0.44; 
(e) 400 × 25, A=0.063. Adapted from Ref. [126]. 
 
If liquid mixing is desired, then special systems must be implemented in order to 
induce disturbances and enhance the mixing ability. Microfluidic mixers are often 
used for accelerating the reaction of chemical constituents. Mixers can also be used 
for the creation of precisely controlled nanoparticles, such as polymer beads [127] or 
metallic colloids [128]. Microfluidic mixers are frequently used with Raman 
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microscopy. They are implemented to enhance SERS signals, as mixing is vital for 
initiating chemical reactions and introducing particles or nanostructures that enhance 
Raman through SERS. The mixing between a silver or gold colloid and a target 
analyte must be as comprehensive as possible for obtaining high intensity SERS 
signals. To this end, micropillar microchannels for the mixing of silver colloids with 
chemicals such as dipicolinic acid have been demonstrated [129]. In a similar 
concept, alligator teeth-shaped PDMS channels were used for effective mixing of 
silver colloid with DNA oligonucleotides [130]. 
2.4.3.2  Traps, filters and sorters 
Trapping, filtering and sorting of suspended materials can be implemented in a 
microfluidic environment. All of these functions can be performed through the 
application of some type of force. The separation of materials, especially biological 
materials, is essential for processes where purer samples are desired. The active 
separation forces that can be readily applied include optical, mechanical, 
electrokinetic, magnetic and acoustic (Figure 2.7(a) – (f)) [108]. 
 
Figure 2.7: Schematic examples of microfluidic traps using forces of: (a) optical (b) mechanical 
(c) dielectrophoretic (d) electrophoretic (e) acoustic and (f) magnetic. 
 
In microfluidics, optical beams are commonly used for trapping (also known as 
tweezing) suspended objects, allowing interrogation of these particles using optical 
methods such as fluorescence or Raman microscopy (Figure 2.7(a)) [131]. Optical 
trapping can be performed using the Raman excitation laser or a separate laser beam 
using single or multiple objectives or fibres. In a recent example, optical traps have 
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been used for isolating bacterial cells in liquid media [50]. It is possible to then 
change the content of the fluid environment surrounding the cells by tweezing them 
in the traps while continuing to monitor their response. In a recent example, a 
waveguide optical trap was used on yeast cells [132]. The waveguide trap has the 
advantage of causing minimal damage to the cells due to the low optical power of the 
evanescent field. The use of optical traps is widespread for analysing cells in fluid 
environments, and many trap designs have been demonstrated [61, 133-140]. 
In microfluidics, mechanical traps require no external inputs beyond the fluid flow 
itself in order to operate, and can also allow for the controlled release of the trapped 
objects through manipulation of the flow. Mechanical traps use specifically designed 
barriers for holding objects in position, and are usually implemented for long term 
studies, including studies of cells (Figure 2.7(b)). If an object in such a mechanical 
trap is to be interrogated using Raman microscopy, it has to be considered that the 
materials used in fabricating such traps can also interfere with the Raman signals. 
Examples of mechanical traps include those for holding single cells, where air 
bubbles are then used to eject the cells at the end of the measurement cycles [141]. 
Other examples use mechanical traps for the optical imaging of live cells in 
microfluidics, while allowing for the ability to modify the fluid environment without 
disturbing the imaging process [142]. 
Electrokinetics is a broad term that covers many phenomena that occur in fluid 
environments, specifically involving the double-layer surrounding the suspended 
materials and the electrical properties of both the media and materials. The most 
studied concepts of these effects, implemented in microfluidics for separation and 
trapping, are dielectrophoresis (DEP) and electrophoresis [108, 143-148]. DEP is 
defined as the force exerted on a suspended dielectric particle in the presence of a 
non-uniform electric field. The magnitude and direction of the force is related to the 
electric field intensity, particle radius, permittivity of the particle and suspending 
fluid, as well as the conductivity of both the particle and suspending fluid 
(Figure 2.7(c)). DEP can be used for trapping and sorting almost any type of 
suspended materials ranging from nanoparticles and carbon nanotubes [149] to cells 
[150] and DNA [151]. DEP based cell traps have been used for quantifying the per-
cell levels of lactic acid production [152] as well as the trapping of DNA with 
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specific strand lengths [151, 153]. Sorting systems based on DEP have been used for 
sorting cervical cells into healthy and tumorous types and can potentially be used as 
an early detection device for cervical cancer [154]. Other systems demonstrate the 
separation of bacteria and yeast cells based on their differing dielectric properties 
[149, 150].  
In microfluidics, electrophoresis can be used to move suspended particles under the 
influence of uniform electric fields. For particles with a surface electric charge, the 
electrophoresis process is affected by surface adsorbed species, and as a result the 
external electric field exerts a motive Coulomb force (Figure 2.7(d)). An application 
of electrophoresis has been demonstrated for the separation and detection of 
chemicals in a hybrid SERS nanocomposite device [155]. 
There are many more methods of trapping and sorting objects in microfluidics [156], 
including acoustic [157] and magnetophoretic processes [158], which are yet to be 
integrated with Raman systems. The schematics regarding their operations are 
presented in (Figure 2.7(e) – (f)). Thermal procedures can also  be considered [159]. 
Interested readers are referred to comprehensive reports which dissect the various 
methods into two categories, active and passive, and proceed to analyse their 
resolution, throughput and efficiency [160]. It is also noteworthy to include a final 
example reported by Lutza et al. [161] who used Raman spectroscopy to image the 
eddy concentration distribution for various acoustic oscillations in microfluidics. 
2.5  Applications 
As discussed, both microfluidics and Raman spectroscopy are extremely useful 
methods in their own right. The integration of the two allows us to capitalise on all of 
the benefits available to microfluidics, such as low analyte volume, tight control of 
the microfluidic environment and portability. Additionally, Raman microscopy 
provides detailed analysis of the target materials, including information from solid, 
liquid and gaseous samples and their environments.  
2.5.1  Investigation of analytes 
One of the most important features of Raman spectroscopy is that it provides 
information relevant to the quantity and types of chemical bonds in the sample. The 
Raman laser beam can be readily focused into a small volume of material within a 
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microfluidic system and allows analysis of only that very small volume. Raman-
microfluidic devices also show great promise for the detection of analytes in 
complex mixtures, as accurate measurements of different analytes can be 
simultaneously conducted [119]. 
Many organic liquids can be efficiently detected with Raman microscopy as they 
have a strong Raman cross-section. There are many reported examples that have 
exploited this property. For instance, Fletcher et al. [162] studied a T-shape 
microfluidic device for the mixing of ethanol and acetic acid. Raman microscopic 
mapping was used for detecting the two analytes at various mixing stages. The 
results show a very well controlled laminar flow in the system. Figure 2.8 depicts the 
Raman beam rasterised image of the T-channel, demonstrating the accuracy of 
analyte detection in a microfluidic environment. This method uses two distinct 
Raman peaks for the detection of ethanol (882 cm
-1
) and acetic acid (893 cm
-1
), and 
can only be applied to those analytes which have non-overlapping Raman peaks. 
There are many more examples of such applications [125, 163-165]. 
 
Figure 2.8: A T-junction microfluidic channel approx. 200 m wide for the purpose of mixing ethanol and acetic 
acid. Insert images show rasterised Raman images of acetic acid and ethanol using their respective Raman peaks. 
Adapted from Ref. [162]. 
 
Microfluidic micro-reactors are used for the careful control and study of reactions. 
Raman microscopy can be incorporated in such systems to investigate small 
volumes, determining the presence of analytes and catalysts during the entire 
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reaction process. Raman microscopy offers high-information content, in-line 
detection within microfluidic based micro-reactors. A very good example is found in 
the work of Leung et al. who used a continuous flow micro-reactor with in-line 
confocal Raman microscopy to measure the concentration of output constituents 
[166]. In their work, the catalytic oxidization of isopropyl alcohol into acetone was 
monitored in real-time. They were able to use the microfluidic environment to vary 
the input chemicals and control the product conversion to precise levels. 
Detection of specific analytes in a liquid is something which is generally of interest 
for sensing, monitoring low concentrations of precious materials, and many other 
process control applications. When dealing with low concentration analytes it is 
important to have a good understanding of the target analyte and to assure that the 
parameters of the incorporated Raman system have been well tuned for the detection 
of those targets. For instance, Raman systems which use NIR excitation can be 
efficiently used for detecting, and accurately measuring the concentration of organic 
samples such as glucose, lactic acid and creatinine [119]. 
Detecting low concentration analytes can be difficult using conventional Raman 
systems; however using SERS, SERRS, and TERS, with either fixed nanostructures 
or colloidal suspensions, it is possible to increase the apparent Raman cross-section 
of the target analyte. For these systems, pre-processors, such as mixers (see section 
“Considerations on flow, mixing, filtering and trapping” in this chapter), are required 
to encourage the efficient bonding of target analytes onto the nanostructures that are 
used for enhancing the signals. Such systems have been used for sensing 
concentration levels in the part-per -million or even -billion levels of analytes such as 
cyanide, dipicolinic acid and malachite green [129, 167]. There are many good 
review papers covering relevant topics in this field [21, 23, 168]. 
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Figure 2.9: Detection of 4-ABT using an open microchannel design. Reproduced from Ref. [169]. 
 
Further enhancements of Raman signals can be achieved by controlling the spacing 
between the SERS colloid at the detection area. It has been shown that colloid 
spacings in the range of 1 – 10 nm produce significant enhancement over randomly 
positioned colloid [170]. This control can be either static or dynamic in nature. Static 
methods use organic and/or inorganic spacers that chemically attach onto the surface 
of colloids, which can be used for obtaining desired gaps between the particles [171, 
172]. The main drawback of such static systems is the lack of real-time tuning ability 
and the interfering Raman signatures seen from the spacers. 
The application of fixed nanostructures in a microfluidic channel for the SERS 
enhancement of analytes is also presented for the detection of many organic samples 
such as components of blood [173]. One of the challenges associated with these 
methods is ensuring enough analyte makes contact with the nanostructures within the 
microfluidic flow. Physical forces such as electrophoretic force can be used for 
bringing the target materials into the enhancement range of the nanostructures.  
The use of similar techniques to detect airborne analytes presents a challenge, as 
these analytes must first be captured either by absorption onto solid substrates or 
suspended in water, after which Raman analysis can occur. In order to accommodate 
this, open channel microfluidics, where one side of the channel is exposed to the air 
environment, have been integrated with colloidal SERS (Figure 2.9) [169]. 
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2.5.2  Materials sciences – nano/micro particles 
The ability to identify and measure suspended materials is very useful with 
applications in assessing water contaminants and micro-reactor outputs, determining 
the concentration of mixtures and identifying unknown suspended materials. Raman-
microfluidics can be employed for determining the quality of soil ingredients (after 
required pre-processing), chemical interactions, catalyst activities and corrosion 
effects.   
Traditional methods of detection involve long preparation procedures, such as drying 
samples and/or centrifuging liquid samples to obtain more concentrated solutions. 
Raman microscopy is capable of identifying many materials, delivering their 
chemical ‘fingerprint’ [174, 175]. A good example is demonstrated in the work of 
Chan et al. [176] where CARS detection of suspended sub-micron sized polystyrene 
beads was shown. This concept was then expanded for the trapping of unilamellar 
vesicles, where the Raman analysis indicated peaks present at 1440 cm
-1
 due to the 
CH2 component in the lipids structure of the vesicles. 
Many nanoparticles are synthesised and kept in colloidal forms, which are suitable 
for microfluidic processing. Raman microscopy can provide invaluable non-invasive 
information about such colloidal systems: the type of suspended nanoparticles can be 
identified, the colloid concentration can be determined using the intensity of Raman 
peaks and even the size of nanoparticles can be measured from the Raman peak 
shifts and their widths [177]. Raman microscopy can be efficiently employed for 
nanoparticles that generate surface plasmon resonances, such as gold and silver 
colloids, and can be used to determine their size during synthesis [178]. Raman-
microfluidic systems are well-suited to analyse the interaction of chemicals and 
organic analytes on plasmonic nanoparticles [179]. Additionally, Raman microscopy 
can be used to determine other nanoparticles such as carbon based particles (carbon 
nanotubes, carbon black and graphene) metal oxides and chalcogenides using their 
strong Raman peaks [177, 180].  
One difficulty with handling suspended materials in microfluidic environments is the 
‘memory effect’. This effect is due to the attachment of materials to the inside 
surfaces of the microchannels, as discussed in the “Considerations for Raman 
microscopy in microfluidics” section. This memory effect can introduce unwanted 
39 
 
Raman signals, giving false readings of concentration, and requiring the regular 
replacement or cleaning of microdevices. In an effort to minimise these issues an 
oil/water interface is created on the inside surface of the microchannel to minimise 
the chance of material attachment. Additionally, the flow system is performed as 
micro-bubbles, or nanodroplets, of liquid in order to minimise the time the 
microchannel surface is exposed to potential fouling materials [53, 54]. 
2.5.3  Analysing biological samples 
Raman-microfluidic devices are ideal for analysing biological samples, and have 
found many applications in biology and biomedicine. They are attractive devices for 
non-invasive biological studies as live samples can be analysed, they have high 
sensitivity to even molecular scale interactions and hence only very small sample 
volumes are required. This section addresses biological applications of Raman-
microfluidic devices and highlights their uses in specific studies. 
2.5.3.1  Proteins 
Proteins play important roles in many biological functions such as cell signalling, 
immune responses, cell structuring, cell adhesion and cell life-cycles. They are 
sensitive biological constituents requiring non-invasive and non-destructive 
measurement methods. Proteins are made up of chains of amino acids, which 
produce strong Raman signatures, specific to the type of amino acids. As a result, 
they can be differentiated using Raman microscopy with a good accuracy. 
Proteins such as enzymes and antibodies, as well as carriers and membrane proteins, 
have been studied extensively in microfluidics [13, 52, 181, 182]. Raman-
microfluidic devices can be efficiently utilised in the study of the behaviour of 
proteins, their functionalities and their responses under various stimuli. Microfluidics 
can also be used for purification of proteins from other components of a cell and this 
entire process can be continuously monitored using Raman microscopy [183]. 
Enzymes and antibodies can be incorporated into microfluidics to establish highly 
sensitive Raman microscopy based label free molecule specific biosensors [184, 
185]. Additionally, SERS, SERRS and TERS can be used for enhancing the 
detection of suspended proteins. A good example involves the SERS detection of 
cytochrome c and lysozyme proteins from a suspension at various concentration 
levels by Yang et al. [186] Additionally, the SERS detection of bovine serum 
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albumin (BSA) has been demonstrated using gold colloid, with detection limits 
shown to be as low as 100 pM [187]. 
2.5.3.2  Deoxyribonucleic acid (DNA) and ribonucleic acid (RNA) 
DNA and RNA are the storage media for genetic information and are constructed 
from either ribose or deoxyribose sugars. The importance of nucleic acids is clear, 
and their identification and characterization is paramount for many research fields. 
From a technical view, DNA strands are the most specific bio-components that are 
latched onto their complimentary strands. DNA samples are employed in many 
applications including the recognition of genetic abnormalities and also used heavily 
for forensic identification. Other uses for DNA include genetic engineering, 
bioinformatics, disease identification and biosensing [188-192]. DNA produces 
Raman spectroscopic signatures and can be readily dispersed in aqueous media, 
makes Raman microscopy well suited for detection in microfluidic systems for 
processing of DNA. The Raman detection of DNA is widespread through the use of 
SERS, as SERS provides the ability to coat colloids in DNA friendly substances 
[193, 194]. The use of a microfluidic SERS mixer to detect single DNA 
oligonucleotides has been shown to accurately determine their concentrations [130]. 
The simultaneous detection of multiple DNA oligonucleotides using SERS has also 
been demonstrated, where a multi-gradient microfluidic channel was used for 
controlling the microfluidic environment. Labelling the DNA oligonucleotides can 
also assist in differentiating between the Raman signals (Figure 2.10) [195]. 
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Figure 2.10: Raman-microfluidic devices for the mixing and detection of DNA: (a) Without immobilized DNA 
(b) With non-complementary immobilized DNA (c) After treatment with carboxyfluroscein for creating 
complimentary immobilized DNA. Reproduced from Ref. [195]. 
 
For DNA monitoring in microfluidics, many issues should be taken into 
consideration. Polymerase chain reaction systems can be integrated into the Raman-
microfluidic device, providing enough DNA strands for the detection. The 
application of linkers, dyes and surface seeking groups are important factors as they 
allow for the efficient adhesion and immobilisation of the DNA strands for 
monitoring processes [26, 27]. Pre-processing procedures such as mixing and 
filtering are also important in DNA Raman-microfluidics. As an alternative to colloid 
mixing there are reported implementations which use solid microchannel features to 
achieve mixing and Raman enhancement [195, 196]. 
2.5.3.3  Cells 
The structure of a cell is complex, with many biological constituents in its make-up, 
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such as proteins, DNA, amino acids and various other components. Raman 
microscopy is well suited to the simultaneous detection and selective analysis of the 
components of such complex mixtures. Additionally, cells are more active in liquid 
environments, where nutrients can be absorbed from the liquid, and communication 
chemicals released [197, 198]. Microfluidic systems are ideal for sustaining cells in 
an aqueous environment where constant control of the chemical makeup and other 
aspects of this environment is possible [197, 198]. Such control is especially 
important for extended studies where cells are cultured through their entire life-cycle. 
Furthermore, Raman-microscopy can be used to monitor the chemical signatures of 
each stage of this life cycle and hence allows for the classification of cells into 
lifecycle states, including viable, necrotic and apoptotic [199-201]. 
Raman-microfluidic systems are capable of identifying and studying contaminating 
cells, including bacteria, for situations such as water quality control and studying the 
effects of antibiotics on particular strains. A practical example of how Raman-
microfluidic devices are used in such applications is demonstrated by Knauer et al. 
[202] A water quality monitor was developed in order to ensure that no single E. coli 
cell be present per 100 ml of water, and was designed to have internal antibody 
capture sites for E. coli. (Figure 2.11(a)) The system operation required a specific 
volume of water to pass through a microfluidic channel, fitted with E. coli trapping 
sites, after which silver colloid was introduced to coat any trapped E. coli cells. 
Using the prominent 565 cm
-1
 Raman peak, the system was capable of detecting the 
presence of any E. coli cells, even down to the single cell level. 
 
Figure 2.11: Schematic of a Raman-microfludic device fitted with antibody capture sites. Cells are captured at 
these sites, were Raman interrogation of the sample occurs. Image not to scale. Reproduced from Ref. [202]. 
 
It is possible to take advantage of the high confocality offered by Raman microscopic 
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systems for the analysis of individual components of cells, avoiding the need to 
destroy the cell. As an example, Raman analysis has been performed on suspended 
Bacillus anthracis spores to determine the amount of calcium dipicolinate contained 
inside the spores [203]. It is also possible to classify tumour cells depending on their 
internal chemicals, demonstrating how Raman-microfluidic devices can be used to 
identify specific types of tumour cells from a larger sample of unknown cells [61]. 
Microfluidic systems can be implemented to filter and sort cells, with the ability to 
create highly pure cell samples. Raman microscopy is able to detect differences and 
defects in cells, and coupled with suitable microfluidics, can be used as the sensor 
component of a cell sorting system. An optical trap has been used for such sorting, 
where lymphocytes were identified and sorted. Lymphocytes are vital to the human 
immune system and there are many variants with a range of specific functions [204]. 
The cells are trapped at a Raman detection site where they are then categorised and 
positioned inside special holding areas, creating pure sample batches of the 
lymphocyte types. Microfluidic traps provide Raman-microfluidic systems with the 
capacity to study cells that are exposed to changing environmental conditions, with 
systems being used for studying the effects of medical drugs on cells. To this end, a 
Raman-microfluidic system to study the behaviour of yeast cells under various 
environmental conditions has been demonstrated [205]. 
Temporal studies of cells are possible with Raman-microfluidic systems. As an 
example, Chinese hamster ovary (CHO) cells have been studied using a Y-shaped 
microfluidic channel used to mix cells with SERS colloid [206]. The cells were 
monitored over time using Raman microscopy, and it was found that Amide I levels 
reduced over time. Furthermore, spatial experiments were also conducted on the 
CHO cells, creating an x–y Raman map, together with a z–axis profile showed that 
there was a strong indication of C–H deformation peaks from proteins near the centre 
of the nucleus. 
2.5.3.4  Tissue  
Raman-microfluidics has found applications in tissue engineering, where the benefits 
of such systems include the continuous flow of nutrition and vital gases like oxygen, 
as well as the constant withdrawal of waste products [207, 208]. Additionally, 
microfluidics provides the perfect platform for studying fundamental biological 
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phenomena, including exposing tissue to environmental variations at critical growth 
stages to monitor its effects [209]. The applications of this technology are 
particularly important for the study of drugs, where tests can be implemented safely 
on live human tissue samples in a highly controlled environment while allowing for 
accurate measurements. This could drastically reduce the failure rate of potential 
drugs involved in human clinical trials [210]. Some examples extend this concept as 
far as ‘organ-on-a-chip’ microsystems, which allow for in vitro organ-level studies, 
as opposed to cell-based systems [211]. Raman microscopy can be applied to these 
‘organ-on-a-chip’ systems for the inline detection and monitoring of samples, 
providing accurate measurements of chemical constituents. Raman microscopy 
would allow for non-invasive and non-contact detection in the LOC environments, 
providing contamination free and well controlled results. With the use of SORS or 
transmission Raman it is possible to analyse 3D tissue samples, with penetration 
below the surface of the tissue samples, proving valuable feedback on the internal 
process of tissue samples [4, 212-217]. 
2.5.3.5  Other organic samples 
In addition to the aforementioned organic samples, Raman-microfluidic systems are 
capable of studying many other biological candidates, including DNA-cell, DNA-
protein, virus, toxins and cell-protein complexes [218], and their compositions with 
non-organic chemicals [192]. 
Raman microfluidic systems are also excellent tools for investigating zygotes and 
embryos. The monitoring of zygotes and embryos in microfluidic environments that 
simulate their host are particularly important for the investigation of genetic 
deformations, abnormalities and other such issues and provide invaluable 
information about the process of their growth. Raman microscopy has already been 
used to identify and study yeast zygote cells in an effort to apply such Raman 
mapping for the label free study of cell proliferation [219, 220]. 
In vitro fertilisation (IVF) treatments currently rely on visual inspection of the 
morphology of an embryo in order to determine its viability as an IVF candidate. 
Research currently suggests that Raman microscopy can assist in the identification of 
ideal candidates, in combination with morphology characteristics [221, 222], with the 
potential to increase the IVF success rates [221, 222]. Furthermore, microfluidic 
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environments can be used to enhance the monitoring and handling of embryonic 
cells, as microfluidics would allow for high throughput approaches [223-225]. The 
microfluidic environment can even be used for the fertilisation process of embryos, 
allowing the initial stages to be carefully monitored before placing it into the host 
[223, 224, 226]. 
2.5.4  Pharmaceuticals 
Raman microscopy can be used for investigating the effectiveness of developed 
drugs in the controlled microfluidic environment. Different scenarios can be 
‘simulated’ and tested using Raman-microfluidic systems, using low cost processes 
and small volume samples, before the pharmaceuticals are tested on animals and 
human. Multi-component pharmaceuticals can also be tested and the results could be 
categorised using different data analysis processes [227]. 
Microfluidic micro-reactors can be used for pharmaceutical production and testing, 
and every stage of the process can be carefully controlled. Raman microscopy can be 
used to give real-time feedback on the chemical reactions in such systems [228]. For 
example, Raman microscopy can support the screening of polymorphic structures, 
and support the chemical development process as it is scaled-up [229]. Lipids are 
often essential components of colloidal pharmaceutics. Raman microscopy has 
proven particularly sensitive to lipids, which contain unique Raman signal producing 
hydrocarbon chains. Raman microscopy can determine the structure of lipids to 
determine the packing behaviour and phase transitions [230]. 
2.5.5  Forensics 
Accurate forensic analysis is required by authorities for obtaining successful 
prosecutions. Current systems rely on electrophoretic DNA chips, which require pre-
processing, filtering and polymerase chain reactions to enhance the number of DNA 
strands [231]. Alternatives to these DNA chips include optical options such as 
fluorescent systems, which require the use of fluorescent tags [232, 233]. Raman 
systems can also be used for DNA characterisation, providing a quick and thorough 
analysis of biological forensic markers. Raman analysis has been used for the 
forensic analysis of body fluid traces [234] including whole blood [235], vaginal 
fluids [236], forensic pharmaceutical investigations [237], explosives [7] and drugs 
of abuse [238]. 
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Microfluidics has the potential to enhance this field, as the majority of the forensic 
samples are organic in nature and can be suspended in liquid, and therefore can be 
measured in Raman-microfluidic devices. Furthermore, microfluidics provide ideal 
lab-on-a-chip environments, therefore sample preparation can be conducted in a fast 
and portable fashion. Samples of DNA and other body fluids can be stored in their 
liquid forms, and Raman microscopy provides a non-destructive method of testing, 
allowing the sample to be re-used if required. With all these benefits there is still the 
issue of portability and costs, which have been thoroughly discussed in the 
“Considerations for Raman spectroscopy in microfluidics” section. Low cost devices 
and access to the right data banks are required for widespread forensic analysis using 
Raman-microfluidic devices. 
2.6  Data analysis 
Analysis of Raman spectroscopic information is extremely important for gaining the 
correct insights. Raman spectroscopy data is not as definitive as the information 
obtained from a DNA characterisation, but it is far more specific than most other 
optical analytical tools such as normal light microscopy and UV-Vis absorption 
spectroscopy. Complex organic compounds generate a large number of Raman peaks 
which are hard to distinguish and categorise. Therefore the accurate analysis of data 
from Raman- microfluidic systems is an important issue. Raman data can be used for 
not only qualitative analysis (determining the type of materials in the microfluidics 
environment), but also for quantitative analysis (determining the concentration of 
materials). A brief table for comparison of the major Raman spectra data analysis 
techniques is presented in Table 2.1. 
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Table 2.1: Comparison of Raman spectra analysis techniques. 
Technique Description Qualitative Quantitative Examples 
Hierarchal cluster 
analysis (HCA) 
Order Raman spectra into 
hierarchy of commonalities 
YES NO 
Bacteria strain [239] 
respiratory syncytial virus strain 
[240] 
Bacteria on milk [241] 
Bacteria in food [242] 
Counterfeit drugs [243] 
Human blood [244] 
 
Principal 
component 
analysis (PCA) 
Reduce Raman spectra down to 
several principal components, 
determining the score values for 
each spectrum 
YES NO 
Tetracycline antibiotics [245] 
Suppositories [246] 
Preeclampsia [247] 
Medicine counterfeits [248] 
Saliva from lung cancer patents 
[249] 
Laryngeal cancer diagnosis [250] 
 
Partial least 
squares (PLS) 
  Multivariate regression 
technique where a set of known 
(expected) chemicals is 
compared against the complex 
spectra in order to extract a 
linear relationship between the 
known concentration of a 
particular component and the 
intensity of Raman spectral 
information 
 
NO YES 
Pharmaceutical tables [251] 
Prednisone in tablets [252] 
Tetracycline antibiotics[245] 
Illicit street drugs [253] 
Suppositories [254] 
Human blood plasma [255] 
Principal 
component 
regression (PCR) 
Linear regression is used on the 
principal components of the 
Raman spectral data to obtain 
the quantity of the Raman 
principal components within a 
Raman spectrum (similar to 
PLS, without the known spectra) 
 
NO YES 
Polyurethane [256] 
Gestational hypertension [247]  
Identification of medicine 
counterfeits [248]  
Laryngeal cancer diagnosis [250]  
Saliva from lung cancer patents 
[249] 
 
Deconvolution 
Breakdown of complex Raman 
spectra into known bond peak in 
order to identify and quantify its 
components 
 
YES NO 
Human skin samples [257] 
Cancer cells [258] 
Carbon nanotubes [259] 
Wavenumber 
correlation 
    Comparing a known Raman 
spectrum to the unknown and 
determining its correlation 
 
YES NO 
Graphites [260] 
Poly(L-lysine) [261] 
 
Linear regression 
    The concentration of the 
sample is measured using the 
intensity and/or widths of 
Raman peaks, where a linear 
relationship between the known 
concentration values and the 
Raman spectral data is made 
NO YES 
Dipicolinic acid [129, 262] 
Promethazine [54] 
Glucose [263, 264] 
 
2.6.1  Qualitative analysis  
Qualitative analysis focusses on Raman spectral information that describes the types 
of materials being detected, essentially using a chemical’s ‘fingerprint’ to determine 
its presence in the microfluidic system. For simple Raman spectra it is convenient to 
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compare a known Raman spectrum to the unknown spectrum and determine the 
correlation in terms of peak positions and relative intensities.  
Wavenumber and peak intensity can be readily applied for analysing single targets or 
multiple targets where the peaks of the different components do not overlap 
excessively. In microfluidics it is likely that, due to presence of multiple chemicals, 
spectral data will be multivariate in character, containing Raman signatures from 
many components simultaneously. Analysis of multivariate data should provide 
researchers with statistical information about the type a relative abundance of the 
analyte in the environment. These analysis methods are most suited to biological 
candidates such as proteins, amino acids, sugars, DNA, RNA, lipids and gases, 
where the Raman spectrum would contain the peaks from a large number of chemical 
constituents. 
There are a number of different multivariate analysis techniques that exist for 
determining the components of complex Raman spectra. These techniques are 
capable of extracting useful information using a variety of data-driven processes for 
analysing Raman-microfluidics data. 
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Figure 2.12: Examples of qualitative evaluation of multivariable using Raman microscopic data. (a) Raman 
spectrum of -lactoglobulin (b) deconvoluted spectrum using Lorentzian peak shape and (c) deconvoluted 
spectrum using Gaussian peak shape. Adapted from Ref. [257] (d) Hierarchical cluster analysis from the average 
Raman spectra of three yeast cells types. Adapted from Ref. [265]. (e) 2-D plots show the separation of data 
based on different components of a cell. Reproduced from Ref. [78]. 
 
2.6.1.1  Deconvolution of Raman spectra 
Multivariate Raman spectra can be deconvolved, or broken down, into the known 
peaks for various Raman-active bonds. The resulting deconvolved spectra can then 
be analysed using direct wavelength correlation to determine its components. Two 
main techniques are used for the blind deconvolution of Raman spectroscopic data, 
the Lorentzian and Gaussian methods, which help to narrow the scope of the blind 
deconvolution process [257, 266]. These two techniques have been compared against 
each other for the study of several proteins, where deconvoluted Raman data was 
used to determine the effect of heat treatment on C-H bonds of the proteins (Figure 
2.12(a) – (c)) [257]. Other examples where deconvolution has been used for Raman 
spectral analysis include the study of human tissue samples [267], studies of single-
wall carbon nanotube (SWCNT) exposure on mice [259] and prostate cancer cells 
[258]. 
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2.6.1.2  Hierarchical cluster analysis (HCA) 
HCA seeks to order a series of spectra into clusters based on a hierarchy of 
commonalities found in the Raman data [268]. This technique is used mostly for 
categorising biological samples, where they can be organised and identified into their 
types using Raman microscopy information. Examples of HCA for Raman data 
analysis include investigating and classifying single yeast cell types (Figure 2.12(d)) 
[265], cells grown in different environmental media [269] and various bacterial 
samples [270]. 
2.6.1.3  Principal component analysis (PCA) 
PCA compresses Raman spectral data into a fixed number of features (principal 
components), by calculating the orthogonal directions (scores), associated with the 
maximum variance in the Raman data. This method implies that there is a fair 
amount of redundant data in the Raman spectrum, as one element can contribute to 
many Raman bands [271]. The score points are then plotted against one another and 
used to identify trends and groups of common Raman signatures. PCA is commonly 
used for qualitative analysis of biological Raman spectra, including the analysis of 
coronary artery tissue [272], both primary human keratinocyte and human cervical 
squamous carcinoma cells (Figure 2.12(e)) [78], leukaemia cell life cycle states 
[201], breast cancer diagnosis [273] and ethanol content in consumable tequila [274]. 
Other recent work has shown the application of PCA for studying the outputs of 
hyper-spectral Raman imaging in an effort to map the locations and intensities of 
specific components over the image [275]. 
2.6.2  Quantitative analysis 
Raman spectroscopy is capable of providing quantitative information on target 
materials, allowing determinations of particle sizes [276] and concentrations of 
materials and components in the target area. For particles between 5 and 50 nm it is 
possible to determine their size by using the broadening characteristic of certain 
Raman peaks [276-279]. Other examples for diamond structures use Raman peak 
shifts for determining sizes between 0.1 and 2 nm [280, 281] or to determine the 
strain on a particular bonds [282]. 
For quantitative measurements of concentration, it is common to use methods such as 
regression analysis, where the concentration of the sample is measured using the 
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intensity and/or area of Raman peaks. Regression analysis creates an analytical 
relationship between the known concentration values and the Raman spectral data. 
Once the concentration relationships have been determined it becomes possible to 
assess the concentration of some unknown sample. Examples which implement this 
technique to determine concentration include analytes such as dipicolinic acid [129, 
262], promethazine [54], mitoxantrone [54] and glucose (Figure 2.13(a)) [263, 264]. 
Quantitative analysis of several components simultaneously, especially when these 
components have overlapping Raman peaks, can be a complex issue. However, this 
is a scenario which is commonly seen for many measurements where contaminants 
and interfering reagents exist. There is always a trade-off between the number of pre-
processing stages for purification of samples and the complexity of the quantitative 
analysis. Obviously a high degree of qualitative analysis is also included in 
determining the quantities of chemicals in complex systems, as these systems are 
multivariate in nature and require some form of statistical analysis. 
Partial least squares (PLS) is a multivariate regression technique where a set of 
known (expected) chemicals is compared against a complex spectrum in order to 
extract a linear relationship between the known concentration of a particular 
component and the intensity of Raman spectral information. As PLS requires prior 
knowledge of the target chemicals it is usually coupled with a qualitative technique, 
such as PCA, for determining the presence of any target chemicals. PLS has been 
used for detection of glucose, lactic acid and creatinine at various concentrations 
(Figure 2.13(b)) [119]. Further examples include the analysis of mass fractions of 
Ba(NO3)2 [283], concentrations of oxytetracycline [245] and sample fractions of 
carbon, magnesium, sodium and potassium from soil samples [284]. 
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Figure 2.13: Examples of quantitative evaluation using Raman microscopic data. (a) SERS spectra of varying 
concentrations of glucose. The calibration plot obtained from the spectra is shown as an inset. Reproduced from 
Ref. [264].  (b) PLS prediction of magnesium (Mg) content of soil samples. Reproduced from Ref. [284]. 
 
Principal component recognition (PCR) is a multivariate quantification technique 
that is, in some ways, is similar to PLS. PCR uses the principal components of the 
Raman data to generate the linear concentration relationships, as opposed to the 
expected chemical specific Raman spectra from PLS strategies. PCR requires the 
calculation of principal components, similar to PCA, and also assumes the presence 
of redundant data in the Raman spectra. Unlike PLS, this method does not require the 
Raman signature of the target chemical, as it uses the principal component. However, 
this fact also makes PCR analysis less stable for determining concentration 
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behaviour, as the principal component may not only contain Raman information 
from the desired material, but also information from other materials. Nevertheless, 
PCR has been widely used for determining quantitative data from Raman spectra in 
examples such as thermoplastic polyurethane analysis [256], preeclampsia 
(gestational hypertension) studies [247], identification of medicine counterfeits 
[248], laryngeal cancer diagnosis [250] and for the study of saliva from lung cancer 
patents [249]. 
 
2.7  Extended review on dielectrophoresis 
The author employed dielectrophoresis (DEP) for the manipulation of nanoparticles 
in this PhD research. In this section, the fundamentals that describe the DEP force 
will be described and the justification for its use by the author of this PhD thesis will 
be presented. 
2.7.1  Dielectrophoretic force 
DEP is defined as the interaction of a non-uniform electric field, E, with a particle, 
inducing motion in the particle [285, 286]. The DEP force, of which motion is the 
result, is defined as [287]: 
 EPFDEP  .

 
(2.1) 
where P is the induced dipole moment of a polarisable particle and E is the quasi-
static electric field, expressed as [288]: 
       ktEjtEitEtzyxE zzyyxx

  coscoscos,,,  (2.2) 
where φ is the phase component of the applied electric field, t is the time, and ω is 
the angular frequency of the electric field. The dipole moment, P, is dependent on the 
geometry of the particle. For a spherical particle, the dipole moment is 
defined as [287]: 
 EfrP CMmedium  0
34  (2.3) 
where r is the radius of the particle, εo = 8.854×10
-12
 (F·m
-1
) is the permittivity of 
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free space, εmedium is the relative permittivity of medium and  fCM(ω) is the Clausius-
Mossotti (CM) factor, which was defined for spherical particles as [144]: 
**
**
2 mediumparticle
mediumparticle
CMf




  (2.4) 
where, particle
*
 and medium
*
 are the complex permittivities of the particle and the 
suspending medium, respectively, each defined as:  



i
*  (2.5) 
where, * is the complex permittivity, is the relative permittivity,  is the 
conductivity of the particle/medium and  is the applied electric field frequency. 
After combining equations (2.1)-(2.3), the DEP force applied on a spherical particle 
can be calculated as [287, 289]: 
        
zyx
rmsCMmediumrmsCMmediumDEP EfrEfrF
,,
2
0
32
0
3 Im4Re2

 (2.6) 
The DEP force equation above consists of the addition of two distinct types of DEP 
force. The first DEP force is proportional to the real part of the CM factor and the 
spatial non-uniformity of the electric field. This force is referred to as the classical 
DEP force, and is responsible for pushing the particle away from, or towards, the 
regions of highest electric field gradients. 
The second DEP force term is called travelling wave DEP, and it is proportional to 
the imaginary part of the CM factor [290]. This force is also proportional to the 
spatial and electrical phase non-uniformities of the applied electric fields. This force 
pulls particles towards, or away from, the direction of electrical wave propagation. 
This force is only present when there is an electrical phase difference present, and 
when this is not employed the classical DEP force equation is dominant. 
2.7.2  Clausius-Mossotti spectrum 
The polarity of the DEP force equation (equation (2.6)) is governed by the CM 
factor, and can be used to predict the behaviour of the particles when they are 
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exposed to non-uniform electric fields at a particular frequency. The CM factor 
accounts for five important factors of a DEP system, including: (i) the shape of the 
particles (i.e. spherical, cylindrical or ellipsoidal) (ii) the interior structure of the 
particles (i.e. multilayer structures) (iii) the dielectric properties of the particle and its 
structures, composed of its conductivity and permittivity (iv) the dielectric properties 
of the suspending medium and (v) the frequency of the applied electric field [143]. 
The last parameter can be adjusted for the desired DEP behaviour, while the first four 
parameters are intrinsic to the particles and medium.[291] 
The CM factor is usually simulated over a wide range of electric field frequencies in 
order to determine at what frequency the DEP force will be ‘positive’ or ‘negative’ in 
magnitude. A positive DEP force (when Re[fCM(ω)] > 0) causes the suspended 
particles to be attracted the areas of highest electric field gradients. A negative DEP 
force (when Re[fCM(ω)] < 0) causes the suspended particles to be repelled from those 
areas. Additionally, the ‘cross-over’ frequency is where the DEP force is neither 
positive nor negative, and indicates the transition between the two states. For 
complex multi-layer particles there can be more than one cross-over frequency. Prior 
knowledge of the polarity of Re[fCM(ω)] over the desired frequency range provides 
the information needed to tune the DEP force for the intended application. In this 
thesis, the CM factor is simulated for each of the suspended materials at each stage 
of the project, calculated and simulated in chapters 4, 5 and 6. 
2.7.3  Microelectrode designs 
The non-uniform electric field gradients that are required for inducing DEP force can 
be generated through a number of various microelectrode configurations. Each 
configuration can be designed to produce distinct electric field gradients for trapping, 
sorting and moving suspended particles [292-294]. Some selected microelectrode 
designs which allow trapping and concentration of suspended particles under flow 
include: (i) interdigitated (ii) oblique and (iii) curved microelectrode configurations. 
The dominating features of each design are briefly described as follows: 
i. Interdigitated 
Interdigitated, or parallel microelectrodes, generate high electric field gradients 
directly above their surface. This property is useful for microfluidic DEP 
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applications, where the DEP force is applied to particles in the areas above the 
electrodes. This design offers an additional benefit to microfluidics, whereby the 
electrodes can be designed wide enough to cover the entire microchannel floor. 
There have been many applications and discussion regarding DEP trapping and 
sorting in microfluidics using interdigitated microelectrodes [295-300]. 
ii. Oblique 
The oblique microelectrode configuration is advantageous to microfluidic systems 
where constant flow is desired. These microelectrodes produce the highest electric 
field gradients at the tip regions, allowing particles to be trapped in those regions. 
Compared to the interdigitated microelectrodes, this electrode design captures only a 
small amount of suspended particles from the fluids. These electrodes have been 
extensively demonstrated for DEP trapping of particles in microfluidic flow systems 
[301-303]. 
iii. Curved 
The curved microelectrode generates its highest electric field gradient between the 
microelectrode tips, similar to the oblique design. However, the curved design of 
these electrodes also enhances electric field gradients along the channels centre line 
in order to ‘funnel’ suspended materials towards the microelectrode tips. This effect 
increases the trapping efficiency of this design, allowing more particles to be trapped 
using DEP. This design has been investigated for applications of cell sorting [150, 
304, 305], carbon nanotube capture [149] and optofluidics [108, 306, 307]. 
2.7.4  Motivation for DEP integration 
The aim of this PhD research project is to implement a Raman microscopy in situ 
monitoring system in microfluidics. The DEP force was chosen to enhance the 
controllability and trapping of suspended materials, while still allowing for constant 
flow microfluidics. The author implemented the curved microelectrode configuration 
as it provided high density trapping at the microelectrode tips, while still allowing for 
strong DEP forces across the entire microchannel centreline. Using this design the 
DEP force can be accurately tuned for trapping materials at the microelectrode tips, 
while allowing the concentration of materials at the tips to be accurately controlled 
by varying both the frequency and magnitude of the applied AC signals. This is 
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particularly useful for Raman microscopy, where high concentrations of suspended 
particles can be readily created at the microelectrode tips, allowing for strong Raman 
signals to be captured (as will be seen in chapter 4). Additionally, silver nanocolloids 
can be manipulated using DEP for creating SERS hot-spots. The these hot-spots can 
be readily controlled using DEP forces, where DEP can help optimize the spacing 
between the suspended silvers, as will be seen in chapter 5.  
DEP forces can be readily applied to cells, where the DEP force is capable of 
trapping them without damage. This is advantageous, especially for Raman 
microscopy where the cells must be immobilised before a Raman spectrum from the 
cell can be taken. DEP is capable of controlling the distribution of trapped cells, and 
is able to trap cells isolated from one another, or in larger cluster (as will be seen in 
chapter 6). These are the motivations for implementing curved microelectrode DEP 
in this PhD research project. 
2.8  Summary 
In this chapter, the author presented applications of Raman microscopy integrations 
with microfluidic devices, Raman-microfluidics. In addition, he presented several 
statistical techniques for use with Raman-microfluidic data as well as a brief 
overview of DEP and its applications for this PhD research. A major portion of this 
chapter was submitted for publication consideration in Chemical Society Reviews. 
In this PhD research program, DEP force was chosen as the controlling feature in the 
microfluidics. The curved microelectrode design provides consistent and predictable 
trapping locations, while still maintaining acceptable trapping efficiency and 
controllability. The integrations of Raman-microfluidic devices with DEP will be 
further elaborated in chapters 4, 5 and 6. In the next chapter the author describes the 
fabrication and testing of a microfluidic-DEP platform used in his PhD research 
project.  
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Chapter 3 
 
 
Design and fabrication 
3.1  Introduction 
This PhD thesis focusses on the integration of Raman microscopy with microfluidics, 
while utilising dielectrophoresis (DEP) as a controlling feature. The microfluidic 
device was designed and fabricated in order to interface with the existing Raman 
microscopy equipment. The PhD work uses two different DEP-microfluidic 
platforms; each platform targeted a different size category of suspended materials. 
Both platforms implemented a DEP microelectrode array patterned onto a quartz 
slide. A microfluidic channel was then fabricated and attached to the patterned 
electrode structure. The two devices were differentiated by the size of the 
microfluidic channel and the DEP microelectrode spacing. The reason for these 
differences will be discussed further in the “Design” section. 
In this chapter, the author details the fabrication process of the microfluidic 
platforms, including details of the DEP microelectrode and microfluidic channel 
dimensions. Simulations relevant to the platforms, and why the dimensions were 
chosen, will be presented prior to their respective results and outcomes in Chapters 4, 
5 and 6, as each simulation module varies depending on the materials and fluids 
used. 
3.2  Design 
3.2.1  DEP microelectrodes 
In the following chapters the author presents experiments where curved DEP 
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electrodes are used. This particular design allows control of both hydrodynamic and 
dielectrophoretic forces to create a highly focused stream of particles in the 
microchannel [1-4]. Curved microelectrodes provide controlled and repeatable areas 
of high and low particle concentrations under constant flow conditions. Constant 
flow conditions are desirable as they allow for the constant refreshing of particles at 
the electrode tip regions. The curved microelectrodes do not produce 
electrothermally induced vortices near the electrode tips, which is a requirement for 
the repeatable in situ Raman microscopy studies of suspended nanoparticles 
particles. Other electrode designs are more optimised for low flow or no flow 
microfluidic systems, which are not desired in this case. The DEP microelectrode 
designs contain 40 electrode pairs spanning the entire length of the microfluidic 
channel with individual dimensions of both designs detailed in Figure 3.. The DEP 
microelectrode mask was designed by the author’s collaboration, Dr. Aminuddin 
Kayani, using the Advanced Design Systems (ADS) software package. 
The initial DEP microelectrode design used curved microelectrodes with tip spacings 
of 20 µm. This spacing was most suitable for experiments involving suspended metal 
oxide nanoparticles, as strong positive and negative DEP forces could be applied to 
them. However, experiments involving smaller nanoparticles did not experience 
strong DEP forces at 20 µm spacing; therefore in order to increase the DEP force 
applied to them the electric field intensity was increased. This increase was 
implemented by reducing the electrode tip spacing to just 5 µm, increasing the peak 
electric field intensity by a factor of 10. These smaller electrode spacings were more 
difficult to fabricate, as the presence of smallest contaminants of dusts could produce 
short circuited microelectrodes in the development process. 
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Figure 3.1: Dielectrophoresis electrode mask designs: (a) microelectrode design with 20 m tip spacings and 
(b) microelectrode design with 5 m tip spacings. 
 
3.2.2  Microfluidic channels 
The microfluidic channel was a simple rectangular structure, which was formed from 
polydimethylsiloxane (PDMS). The channel designs are shown in Figure 3.2, where 
3 mm diameter reservoirs were introduced at the ends of the channel to introduce and 
exhaust liquid. 
Two different microchannel designs were used for this work. The first microchannel 
design was used in conjunction with the larger 20 µm spaced microelectrodes. The 
width of the channel was chosen as 400 µm such that the entire structure of the 
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electrodes could be exposed to the suspended particles. The channel was 16 mm long 
in order to accommodate 40 microelectrode pairs along the channel. A depth of 80 
µm was chosen as it provided enough depth to avoid the blocking of the channel by 
clustered nanoparticles as well as contaminations entering the reservoir. These 
microchannel dimensions were well suited to experiments involving suspended metal 
oxide particles; however the microchannel volume was unnecessarily large for 
experiments involving more high cost samples.  Therefore a new channel design was 
required for precious silver nanoparticle mixtures.  
The smaller microchannel was designed to be used in conjunction with the 5 µm tip 
spaced electrodes. As such, the width of the microchannel was reduced to 120 µm so 
that only the high electric field areas of the microelectrodes were present inside the 
channel. Not all of the microelectrode pairs were required for these experiments, 
therefore the channel was shortened to 10 mm long to capture approximately 2/3 of 
the total number of microelectrode pairs. Finally, the depth was set to 50 µm, as it 
provided sufficient depth so the particles would not block the microchannel, but was 
also sufficiently shallow such that the electric fields produced by the microelectrodes 
could capture particles at the far reaches of the microchannel. 
 
Figure 3.2: Schematics of microfluidic channel designs. (a) Larger microchannel design which is 80 m deep, 
400 m wide and 16 mm long. (b) Microchannel alignment with electrodes of 20 m tip spacing. (c) Smaller 
microchannel design which is 50 m deep, 120 m wide and 10 mm long. (d) Microchannel alignment with 
electrodes of 5 m tip spacing. 
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3.2.3  Device substrate 
The PDMS material forming the walls of the channel exhibit inherent Raman peaks 
[5], which can interfere with the performance of Raman spectroscopy. To reduce the 
effect of PDMS interference, the channel floor was formed from a transparent 
substrate. The electrodes were patterned on this substrate and confocal Raman 
spectroscopy was performed through the substrate in an inverted configuration 
(Figure 3.3). This ensured minimal interfering signal was collected from the PDMS. 
 
Figure 3.3: Graphical schematic of the Raman-microfluidic systems principal of operation. 
 
Glass is the substrate most favoured for the fabrication of DEP electrodes [6-11] as it 
is cheap, non-conductive (essential for DEP electrode use), transparent at visible 
wavelengths and non-reactive to most biological materials. However, glass is Raman 
active in the low wavenumber region and also exhibits a broad peak at 1000 cm
-1
 
[12]. Other substrates widely used in microfluidics include silicon wafers coated with 
thin non-conductive silica layers [13] and polymer-based substrates [14]. However 
these substrates are also Raman active. Alternatively, quartz was used in this work as 
the substrate for the electrode pattering. The Raman response of quartz is 
insignificant compared to the Raman signals of interest [15, 16]. 
3.3  Fabrication 
The fabrication process for the microfluidic-dielectrophoretic device is detailed in 
two distinct phases: DEP microelectrode fabrication and microfluidic channel 
fabrication. The final phase involves fabricating the function generator interface 
device. 
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The process for fabrication of the DEP microelectrodes constitutes a top-down 
photolithography process, whereby a desired microelectrode pattern is used to block 
exposure of photoresist to UV radiation [17]. The resulting pattern in the photoresist 
is developed, and consequently used to prevent etching of the underlying metallic 
layers. This process is very similar to that used for the fabrication of printed circuit 
boards. 
The PDMS microchannels are fabricated using ‘soft-lithography’, a phrase coined by 
Whitesides et al. [18]. Briefly, the process first involves creating a rigid 
microchannel relief structure, typically using SU-8 photoresist on a silicon substrate. 
Wet PDMS is placed over the structure and left to cure. The cured PDMS structure, 
once removed from the mould, has the microchannel patterned into it. The 
fabrication processes of both the electrode patterns and the PDMS microchannel will 
be described in further detail in the following sections. 
3.3.1  DEP microelectrodes 
In this section, the author will detail the procedures for the fabrication of the DEP 
microelectrodes onto a quartz substrate. A flowchart summary of the microelectrode 
fabrication process is shown in Figure 3.4. 
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Figure 3.4: Flowchart summary of DEP microelectrode fabrication process. 
 
3.3.1.1  Substrate preparation 
A standard process for cleaning the substrates was devised to ensure the quality of 
the fabricated devices. The presences of particles and contaminants on the substrate 
surface or exposure masks would result in irreversible defects in the final product. 
The cleaning begins using acetone to remove grease and particles from the surface, 
and is applied using a lint-free swab. The surface is rinsed with 2-propanol 
(isopropanol) and de-ionized (DI) water to remove acetone and particles, and blow 
dried using compressed nitrogen (N2). Visual inspection is carried out to ensure 
proper cleaning prior to subsequent fabrication steps. 
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3.3.1.2  Chromium and gold layers 
The quartz substrate was electron-beam coated with 50 nm of chromium (Cr), 
followed by 150 nm of gold (Au) as in Figure 3.5(a). This created a total 
microelectrode thickness of 200 nm. The thickness of the Cr layer is critical to the 
adhesion ability of the electrode structures to the quartz substrate. If the Cr layer is 
too thin, the electrodes will not adhere adequately to the quartz and will readily 
washed away. The disadvantage of making a thicker Cr layer is the increased 
fabrication time, as the Cr layer must be chemically etched away. As for the Au 
layer, this layer provides a highly conductive and relatively inert surface. If the Au 
layer is too thin there is a chance that fluid will come into contact with the Cr layer 
and begin to corrode the electrodes. If the Au layer is too thick it can disturb the 
laminar flow movements close to the bottom surface of the channel. In the case of 
this research project, the choice of electrode thickness was as small as possible so as 
to avoid the aforementioned issues. 
3.3.1.3  Photolithography 
All photolithography process, including those needed for the microfluidic PDMS, 
were conducted in a class-1000 clean room with a relative humidity of 40 % and a 
temperature of 22 °C. The quartz substrate was spin coated with AZ1512 
(Microchem) photoresist using a Karl Suss RC8 spinner. The spin cycle begins at a 
rotational speed of 500 rpm for 5 seconds, with an acceleration of 100 rpm/sec, in 
order to spread out the deposited photoresist. This is followed by a spinning cycle of 
3000 rpm for 30 seconds, with an acceleration of 300 rpm/sec. 
The quartz substrate is then baked in an oven at 90°C for 20 min (Figure 3.5(b)) in 
order to evaporate solvents from the photoresist. The substrate was exposed to 
ultraviolet (UV) light through a chromium mask, which contained the pattern of the 
microelectrodes show in Figure 3.1, using a MJB3 mask aligner. The exposure dose 
was adjusted to match that required by the microchem datasheet (125 mJ·cm
-2
). The 
substrate is placed in a solution of AZ400K developer (1:4) in order to develop the 
microelectrode pattern in the photoresist (Figure 3.5(c)). The microelectrode pattern 
was examined under an optical microscope to ensure the pattern was not under or 
over developed, and to ensure the electrode parts would not develop with a short 
circuit between them. If the microelectrode pattern was not ideal, the AZ1512 was 
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removed using acetone, and the photolithographic processes repeated. 
3.3.1.4  Wet etching 
The etching of undesired gold, which constitutes the top layer of the Au:Cr stack, is 
removed using nitro-hydrochloric acid, formed  by mixing 1 part nitric acid (HNO3) 
with 4 parts hydrochloric acid (HCl). The etching process for the Au layer takes 
approximately 40 seconds, and is monitored by sight, after which it is thoroughly 
rinsed with DI water. 
The substrate is rinsed and cleaned using the process in “substrate preparation,” after 
which a chromium etchant is then used to remove the excess chromium (Figure 
3.5(d)) in a process that takes approximately 75 seconds. The chromium etchant is a 
solution of 4% nitric acid (HNO3), 11% ceric ammonium nitrate (Ce(NH4)2(NO3)6) 
and 85% water (H2O). 
Finally, the substrate is thoroughly cleaned with acetone, isopropanol, DI water and 
blow dried with N2. The microelectrodes are examined under an optical microscope 
to ensure no photoresist remained after washing, and to ensure the microelectrode 
patterns were not under/over etched. 
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Figure 3.5: Detailed cross-sectional images of the fabrication process. 
 
3.3.2  PDMS microfluidic channels 
The microfluidic devices was fabricated in a class 1000 clean room using standard 
‘soft lithography’ fabrication procedures [18]. The procedure involves two stages; 
the first stage involves the creation of an SU-8 mould onto a silicon wafer. The 
second stage utilizes the SU-8 mould to create a PDMS relief structure of the 
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microchannel. A summary flow chart of the PDMS microchannel fabrication process 
is shown in Figure 3.6. 
 
Figure 3.6: Flowchart summary of PDMS microchannel fabrication process. 
 
3.3.2.1  Microchannel mould fabrication 
The process begins using SU-8 2050 (Microchem), which was spin coated (using a 
Karl Suss RC8 spinner) onto a clean silicon wafer to form a layer either 80 or 50 μm 
thick, depending on the device design. The settings for the spin coater involved a 
500 rpm, 5 second spread cycle, with an acceleration of 100 rpm/sec. The next stage 
of the spin cycle was lasted for 30 seconds, with an acceleration of 300 rpm/sec at 
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either 2500 or 3000 rpm depending on the required thickness. The photoresist was 
baked at 65°C for 3 minutes, followed by 95°C for 15 minutes, as stated in the 
microchem datasheet. 
The expose dosage of UV through a printed mask using an MJB3 mask aligner was 
either 120 or 150 mJ·cm
-2
 depending on the SU-8 thickness. Post-exposure baking 
took place with 2 minutes at 65°C followed by 7 minutes at 95°C. The SU-8 was 
then developed in microchem SU-8 developer for approximately 6 minutes, and hard 
baked on a hotplate at 190°C for 20 minutes. The remaining structure is used as the 
PDMS master mould. 
3.3.2.2  Fabrication of PDMS microchannel block 
A perspex mould is created in 3 mm thick Perspex by using computer numerical 
control (CNC) milling machine fitted with a 3 mm milling bit. The mould is cleaned 
and placed over the hard-baked SU8 channel created in the previous step.  
Wet polydimethylsiloxane (PDMS, Sylgard Dow), which is mixed at a 10:1 ratio of 
polymer to curing agent, was stirred for 2 minutes to ensure proper mixing. The 
mixture placed in a vacuum chamber to remove air bubbles. The PDMS was poured 
into the SU8 master mould and left to cure at 75°C for 1 hour. Once the PDMS was 
fully cured, it was peeled off the mould structure where holes of 0.9 mm diameter 
were punched in the ends to facilitate the input-output of fluids.  
3.3.2.3  Assembly with microelectrode substrate 
The PDMS was aligned and attached to the electrode structure on the quartz slide as 
seen in Figure 3.2. No special procedure was used to ensure bondage of PDMS to the 
quartz slide, as it was found the natural sticky quality of the PDMS was enough to 
hold it in place. However, to ensure a reliable PDMS-quartz bond the microfluidic 
system was always run in ‘refill’ mode, where the syringe is pulling the liquid 
through the channel. This action creates negative pressure inside the microchannel, 
ensuring the PDMS does not de-laminate from the quartz. 
Microtubes, with an internal diameter of ~400 μm, were placed into the holes 
punched into the PDMS. These tubes allowed the interfacing of syringe pumps and 
samples with the microchannel. Wires were also bonded to electrode pads on the 
quartz slide using conductive copper tape.  
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Figure 3.7: Fabrication process for microchannel PDMS block. (a) SU-8 photoresist on silocon wafer. 
(b) Developed SU-8 mould of microchannel. (c) Wet PDMS over SU-8 mould. (d) Fabricated PDMS 
microchannel structure. (e) PDMS microchannel structure attached to quartz electrode slide. (f) Photograph of 
completed microfluidic device with blue food die in the microchannel. 
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3.3.3  Function generator interface 
In order to facilitate the connection between the DEP microelectrodes and the 
function generator, an interface device was designed and built. The function 
generator used in these experiments utilizes a BNC female connector for its output. 
The function generator is designed to have a 50 Ω output impedance (Figure 3.8). 
The DEP microelectrodes are connected using thin wire and conductive copper tape 
connected to the designed tabs. The ends of the wire are fitted with a suitable 2-pin 
PCB plug, allowing quick connection to the interface device. The interface device is 
designed to accept both BNC and ‘banana’ plug style connectors from the function 
generator. The interface device has an additional 1 kΩ, ¼ watt resistor placed across 
the terminals of the function generator to provide the function generator with a 
relatively constant load impedance. The interface device allowed for quicker 
experimental set-up times, and reduced wear-and-tear on the delicate wires attached 
to the DEP microelectrodes. 
 
Figure 3.8: Function generator interface device (a) electronic schematic of DEP system (b) photograph of 
function generator – DEP electrodes interface device. 
 
3.4  Summary 
The author presented the fabrication of the experimental platforms used in the 
research. The fabrication process was described with sufficient details so the 
procedures could be readily replicated and verified.  
In chapter 4 the author will demonstrate the use of this platform for Raman 
microscopy study of suspended metal oxide and polystyrene particles. Chapters 5 
and 6 will demonstrate the use of the platforms with smaller feature dimensions for 
manipulating silver nanocolloids and cells for surface enhanced Raman scattering 
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(SERS) applications. Simulations of the devices’ performance and operation with the 
respective suspended materials will be presented in each chapter so as to confirm the 
required operating parameters of the device. 
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Chapter 4 
 
 
Raman microscopy characterisation of 
dielectrophoretically manipulated nanoparticles 
4.1  Introduction 
In this chapter, the author will demonstrate the integration of Raman microscopy 
with the microfluidic-dielectrophoresis (microfluidic-DEP) device that was 
fabricated in the previous chapter. This novel integrated system will be efficiently 
used for the monitoring of suspended particles type and the direct mapping of their 
spatial concentrations. Nanoparticles of tungsten trioxide (WO3) and polystyrene are 
used in the investigations, as they are Raman active and can be homogenously 
suspended in water. The microfluidic-DEP platform, consisting of curved 
microelectrodes, was fabricated as described in chapter 3. The outcome of this work 
was published as a full article in the journal of Lab-on-a-Chip [1]. 
The investigation of suspended micro and nanoparticles’ properties is of utmost 
importance for the understanding and determination of their optical, electronic, 
mechanical and chemical behaviours. The investigation of particles in microfluidics 
has been carried out using a variety of methods such as resonant light scattering 
(RLS) [2], confocal microscopy combined with charged coupled device (CCD) 
cameras with or without fluorescent particles [3, 4] and PIN-based photo detectors 
[5]. However, the capability of these methods for simultaneous in situ measurements 
of both concentration and type of the suspended particles is limited. Even 
fluorescence microscopy, which is the most investigated method in dealing with such 
particles, has certain limitations as its capability is restricted to only fluorescent 
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active materials, or fluorescent tagging. As an alternative, Raman spectroscopy 
allows such assessments and can be used for the pattern (“fingerprint”) acquisition of 
Raman active particle suspensions [6]. Its integration with microfluidics permits the 
mapping of both the concentration and type of micro and nanoparticles. Additionally, 
the intensity of Raman peaks is a function of particle concentration and the peak 
positions identify the material type.  
There are reports on Raman-microfluidic devices which focus on the development of 
basic microfluidics, and lack effective methods for the manipulation of suspended 
nanoparticles [6-13]. However, some research is being conducted, such as that by 
Tong et al. [14] who demonstrated the use of optical tweezers to alter the 
concentration of colloids and study the effect on SERS signals. However, optical 
tweezing interferes with the collection of Raman measurements, which could 
potentially deteriorate the performance of their system. Moreover, optical tweezing 
requires significant optical intensity, which is unsuitable for constituents at the 
micron scale or larger. In addition, the application of laminar flow, as suggested by 
Keir et al. [15], does not provide an effective means for the real time manipulation of 
suspended nanoparticles. A potential solution is the application of DEP. 
Dielectrophoretic manipulations have been widely applied to nano, meso and micro 
scale particles in microfluidics [16]. By changing the applied voltage and frequency, 
particles can be focused to, or repelled from pre-determined locations within the 
microchannel. Such a capability provides a perfect base for the demonstration of 
microfluidics and Raman spectroscopy as a tool for the mapping, recognizing and 
measuring of particles. The integration of microfluidics and DEP has been the key in 
the development of many new and exciting micro-platforms. These platforms have 
been used in applications such as particle counting [3, 17], particle sorting of both 
organic [18-23] and inorganic [16, 24] particles, opto-fluidics [25, 26] and for the 
creation of electronic devices [27, 28]. Systems involving DEP and optical 
measurements incorporate fluorescent particles into the solution, and measure the 
florescence intensity using a CCD module [3]. However, to date there are no reports 
on the integration of DEP and Raman systems for the in situ analysis of suspended 
particles. 
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In this chapter, the author will demonstrate that by integrating Raman spectroscopy 
with a microfluidic system, the resultant system can be used to map the concentration 
and type of suspended nanoparticles within the microchannel. To show the 
functionality of this system, DEP will be used for manipulating the nanoparticles, 
producing regions of high and low particle concentrations within the microchannel. It 
will be shown that the integration of DEP and Raman spectroscopy can be a 
powerful tool for in situ analysis of suspended inorganic (WO3) and organic 
(polystyrene) particles. 
4.2  Principals of performance and design 
For accurate performance analysis of the microfluidic system, the author has 
conducted thorough DEP simulations in order to identify the most effective DEP 
settings for the investigation, and help to explain the particle behaviour inside the 
microchannel. The dielectrophoretic force experience by a spherical particle is [29, 
30]: 
   20
3 Re2 rmsCMmediumDEP EfrF  

 (4.1) 
where εo is the permittivity of free space, εmedium is the relative permittivity of the 
suspending medium, r is the radius of particles, Re[fCM] is the real part of the 
Clausius-Mossotti (CM) factor, ω is the angular frequency of the applied signal, and 
Erms is the root-mean-square value of the induced electric field. The CM factor, 
which determines the relative polarisability of the particle with respect to the 
suspending medium, is defined for spherical particles as [30]: 
 
**
**
2 mediumparticle
mediumparticle
CMf





  (4.2) 
where, particle
*
 and medium
*
 are the complex permittivities of the particle and the 
suspending medium, respectively, each defined as:  



i
*  (4.3) 
where, * is the complex permittivity,  is the relative permittivity,  is the 
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conductivity of the particle/medium and  is the applied electric field frequency. 
Depending on the polarity of the fCM, a particle experiences positive or negative 
dielectrophoretic forces, and consequently is pushed towards or away from the 
regions of high electric field strength [29]. Further simulations and details of the 
particle behaviour at different DEP frequencies are presented in the “Numerical 
analysis of the DEP system” section of this chapter. 
The microfluidic channel was a simple rectangular structure, which was formed from 
poly-dimethylsiloxane (PDMS), and was 1200 µm long, 300 µm wide and 80 µm 
deep. Raman spectroscopy systems need to have unhindered access to the suspended 
materials. This is best achieved by operating the microfluidic device in an inverted 
fashion, where the Raman systems can take measurements of the materials through 
the quartz substrate without interference from the PDMS microchannel structure 
(Figure 4.1 and Figure 4.2(a)).  
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Figure 4.1: Schematic of Raman-microfluidic testing setup. Insert: demonstrating how the measurements are 
performed through the quartz substrate. 
 
In these experiments curved DEP electrodes are used (Figure 4.1 and Figure 4.2). 
This particular design allows control of both hydrodynamic and dielectrophoretic 
forces to create a highly focused stream of particles in the microchannel [16, 20, 26, 
31]. This is especially important as curved electrodes provide controlled and 
repeatable areas of high and low particle concentration, without producing turbulent 
flows near the electrode tips. This is necessary for the successful demonstration of in 
situ Raman spectroscopy. The platform contains 40 electrode pairs spanning the 
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entire length of the microfluidic channel with individual dimensions detailed in 
Figure 4.2(b). 
 
Figure 4.2: (a) Photo of complete DEP-Raman system under test (b) Curved DEP electrode design and layout. 
 
4.3  Numerical analysis of the DEP system 
Simulations were performed to determine the DEP forces on the particles, and at 
what frequency the DEP forces change from positive to negative. Simulations of this 
nature allow the determination of suitable electric field frequency settings for use 
during the experiments, which are designed around the crossover frequency. For 
these simulations the CM factor (equation (4.2)) was simulated over a range of 
applied electric field frequencies using MATLAB (MathWorks 2008b). 
CM factor simulations require knowledge of the particle and medium permittivity 
parameters. As such, the suspending medium was measured to have a conductivity of 
0.01 S.m
-1
 after the addition of X-305 surfactant to DI water, and a relative 
permittivity of 78. The conductivity of particles was governed by the total surface 
conductance composed of the contributions of the Stern layer and diffuse layer 
formed around the particles [32], and calculated as [30]: 
r
K Surface
Bulkparticleparticle
2
   
(4.4) 
where Ksurface is 10 and 27.5 pS·m
-1
 for WO3 and polystyrene, respectively, assuming 
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the surface conductance for WO3 is similar to that of polystyrene [33, 34]. The bulk 
conductivities p of WO3 and polystyrene are 100 mS·m
-1
 and 19.8 mS·m
-1
 
respectively [35, 36]. Using equation (4.4), the conductivity of particles were 
obtained as 100.5 and 20.3 mS·m
-1
 for WO3 and polystyrene particles respectively. 
The permittivity of particles was also taken as 39 and 2.5 [37] respectively for WO3 
and polystyrene particles. Using the above values, the Re[fCM] for polystyrene and 
WO3 particles (equation (4.2)) were calculated over a range of frequencies and 
plotted (Figure 4.3). According to Figure 4.3, the polystyrene and WO3 particles 
demonstrate crossover frequencies of 3.4 and 22.3 MHz, respectively, below which 
they show positive dielectrophoretic response. 
 
Figure 4.3: The variation of Re[fCM] for polystyrene and tungsten trioxide particles at a medium conductivity of 
0.01 S·m-1 within the frequency range of 1 kHz – 25 MHz. 
 
In order to analyse the performance of the system, the dielectrophoretic force was 
simulated using the Fluent 6.3.26 software package (Fluent, Lebanon, NH, USA), as 
detailed in [31]. Dr. Khashayar Khoshmanesh from RMIT’s School of Electrical and 
Computer Engineering assisted the author with performing the simulations. 
Mesh generation for these simulations was conducted using Gambit 2.3.16 software 
(Fluent, Lebanon, NH, USA). A total number of 27,500 elements were generated on 
the quartz substrate for the 20 µm spaced microelectrodes. This included a 
combination of unstructured triangular elements covering the substrate, with smaller 
quadrilateral elements surrounding the boundaries of the microelectrodes, and 
additional unstructured triangular elements inside the microelectrode structures, as 
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shown in Figure 4.4. The density of the mesh elements was chosen so as to provide 
highly accurate predictions of the behaviour at the microelectrode interface, and 
more specifically the behaviour at the microelectrode tip regions. 
 
Figure 4.4: Images of the mesh used for the simulation of electric field and dielectrophoretic force (a) 2D 
overview of microelectrode mesh (b) close up of microelectrode tip, showing the distribution of the mesh at the 
microelectrode tip region. 
 
Unstructured quadrilateral mesh elements were also projected along the height of the 
microchannel as shown in Figure 4.5. In doing so, the height of the channel was 
divided into 40 elements. The density of the quadrilateral elements was increased at 
areas around the microelectrode edges, where we expect the highest electric field 
gradients to be present. As presented in Figure 3.1 of chapter 3, the microelectrode 
array was constructed of multiple electrode pairs. As each microelectrode pair is 
identical, the simulations were shortened to study just a single electrode pair. This is 
also practical from a Raman microscopy perspective, as the Raman system can only 
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be utilized to target the area around a single electrode pair at any one time. 
Additionally, only one electrode finger was simulated, as the other electrode finger is 
essentially a mirror image. These simplifications reduced the number of elements, 
and hence significantly reduced computational time. 
 
Figure 4.5: 3D images of the microelectrode simulation mesh (a) image depicting the microelectrode and side 
wall simulation mesh (b) close up of the corner of the microchannel showing how the mesh elements proceed 
along the z-axis of the microchannel. 
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In order to obtain the electric field strength, Erms, it is assumed that the permittivity of 
the medium is homogenous, and hence solved the Laplace equation to acquire the 
scalar electric potential field, φ: 
02  rms  
(4.5) 
In doing so, electric potential boundary condition was applied at the microelectrodes, 
while zero electrical flux was applied to the other surfaces of the system, including 
the bottom, top and side walls as well as inlet and outlet of the channel. Next, the 
electric potential was differentiated to obtain the electric field, E: 
rmsrmsE   
(4.6) 
The finite volume-based Fluent 6.3.26 software package (Fluent Inc, Lebanon, USA) 
was used as the solver. This software provides full control over the size and density 
of elements, enabling the 3D simulation of microfluidic systems. The results were 
calculated through several iterations until the difference in electric fields obtained 
from the previous iteration was less than 10
-4
 V·m
-1
. Consequently, the values 
obtained for Erms are used to calculate     
  and      
 , and are substituted into the 
DEP force equation to obtain the DEP force magnitudes at locations around the 
microelectrodes. Taking advantage of the user defined scalar (UDS) modules of the 
Fluent software package, the author was able to readily substitute in the values of 
     
  into the DEP force equation at locations around the electrodes. 
When a 15 V sinusoidal voltage at a frequency of 10 MHz is applied to the larger 
microelectrode pairs, the resultant electric field reaches a maximum value of 
2.8×10
6
 V·m
-1
 at the tips, where the gap between the opposite microelectrodes is 
20 m and the width of microelectrodes is reduced to 5 m (Figure 4.6(a)). At low 
frequencies, the particles exhibit a positive DEP response (Figure 4.3) as seen from 
the CM factor calculation, and are therefore driven towards the microelectrodes, 
provided that the dielectrophoretic force is strong enough to overcome the 
sedimentation force, FGrav, as the microfluidic channel system is operated in an 
inverted mode. The density of particles between the microelectrodes is proportional 
to the magnitude of FDEP  FGrav (Figure 4.6(b)). FDEP is proportional to E
2
, as 
previously calculated, and therefore the FDEP FGrav increases along the 
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microelectrodes until reaching a peak at the tips. As such, the distribution of 
FDEPFGrav applied on tungsten trioxide (WO3) and polystyrene particles at 15 V and 
10 MHz is shown at a plane 10 m from the quartz substrate (Figure 4.6(b)). The 
WO3 particles experienced a maximum force of 2×10
-15
 N at the tips of the 
electrodes, while the polystyrene particles experienced a maximum force of 
2.4×10
-14
 N due to their larger dimensions.  
 
Figure 4.6: (a) The contours of electric field (V·m-1) at 15 V, and z=0 μm (surface of quartz substrate) (b) The 
vectors of FDEP – FGrav (N) applied on WO3 and polystyrene particles at 15 V and 10 MHz, and z=10 μm with 
respect to the surface of quartz substrate. Vectors are pseudo-coloured and lengthened according to the magnitude 
of FDEP – FGrav force (N). 
 
The sedimentation force, which pushes the particles downward, is calculated using 
equation (4.7), where ρ is the density (particle ρparticle and medium ρmedium), r is the 
radius of the particle and gz is the gravitational acceleration: 
zmediumparticleGrav grF

)(
3
4 3    
(4.7) 
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4.4  Materials and methods 
Initially, silicon nanoparticle suspensions were used inside the microfluidic device. 
Silicon has an excellent Raman response, with a prominent peak at 520 cm
-1
 and is 
often used to calibrate Raman systems [38]. However, silicon nanoparticles were 
electro-statically attracted to the PDMS channel wall, and caused an undesirable 
memory-effect for the Raman signal [39]. Nanoparticles of zinc oxide (ZnO) and 
molybdenum trioxide (MoO3) were also examined, however, these particles showed 
severe aggregation, despite trying a range of surfactants. 
The DEP-microfluidic chip was trialled with well suspended and controlled WO3 
nanoparticles (diameter ~80 nm, 99%, Sigma Aldrich). WO3 has been studied using 
Raman spectroscopy in the past [40] and is known to produce several strong peaks. 
Additionally, polystyrene nanoparticles (diameter ~220 nm, 90%, Bangs 
Laboratories Inc.) were also investigated, which were pre-suspended in DI water 
combined with SDS (sodium dodecyl sulfate) surfactant (0.1%) and are surface 
functionalised with –COOH groups. The particles were suspended in DI water, while 
Triton X-305 surfactant was also added to improve the homogeneous distribution of 
particles within the mixture. The mixtures were prepared at concentrations of 
6.5 %w/w and 1.5 %w/w for WO3 and polystyrene, respectively. 
Samples of the particle mixtures were placed on glass slides and dehydrated. The 
samples were then viewed under a FEI Nova Nano SEM (scanning electron 
microscope). The SEM images help to provide confirmation of the particles 
configurations and dimensions (Figure 4.7). 
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Figure 4.7: (a) SEM images of polystyrene nanoparticles. (b) SEM image of WO3 nanoparticles. 
 
Combined Raman spectroscopy and DEP were used for analysing the mixtures. The 
investigations were conducted at different electric field frequencies and at different 
positions within the microchannel. During these experiments, the flow rate was kept 
constant at 4 L·min-1 using a syringe pump (Harvard Apparatus pico plus). The 
magnitude of the applied voltage was also held constant throughout each experiment 
at 15 V using a programmable function generator (Tabor Electronics 8200). 
An Olympus BX41 confocal microscope, equipped with a Jobin Yvon Horiba 
TRIAX320 spectrometer and a thermoelectrically cooled CCD detector, was utilised 
to collect the Raman spectra. The system includes a white light source for the back lit 
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upright microscope and a 532 nm laser source (rated power 1.1 mW) as the Raman 
excitation laser. The microscope objective was a ×50 with a numerical aperture of 
0.5. This lens produced an excitation spot approximately 0.65 m in diameter with a 
depth of field approximately 8 m. All Raman spectra in this report were captured 
using a 20 second integration time with an average of 3 integrations, while the 
pinhole of the microscope was set to 100 m (unless otherwise stated). 
Raman spectra were captured under three different sets of conditions: 
i. The frequency of the applied DEP field was varied, while focusing the Raman 
microscope focal point onto a constant position within the particle stream. 
ii. The vertical location of the Raman microscope lens focal point was changed in 
depth (by moving the substrate vertically), while applying a fixed 
dielectrophoretic force. 
iii. The Raman spectra were captured at several different locations around the 
electrodes, while applying a constant voltage and frequency. 
4.5  Results and discussions 
4.5.1  Inverted microscope analysis of DEP platform 
Figure 4.8 depicts the suspended WO3 nanoparticles at different applied DEP 
frequencies. Using DEP, it was possible to produce areas of high and low 
concentrations of particles within the microfluidics. This effect can be clearly seen in 
the optical images (Figure 4.8). The response of the particles relative to the 
frequency of the applied electric field was predicted using equation (4.1), assisting us 
in determining the DEP crossover frequencies for Raman studies. The frequency of 
the applied field was varied from 20 MHz to 100 kHz in order to observe changes in 
the Raman spectra of the particles. 
At no applied signal, a uniform particle distribution was observed in the 
microchannel (Figure 4.8(a)). At 20 MHz, the WO3 particles experienced weak DEP 
forces, and became trapped between the electrode tips. However, the DEP force was 
not strong enough to hold the particles against the drag force. As a result, most of the 
trapped particles were washed away, forming a wide stream of particles along the 
centre-line (Figure 4.8(b)). At 10 MHz, the DEP force became stronger and more 
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particles were trapped. It not only extended the effective trapping region of the 
electrodes but also narrowed the dark particle stream along the centre-line 
(Figure 4.8(c)). At frequencies below 10 MHz (Figure 4.8(d)-(f)) the particle stream 
continued to form along the centre-line. However, as the DEP frequency was reduced 
further, the particle stream started to disperse as it approached the next electrode pair. 
This is because at low frequencies the DEP force is intensified, pushing more 
particles towards the electrodes. However, the particles did not have sufficient time 
to come to rest between the electrodes due to the high flow rate of the medium. 
The behaviour of the WO3 mixture closely follows the predicted behaviour, based on 
the calculated values of fCM. The predicted crossover frequency of 22 MHz is very 
close to the observed DEP crossover at 20 MHz, which shows a weak stream of 
particles along the centre-line. Further, the relationship between the observed 
behaviour of WO3 nanoparticles exposed to a DEP force at 10 MHz DEP is very 
consistent with the prediction from the simulations (Figure 4.6). Both the simulation 
and the Raman spectroscopy results are in good agreement with one another, 
confirming the validity of the approach and correct operation of the microfluidic 
device. 
Figure 4.8 (g) depicts the polystyrene mixture in the no DEP voltage condition, in 
which particles were evenly distributed. Alternatively, Figure 4.8 (h) depicts the 
polystyrene nanoparticle mixture when exposed to a DEP voltage of 15 V at 
500 kHz. A clear narrow band in the middle cannot be observed; however, the region 
between the electrodes exhibits diffraction due to the local ordering of the 
polystyrene particles. The refractive index of polystyrene is ~1.58, which is much 
closer to that of water ~1.33 in comparison to WO3 (~2.3) [41, 42]. The smaller 
refractive index difference between the polystyrene nanoparticles and water makes it 
difficult to see any narrowband formed, hence only the two extreme cases (no DEP 
and strong trapping DEP force at 500 kHz) are shown. 
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Figure 4.8: Inverted microscope images of DEP system with WO3 nanoparticles at the following frequencies: 
(a) No-DEP voltage (b) 20 MHz (c) 10 MHz (d) 1 MHz (e) 750 kHz (f) 250 kHz; Inverted microscope images of 
DEP system with polystyrene nanoparticles at the following frequencies: (g) No-DEP voltage (a) 500 kHz. 
 
4.5.2  Raman microscopic analysis at differing DEP settings 
The focal point of the Raman microscope lens was placed immediately after the two 
electrode tips (as shown in Figure 4.8(a)) and Raman spectra of suspended WO3 
(Figure 4.9) and polystyrene (Figure 4.10) were collected. The measurements were 
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conducted when the electrodes were in optical focus, the condition which will be 
refer to as the “top surface of the microchannel” in the rest of this chapter. 
WO3 exhibits two strong Raman peaks at 707 and 798 cm
-1
, caused by the v(O-W-O) 
stretching modes [43]. Peaks between 400 and 600 cm
-1
 are due to the δ(O-W-O) 
deformation modes, while any Raman peaks occurring below 400 cm
-1
 are WO3 
lattice modes. The most prominent peak of polystyrene exists at 993 cm
-1
, which 
corresponds to the polystyrene ν1 ring-breathing mode [44]. 
The WO3 nanoparticles behaved in a predicable fashion; at lower DEP frequencies 
the concentration of the particle stream increases while the applied voltage frequency 
is reduced (as observed in Figure 4.8). This trend is reflected in the Raman spectra 
taken in Figure 4.9, which show greater intensity counts for lower DEP frequencies. 
The Raman intensity observed for the no DEP and 20 MHz conditions were almost 
identical in magnitude, due to the low concentration of the particle streams in both 
cases.  
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Figure 4.9: (a) Plot of normalised WO3 nanoparticle Raman peak intensity vs. the applied DEP frequency (b) Plot 
of WO3 nanoparticle Raman spectra at different DEP frequencies, decreasing in frequency along the z-axis. 
 
Polystyrene particles have distinct Raman peaks in the dehydrated state, when 
particles concentrations are high [44]. However once the particles were diluted to 
1.5 %w/w, and no DEP voltage was applied, the Raman peaks became 
indistinguishable from the background noise (Figure 4.10). Alternatively, when a 
DEP voltage of 15 V is applied, at frequencies as low as 500 kHz the Raman peaks 
of polystyrene were present. No significant difference was observed in the 
polystyrene nanoparticle Raman spectra when frequencies other than 500 kHz were 
applied. The observation of Raman signals, even small in magnitude, is an important 
outcome. Although the narrow band of polystyrene particles could be hardly visually 
resolved using the optical microscope, the presence of a Raman signal indicates their 
presence. 
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Figure 4.10: Plot of polystyrene Raman spectra under various conditions (see legend). 
 
4.5.3  Raman response at varying depths 
To investigate the behaviour of particles, and possibly their concentrations, along the 
depth of the microchannel, the DEP force was held constant by applying an AC 
signal of 15 V and 500 kHz. This frequency was chosen as it provides the greatest 
DEP force on the particles. The Raman microscope objective was then focused at 
different depths within the microchannel.  
The possible drawback to this Raman depth profiling method can be excessive laser 
light scattering. As the Raman microscope focal point is placed deeper into the 
particle stream, the Raman signals are scattered off more particles. This possibly 
produces false reduction in the Raman signal intensity. 
Figure 4.11(a) shows that the Raman spectra from the WO3 particles decrease as the 
Raman laser is focused deeper into the microchannel. Figure 4.11(b) presents this 
relationship for both the 798 and 707 cm
-1
 peaks vs. depth. This demonstrates that the 
DEP force is large enough to overcome the sedimentation force and to push the 
particles towards the electrodes patterned on the top surface. 
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Figure 4.11: (a) Plot of WO3-polystyrene normalised Raman peak intensity vs depth within the microfluidics 
channel (b) Plot of WO3-polystyrene Raman spectra at varying depths within the microchannel, with a constant 
DEP force being applied. The closest plot represents the spectra 50 m deep into the channel; the furthest plot 
represents the spectra at the top surface of the channel. 
 
4.5.4  Lateral Raman response mapping  
Raman spectra were captured from the top surface of the microchannel at varying 
lateral positions (Figure 4.12(a) – (b)). This allows for a deeper understanding of the 
particles distribution around the electrodes, while experiencing positive DEP forces, 
held constant by applying an AC signal of 15 V and 500 kHz. In order to quantify the 
concentration of particles using the Raman pattern peaks, all volume fractions were 
calculated in % and normalised against the zero DEP field Raman measurement, 
which corresponds to the 6.5 %w/w. The author used the intensity of the 6.5 %w/w 
WO3 peak at 798 cm
-1
 as the reference to estimate the local concentration of particles 
at other lateral positions. Assuming that the WO3 concentration increases linearly 
with the increase of the Raman peak intensity [6, 12, 45-47], and that at zero peak 
intensity there were no particles present, the author calculated the local volume 
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fractions of WO3 at the individual positions depicted in Figure 4.12. The calculated 
concentration values can be seen in Table 4.1.  
Table 4.1: Particle concentration at the locations in Figure 4.12 (a). 
Position of focal point Concentration % w/w a Concentration % v/v b 
No DEP 6.5 0.91 
A 5.7 0.80 
B 85.2 11.9 
C 6.5 0.91 
D 5.9 0.82 
E 23.5 3.28 
F 5.9 0.82 
G 6.0 0.84 
H 7.8 1.09 
I 10.3 1.44 
J 5.9 0.82 
K 5.6 0.78 
a Calculated from data in Figure 4.12 (b). 
b Calculated using a density of 7.16 g·ml-1 as per Sigma Aldrich WO3 datasheet. 
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Figure 4.12: (a) Locations of Raman measurements (b) Results of Raman spectroscopy at the varying locations 
(A – K) (c) Overlay of local concentration values with grey-scale background, values based on Raman spectra 
intensity. 
 
Figure 4.12(c) shows a grey-scale overlay depicting the measured levels of 
concentration. Interestingly, the figure indicates that the highest concentration of 
WO3 nanoparticles can be found just after the tip of the electrode, at the beginning of 
the particle stream. These results illustrate the advantage of the Raman measurement, 
as this could not be discerned from the optical image (Figure 4.8(d)). This platform 
would be even more useful when dealing with completely transparent and non-
transparent nanoparticle suspensions, where visual microscopy is impractical. From 
the figure, there is no optical contrast on the sides of the narrowband (Figure 4.8(d)), 
although the presence of particles is evidently confirmed by Raman patterns.  
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4.5.5  Raman peak intensity concentration relationship for suspended 
WO3 
In order to properly calibrate and understand the relationship between Raman peaks 
intensities and solution concentrations, several standard mixtures of different 
concentrations were prepared. To mimic the measurement flow conditions, these 
mixtures were then passed through the device at a flow rate of 4 l·min-1, while 
applying no electric field. Raman spectra for each mixture were taken from the “top 
surface of the microchannel”, and the Raman peaks of 798 cm-1 were plotted against 
the mixture concentration measured using DEP trapping. 
Figure 4.13 shows the two plots correlate well for measurements up to 14 %w/w. 
However, at higher concentrations, the DEP focused nanoparticle intensity is almost 
doubled compared to the highest possible measured concentration in zero electric 
field condition. This suggests that Raman can reliably measure below 14 %w/w 
concentrations, although above this concentration the readings can be affected by 
sedimentation, permittivity and electric field issues. 
 
Figure 4.13: Relative intensity of the Raman band 798 cm-1 for WO3 nanoparticles at various mixture 
concentration levels. 
 
4.5.5.1  Permittivity of the media with suspended WO3 
It is possible that at high particle volume fractions, the effective dielectric constant of 
the medium is altered by the particles. At high volume fractions, the complex 
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permittivity equation can be approximated using [48, 49]: 
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(4.8) 
where  is the volume fraction of the disperse phase, and * is the complex 
permittivity of the composite. This equation shows the permittivity of the dispersion 
system, *, changes with volume fraction, and also changes relative to the applied 
DEP field frequency. To demonstrate this effect, simulations were performed using 
the applied DEP frequency range of 100 kHz to 20 MHz and volume fraction from 0 
(no WO3 particles present) to 1 (no suspending medium) show in Figure 4.14.   
For normal Raman spectroscopy, the applied electric field is provided by the 
excitation laser source. This source is in the GHz frequency range, where 
permittivities can be considered to have only real values (as the  term is very large). 
However, in this case, the applied electric field can be caused by both DEP electric 
fields and Raman excitation laser electric fields. For nanoparticles under 
investigation in this work, the electric field provided by the signal generator via 
electrodes is much greater in magnitude than that generated by the excitation laser.  
Figure 4.14 shows how the DEP field alters the relative permittivity of the solution. 
It can be observed that when the frequency of the DEP field reduces below 10 MHz 
at volume fraction of 0.11, the relative permittivity increases from 73.6 to 91.6. This 
increase is approximately 25 % of the permittivity at 0.11 WO3 volume fractions. If 
the Raman signal also increased by the same factor, the actual WO3 concentration 
should be less or equal to 85.2 %w/w / 1.25 = 68.16 %w/w (9.5 %v/v). 
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Figure 4.14: Relative permittivity of the solution as a function of the dispersed phase volume fraction at different 
frequencies. 
 
4.6  Summary 
The author has demonstrated the capability of a novel Raman-microfluidic platform 
to determine the concentration of suspended nanoparticles. Additionally, the ability 
of the system to perform optical Raman measurements on moving suspended 
nanoparticles that were manipulated using DEP was verified. With the DEP 
manipulation, it was possible to produce areas of high and low particle 
concentrations and then implemented a Raman system to assess the type and 
concentration of the particles. As an analytical tool, such a platform can create many 
exciting opportunities for research. The platform will allow for in situ analysis of 
particles, without the need to dehydrate the samples before performing Raman 
spectroscopy.  
These simultaneous manipulations and Raman signal observations can be potentially 
used for understanding some of the fundamental phenomena occurring when 
particles are suspended in liquid media. Using DEP forces, suspended particles can 
be brought into close proximity to one another, allowing the exchange of electrons, 
photons and phonons between them. DEP permits the controlled manipulation of the 
particle spacing, allowing observations to be made at various particle conditions of 
interest. 
 119 
 
The next chapter will focus on the control of particle spacing using DEP, with the 
aim of SERS enhancement. Silver nanoparticles are capable of producing strong 
SERS signals from their surface absorbed species when they are aggregated. It will 
be shown in the next chapter that a microfluidic-DEP platform can be used for 
controlling silver nanoparticle aggregation process in order to enhance the detection 
of dipicolinic acid. 
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Chapter 5 
 
 
Dielectrophoretically controlled nanoparticles for 
surface-enhanced Raman scattering 
5.1  Introduction 
In this chapter, the author demonstrates an active microfluidic platform for the 
control of silver nanoparticles spacing as they flow through a microchannel. The 
author devised that the dielectrophoretic system demonstrated in the previous chapter 
can be implemented for careful control of the nanoparticles spacing, making it 
possible to effectively increase the Raman signals of analytes due to surface-
enhanced Raman scattering (SERS). This can be achieved by augmenting the number 
of SERS-active hot-spots, while avoiding irreversible aggregation of the particles. In 
this chapter the author will present the implementation of this novel system, and 
demonstrate it for the detection of dipicolinate (2,6-pyridinedicarboxylic acid; DPA), 
which is an important bio-marker of Bacillus anthracis. The work presented in this 
chapter has been compiled and published in the Analytical Chemistry journal [1]. 
The detection of biomaterials and hazardous components in fluids is of high 
importance, not only for human health and safety [2, 3], but also for environmental 
and industrial applications [4]. Surface enhanced Raman scattering (SERS) 
spectroscopy has emerged as a powerful method for the in situ detection of such 
materials and components [5-8]. SERS spectroscopy offers unique features such as 
the enhancement of measured signal strength by several orders of magnitude in 
comparison with conventional Raman spectroscopy [9], the possibility of single 
molecule identification [10], the detection of bio-components with minimal 
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requirement for labelling [11], and the possibility of multi-analyte detection using a 
single laser source [12]. 
The integration of SERS spectroscopy with microfluidics has also attracted 
significant interest from the scientific community [13-16] This integration offers 
additional benefits including the significant reduction in analyte and reagent volumes 
required for analysis, accurate control of flow rates and other environmental 
parameters, facile manipulation of analytes, and moreover, low costs of both 
instruments and measurement processes [17, 18].  
Commonly in many SERS measurements, metal (such as gold or silver) 
nanostructures or nanoparticles are used to provide the enhancement for Raman 
scattering. The systems are either based on prefabricated nanostructured surfaces or 
agglomerated nanoparticles. Nanostructured surfaces or agglomerated nanoparticles 
show significant hot-spot enhancement when grains or particles form optimum 
spacing in the order of several to tens of nanometers [19, 20].  
Despite all of the abovementioned advantages, SERS bio applications are still mainly 
limited to research laboratories. The main reason arises from the fact that the current 
systems are mostly passive, and there is minimal control over the formation of SERS 
enhancing nanostructures in either two or three dimensions in microfluidics [21]. 
Additionally, difficulties in the integration of nanoparticles and nanostructures into 
microfluidics, control of their spacing, limitation in the formation of nanostructures 
on the surfaces rather than in the bulk of the microfluidics, and costly procedures all 
add to the drawbacks [8]. Amongst these, the control of spacing between the flowing 
nanoparticles or the spacing between nanostructures anchored to the surface appears 
to be a crucial step, as this significantly influences the SERS signal intensity. The 
intensities of SERS signals are of particular importance for obtaining the low 
detection limits necessary for many bio-applications [15]. 
There have been many reports that focus on controlling the spacing of silver and gold 
nanostructures for SERS measurements. A recent study has revealed significant 
SERS enhancement from Rhodamine 6B on a layer of gold nano-spikes [22]. 
However the spacing between the tips of the spikes, where the majority of the SERS 
signals are generated, were randomly distributed. Kondo et al. conducted a 
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comprehensive study to understand the effect of gold particle dimensions and 
spacings on the SERS response using specifically spaced gold nanoparticles, fixed in 
the pores of an alumina substrate [23]. Nonetheless in these cases, the dimensions 
and spacings of the nanostructures were permanent rendering them suitable for only 
a limited number of analytes. 
As such, the author has implementing nanoparticles in microfluidics, instead of the 
nanostructured surfaces, as it provides the opportunity of controlling their spacings. 
There are several examples of SERS using suspended silver nanoparticles, including 
the recent works by Guerrini et al. [5] and Futama et al. [24] who successfully 
demonstrated the detection of selected analytes using suspended and dry silver 
nanoparticle aggregates. However, such examples are based on aggregating chemical 
agents, which suffer from many limitations.  Obviously, these passive methods of the 
aggregation of nanoparticles are still limited in the control of the spacing to desired 
values and are mostly based on trial and error approaches. Additionally, the duration 
of the aggregation process is not readily controllable using chemicals, and the SERS 
signals are generally lost when the process continues.  
Alternatively, an external force can be more efficiently used to control the real-time 
spacing between the particles. One advantage of such external forces, as opposed to 
passive chemical methods, is that the SERS analysis will become independent of the 
chemical aggregating agent. Another advantage is that any possible interference by 
aggregating agents on the SERS signals will be removed, creating a more reliable 
SERS platform for the target analyte. Finally, the system can be universally used for 
all SERS measurement scenarios with minimal requirements for changing the 
chemical recipes each time. Several examples exist for the non-chemical aggregation 
of suspended silver nanoparticles for SERS. One example is by Keir et al. [13], who 
demonstrated an increase in SERS signal using microchannels to focus the particles 
under laminar hydrodynamic force. However, laminar flow cannot be dynamically 
controlled with high precision due to the presence of fluid viscosity and particle 
density. Another example is laser tweezing as demonstrated by Tong et al. [25, 26].  
Nevertheless, the optical powers required for single beam trapping of large particles 
can be very high, deteriorating the trapped particles.  
The methods described demonstrate a need for an alternative approach for 
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controlling the location of nanoparticles - one that does not need aggregating 
chemicals, does not interfere with Raman spectroscopy or require large amounts of 
power (optical or otherwise), and can provide real-time manipulation of the inter-
particle spacing.  
In this chapter, the author implements dielectrophoresis (DEP), the induced motion 
of neutral particles in non-uniform electric fields [27, 28], for controlling 
nanoparticles in the microfluidic channel, similar to the concept of the previous 
chapter. However, in this chapter, DEP forces are used for the manipulation of the 
positions, and hence, the inter-particle spacing of suspended silver nanoparticles 
dynamically. The advantages of an integrated Raman-DEP microfluidic system to 
actively control the spacing of nanoparticles to generate large SERS signals are 
discussed. The author will present a series of benchmarking measurements with 
different chemical analytes is presented to prove the validity of the approach. 
5.2  Experimental details 
5.2.1  Equipment 
The experimental set-up for the work in this chapter is identical to that depicted in 
Chapter 4, Figure 4.1. The DEP-microfluidic device used for this experiment is 
designed with an electrode spacing of 5 m at the tips (Figure 3.1(b)) and 
microchannel dimension of 50 m high, 120 m wide and 1000 m long 
(Figure 3.2(c)). The detail for the fabrication of electrodes and microfluidics is 
presented in Chapter 3. 
The DEP voltage was applied to the electrodes from a Tabor 8200 signal generator, 
and the microscopy work was performed on a backlit, upright Olympus BX41 
microscope. A Eye 154 digital camera was used to take digital still images of the 
device during its operation. An Nd:YAG 532 nm laser was used as SERS excitation, 
and had a measured power of 0.9 mW at the output of the objective. A ×50 objective, 
with a numerical aperture value of 0.5 was used. This produced a spot size of 
0.65 m diameter with a depth of field ~8 m. The spectrometer was fibre coupled to 
the microscope, and fitted with a pin hole of 100 m. The spectrometer used was a 
thermally cooled Jobin Yvon Horiba TRIAX320 fitted with a diffraction grating of 
1200 cm
1
. Acquisition times were 120 seconds, with only one spectrum taken (no 
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averages). 
The author also conducted several complimentary experiments, including Fourier 
transform infrared (FTIR), ultraviolet–visible (UV-Vis), and X-ray photoemission 
spectroscopy (XPS). The equipment used for XPS data collection was a Thermo 
Scientific K-Alpha apparatus with a monochromatic Cu Kα radiation source and a 
400 μm spot size. Survey and peaks were scanned at 200 and 50 eV pass energies, 
respectively. FTIR spectra were taken using a Perkin Elmer Spectrum Spotlight 400 
imaging FTIR microscope using reflection geometry on dried samples. Transmission 
electron microscopy (TEM) imaging was conducted using a JEOL 2010 microscope 
with an acceleration voltage of 200 kV. An FEI Nova-nano Scanning electron 
microscopy (SEM) was used for all SEM images in this manuscript, with a spot size 
of 3.0, working distance of 5 mm and an excitation voltage of 3 kV. 
5.2.2  Chemicals 
Citrate-capped silver nanoparticles (Sigma-Aldrich) were used as the SERS 
substrates, with an average diameter of ~60 nm obtained by TEM. TEM images were 
taken from dried silver nanoparticle samples on a lacy carbon TEM grid. The TEM 
used for imaging was a Jeol 2010, with a high tension voltage of 200 kV. Figure 5.1 
shows two TEM images of the nanoparticles, showing an average size of 60 nm, and 
a roughly spherical shape. Silver was chosen as the desired SERS colloid as it is 
most suitable for 532 nm laser excitation Raman systems due to its 435 nm 
absorption peak (Figure 5.13). 
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Figure 5.1: TEM image of dried silver nanoparticles. 
 
The as-purchased mixture had a silver concentration of 0.02 mg·mL
-1
 in aqueous 
buffer stabilised using trisodium citrate. A stock solution of 5 mM DPA was 
prepared in deionised (DI) water. A silver solution for detecting DPA was made by 
mixing silver nanoparticles with 5 mM DPA solution at a volume ratio of 100:1. This 
created a final concentration of DPA at 50 , or approximately 10 ppm in the 
solution, and a final silver concentration of 0.0198 g·mL
-1
. The silver-DPA mixture 
was left to incubate for 12 hours at room temperature in order to allow sufficient 
binding of DPA onto the surface of silver.  
A second solution of 1 ppm DPA mixed with silver nanoparticles was also created. 
However, the low concentration of DPA on the silver nanoparticle surface caused 
irreversible aggregation of the nanoparticles under the application of DEP forces. 
Therefore, in order to overcome this, a thin layer of polyacrylic acid (PAA) was 
coated on the silver nanoparticles after the initial DPA coating. This additional 
second coating provided an electrical insulating layer, reducing the instances of 
irreversible aggregates forming. 
The intrinsic properties of the suspension play an important role in the process, as the 
target analyte properties have a significant effect on the system. For this system to 
function correctly, the silver nanoparticle suspension should remain stable. Target 
analyte alteration of the surface chemistry and charge of the silver mixture can cause 
unwanted coagulation of the particles, due to Van der Waals and other forces, which 
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is undesired and should be carefully avoided via the measured control of the 
adsorbed analytes. 
5.2.3  DEP and flow parameters 
DEP has been used for the creation of silver nanowires, and indeed wires of any 
metal types [29-32]. However, these methods use DEP in its most basic form, and the 
process of wire creation is automatically stopped once the two DEP electrodes have 
been electrically shorted together. As such, for the experiments presented in this 
chapter, an electrical short-circuit was very much undesired. Other limiting factors 
which were considered in the integration of DEP and SERS with silver nanoparticles 
include: attention to the size of silver nanoparticles as the reduction in particle size 
decreases the effective DEP force acting on them; and the addition of analytes to DI 
water reduces the electro-hydrolysis voltage of the solution, producing gas bubbles at 
the surface of the electrodes. The author desired to reduce the formation of 
irreversible silver nanoparticle deposits at the tips of the DEP electrodes, and focused 
his attention on repeatable engineering of particle spacing. Comprehensive numerical 
simulations were conducted by the author in order to provide a better understanding 
of the DEP system, as detailed in the following “Simulations” section of this chapter. 
In these experiments, an AC signal of 10 V and 20 MHz was applied to the 
electrodes. The flow rate was kept at the optimum value of 0.15 l·min–1, as at larger 
flow rates no particles could be trapped, while at lower flow rates the particles 
quickly chained between the electrodes and caused a short circuit. At 20 MHz, the 
silver nanoparticles were more polarized than the surrounding medium and were 
attracted towards the electrodes (positive DEP motion) [33] (see the following 
“Simulations” section of this chapter). Moreover, application of such a high 
frequency minimized the joule heating effect and the associated electro-thermal 
disturbances at the tip of microelectrodes [34]. 
5.2.4  Simulations 
5.2.4.1  Clausius-Mossotti factor 
For a homogenous spherical particle, the Clausius-Mossotti (CM) factor (fCM), which 
describes the polarization of suspended particles with respect to their surrounding 
medium, is calculated as follows:  
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where ε* is the complex permittivities of the particle and the medium defined as 
below: 
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in which 1i  , σ is the electric conductivity,  is the relative permittivity and ω is 
the angular frequency of the electric field.  
The Re[fCM] given by equation (5.1) corresponds to a single-shell structure. 
However, the low concentration DPA silver nanoparticles used by the author in this 
work have a more complicated structure, composed of a core of silver coated with a 
thin layer of PAA (Figure 5.2). The common approach for analysing the dielectric 
response of such structures is to use the double-shell spherical model [35]. 
 
Figure 5.2: The structure of PAA-coated silver nanoparticles. 
 
For double-shell spherical models the equivalent complex permittivities of the silver 
core and the PAA thin layer are calculated using equation (5.3) [35].  
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The obtained 
*
PAAsilver  was then substituted in equation (5.1) as 
*
particle  to calculate 
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the Re[fCM] of PAA coated silver nanoparticles. The dielectric properties of the 
different layers of silver nanoparticle structure as well as the surrounding medium 
are given in Table 5.1:  
Table 5.1: The dielectric properties used to analyse the DEP response of particles [36, 37]. 
Compartments Property Value 
Silver core 
Diameter  
Conductivity 
Dielectric constant 
60 nm 
6.3×107  S·m–1 
27 
PAA polymer 
Thickness 
Conductivity 
Dielectric constant 
0.7 nm 
2.5×10-3 S·m–1 
110 
DI water 
Conductivity 
Dielectric constant 
Variable 
78 
 
The real part of the CM factor (Re[fCM]) from equation (5.1) is calculated over a 
frequency range of 1 kHz to 100 MHz, with medium conductivities ranging between 
10
–4
 to 10
–1
 S·m
–1
 as shown in Figure 5.3. The nanoparticles exhibit positive DEP 
behaviour at all the above mentioned frequencies and medium conductivities due to 
the high conductivity of their silver core as given in Table 5.. At medium 
conductivities of 10
–4
 to 10
–3
 S·m
–1
 the Re[fCM] remains relatively constant at 
0.97 ± 0.01. At the medium conductivity of 10
–2
 S·m
–1
, Re[fCM] reduces to 
0.76 ± 0.01 at frequencies lower than 100 kHz, while at medium conductivities of 
10
–1
 S·m
–1
, Re[fCM] reduces to 0.025 ± 0.003 at frequencies lower than 200 kHz. At 
20 MHz the DEP response of the nanoparticles becomes independent of the medium 
conductivity as the Re[fCM] converges to 0.95 for all medium conductivities (as 
shown in Figure 5.3). Moreover, application of such a high frequency minimizes 
joule heating effects, and the associated electro-thermal motions at the tips of the 
microelectrodes. 
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Figure 5.3: Variations of Re[fCM] for PAA coated silver nanoparticles used in the experiments. 
 
5.2.4.2  Dielectrophoretic force 
DEP relies on several key properties of particles and their suspending mediums. The 
DEP force experienced by spherical particles is calculated as [38, 39]: 
   20
3 Re2 rmsCMmediumDEP EfrF  

 (5.4) 
where εo is the permittivity of free space, εmedium is the relative permittivity of the 
suspending medium, r is the radius of particles, Re[fCM] is the real part of the CM 
factor, ω is the angular frequency of the applied signal, and Erms is the root-mean-
square value of the induced electric field [33, 40, 41].  
The simulations are designed to show the two extreme cases of system performance: 
one in the absence of conductive nanoparticles, and the other in the presence of 
nanoparticles chaining to form a nanowire between the opposite electrodes. If 
particles have semiconducting or insulating coatings the distribution of the electric 
field and the DEP force will be something between these two extremes. 
The simulations were based on the procedure developed by Khoshmanesh, et al. [42] 
as discussed in Chapter 4. The geometry of the electrodes used in this chapter uses an 
electrode tip spacing of 5 m. The generated mesh for this electrode design uses a 
total number of 19,500 elements. This includes a combination of unstructured 
quadrilateral elements covering the substrate and the microelectrode surface. 
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Additionally, high density quadrilateral elements are generated at the edges of the 
microelectrodes, where high electric field gradients are expected. The density of the 
elements was chosen to accurately predict the behaviour at the microelectrode tip 
region, as shown in Figure 5.4. 
 
Figure 5.4: Images of the mesh used for the simulation of electric field and dielectrophoretic force (a) 2D 
overview of microelectrode mesh (b) close up of microelectrode tip, showing the distribution of the mesh at the 
microelectrode tip region. 
 
Unstructured quadrilateral elements were also generated on the height of the 
microchannel as shown in Figure 5.5. The channel height was divided into 40 
elements, and again the density of the quadrilateral elements was increased at the 
areas near the microelectrode edges. The simulation is conducted for just one 
microelectrode pair to reduce the number of elements and the overall simulation 
time. However, unlike the previous chapter, this simulation uses both 
microelectrodes. 
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Figure 5.5: 3D images of the microelectrode simulation mesh (a) image depicting the microelectrode and side 
wall simulation mesh (b) close up of the corner of the microchannel showing how the mesh elements proceed 
along the z-axis of the microchannel. 
 
These simulations show that a strong electric field is induced across the electrode 
gap, which produces sufficient DEP force to attract silver nanoparticles 
(Figure 5.6(a) – (b)). Once there, the immobilized silver particles, without any 
coatings, act as an extension to the electrodes. This not only reduces the gap between 
the opposite electrodes but produces large electric field gradients due to the antenna 
effect [43], and hence large DEP forces at the free end of the immobilized particle 
aggregations (Figure 5.6(c) – (d)) (see “SEM analysis of aggregated nanoparticles” 
Figure 5.12 in the “Results and discussions” section of this chapter). This self-
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exciting mechanism is dampened once the silver particles bridge between the 
electrodes. 
 
Figure 5.6: Numerical simulations reveal how the immobilisation of silver particles change the performance of 
the DEP system: (a) Electric field contours without silver particles, (b) Electric field contours with immobilised 
silver particles, (c) DEP force contours without silver particles, (d) DEP force contours with immobilised silver 
particles. 
 
5.3  Results and discussions 
5.3.1  Characterization of the DEP response 
A batch of silver nanoparticles coated with approximately 10 ppm DPA, which is a 
bio-marker used for the detection of Bacillus anthracis, was prepared according to 
the procedure explained in the “Experimental details” section of this chapter. The 
behaviour of suspended ~10 ppm DPA silver nanoparticle mixture in the 
microfluidic system can be summarized into three main regimes, as shown in 
Figure 5.7. 
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Figure 5.7: Three main silver nanoparticles configuration regimes, showing the resulting aggregation of particles 
and their corresponding SERS spectra for: (a) no DEP force, (b) combination of DEP and flow forces – controlled 
particle focusing - and (c) DEP force applied for a long time - large particle aggregation. (d) Intensity of the 
1005 cm–1 peak over a period of 40 minutes, inserts show cross-sectional images of the electrode tip regions for 
each of the three regimes.  
 
Regime (a), in the absence of DEP force the particles freely move under the 
hydrodynamic drag force and form no aggregations; Regime (b), under the 
appropriate combination of DEP and hydrodynamic forces, the particles are focused 
at the electrode tips to form highly packed areas of nanoparticles (the area between 
the two electrodes becomes grey under the upright microscope as shown in 
Figure 5.7 (b), indicating the presence of higher concentration of nanoparticles that 
have not been aggregated); and Regime (c), decreasing the flow rate leads to 
chaining of particles across the electrode tips, initially causing strong aggregation 
and eventually electrical short circuiting of the electrodes (the area between the two 
electrodes becomes completely dark as shown in Figure 5.7 (c), indicating a strong 
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aggregation of nanoparticles, see “SEM analysis of aggregated nanoparticles” 
Figure 5.12 in the “Results and discussions” section of this chapter. Measurements 
showed resistance of approximately 30 Ω between the electrode tips at the end of the 
experiments, supporting the hypothesis of electrodes electrical short-circuiting after 
the application of the DEP force for a long time. This behaviour is in excellent 
agreement with the DEP simulation results presented in Figure 5.6, where the silver 
nanoparticles experience a strong positive DEP force at any applied electric field 
frequency. Further, due to high conductivity of the particles there is a clear formation 
of nano-aggregates at the microelectrode tips, as shown in the optical microscope 
images (Figure 5.7). These appear to significantly increase the electric field gradients 
at the tip regions and encourage even more nanoparticle to aggregate. This self-
perpetuating mechanism continues until the electrodes finally short-circuit, reducing 
the electric field intensity. 
It takes minutes to reach Regime (b) after applying the DEP force and over twenty 
minutes to reach Regime (c). Before reaching Regime (c), Regimes (a) and (b) were 
switchable, as once the DEP force was removed the particles could re-suspend, and 
be washed away by the flow system. In order to prove this repeatable switching 
effect, the SERS response of DPA was monitored over time under the application of 
a DEP force (20 MHz, 10 V). After 8 minutes the DEP force was turned off, at which 
point the SERS signatures for DPA are no longer present. Figure 5.8 shows the 
results of these repeatability measurements. 
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Figure 5.8: SERS response of DPA as a function of time. Zero minute represents the time at which the DEP field 
was applied. After 8 minutes a spectrum was saved, the DEP field was removed and another spectrum was saved 
(DEP force removed). This spectra shows the reduction of DPA SERS, and hence the repeatable usage of the 
device. 
 
Raman spectra were taken in all three Regimes using the ~10 ppm DPA mixtures as 
plotted in Figure 5.7, with the laser spot positioned in between the electrode tips. 
Experimental conditions include electrode spacing of 5 m, flow rate of 
0.15 l·min-1 and a particle concentration of 0.0198 g·mL–1. The Figure shows that 
the highest SERS intensity occurs in Regime (b), where the particles are brought in 
close proximity without forming larger aggregates. 
There have been previous studies detailing the detected SERS peaks from DPA, 
which reveal common DPA peaks of 655, 815, 1005, 1185, 1376, 1427 and 
1561 cm
-1
 [44-49]. The Raman measurements performed on the visible cloud of 
silver nanoparticles formed in Regime (B) show a strong Raman response of DPA, 
which is in agreement with the Raman peaks described previously [44-49].  After 
reaching Regime C hardly any further particle aggregation occurs, which could have 
resulted in expected coupled localized surface Plasmon (LSP) peaks shift to longer 
wavelengths [50, 51]. This can be due to the fact that the electrodes become short 
circuited at this regime and the DEP force disappears. 
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5.3.2  Estimation of the “mean” statistical inter-particle spacing 
between silver nanoparticles  
In order to numerically justify the creation of SERS hot-spots, investigations of the 
DEP-microfluidic platform were conducted by the author for determining the 
spacings between silver nanoparticles. Silver nanoparticles used in these experiments 
remain in stable suspension for months at room temperature, due to the Brownian 
motions of the nanoparticles. Einstein theory on Brownian motions suggests that, at 
specific times, the spacings’ between suspended particles in a liquid have a Gaussian 
distribution, which can be described as [52]: 
 
(5.5) 
where xm is the mean value for the spacings, x is the displacement from xm, and 
D = kT/f is the diffusion constant, with T the absolute temperature, k the Boltzmann 
constant and f  the friction factor, which has a comparatively large value for freely 
moving nanoparticles. Before applying the DEP force (Figure 5.10 (a)): particles 
have a Gaussian distribution defined by a statistical “mean” inter particle spacing 
value and a standard deviation that shows the divergence from this mean 
(Figure 5.9). The mean value is thus the average of inter-particle spacing and the real 
spacing between the particles can be either lower or higher than this mean according 
to the Gaussian distribution. For the calculation of the mean value, the author 
assumes negligible standard deviation in particle spacing, dictating that particles are 
a uniformly distributed within the medium, where a realistic standard deviation can 
be later incorporated. 
The mass fraction of silver nanoparticles is equal to 0.0198 g·ml
-1
 and its density is 
equal to 10.5 g·cm
-3
 this results in the particle volume fraction of: 
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Calculating the volume of each particle as: 
3223 1013.1)
2
60
(
3
4
mnm   
(5.7) 
The number of particles per unit volume is equal to: 
19
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(5.8) 
As a result, the spacing “mean” value between the particles is calculated as: 
nmspacingmean
spacingmean
DEPbefore 549
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)1060(
1 19
39


   
(5.9) 
According to the Gaussian distribution definition, 68.2 % of the particles have the 
spacing in the range of D2550   nm. 
 
Figure 5.9: Estimation of particle spacing distributions. (a) The distribution is assumed to be Gaussian both far 
from and near the electrode tips (b) Schematic (not to scale) of the nanoparticle’ distributions far from and near to 
the tips. 
 
After applying the DEP force (Figure 5.10(b)): particles are focused between the 
microelectrode tips without being attached to each other as described for the 
regime B case. According to the simulations, the focusing mainly occurs along the 
cross sectional plane (xy plane) of the microchannel and not along the longitudinal 
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axis (z-axis) as the particles continuously passed through the microchannel with the 
same flow rate and that the hydrodynamic flow force is significantly larger than the 
DEP force in the z direction. Therefore, the author assumes that the mean of the 
particle inter-spacing in the z direction remains 550 nm (Figure 5.9(b)). The 
microscopic observations showed that particles form into approximate rectangular 
regions in the xy plane at the cross section, while focused at the microelectrode tips. 
As shown in Figure 5.10(b), those semi-rectangular regions estimated to have a 
width of ~2.5 µm (half of the microelectrode gap) and a height of ~20 µm (one 
fourth of the microchannel height). As a result, the “statistical mean” of the focused 
particles’ interspacing in the xy plane can be calculated as: 
 
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(5.10) 
in which λfocusing corresponds to efficiency of particle focusing at the tip region. The 
variation of average inter-particle spacing at different focusing efficiencies is shown 
in Figure 5.10(c). At the focusing efficiencies of 22.5 – 65 %, the statistical mean for 
inter-particle spacing are calculated to be in a range of 3.5 to 10 nm (Figure 5.9(a)). 
This focusing efficiency can be adjusted by setting the applied voltage, frequency 
and flow rate. In our system, those conditions are obtained at 10 V, 20 MHz and 
0.15 µL·min
-1
 (regime (b)). This crude approximation is in good agreement with 
previous SERS hot-spot studies, which demonstrate hot-spot enhancement at spacing 
between 1 –10 nm [53]. 
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Figure 5.10: Schematic of the particles’ distribution in the xy plane: (a) before applying the DEP force, and 
(b) after applying the DEP force. (c) The value of “statistical mean” for inter-particle spacing as a function of 
focusing efficiency. 
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5.3.3  Detection at low concentrations 
The author assessed the capability of the system for bio-analyte detection at lower 
concentrations, the Raman response of silver nanoparticles was also acquired at a 
lower concentration of DPA (~1 ppm). However in this case, it was found that after 
applying the DEP force, the electrodes were short-circuited very quickly by the silver 
nanoparticles chaining in-between them. It appears that the silver nanoparticles were 
not fully covered with DPA at these lower concentrations, leaving their surface void 
of insulating materials. Even in the case of full DPA coverage assumption, it is likely 
that the thickness of the DPA layer was sufficiently small that the electrons could 
easily tunnel between the closely spaced silver nanoparticles. In order to overcome 
this problem, for the detection of lower concentrations of DPA, after incubating the 
silver particles in ~1 ppm DPA, they were further incubated by adding 1 part of 
5 mM aqueous poly-acrylic acid (PAA) to 100 parts of solution for a further 24 hours 
to ensure the surface of the particles were covered with a thick layer of insulating 
material.  
This treatment significantly reduced the agglomerating forces experienced by the 
silver nanoparticles, and also helped to prevent the electrodes from short-circuiting. 
The ~1 ppm mixture could now be tested in the same fashion as the ~10 ppm, and the 
Raman spectra are shown in Figure 5.11(a) – (b). For both ~1 and ~10 ppm DPA 
cases, the Raman spectra show distinguishable detection of DPA, with many 
characteristic peaks present. There are a few small differences between the two 
spectra, most obviously the peak at 890 cm
1
 which is only present in the spectrum 
for ~1 ppm DPA. This peak can be attributed to the C-COOH stretching mode of the 
PAA [54], thus reaffirming that PAA strongly binds to the silver-DPA system and 
provides an insulating polymer layer for enhancing the sensitivity of DPA detection 
using DEP. Additionally, using the magnitude and peak area of the 1005 cm
1
 peak 
of both the ~10 and ~1 ppm solutions and considering a linear calibration curve, the 
minimum detection limit for this system was determined to be ~100 ppb, making this 
method more sensitive than previously researched methods [46, 49]. 
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Figure 5.11: Raman spectra of DPA at (a) ~10 ppm concentration and (b) ~1 ppm concentration (after PAA 
incubation) Raman spectra showing (c) PDMS spectra (d) as-purchased pristine silver nanoparticles (e) ~1 ppm 
DPA Spectra (f) PAA spectra. 
 
5.3.4  SEM analysis of aggregated nanoparticles 
The author characterised the silver nanoparticles aggregates and took high resolution 
SEM of the microelectrode regions (FEI Nova-nano200 - with a spot size of 3, a 
working distance of 5 mm and an excitation voltage of 3 kV). He took SEM of the 
area between electrodes after each regime. The SEM images were taken after 
removing the PDMS microchannel structure and drying the surface of the 
microelectrodes. When the DEP force (voltage of 20 MHz and 10 V) was not applied 
(regime A – produces no Raman signal) or applied for less than a few minutes, 
(regime B – produces strong Raman signal) there is no silver nanoparticles 
agglomerate between the electrodes (Figure 5.12(a)) and also no large agglomeration 
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of nanoparticles was seen to leave the microfluidics channel. This backs the authors 
claim that there is “dynamic” control over the “mean” of particles spacing. They are 
only brought closer to each other, but they do not form static agglomerates. 
However, after 20 minutes of applying the DEP force (regime C – produces weak 
Raman signals), the author observed the formation of agglomerates between the 
electrodes (Figure 5.12(b)). They strongly attached to each other, and could not be 
removed by the hydrodynamic force of the flow anymore.  
This is in agreement with the in situ optical observations shown in Figure 5.7(a) - (c). 
Figure 5.7(a), regime (a), shows no observable formation between the electrodes, 
Figure 5.7(b), regime (b) (dynamic case), shows a grey spot in between electrodes, 
and Figure 5.7(c), regime (c) (static case), the spot became larger and almost black. 
The simulations also back these observations. Regime (c) occurs when silver 
nanoparticles are attached to each other. This occurs when silver particles start 
forming chains (Figure 5.6(b)) and produce a very large electric field, which cause 
strong agglomeration silver nanoparticles even further.  
 
Figure 5.12: (a) SEM image of the microelectrodes after regime B (b) SEM images of the microelectrodes after 
regime C, insert image shows close up view of the microelectrode edge. 
 
5.3.5  Characterization of the adsorbed chemical onto silver 
nanoparticles 
To confirm that the Raman spectra observed in Figure 5.7 and Figure 5.11(a) – (b) 
have originated from DPA, and not from other contaminants and components in the 
10 μm 1 μm 
(a) (b) 
10 μm 
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system, Raman spectra were also taken from the poly dimethylsiloxane (PDMS) 
surrounding the microchannel, the as-purchased pristine silver nanoparticles solution 
and finally a solution containing a mixture of silver nanoparticles and PAA. 
Figure 5.11(c) – (f) shows the spectra of these three tests compared with the ~1 ppm 
DPA/PAA sample spectrum. The Raman spectra for the PDMS channel shows 
several characteristic peaks, the peaks at 1257 and 1407 cm
1
, which correspond to 
the C-H asymmetrical bending modes of the PDMS. The peak at 852 cm
1
 is the CH3 
asymmetrical rocking mode, 783 cm
1
 is the C-Si-C asymmetrical stretching mode, 
706 cm
1
 is the C-Si-C symmetrical stretching mode, and 615 cm
1
 is the 
quadrifunctional unit mode of the PDMS structure [55]. Raman spectra for the as-
purchased silver show minor PDMS peaks, due to the presence of the PDMS 
microchannel structure, with an additional peak at 1157 cm
1
, which can be 
attributed to the carboxylic functional group of trisodium citrate buffer [56]. As can 
be seen, the silver with PAA coating only shows two broad Raman peaks at 1585 and 
1353 cm
1
, which are known to be amorphous carbon peaks [57]. The ~1 ppm DPA 
Raman spectrum does not show any artefacts from the PDMS microchannel, or any 
significant peaks from the PAA, further suggesting that DPA is tightly bound to the 
surface of silver nanoparticles, and demonstrating that system was indeed detecting 
the SERS spectra of anthrax biomarker DPA molecules. 
Further spectroscopy studies, including ultraviolet–visible (UV-Vis), Fourier 
transform infrared (FTIR), and X-ray photoemission spectroscopy (XPS) were also 
undertaken on all silver mixtures and samples to complement and support the results 
obtained by Raman spectroscopy.  
5.3.6  UV-Vis analysis of silver nanoparticle solutions 
Figure 5.13 shows the UV-Vis absorbance spectra of silver in combination with 
various analytes using a Cary 50 Bio-spectrophotometer with a spectral resolution of 
2 nm. The pristine Ag nanoparticles showed a characteristic SPR signature peak at 
435 nm, without any shift in Ag SPR feature after binding of DPA or PAA 
molecules. The absorbance peak at 270 nm is the organic peak produced by both 
DPA and PAA. Figure 5.13 shows this peak to be small for the pristine silver sample, 
and larger in magnitude for mixtures of silver with DPA and PAA, indicating a 
presence of DPA and PAA in the mixed samples. 
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Figure 5.13: UV-Vis absorbance spectra of pristine silver nanoparticles in combination with the various analytes 
used in this study. 
 
5.3.7  FTIR spectroscopy 
FTIR data for the silver nanoparticles, with and without the various analytes are 
shown in Figure 5.14. Comparison of characteristic FTIR peak of DPA at 
ca. 1700 cm
-1
 (see Figure 5.14 (f)) in different samples containing DPA clearly 
shows that although in a sample containing ~10 ppm DPA, DPA binds directly to 
silver nanoparticles in the absence of PAA (Figure 5.14(c), a minor hump at 
ca. 1700 cm
-1
), the binding of DPA to silver nanoparticles is much stronger when 
PAA is added to a ~1 ppm DPA sample (Figure 5.14(a), a strong shoulder at 
ca. 1700 cm
-1
). For comparison, the FTIR spectrum of PAA is also shown 
(Figure 5.14(e)), which does not have an FTIR signature at ca. 1700 cm
-1
, however 
possesses a distinct feature at ca. 1300 cm
-1
. These two features of PAA make its 
FTIR spectrum clearly discernible from that of DPA (compare 
Figure 5.14(e) and (f)), and thus highlights the binding behaviour of these two 
molecules on silver surface. The binding of PAA to the silver- DPA sample is 
evident from a shoulder feature present at ca. 1300 cm
-1
 (Figure 5.14(a)).   
 148 
 
 
Figure 5.14: FTIR spectra of (a) silver nanoparticles with PAA and ~1 ppm DPA (b) silver nanoparticles with 
PAA (c) silver nanoparticles with ~10 ppm DPA (d) pristine as-purchased silver nanoparticles (e) PAA only 
(f) DPA only. 
 
The surprising increase in DPA FTIR signals on silver nanoparticles in the solution 
containing ~1 ppm DPA with PAA mixture, as opposed to ~10 ppm DPA in the 
absence of PAA, is most likely due to long chains of PAA polymer molecules 
facilitating DPA-PAA complexation on silver surface by promoting hydrogen 
bonding, when mixed together. This observation is highly encouraging and suggests 
the unique possibility of utilizing polymeric molecules such as PAA for 
concentration of lower concentration of disease biomarkers typically observed in 
natural samples onto SERS active silver substrates. This may result in increasing the 
detection limit of such biomarkers. 
5.3.8  XPS analysis 
XPS was further utilized to understand the binding behaviour of DPA to silver (Ag) 
nanoparticles in the presence of PAA molecules (Figure 5.15). For XPS analysis, 
C 1s, N 1s and Ag 3d core level spectra for pristine Ag nanoparticles, Ag-DPA and 
Ag-DPA-PAA samples were acquired. Binding energies (BEs) of all the core levels 
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were aligned to adventitious C 1s BE of 285 eV, and spectra were corrected for any 
background signals using the Shirley algorithm [58] prior to curve fitting using a 
Gaussian-Lorentzian function [59]. Figure 5.15 shows the Ag 3d core level spectra 
obtained from pristine Ag nanoparticles (a), Ag-DPA (b), and Ag-DPA-PAA (c). All 
the three Ag 3d core levels could be satisfactorily fitted into spin-orbit pairs with 
distinct Ag 3d5/2 and Ag 3d3/2 BE components. As expected, pristine Ag 
nanoparticles (a) showed Ag 3d5/2 BE component at 366.7 eV, which is in good 
agreement with published values for Ag(0) in silver nanoparticles [60]. However, in 
Ag-DPA sample (b), Ag 3d5/2 BE component of Ag nanoparticles shifted towards 
higher BE of 367.7 eV, which strongly indicates that DPA molecules are associated 
with Ag nanoparticles via the nitrogen atom in its pyridine ring. Interestingly, when 
PAA was introduced in Ag-DPA system, Ag 3d XPS spectra could only be 
satisfactorily fitted into two spin-orbit pairs with Ag 3d5/2 BEs of 367.6 and 
368.5 eV, respectively (c). The highly electronegative –COO groups present in PAA 
polymer chains can be accounted responsible for a positive BE shift in Ag 3d5/2 BE, 
leading at 368.5 eV component. This suggests close association between PAA 
polymer chains to Ag-DPA system, which most likely results from H-bonding 
between these molecules. 
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Figure 5.15: XPS spectra showing Ag 3d core levels of (a) pristine Ag nanoparticles, (b) Ag-DPA, and (c) Ag-
DPA-PAA. 
 
The presence of DPA in Ag-DPA and Ag-DPA-PAA samples was further confirmed 
by N 1s core level (Figure 5.16). N 1s core level could be fitted in a single BE 
component at 399.6 eV in Ag-DPA sample, which corresponds to pyridine N of DPA 
molecules associated with Ag nanoparticles [60]. In Ag-DPA-PAA sample, a 
+0.6 eV shift in N 1s BE leading to BE maximum at 400.2 eV is observed. This 
positive shift in N 1s BE also supports the interaction of –COO rich, highly 
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electronegative, PAA polymer chains with DPA molecules bound to Ag 
nanoparticles. 
 
Figure 5.16: XPS spectra showing N 1s core levels of (a) Ag-DPA, and (b) Ag-DPA-PAA. 
 
Furthermore, both Ag-DPA and Ag-DPA-PAA samples showed C 1s core levels, 
which could be stripped into three components with BEs at 285, 286.5 and 288 eV 
and are assigned to the electron emission from the adventitious carbon and the 
carbons coordinated to pyridine ring and carboxylic groups. Since nitrogen is present 
only in DPA molecules, nitrogen to silver signal ratios were compared in Ag-DPA 
and Ag-DPA-PAA samples, which corresponded to 0.86 and 1.35, respectively, in 
these two samples. This confirms that presence of PAA molecules promotes 
association of DPA marker molecules to Ag nanoparticles, leading to 57 % increase 
in the binding of DPA to Ag nanoparticles in the presence of PAA polymer chains. It 
is this aspect that may also allow for the increased SERS detection of DPA at 
~1 ppm concentration levels in the Ag-DPA-PAA samples. 
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XPS analysis not only revealed a close association between PAA polymer chains and 
silver-DPA but also confirmed that presence of PAA molecules indeed promote 
strong association of DPA marker molecules to silver nanoparticles. It is this aspect 
that may also allow for the increased SERS detection of DPA at ~1 ppm 
concentration levels in silver-DPA-PAA samples. 
5.4  Summary 
In this chapter, the author presented a combination of DEP and hydrodynamic forces 
for demonstrating for the active control of suspended silver nanoparticle and their 
inter-particle spacing in a microfluidic system. The system was able to manipulate 
the suspended silver particles and produce well-controlled hot-spots to augment the 
SERS signals. The detection of DPA at both ~1 and ~10 ppm concentration levels 
was shown using the analysis of the Raman spectra, and under ideal conditions, the 
procedure was reversible (i.e., once the DEP force is removed the particles could re-
suspend, and be washed away by the flow system). Characterisation techniques of 
UV-Vis and FTIR spectroscopy as well as XPS analysis were implemented to 
confirm the presence of DPA on silver particles and the validity of the system’s 
performance.  
This system could be used for the analysis of bio-components other than DPA, as the 
DEP-SERS microfluidic unit can be readily adapted to analyse any chemical that has 
a Raman signature. The system can be used as a universal template for bio-sensing, 
and it can also be tailored for use in the field, where access to specific chemical 
aggregating agents may be limited. Additionally, the particle focusing process under 
DEP is reversible, allowing the unit to be reused for different applications. 
In the following chapter, the author will present SERS detection of live cells, as an 
extension to SERS on analytes presented here. The system will continue to utilise the 
5 m tip spacing microelectrodes for trapping cells in the microfluidics. In the next 
chapter the author will use multivariable data analysis techniques, used for breaking 
down the complex cell SERS spectra into coherent components. 
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Chapter 6 
 
 
Surface-enhanced Raman scattering from nano-silver 
coated yeast cells 
6.1  Introduction 
In this chapter, the author reports on a microfluidic system, integrating 
dielectrophoresis and surface enhanced Raman scattering (SERS), for the trapping 
and real time monitoring of cells and their functions. The device presented by the 
author in the previous chapters will be implemented again here for the trapping of 
yeast cells. The yeast cells are coated with silver nanoparticles to enable highly 
sensitive SERS analysis, and are examined under various physical conditions: live vs. 
dead and isolated vs. grouped. The novel work presented by the author in this chapter 
demonstrates a highly sensitive cell analysis platform capable of assessing non-
specific chemicals on the surface and in the vicinity of cells. Additionally, the author 
will illustrate the feasibility of this system for in situ cell monitoring and analysis of 
secreted chemicals during their growth, metabolism, proliferation and apoptosis. The 
work in this chapter has been compiled and submitted to the Biosensors & 
Bioelectronics journal [1]. 
There are still many unknowns about the functions of living cells and their 
communications. Many aspects of cell wall chemical constituents and cell 
metabolisms have been studied using a variety of techniques, including Raman 
spectroscopy [2-6]. Raman spectroscopy enables the acquisition of large amounts of 
information from cells. In particular, it can be efficiently used for identifying 
molecules inside the cells and on their surface [7-11]. The intensity of obtained 
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Raman signals is low for studies that focus on only a limited number of cells because 
of the small concentration of the target molecules. Surface-enhanced Raman 
scattering (SERS) is frequently used for enhancing the detection of molecules in low 
concentrations [12-16]. Additionally, SERS allows the Raman signals to be obtained 
at much smaller time intervals and at lower power levels, reducing the chance of 
harming the cells under investigation. For SERS, the surface of cells must be covered 
with SERS inducing nanoparticles such as gold [17] or silver [13]. SERS has been 
successfully utilized for processes such as differentiating between various cell types 
[14] and for cell recognition and diagnostics [18]. There are also reports showing the 
inter-cellular transport pathways using gold nanoparticles [19]. However, despite the 
obvious capabilities of SERS there are no reports using SERS for investigating the 
secretion of chemicals from different types of cells, at different group sizes and 
under various environmental conditions. 
In order to study cells in different environmental conditions, microfluidic systems are 
ideal platforms which allow the facile manipulation of the cells’ surroundings. 
However, SERS imaging requires that the cells be kept still during the entire data 
acquisition period; therefore the cells must be immobilized. Many methods of cell 
immobilization are possible in microfluidics [20]; however, not all of them are 
appropriate for SERS. For example, mechanical trapping techniques require 
microstructures to hold a cell in place; and these microstructures are generally made 
of materials that have strong Raman signal intensities, interfering with SERS [21]. 
Acoustic, hydrodynamic and magnetic immobilization methods are effective, 
although they are not capable of trapping individual cells [20]. Optical tweezing and 
thermal trapping are widely applied to cells but have the potential to cause damage 
and stress to the cells [22]. Dielectrophoresis (DEP), the induced motion of dielectric 
particles in a non-uniform electric field, has proven to be an effective method of 
trapping cells in microfluidics and can efficiently allow the control of cell group 
sizing [23-25]. DEP is especially compatible with SERS, as the smooth surface of 
metallic microelectrodes does not produce any interfering Raman signals and the 
microelectrodes can generate strong localized electric fields to trap both individual 
cells and cells in groups of specific sizes. 
In light of these important considerations, the author will present a microfluidic 
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system where DEP is utilized to immobilize a desired number of cells in either direct 
contact or greater than 10 m from each other. The author will show that nano-silver 
coated yeast cell SERS can clearly differentiate between live and dead cells. 
Subsequently, the author will demonstrate the microfluidic system for studying live 
cells that are immobilized into “isolated” and “grouped” cell clusters in order to 
investigate the differences in molecule secretion.  
6.2  Experimental details 
6.2.1  Equipment 
6.2.1.1  Raman System 
The Raman microscopy system uses a Horiba TRIAX 320 spectrometer, with a CCD 
resolution of 0.06 nm. The spectrometer is fibre coupled to an Olympus BX41 
confocal microscope, fitted with a 50×, 0.5 numerical aperture (NA) objective lens. 
The laser system operates at 532 nm with 1 mW optical power output, creating a 
final spot size of 0.65 µm in diameter. The SERS spectra from the cells were 
acquired for 20 seconds with no additional accumulations. 
6.2.1.2  Microfluidic systems 
The microfluidic-DEP device used in this chapter is identical to that used in 
Chapter 5 (Figure 6.1(a)). The microfluidic system is driven by a syringe pump 
(Harvard Pico Plus) in withdraw mode. Once the yeast cells are inside the 
microchannel DEP is applied to immobilize the cells onto the quartz substrate 
(Figure 6.1(b)), after which the SERS targeted cells are chosen by visual inspection 
using optical microscopy (Figure 6.1(c)). 
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Figure 6.1: The microfluidic system, simulation and cell trapping are shown. (a) Schematic of the microfluidic 
device with microchannel dimensions of 150 × 70 μm and length of 12 mm, integrated microelectrodes with 
15 μm spacing at the tips, and a 532 nm, 1 mW Raman system. (b) The distribution of net trapping force 
composed of dielectrophoretic, hydrodynamic drag and sedimentation forces at a plane 10 μm from the quartz 
substrate. (c) Formation of “isolated” and “grouped” yeast cells at the tip of a microelectrode pair (d) Schematic 
side view of microchannel showing the expected cell trajectory when exposed to DEP and hydrodynamic forces 
and the eventual cell immobilization. 
 
One drawback to using DEP for yeast manipulation is that exposure to high electric 
fields can possibly deteriorate the viability of the cells [26]. This deterioration is 
mostly caused by the Joule heating effect due to the presence of strong electric fields 
in the high electrical conductivity medium surrounding the cells; moreover, effects 
such as trans-membrane potential and cell elongation must also be considered when 
choosing appropriate DEP conditions for biological elements such as yeast cells [23, 
26-32]. The author was able to minimize these adverse effects by applying the DEP 
electrical signals at a relatively high frequency of 20 MHz [23, 27] and using a 
relatively low voltage of 5 V (see “Dielectrophoresis simulations” in this chapter). 
Additionally, the author only applied the electric field to the microelectrodes for 30–
60 seconds, which is sufficient for efficient cell trapping and permanent 
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immobilization. Once an adequate number of cells were trapped the electric field was 
turned off to minimize any issues that could arise from electric field exposure [33]. 
The yeast cells have spherical to ellipsoidal geometries, with diameters in the range 
of 6 to 10 m, such that their dielectrophoretic response is approximated by multi-
shell spherical model with a cell diameter of 8 µm [23, 26, 34]. In order to 
characterize the dielectrophoretic response of the system and select the suitable 
frequency for the applied electric field, simulations of the electric field strength and 
Clausius–Mossotti (CM) factor are conducted (see “Dielectrophoresis simulations” 
in this chapter). Figure 6.1(b) depicts the distribution of net trapping force composed 
of dielectrophoretic, hydrodynamic drag and sedimentation forces at a plane 10 μm 
from the quartz substrate. The density of trapped cells is proportional to the 
magnitude of the net trapping force, as shown in Figure 6.1(b). The author has 
presented details of numerical simulations in the “Dielectrophoresis simulations” 
section of this chapter. Figure 6.1(c) also depicts the formation of “isolated” and 
“grouped” cell clusters at microelectrode tips. “Isolated cell” refers to cells that have 
been immobilized but are not in the vicinity of other cells (i.e. > 1 cell distance). 
“Grouped cells” refer to cells that are in the intimate contact with one another. 
6.2.2  Chemical details 
6.2.2.1  Silver nanoparticles 
The silver nanoparticles were fabricated using a modified method based on the one 
described by Panacek et al. [35]. Briefly, colloidal silver particles were synthesized 
by the reduction of [Ag(NH3)2]
+
 complex with glucose. Then 50 mM ammonium 
hydroxide (5 mL) was added to 2 mM silver nitrate (25 mL). The reaction system 
was left aside for two hours to allow for the [Ag(NH3)2]
+
 complex to form. Next 
25 mM D-glucose (20 mL) was added to the reaction system. Immediately, 100 mM 
of NaOH solution (1 mL) was added to the reaction system to initiate the reduction 
and control the growth rate. The reaction system was stirred gently every few 
minutes. The reaction was performed at room temperature. Transmission electron 
microscope (TEM) images were taken of the particles at various magnifications to 
demonstrate the size and shape of the particles. Figure 6.2 below shows the 
nanoparticles from two different groups. A lacy carbon TEM grid was used to 
support the nanoparticles for imaging. Imaging was conducted using a Jeol 2010 
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TEM with a 200 kV acceleration voltage and a spot size of 2. Images were captured 
using a Gatan digital camera attached to the TEM. 
 
Figure 6.2: TEM images of the fabricated silver nanoparticles. 
 
6.2.2.2  Yeast-silver mixtures 
The author used Saccharomyces cerevisiae (yeast) cells for the work in this chapter, 
as they are frequently employed as an ideal model of eukaryotic cells [5, 10, 11, 36, 
37]. For obtaining strong SERS signals the cells are coated with 90 nm diameter 
silver nanoparticles (Figure 6.2). The silver mixture was added directly to the 
suspended yeast sample and left for 15 minutes to allow the absorption of silver 
nanoparticles onto the surface of the yeast (Figure 6.3(b)). It should be noted that the 
size of the silver nanoparticles directly affects the antibacterial activity of the silver 
nanoparticles [38]. It has been determined that the antibacterial behaviour decreases 
when the particle size is increases. Anti-bacterial effects of silver nanoparticles of 
~90 nm diameters are far less than those of nanoparticles of 40 nm or less diameters. 
Additionally the uptake of the 90 nm nanoparticles inside the cells is not high and the 
majority of the particles are only immobilized onto the surface of the cell membrane. 
 163 
 
 
Figure 6.3: Details of silver nanoparticle properties and images showing the silver’s attachment to the surface of 
yeast cells. (a) Transmission electron microscope image of silver nanoparticles synthesized using the described 
method in [35]. Insert: ultraviolet visible absorbance spectra of the silver nanoparticle suspension. 
(b) Environmental scanning electron microscope image of yeast cells coated with silver nanoparticles. 
(c) Schematic of silver bonding to yeast cell wall, the exposure to the light source and the consequent generation 
of SERS signals. (d) Insert schematic of the silvers attachment to the cell wall showing the chemical component 
exchanges in and out of cell. The chemicals pass near the silver nanoparticles plasmonic SERS enhancement area. 
 
Mixtures involving dead yeast cells were created by adding 50 %v/v methanol to the 
mixture. The addition of methanol causes instantaneous death of cells, without 
causing cell apoptosis or destroying the bond between silver particles and the yeast 
cell walls [26]. 
6.2.3  Dielectrophoresis (DEP) simulations 
The three main forces applied on cells are the dielectrophoretic, hydrodynamic drag, 
and sedimentation forces, which are described as below [39]: 
23 ]Re[2 rmsCMmediumcellDEP EfrF    (6.1) 
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In equation (6.1), rcell is the radius of the cell, εmedium is the permittivity of the 
medium, Erms is the root-mean-square (rms) value of the applied electric field, and 
Re[fCM] is the real part of the Clausius-Mossotti (CM) factor, representing the 
polarisation of  cells with respect to their surrounding medium. In equation (6.2), 
µmedium and mediumU

are the dynamic viscosity and velocity of the medium, and cellv

 is 
the velocity of cells. Finally in equation (6.3), ρcell and ρmedium are the density of the 
cell and the medium, and zg

is the gravitational acceleration. 
The fCM of homogenous spherical particles is described as below, where ε
*
 is the 
complex permittivity, σ is the electrical conductivity, εo = 8.85×10
–12
 F·m
–1
 is the 
permittivity of the vacuum, ε is the dielectric constant, and ω is the angular 
frequency of the applied AC signal [27, 40]. 
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(6.5) 
However, most bio-particles including cells have a more complicated structure, 
comprised of several layers of materials with different dielectric properties. For 
example, the yeast cells are considered as spherical structures comprised of 
cytoplasm, plasma membrane and an outer wall, as shown in Figure 6.4 [27]: 
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Figure 6.4: Yeast cells are considered as spherical structures comprised of cytoplasm, plasma membrane and an 
outer wall. 
 
The common approach to predict the fCM of such complicated biological structures is 
to apply the multi-shell model, as given below for double-shell yeast cells [27]: 
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(6.7) 
The dielectric properties of live and dead (methanol treated) yeast cells as well as the 
medium were taken as below [26, 34]: 
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Table 6.1: Variables used for the calculation of dielectrophoretic force for a yeast cell. 
Live yeast Dead yeast DI water 
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However, addition of silver nanoparticles to the medium not only changes the 
dielectric properties of the cells (as the silver nanoparticles coat the surface of cells) 
but also changes the dielectric properties of the medium (as a large portion of silver 
nanoparticles remain suspended in the medium). To take into account the silver 
nanoparticles coating the surface of cells, it is assumed that there is a homogenous 
layer of particles covering the outer wall of yeast cells, which is compatible with 
multi-shell spherical model, as shown in Figure 6.5: 
 
Figure 6.5: It is assumed that a homogenous layer of particles is covering the outer wall of yeast cells, to take into 
account the silver nanoparticles coating the surface of the cells. 
 
To consider the incomplete and inhomogeneous coating of the yeast cells, the author 
defined a coating efficiency as Coating  
and considered the dielectric properties of this 
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additional layer proportional to silver nanoparticles conductivity and permittivity: 
lesnanoparticSilverCoatinglesnanoparticSilverlayerCoating    (6.8) 
lesnanoparticSilverCoatinglesnanoparticSilverlayerCoating  
 
(6.9) 
In which, φSilver nanoparticles = 0.0198 g.ml
–1
 is the volume fraction of silver 
nanoparticles within the medium. 
To take into account the presence of silver nanoparticles still suspended in the 
medium, the author calculated the equivalent complex permittivity of the medium as 
below [27]: 
*
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The DEP response of live and dead yeast cells were calculated in a variety of coating 
efficiencies ranging from 10 % to 100 %, as shown in Figure 6.6. Curves 1 and 2 
represent the DEP response of original yeast cells (without any silver nanoparticles 
either coated on their surface or within the medium) while curves 3 – 6 represent the 
DEP response of live yeast cells covered with different coating efficiencies of 10 –
100%, instead curves 7 – 10 represent the DEP response of dead yeast cells with 
different coating efficiencies of 10 – 100%. Interestingly, the addition of SERS silver 
nanoparticles significantly changed the DEP response of original yeast cells. The 
Re[fCM] of live yeast cells remained constant throughout the frequency spectrum of 
10 kHz – 20 MHz at different coating efficiencies. Alternatively, the Re[fCM] of dead 
yeast cells was very sensitive both to frequency and coating efficiency, reducing at 
high frequencies and low coating efficiencies. This is consistent with the author’s 
experimental observations: while most live yeast cells were trapped close to the tips 
of microelectrodes the dead yeast cells were scattered at a larger area. 
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Figure 6.6: Analysing the DEP response of live and dead yeast cells at different coating efficiencies. 
 
Additionally, electric field simulations of the DEP microelectrodes were conducted 
using equations 4.4 and 4.5 and associated simulation procedures from Chapter 4. 
The simulation reveals the sharp increase of electric field over the microelectrode 
tips [21]. 
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Figure 6.7: The distribution of induced electric field (V·m–1) at the surface of the quartz substrate with 5 V 
applied, obtained by numerical simulation. 
 
6.2.4  Principal component analysis spectral preparation method 
Principal component analysis (PCA) is used to visualize and examine the trends in 
the SERS datasets, as PCA is an efficient means for resolving hidden patterns in 
spectral data [41, 42]. The loading plots for several principal components (PC’s) are 
used to determine which spectral region most contributed to the variances in the 
dataset, and ultimately for the determination of potential chemical differences and 
communications between cells. 
The author prepared the SERS spectra for PCA analysis using a two-step approach. 
First, the spectra were background corrected using a built in MATLAB function 
called ‘msbackadj’. This function estimates the baseline by using a multiple shifted 
window with a width of 200 cm
–1
. It then estimates the baseline using a spline 
approximation, and consequently adjusts the baseline of spectral data. After the 
background correction function is performed, the data is smoothed using another 
built in MATLAB function called ‘mssgolay’, which uses a least-squared digital 
polynomial filter [43]. The filter is set to have a span width of 15 cm
–1
, and the centre 
of the span is incremented by 1 to include both edges of the spectrum. 
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6.3  Results and discussions 
6.3.1  SERS variation 
The image in (Figure 6.3) clearly shows silver nanoparticles on the surface of the 
yeast cells. The distribution of silver over the yeast cells is highly inhomogeneous, 
which can influence the intensity and Raman shift peaks from the cells. To 
demonstrate clearly how SERS signals from yeast vary between cells, Figure 6.8 
depicts two immobilized cells. The SERS spectra corresponding to the cells is also 
displayed, which shows that some important Raman shift peaks remain constant 
(such as the peaks at 624, 724 and 1554 cm
–1
) while the other change in magnitude, 
likely due to the various chemical interactions between the silver and the yeast cells 
[44]. Furthermore, cell morphology differences could also have an impact on the 
collected SERS signals. These facts could be improved by incorporating cross 
linking chemicals to allow the nanoparticles to attach to the yeast cells in a more 
uniform manner. However this approach is not adopted for this work, instead the 
author employed a statistical analysis approach in order to obtain meaningful results 
from a large number of samples (>50 in each case) regardless of the silvers 
inhomogeneous coverage. Additionally, it has been suggested that that >10 SERS 
spectra from a single cell (distributed evenly on the sample) is generally sufficient 
for its identification due the angle variation effect on Raman signals [37]. Therefore, 
the cell spectra presented in this chapter are studied using statistical analysis in order 
to minimise the effects of natural variation on the outcomes. 
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Figure 6.8: Due to the non-homogeneous distribution of silver over the surface of cells, SERS signals from two 
cells demonstrate significant difference. The two cells imaged here have been prepared in the same batch with 
identical preparation methods. 
 
6.3.2  Control experiments 
Examples of SERS of nanoparticle-yeast (silver and yeast mixed together) Raman 
spectra for both live and dead cells are presented in Figure 6.9(a) and Figure 6.9(b). 
As a benchmark, Raman spectrum of silver nanoparticles and pristine yeast cells (no 
added silver) are also demonstrated (Figure 6.9(c) and Figure 6.9(d), respectively). 
All data acquisitions are background corrected and obtained inside the microfluidic 
channel. 
The Raman spectrum of a typical pristine yeast cell (Figure 6.9(d)) shows only three 
low intensity peaks near the 600 cm
–1
 range; and it is determined that those peaks 
belong to the PDMS from microchannel structure.[21, 45] These PDMS peaks 
always appear in spectra taken with long acquisition times (120 seconds). For 
comparison the Raman spectrum of PDMS is shown in Figure 6.9(e). A short 
acquisition time (20 seconds) is possible for the yeast silver nanoparticles covered 
cells, causing minimal degradation of the cells by the Raman laser source and 
eliminating the PDMS signals. The SERS pattern from pristine silver nanoparticles 
(Figure 6.9(c)) shows strong peaks of D-glucose, as it is present in the liquid 
surrounding the silver nanoparticles as a by-product in the synthesis process.[35] 
Both dead (Figure 6.9(a)) and live (Figure 6.9(b)) nanoparticle coated yeast cells 
show strong SERS signals, even at small acquisition durations of 20 seconds. These 
signals do not appear to come from pure D-glucose, confirming the validity of the 
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SERS measurements for identifying cells’ Raman peak shifts. 
 
Figure 6.9: Raman spectra for control experiments showing: (a) two examples of live yeast cell SERS 
(acquisition time of 20 seconds), (b) two examples of dead yeast cell SERS (acquisition time of 20 seconds), 
(c) pristine suspended silver nanoparticles Raman spectrum (acquisition time of 10 seconds) (d) an example of 
live pristine yeast Raman spectrum (without nanoparticles coating - acquisition time of 120 seconds) and 
(e) PDMS Raman spectrum (acquisition time of 10 seconds). 
 
6.3.3  Dead and live yeast cell characterization 
The author conducted a series of experiments to assess the capability of the system, 
and show the outcomes from comparison of dead vs. live and grouped vs. isolated 
SERS datasets. For this experimental procedure, live cells were introduced into the 
channel and trapped using DEP, as shown in Figure 6.1(c). It appeared that the cells 
do indeed form formations at the electrode tips as predicted by the simulations 
(Figure 6.7). Additionally, the cells also adhere to the quartz substrate at areas much 
further away from the electrodes than predicted (Figure 6.1(d)). Isolated cells were 
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targeted with the Raman system, and the resulting spectra were saved. The channel 
was then cleaned and dead cells were introduced. Again, DEP was used to trap the 
cells and the SERS spectra from isolated dead cells were saved. The DEP behaviour 
of dead yeast cells also matches with simulations (Figure 6.6), where silver-coated 
yeast cells experience positive DEP forces at the applied electric field frequency. 
Finally, in order to confirm that the cells in the dead SERS test were actually dead, 
the cells are removed from the microchannel and stained with Trypan blue. The 
image in Figure 6.10(a) shows a mixture of dead and live cells spread out onto a 
glass slide, proving that the dead cell mixture does indeed contain dead yeast cells 
[26]. Only isolated cells are used for comparison of live and dead cell SERS 
signatures.  
Figure 6.10(b) depicts the average SERS patterns of live and dead cells. It is clear 
that there is a significant difference between the two spectra. The live cell SERS 
average demonstrates many characteristic peaks for yeast cells walls such as shift 
peaks from COO– wagging (620 cm–1 and 1520 cm–1), amide I (1680 cm–1), δCH2 
(1446 cm
–1
) and amide II (1518 cm
–1
) [10, 13, 46, 47]. Alternatively, the average of 
the spectra from dead yeast cells shows very different Raman shift peaks at 530, 783 
and 883 and 1503 cm
-1
. 
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Figure 6.10: Results from SERS of dead and live yeast cells. (a) Image of live and dead cells; dead cells have 
been stained to highlight them in the image. (b) SERS patterns of live and dead yeast cells covered with silver 
nanoparticles. (c) PCA score plot for live (blue squares) and dead (red dots) yeast cells, showing live cells with 
positive PC2 scores, and dead cells with negative PC2 scores (d) loadings plot for PC2 which shows that live 
cells with positive PC2 scores contain peaks from the positive loading plot, and dead cells SERS with negative 
PC2 scores contain peaks from the negative side of the PC2 loading plot. 
 
Further assessment of the live and dead yeast cell spectra was carried out using PCA. 
The output from the analysis is shown in Figure 6.10(c) – (d). The PCA scores plot 
for PC2 vs. PC3 shows a clear distinction between dead (red score dots) and live 
(blue score squares), which depicts the majority of the variation between the two 
datasets is along the PC2. The corresponding PC2 loadings plot shows a shift in the 
SERS peak around 1590 cm
–1
. More specifically, for live cells, which have positive 
PC2 scores, the prominent Raman peak shift is at ~1553 cm
–1 
(mainly from amide II) 
[15]. This peak shifts towards ~1624 cm
–1
 (towards amide I) [46] for the dead cells, 
which have negative PC2 scores. This peak shift can be attributed to a decrease in 
amide II levels on the cell wall when a cell undergoes apoptosis, possibly caused by 
denaturation of the surface glycoproteins induced by the addition of methanol [26]. 
Additionally, dead cells demonstrate a new SERS peak at 680 cm
-1
, which can be 
attributed to C-C stretching peaks from methanol residue. 
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6.3.4  Behaviour of yeast when isolated or grouped 
To investigate targeted cell functions, and possible communications between cells, 
the author conducted further testing on live yeast cells. Live yeast cells are sorted 
into isolated and grouped cell clusters using the DEP-microfluidic device, as 
indicated in Figure 6.1(c), and SERS is conducted from the two types of cell 
configurations. A particularly interesting observation is that isolated cells exhibit 
budding (after one hour) whereas for cells in groups budding was very uncommon 
(as seen in Figure 6.11(a)). The SERS patterns of the isolated cells are tested against 
the SERS patterns from yeast cells in groups of two or more. The plot in 
Figure 6.11(b) depicts four randomly chosen SERS patterns, two from each dataset. 
There is a clear difference between the two cell groupings, with isolated cells 
demonstrating more “active” SERS patterns than the grouped cells. 
 
Figure 6.11: Results from SERS of yeast cells either isolated from one another, or in intimate contact. (a) Image 
of isolated yeast cells budding, and grouped yeast cells being rather stagnant. (b) SERS patterns of isolated yeast 
cells, grouped yeast cells and pristine glycine. (c) PCA scores plot for isolated and grouped cells showing that 
isolated cells have negative PC3 scores, while cells in groups have positive PC3 scores. (d) Loadings plot for 
PC3, one cell SERS contain peaks from the negative side of the PC3 loading, while SERS from grouped cells 
contain peaks from the positive side of the PC3 loading. 
 
The PCA output is displayed in Figure 6.11(c) – (d); it depicts the scores plot for 
PC3 vs. PC2; indicating that the distinguishing variation between the two cell 
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groupings (isolated and grouped) is mostly due to the PC3 component. The loadings 
for PC3 are also shown in Figure 6.11(d), which demonstrate the spectra from cells 
in groups of two or more contain a Raman shift peak at 1532 cm
–1
 (COO–) [15, 46]. 
Alternatively, when cells are isolated they demonstrate many peaks such as those at 
724 (COO– deformation) [46], 1155 (NH3
+ 
deformation) [13, 46] and 1322 cm
–1
 
(CH2 wagging) [13, 46]. 
The peaks present for isolated cells have generally been attributed to either N-acetyl-
D-glucosamine (NAG) [4, 47-50], cyclic adenosine-5′-monophosphate (cAMP) [51], 
Ser/Thr Protein [52] or Glycine [46]. However, careful study of the SERS peaks 
generated by NAG, cAMP and Ser/Thr rule them out as possible candidates, as they 
all contain phosphate groups whose SERS peaks are not present in the PC3 loading. 
Instead, glycine is a possible perfect fit for the variance of the SERS patterns 
between the isolated and grouped cell clusters (Figure 6.11(b)). Additionally, in most 
of the isolated cell signals the dissolved CO2 vu band also appears at ~1385 cm
–1
.[53] 
The presence of dissolved CO2 makes sense as yeast produce CO2 during the 
budding process.[54-56] Furthermore, the sharp peak shift of amide II around 
~1550 cm
-1 
is much larger in grouped cells than the isolated cells.[15] This can be 
due to the budding process disrupting the cell membrane in isolated cells, hence 
reducing this peak intensity. Interestingly, a slightly shifted and broadened peaks 
shift around ~1580 cm
–1 
is always seen for the isolated cells. This peak, and the 
broad peak in the region of 900 to 100 cm
–1
 only seen in the isolated cell signals, can 
be a combination of several Raman peak shifts that yet to be investigated and 
identified. 
Specifically, the sharp peaks at 724, 1155 and 1323 cm
–1
 (Figure 6.11(b)) are all 
present in isolated cell spectra, and are likely caused by the different components of 
the glycine structure (NH2CH2COOH) [46]. It is known that glycine, as an amino 
acid used in cells for one-carbon metabolism, can play an important role in the 
synthesis of metabolites needed for cell growth and cell division [3, 57, 58]. One 
carbon metabolism is also important for cell wall synthesis, since a metabolite from 
the pathway, L-serine, makes up a significant proportion of many cell wall proteins 
[59]. Additionally, yeast cells have very active chemical transporters that take up or 
release glycine [3]. Recently, similar observations have also been reported regarding 
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the presence of glycine during cancer cell slow proliferation [60] and that the 
concentration of glycine outside such cancer cells is high. It seems that, similar to 
cancer cells with a low rate of proliferation, yeast cell glycine production may 
exceed endogenous cell requirement and the excess is released to the environment. 
The other possible candidate that would explain the presence of glycine peaks is the 
secretion of proteins that contain this amino acid unit as a functional group, which 
should be investigated further. 
6.3.5  Complimentary cell proliferation tests 
In order to assess the effects of glycine on cell proliferation, and help support the 
hypothesis that glycine does indeed play a role in the process, the author conducted a 
set of experiments. A single batch of yeast cells was prepared in a similar fashion to 
the previous SERS tests. The yeasts were divided into two equal volumes where each 
volume was mixed with test sugars as follows: (i) 10 % glucose and 10 % glycine 
and (ii) 10 % glucose and 0.5 % glycine. The number of cells was assessed every 
10 minutes for the duration of three hours. 
 
Figure 6.12: The cell population density over time during two tests with different levels of added glycine, where 
the test which contained more added glycine had a reduced cell count. 
 
The author observed that while yeast proliferation was high for test (ii), the 
conditions of test (i) were the least favourable for the proliferation of yeast cells 
(Figure 6.12). It confirms that the presence of excess amounts of glycine retard the 
proliferation process, and do play a potential roll in the process.  
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6.4  Summary 
In this chapter, the author demonstrated that in situ SERS measurements can be 
utilized to investigate the targeted functions of cells covered with silver 
nanoparticles. The integration of silver nanoparticles increases the intensity of SERS 
signals, making it possible to keep the DEP immobilized cells under chemical 
surveillance in the microfluidic environment. PCA was able to define and classify a 
large number of SERS patterns into distinct groups based on selected physiological 
properties (i.e., live/dead, isolated/grouped). The thorough analysis of results can 
draw conclusions about the cells’ biological behaviour, in this case, signifying the 
presence of chemicals and proteins around isolated cells before the budding process, 
a condition that is not observed for grouped cells. This chapter has highlighted the 
novel work conducted by the author for the investigation of cells in microfluidic 
environments, coupled with multivariable analysis, for determining potential 
chemical transmitters. In the following chapter, the author presents a summary of his 
PhD thesis, and discusses future work related to his PhD research project. 
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Chapter 7 
 
 
Conclusions and future work 
7.1  Concluding remarks 
The author’s vision for this PhD involved creating microfluidic devices, integrated 
with optical sensing systems, for the detection and monitoring of suspended 
materials including inorganic, organic and live cells. This vision was realised using 
Raman microscopy, which provides spectral information from target materials, and 
could be readily integrated with microfluidic devices. Additionally, the integration of 
dielectrophoresis (DEP) into the microfluidic devices provided the controlling 
feature for manipulating the positions of suspended materials, helping to immobilise 
particles in preparation for Raman microscopy studies. The author sought to develop 
this system for high sensitivity detection of biological materials, and worked towards 
surface-enhanced Raman scattering of analytes and cells. 
In the course of preparing this research the author observed many reports on Raman 
microscopy-microfluidics integrations. However, a comprehensive review on Raman 
microscopy in microfluidic environments was lacking. As a result, the author has 
submitted for publication a review article which provides readers with a detailed 
understanding of the capabilities of such systems and the potential applications that 
they offer. The article highlighted the need for effective control mechanisms over 
suspended material in microfluidics, a research area where information is lacking. As 
such, the author’s research was organised and conducted in three distinct stages so as 
to target the previously identified research deficiencies. In the first stage, he 
demonstrated the Raman microscopy detection of suspended metal oxide and 
polystyrene particles. These particles were readily manipulated using DEP, and 
 184 
 
Raman microscopy was utilized for studies of the particles in process, including 
spatial mapping, depth profiling and applied electric frequency profiling for DEP. 
Subsequently, the second stage implemented the DEP control of suspended metallic 
silver nanoparticles for the SERS detection of organic materials such as dipicolinic 
acid and glucose. The third and final stage of this PhD research project implemented 
SERS monitoring of live cells in a microfluidic channel, where DEP was utilized to 
immobilise the cells into specific clusters prior to analysis. 
The major findings in each stage of this PhD research project are summarised as 
follows: 
7.1.1  Stage 1 
 In the first stage of the research, the author demonstrated the capability of a novel 
microfluidic-Raman system to determine the concentration of suspended 
nanoparticles, specifically tungsten trioxide and polystyrene nanoparticles. The 
author verified the ability of the system to perform optical Raman measurements 
on moving suspended nanoparticles that were manipulated using DEP. The 
integration of DEP produced areas of high and low particle concentrations, where 
a Raman system was implemented to assess the type and concentration of the 
particles. 
 Detailed simulations for the operation of the microfluidic-DEP device were 
presented by the author. The simulation material provided the author with insight 
into the operation and behaviour of the DEP platform, specifically in which cases 
the applied DEP force is positive of negative in nature, and the magnitude and 
direction of the applied DEP force on a particle. This information is invaluable 
when coupled with Raman microscopic studies for applications such as 
determining the relationship between applied electric field frequency and Raman 
signal intensities from the suspended materials that originates from their 
concentrations and spacing. 
 The novel integration of Raman microscopy, microfluidics and DEP was 
employed to study nanoparticle aggregate formations at the tip areas of the DEP 
microelectrodes. Raman signatures from the suspended materials were utilized to 
map the positions and densities of suspended particle aggregates in the area 
around the microelectrodes. Furthermore, the Raman microscopy system was 
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capable of providing concentration information as a function of depth into the 
microchannel. These unique findings can be used for further understanding the 
behaviour of particles in the microfluidic-DEP device. 
 To the best of the author’s knowledge, this was the first demonstration of Raman 
microscopy integrations with a microfluidic-DEP system for the spatial studies of 
suspended materials. This is of utmost importance, as an analytical tool, such a 
platform can create many exciting opportunities for research. The platform will 
allow for in situ analysis of particles, without the need to dehydrate the samples 
before performing Raman spectroscopy.  
7.1.2  Stage 2 
 In this stage, the author presented a novel combination of DEP and 
hydrodynamic forces for actively manipulating and controlling suspended SERS 
generating metallic colloids. The unique integration provided facile control over 
the colloid particles spacings in order to maximise SERS intensities. Dipicolinic 
acid (DPA) was used as the target analyte, and was measured to concentration 
levels as low as ~1 ppm.  
 The system was able to manipulate the suspended silver particles and produce 
well-controlled hot-spots to augment the SERS signals. This was confirmed 
through several simulations and theoretical calculations which determined the 
mean inter-particle spacing for DEP focussed particles as 3.5 – 10 nm, within the 
known range for SERS hot-spot creation. The procedure was reversible, as once 
the DEP force was removed the particles could re-suspend and be washed away 
by the flow system.  
 Characterization techniques of UV-Vis and FTIR spectroscopy as well as XPS 
analysis were implemented to confirm the presence of DPA on silver particles 
and the used to verify the results of the Raman detection of DPA.  
 This was the first implementation of a tuneable microfluidic-DEP device for the 
SERS detection of suspended analytes using suspended nanoparticles of silver. 
7.1.3  Stage 3 
 In the final stage, the author conducted research into live cells utilising in situ 
SERS measurements studied in the previous stage. Silver nanoparticles were used 
for generating SERS signals from the surface of cells in order to investigate the 
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targeted functions of cells. The integration of DEP is utilized for immobilizing 
cells so as to implement Raman microscopy for chemical surveillance in the 
microfluidic environment. 
 The author conducted simulations of dielectrophoretic force experience by yeast 
cells, including those detailing the behaviour of cells that are alive or dead. This 
information assisted in determining optimal DEP force parameters for trapping 
cells, providing the information needed to tune the DEP force of isolating single 
cells from larger cell clusters. 
 The author implemented multivariable principal component analysis (PCA) in 
order to define and classify the large number of SERS patterns into distinct 
groups based on selected physiological properties (i.e., live/dead, 
isolated/grouped). The analysis of results allowed the author to draw conclusions 
about the cells’ biological behaviour. This result demonstrated a potential role for 
glycine in the proliferation of yeast cells, either as an independent amino acid 
unit, or integrated into a larger protein structure. 
 The research conducted by the author in this stage was the first demonstration of 
in situ SERS monitoring of dielectrophoretically trapped cells in a fluid 
environment. Additionally, this unique work combines PCA into the data 
analysis process in order to classify and determine the chemical differences 
between cells from different life stages and cluster formations. 
In conclusion, this research project has successfully bought new knowledge and 
ideas to the fields of microfluidics and biosensing. The outcomes of this PhD 
research have been published in prestigious peer reviewed scientific journals and 
conference proceedings. A complete list of publications by the author since the 
beginning of his PhD research project, are as follows: 
7.2  Journal publications: 
 Chrimes, A.F., K. Khoshmanesh, P.R. Stoddart, A. Mitchell, and K. Kalantar-
zadeh, Microfluidics and Raman microscopy: current applications and future 
challenges. Chemical Society Reviews, 2013 doi: 10.1039/c3cs35515b. 
 Chrimes, A.F., K. Khoshmanesh, P.R. Stoddart, A.A. Kayani, A. Mitchell, H. 
Daima, V. Bansal, and K. Kalantar-zadeh, Active Control of Silver Nanoparticles 
Spacing Using Dielectrophoresis for Surface-Enhanced Raman Scattering. 
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Analytical Chemistry, vol. 84, pp. 4029-4035, 2012. 
 Chrimes, A.F., A.A. Kayani, K. Khoshmanesh, P.R. Stoddart, P. Mulvaney, A. 
Mitchell, and K. Kalantar-zadeh, Dielectrophoresis-Raman spectroscopy system 
for analysing suspended nanoparticles. Lab on a Chip, vol. 11, pp. 921-928, 
2011. 
 Chrimes, A.F., K. Khoshmanesh, T. Shi-Yang, B.R. Wood, P.R. Stoddart, S.S.E. 
Collins, A. Mitchell, and K. Kalantar-zadeh, In situ SERS probing of nano-silver 
coated individual yeast cells. Biosensors & Bioelectronics, 2013 - Under review. 
 Yi, P., A.A. Kayani, A.F. Chrimes, K. Ghorbani, S. Nahavandi, K. Kalantar-
zadeh, and K. Khoshmanesh, Thermal analysis of nanofluids in microfluidics 
using an infrared camera. Lab on a Chip, vol. 12, pp. 2520-2525, 2012. 
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Microfluidics. Proc. SPIE 8031, Micro- and Nanotechnology Sensors, Systems, 
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and Applications III, 2011, pp. 803134; doi:10.1117/12.887184. 
 Kayani, A., A.F. Chrimes, K. Khoshmanesh, K. Kalantar-zadeh, and A. 
Mitchell, Dielectrophoresis of Nanoparticles for Polymer Waveguide 
Manipulation. in Optical Society of America, 2011, pp. JWA109. 
7.4  Recommendations for future work 
Significant strides have been made in Raman-microfluidic integrations as part of this 
PhD research project, however the author feels that there are still numerous 
opportunities for continuing research in the alignment with those presented in this 
thesis, and recommends the following as future work: 
 The evolution of microfluidic fabrication will allow for the fabrication of 
advanced microfluidic platforms for manipulating suspended materials. 
Specifically, the fabrication of three dimensional microelectrode structures would 
allow for immobilising of particles in the centre of the microfluidic channels. 
This can reduce Raman noise from substrate materials, and reduce the interaction 
of materials with the microchannel walls, which could possibly cause interfering 
Raman signals. 
 The application of other forces such as magnetic [1] and acoustic [2], can be used 
for trapping and manipulating suspended materials in combination with DEP 
forces to provide even more accurate particle control. Such combinations can 
provide further sorting and filtering abilities as particles can be separated and 
trapped based not only on their dielectric properties, but also magnetic 
susceptibility and particle elasticity. 
 Research into fully integrated Lab-on-a-chip systems which can be integrated 
with Raman microspectroscopy is needed. It is envisioned that compact Raman-
microfluidic systems will be widespread for both commercial and private use. 
Raman analysis may be used for quality control in production factories dealing 
with fluids such as milk, beverages, water, oils and other fluid products [3, 4]. 
Low-cost Raman microfluidics may even be introduced in systems operated by 
smart phones. Such systems could assist individual users with the determination 
of unknown liquid samples or could be used as accurate personal health monitors. 
 There is a potential for Raman microscopy in microfluidics to be performed 
using other optical platforms that those integrating bulky microscopes. Optical 
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waveguides and be fabricated in line with the DEP microelectrodes to allow for 
Raman analysis of the material in contact with the waveguide at lower costs [5].  
 Improvements are still needed in the areas of multivariable data analysis of 
Raman microscopy spectra.[6, 7] Systems are need to be able to break down the 
Raman data from complex mixtures of biological samples commonly found at 
crime scenes, body fluids, food and water. The fine tuning of Raman analysis 
techniques will ultimately allow for the true multiplexing of material detection, in 
particular the real time analysis of complex biological materials. Suitable 
analytical techniques can open up the applications of Raman-microfluidic 
systems for use in medical monitoring of patients, real-time monitoring of blood 
and saliva, studies on the effect of drugs and other compounds on organisms and 
even environmental monitoring. To achieve this more effectively, “libraries” of 
the standardised Raman spectra from many common samples, similar to those 
that exist already for X-Ray diffraction and FTIR analyses, must be established. 
 Simultaneous manipulations and Raman signal observations can be potentially 
used for understanding some of the fundamental phenomena occurring when 
particles are suspended in liquid media. Using DEP forces, suspended particles 
can be brought into close proximity to one another, allowing the exchange of 
electrons, photons and phonons between them. DEP permits the controlled 
manipulation of the particle spacing, allowing observations to be made at various 
particle conditions of interest. As such, further research should be made into the 
behaviour of suspended materials for studying the behaviour of the material. 
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