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Light enables the ultrafast, direct and nonthermal control of the exchange and Dzyaloshinskii-
Moriya interactions. We consider two-dimensional honeycomb lattices described by the Kane-Mele-
Hubbard model at half filling and in the strongly correlated regime, i.e., an antiferromagnetic spin-
orbit Mott insulator. Based on the Floquet theory, we demonstrate that by changing the amplitude
and frequency of polarized laser pulses, one can tune the amplitudes and signs of and even the ratio
between the exchange and Dzyaloshinskii-Moriya spin interactions. Furthermore, the renormaliza-
tions of the spin interactions are independent of the helicity. Our results pave the way for ultrafast
optical spin manipulation in recently discovered two-dimensional magnetic materials.
Introduction. The discovery of the all-optical control
of the order parameters in antiferromagnetic (AFM) and
ferromagnetic (FM) materials by means of ultrashort in-
tense high-frequency laser pulses has propelled spintron-
ics into a new era of ultrafast magnetism [1–3]. Despite
the many attempts to uncover its origin, the detailed un-
derlying microscopic mechanism remains unclear. The
process triggering ultrafast magnetization dynamics phe-
nomena may rely on either thermal or nonthermal mech-
anisms [3 and 4]. Thus far, it has been believed that
the ultrafast nonthermal manipulation of spins is possi-
ble only through either a direct coupling between the
magnetic field component of the laser pulses and the
spins or an indirect coupling between the electric field
component of the light and the spins via spin-orbit cou-
pling [3, 5–7]. Recent experiments have demonstrated
that laser pulses can directly modify the amplitude and
sign of the exchange interaction, which is the strongest
spin interaction in magnetically ordered systems [5, 8–
10]. References 11–18 have theoretically proposed that a
direct coupling between the electric field of the light and
the spins facilitates the nonthermal optical modification
of the exchange interaction, in agreement with recent ex-
periments [5 and 8].
In magnetic systems with broken inversion symmetry,
there is also an antisymmetric exchange interaction be-
tween spins that breaks the chiral symmetry, namely,
the Dzyaloshinskii-Moriya interaction (DMI) [19–22]. Al-
though this interaction is considerably weaker than the
exchange interaction, it is essential in magnetic materials
for enabling weak ferromagnetism in AFM materials [19
and 20], topological objects such as chiral skyrmions [23–
26] and chiral domain walls [27–29], and exotic phases
of topological magnon insulators [30–35]. The ratio be-
tween the exchange interaction and the DMI controls the
tilt angle of the canted spins. Finding a mechanism for
tuning this ratio can enable new phenomena in ultrafast
spin dynamics and switching [5, 13, 15, and 16].
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Another far-reaching recent breakthrough in spintron-
ics is the discovery of two-dimensional (2D) van der
Waals AFM and FM materials with metallic, semicon-
ducting and insulating band structures [36 and 37]. The
advantages presented by the existence of low dimension-
ality and magnetic order in the same material enable the
development of new spintronic devices with exceptional
performance.
In this Rapid Communication, we show that intense
high-frequency laser pulses can dramatically affect the
spin-spin interactions and the ratio between the exchange
interaction and the DMI in a broad class of 2D magnetic
materials described by the Kane-Mele-Hubbard model.
We find that light can be used to tune both the sign and
magnitude of the AFM exchange interaction, in agree-
ment with the dynamical mean-field theory [13]. Impor-
tantly, we demonstrate that laser pulses can also be used
to independently change the sign and magnitude of the
DMI, thus enabling the rapid control of the magnetism.
The ability to independently control the signs and mag-
nitudes of the exchange interaction and the DMI enables
superior control of magnetic textures in 2D magnets.
Model Hamiltonian. The electron dynamics in 2D pla-
nar honeycomb lattices can be described by the Kane-
Mele-Hubbard model [38–44]; see Fig. 1. In the absence
of external perturbations, the Hamiltonian is the sum
of the kinetic term HˆK, the intrinsic spin-orbit interac-
tion (SOI) HˆSOI, and the repulsive Coulomb interaction
between the electrons as modeled in the form of the ex-
tended Hubbard interaction Hˆint,
Hˆ0 = HˆK + HˆSOI + Hˆint, (1)
where
HˆK = −t1
∑
〈i,j〉,τ
cˆ†iτ cˆjτ − t2
∑
〈〈i,j〉〉,τ
cˆ†iτ cˆjτ , (2)
HˆSOI = i∆
∑
〈〈i,j〉〉,τ,τ ′
νijσ
z
τ,τ ′ cˆ
†
iτ cˆjτ ′ , (3)
Hˆint = U00
∑
i=1
nˆi↑nˆi↓ +
1
2
∑
〈i,j〉,ττ ′
Vij nˆiτ nˆjτ ′ . (4)
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2FIG. 1. A honeycomb cell with NN hopping t1, NNN hopping
t2, intrinsic SOI ∆, and νij = ±1 for clockwise and counter-
clockwise hopping.
Here, 〈·〉 and 〈〈·〉〉 denote nearest neighbors (NN) and
next-nearest neighbors (NNN), respectively; cˆ†iτ and cˆiτ
are the fermionic creation and annihilation operators,
respectively, for an electron at site i and in spin state
τ = {↑, ↓}; t1 and t2 are the NN and NNN hopping am-
plitudes, respectively; ∆ is the intrinsic SOI parameter;
νij = ±1, depending on the hopping orientation from j to
i (see Fig. 1); σz is the z component of the Pauli matri-
ces σ; and U00 and Vij are the on-site and NN Coulomb
interactions, respectively. The intrinsic NNN SOI, Eq.
(3), reduces the SU(2) symmetry of the original Hubbard
model to the U(1) spin group. In buckled noncoplanar
honeycomb lattices or systems with structural inversion
asymmetry, the presence of NNN or NN Rashba SOIs,
respectively, further reduces the symmetry to Z2.
Using the variational principle, it has been shown that
the NN Coulomb interaction can be approximated by a
renormalized local interaction U = U00 − V¯ , where V¯ is
a weighted average of the NN Coulomb interaction [45].
Thus, we consider only the local Coulomb interaction in
our total Hamiltonian and express the interaction part of
the Hamiltonian in Eq. (4) as
Hˆint ≈ Udˆ, (5)
where we introduce the doublon number operator dˆ =∑
i=1 nˆi↑nˆi↓, which has an eigenvalue of d. For later use,
we define Pˆd as the projection operator onto the subspace
spanned by states with eigenvalue d, i.e., states with ex-
actly d doublons. At site i, we can define the projection
operator related to double occupancy as Pˆi,1 = nˆi↑nˆi↓
and the projection operator related to the absence of dou-
ble occupancy as Pˆi,0 = 1− Pˆi,1 [46]. We can then define
the projection operator Pˆd for the whole system as fol-
lows. Let O and Pd(O) denote the set of sites on the lat-
tice and the set of subsets of O with exactly d elements,
respectively. Then, in compact form, the projection op-
erator reads Pˆd =
∑
A∈Pd(O)
{∏
i∈A Pˆi,1
∏
i/∈A Pˆi,0
}
.
We are interested in the strongly correlated regime
U  t1(2) at half filling. In the limit of such strong
coupling, any state with a nonzero number of double oc-
cupancies (d 6= 0) has a much larger energy than a state
with no double occupancy (d = 0). We obtain the effec-
tive Hamiltonian acting on the d = 0 subspace by means
of applying second-order perturbation theory on the hop-
ping terms. Using the relations
cˆ†iτ cˆiτ ′ =
1
2
(ni↑ + ni↓)δττ ′ + Si · ττ ′,τ , (6a)
cˆiτ cˆ
†
iτ ′ =
1
2
(2− ni↑ − ni↓)δττ ′ − Si · ττ,τ ′ , (6b)
we find the spin Hamiltonian for 2D AFM spin-orbit Mott
insulators,
HS =J1
∑
〈i,j〉
Si · Sj + J2
∑
〈〈i,j〉〉
Si · Sj ,
+
∑
〈〈i,j〉〉
SiΓSj +
∑
〈〈i,j〉〉
Dij · Si × Sj , (7)
with the following spin-spin interactions,
J1(2) =
2t21(2)
U
, (8a)
Γ =
2∆2
U
diag(−1,−1, 1), (8b)
Dij =
4t2∆
U
νij eˆz. (8c)
In the spin Hamiltonian given in Eq. (7), the first and
second terms are the NN and NNN symmetric Heisenberg
AFM exchange interactions (J1(2) > 0), respectively; the
third term is the NNN anisotropic exchange interaction
(an XXZ-like term) arising from the intrinsic SOI, and
the last term is the intrinsic NNN DMI. The intrinsic SOI
in the Kane-Mele-Hubbard model, Eq. (3), leads to an
NNN DMI with a DM vector Dij , which is perpendicular
to the honeycomb layer with an amplitude linearly pro-
portional to the SOI strength. It can also be shown that
the breaking of the inversion symmetry in this system
induces a Rashba-type SOI, which consequently results
in an NN interfacial DMI with a DM vector that lies in
the film plane and normal to the lattice bonds.
Although the microscopic derivation of the anisotropic
exchange interaction in the spin Hamiltonian of Eq. (7)
has been reported before [41, 47, and 48], we are not
aware of any other microscopic calculation of the intrin-
sic NNN DMI in honeycomb lattices [30, 31, and 33]. The
spin Hamiltonian of Eq. (7) gives rise to several inter-
esting features and exotic phases, such as the existence
of the magnon spin Nernst effect in collinear AFM layers
[49 and 50], a topological magnon insulator phase [30–33],
spin Hall effects for Weyl magnons [51 and 52], magnonic
Floquet topological insulators, spin density waves [53],
3and chiral and topological gapped spin liquid phases [47].
The ultrafast control of the DMI and the exchange inter-
action, by means of laser pulses, can enable the engineer-
ing of all of these phenomena and phases.
For completeness, let us briefly illustrate the ef-
fect of disorder by adding an onsite disorder poten-
tial
∑
iτ εicˆ
†
iτ cˆiτ to the Kane-Mele-Hubbard Hamiltonian
given in Eq. (1), where εi is an uncorrelated random vari-
able. Following the above procedure, it can be shown
that the spin interaction parameters are renormalized as
1/U → 1/[U−(j−i)2/U ] [54]. In the large U limit and
in the presence of very high frequency oscillations, the
effect of disorder is negligible; thus, we do not include it
in the following.
Laser illumination. We introduce the effects of laser
irradiation in the Kane-Mele-Hubbard Hamiltonian of
Eq. (1) via the Peierls substitution [55]. The Peierls’
prescription is valid for slowly varying vector potentials
on the scale of the lattice constant at which the sys-
tem remains in a quasiequilibrium state [56]. The elec-
tric field component of a polarized laser pulse is given
by E(t) = E0(e
−iωtˆ + c.c.)/2, where E0 is the elec-
tric field amplitude; ω is the laser pulse frequency; and
ˆ = (eˆx + iλeˆy)/
√
1 + λ2 is the unit vector representing
the laser polarization, with λ = 0 for linear polarization
and λ = ±1 for right- and left-handed polarizations.
It is convenient to rewrite the noninteracting part
of the Kane-Mele-Hubbard Hamiltonian in Eq. (1)
as an effective hopping term Tˆ0 = HˆK + HˆSOI =
−∑i,j,τ,τ ′ tττ ′ij cˆ†iτ cˆjτ ′ , where the hopping amplitude is
tττ
′
ij = δτ,τ ′t1 for i and j that satisfy the NN condition
and tττ
′
ij = δτ,τ ′t2 − i∆νijσzτ,τ ′ for i and j that satisfy
the NNN condition. With the Peierls substitution, the
hopping part of the Hamiltonian gains an extra phase
tττ
′
ij → tττ
′
ij e
i e~Rij ·A(t), where Rij = Ri −Rj , Ri is the
position of site i, e is the charge of an electron, ~ is the
reduced Planck constant and A is the vector potential of
the laser pulse; A(t) = 12 (Ae
−iωt + c.c.), with A = iE0ω ˆ.
The Peierls phase at time t = 0 can be rewritten as
e
~Rij ·A ≡ αijeiθij , with αij = ±| e~Rij ·A|, such that
αij = −αji, θij = θji, and θij ∈ [0, pi). Now, we can use
the Jacobi-Anger expansion to rewrite the Peierls phase
in the basis of its harmonics:
ei
e
~Rij ·A(t) =
∑
m
ei(
pi
2−θij)mJm(αij)eimωt, (9)
where Jm(x) is an mth Bessel function of the first kind
[16].
In the presence of the laser field, the hopping term in
the Hamiltonian depends on time, Hˆ(t) = Tˆ (t) + Udˆ.
From Eq. (9), we find that Tˆ (t) =
∑
m Tˆme
imωt, where
Tˆm is the sum of all m-th Fourier modes of the hop-
ping terms. We can additionally adopt the decomposi-
tion Tˆm = Tˆ−1,m + Tˆ0,m + Tˆ1,m, where Tˆdm(t) changes
the doublon number by adding d double occupancies and
is expressed as Tˆdm(t) =
∑
n Pˆn+dTˆm(t)Pˆn. Since the
hopping term is of second order in the creation and anni-
hilation operators, it can change the double occupancy of
the states only by ±1. Thus, we can express the hopping
operator as
Tˆ (t) =
∑
m
(Tˆ−1,m + Tˆ0,m + Tˆ1,m)eimωt. (10)
To find the renormalized spin Hamiltonian in the
strongly correlated regime, we first derive an effective
static Hamiltonian using the Floquet formalism [57–59].
To this end, we transform the original time-dependent
Hamiltonian Hˆ(t) by using the canonical transformation
Uˆ(t) = e−iSˆ(t) [16 and 60],
Hˆ ′(t) = eiSˆ(t)[Hˆ(t)− i∂t]e−iSˆ(t). (11)
We can formally express Tˆ (t) = ηTˆ (t), where η plays
the role of a bookkeeping parameter in the perturba-
tion expansion. We expand Sˆ(t) =
∑
ν η
ν Sˆ(ν)(t) and
Hˆ ′(t) =
∑
ν η
νHˆ ′(ν)(t). We require the transformed
Hamiltonian to be block diagonal in the doublon num-
ber operator dˆ. To fulfill this requirement, the unitary
transformation Sˆ(t) must have the same periodicity as
Tˆ (t); consequently, the transformed Hamiltonian Hˆ ′(t)
will have the same periodicity as the original Hamilto-
nian Hˆ(t). Thus, we can write Sˆ(ν)(t) =
∑
m e
imωtSˆ
(ν)
m .
With the further requirement that Sˆ(t) does not contain
block-diagonal terms, we can uniquely determine the uni-
tary transformation,
Sˆ(ν)(t) =
∑
d 6=0
∑
m
ην Sˆ
(ν)
d,me
imωt, (12)
where Sˆ
(ν)
d,m changes the double occupancy number by d.
We expand the transformed Hamiltonian of Eq. (11) into
a power series in η and determine Sˆ(ν)(t) iteratively in
ν such that Hˆ ′(ν)(t) is diagonal in the doublon number.
After tedious but straightforward calculations, we obtain
the transformed Hamiltonian up to the second order in
the hopping parameter, Hˆ ′(t) = Tˆ ′(t) + Udˆ, where
Tˆ ′(t) ≈ −
∑
m
Tˆ0,m(t)e
imωt
+
1
2
∑
mn

[
Tˆ1,n, Tˆ−1,m−n
]
U + n~ω
−
[
Tˆ−1,n, Tˆ1,m−n
]
U − n~ω
 eimωt.
(13)
Now, we calculate the effective static Hamiltonian by
time averaging the transformed Hamiltonian Hˆeff =
Pˆ0Hˆ
′(t)Pˆ0, where Pˆ0 is the Gutzwiller projection onto
the subspace containing no doubly occupied sites at all,
i.e., the d = 0 subspace [46]. After some algebra, the
effective static Hamiltonian is obtained in terms of the
4creation and annihilation operators:
Hˆeff = −
∑
i,j,τ,τ ′
(
tτijt
τ ′
ji
∑
n
J 2n (αij)
U + n~ω
)
cˆ†iτ cˆjτ cˆ
†
jτ ′ cˆiτ ′ .
(14)
Note that to obtain this result, we have only considered
the strongly correlated regime of the Kane-Mele-Hubbard
model, t1(2)/U  1, and no assumption has been made
on the range of ω and αij . Using the relations in Eq. (6),
we finally obtain the spin Hamiltonian at half filling,
H˜S(ω) =
∑
〈i,j〉
J˜1,ijSi · Sj +
∑
〈〈i,j〉〉
J˜2,ijSi · Sj
+
∑
〈〈i,j〉〉
SiΓ˜ijSj +
∑
〈〈i,j〉〉
D˜ij · Si × Sj , (15)
with the following renormalized spin-spin interactions,
J˜1,ij = 2t
2
1
∑
n
J 2n (α〈ij〉)
U + n~ω
, (16a)
J˜2,ij = 2t
2
2
∑
n
J 2n (α〈〈ij〉〉)
U + n~ω
, (16b)
Γ˜ij = 2∆
2diag(−1,−1, 1)
∑
n
J 2n (α〈〈ij〉〉)
U + n~ω
, (16c)
D˜ij = 4t2∆
∑
n
J 2n (α〈〈ij〉〉)
U + n~ω
νij eˆz. (16d)
All spin interaction parameters are renormalized in the
presence of a periodic drive by the same function, but αij
differs between the NN and NNN parameters. Thus, the
ratios between the renormalized NN and NNN parame-
ters are different from those for the unperturbed param-
eters. Therefore, in a honeycomb lattice described by the
Kane-Mele-Hubbard model, the ratio between the AFM
exchange interaction and the intrinsic DMI changes dur-
ing the light irradiation, while in a square lattice with
the NN Rashba SOI, it is not possible to control this ra-
tio. The renormalized spin interactions presented in Eq.
(16) do not depend on the helicity in this model. In our
model, perturbing the system with an AC electric field
renormalizes the original DMI, which is already present
in the unperturbed Hamiltonian. In the absence of a
SOI, the unperturbed system does not display DMI and
adding the electric field would not induce any DMI. This
is different from the case studied in Ref. [60], in which
it has been shown that an out-of-plane AC electric field,
equivalent to a periodic time-dependent chemical poten-
tial, induces a DMI-like term in the system even in the
absence of any SOI.
Figure 2 shows the dependence of the dimensionless
NN exchange interaction J˜1,ij/J1,ij and the dimension-
less NNN DMI D˜ij/Dij on the Floquet parameter E =
eaE0
~ω , where a is the lattice constant. We show this de-
pendence for two different laser pulse frequencies. We
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FIG. 2. Dimensionless exchange interaction (green lines) and
DMI (red lines) as functions of the Floquet parameter E =
eaE0
~ω for two laser frequencies, ω = 4 (solid lines) and ω = 14
(dashed lines).
set ~ = t1 = 1 and measure the energy in units of t1
and the frequency in units of t1/~. The presented re-
sults correspond to the material parameters t2 = 0.1 and
U = 10. Figure 2 shows that it is possible to not only
change the sign and amplitude of the exchange interac-
tion, as reported in Ref. [13], but also change the sign
and amplitude of the intrinsic DMI. Figure 2 shows that
the ratio D˜ij/J˜1,ij 6= Dij/J1,ij , which is responsible for
ultrafast photoinduced spin dynamics phenomena, can be
tuned by means of laser excitations in systems with spe-
cific symmetries. Here, we should emphasize that since in
our model the NNN exchange interaction, the anisotropic
exchange interaction, and the intrinsic DMI arise from
NNN couplings, they are renormalized in the same way
[see Eqs. 16(b)-16(d)].
To estimate the change in the ratio between spin-spin
interactions D/J1 within the current technology, let us
consider the typical experimental parameters U ≈ 3 eV,
t1 ≈ 0.5 eV, ~ω ≈ 0.85U = 2.55 eV, and a = 4 A˚,
and consider an electric field amplitude of E0 = 10
9
V/m. Using these parameters, the DMI and the ex-
change interaction are renormalized as D˜/D = 1.047 and
J˜1/J1 = 1.016, respectively. Thus, the ratio between
these two spin-spin interactions is also renormalized as
D˜/J˜1 = 1.031(D/J1). These values are detectable ex-
perimentally. In Ref. [5], a change of 0.01% in the ra-
tio between the DMI and the exchange interaction has
been reported by measuring the photoexcitation of the
quasiantiferromagnetic mode in FeBO3.
Equations (15) and (16) explicitly show that the spin
Hamiltonian in the presence of a time-dependent ex-
ternal field can be effectively written as H˜S = HS +
gαβijS
α
i S
β
j E
αE∗β , where α and β represent the spatial
components of vectors, i and j refer to lattice sites, and
5g is the optomagnetic coupling tensor, which can be read
off from Eq. (16). Thus, the dielectric permittivity
tensor, which determines the optical properties of the
medium, is given by εαβ = ∂
2H˜S/∂E
α∂E∗β . The opto-
magnetic effect, which is described by the dielectric per-
mittivity ε, can be detected by measuring the intensity
of the light scattered by magnons, Isc ∝ (εαβE0)2 [61].
In ultrafast spin dynamics experiments, very intense
laser pulses are used, and thus, it might be relevant to
consider how heating might affect the validity of our ap-
proach. Recent theoretical [62–64] and experimental [65]
works have shown that the energy absorption rate is ex-
ponentially suppressed for high-frequency laser pulses,
i.e., for ~ω/W  1, where W ∝ t1 is the fermionic band-
width, and this condition holds in ultrafast experiments
with optical laser pulses. Thus, rapidly driven systems
have a very long prethermalization period, implying that
the evolution of these systems in the presence of short
laser pulses can be safely described by our formalism.
In summary, we have investigated the effect of intense
high-frequency polarized laser pulses on 2D AFM spin-
orbit Mott insulators using the Floquet theory. We have
found that both the sign and the amplitude of the ratio
between the DMI and the exchange interaction in a hon-
eycomb lattice can be modified, regardless of the helicity
of the laser pulse. In general, we have shown that this
ratio might be renormalized only in systems with special
lattice symmetries in which the DMI and Heisenberg ex-
change interaction in the spin Hamiltonian are originated
from hopping integrals between different distance sites
in the electronic Hamiltonian. Our calculations propose
another way to achieve the ultrafast and energy-efficient
control of spin-spin interactions and thus the engineering
of topological objects and the topological properties of
2D van der Waals magnetic materials. The possibility of
the ultrafast optical modification of the exchange inter-
action in bulk iron oxides has recently been reported [5].
We hope that our work will motivate different ultrafast
experiments on measuring both the exchange interaction
and the DMI in 2D magnetic systems.
Acknowledgments. The research leading to these re-
sults was supported by the European Research Council
via Advanced Grant No. 669442, “Insulatronics,” and by
the Research Council of Norway through its Centres of
Excellence funding scheme, Project No. 262633, “QuS-
pin.”
[1] A. Kimel, A. Kirilyuk, P. Usachev, R. Pisarev, A. Bal-
bashov, and T. Rasing, Nature (London) 435, 655
(2005).
[2] A. V. Kimel, B. A. Ivanov, R. V. Pisarev, P. A. Usachev,
A. Kirilyuk, and T. Rasing, Nat. Phys. 5, 727 (2009).
[3] A. Kirilyuk, A. V. Kimel, and T. Rasing, Rev. Mod.
Phys. 82, 2731 (2010).
[4] T. Ostler, J. Barker, R. Evans, R. Chantrell, U. Atxitia,
O. Chubykalo-Fesenko, S. El Moussaoui, L. Le Guyader,
E. Mengotti, L. Heyderman, F. Nolting, A. Tsukamoto,
A. Itoh, D. Afanasiev, B. Ivanov, A. Kalashnikova,
K. Vahaplar, J. Mentink, A. Kirilyuk, T. Rasing, and
A. Kimel, Nat. Commun. 3, 666 (2012).
[5] R. Mikhaylovskiy, E. Hendry, A. Secchi, J. Mentink,
M. Eckstein, A. Wu, R. Pisarev, V. Kruglyak, M. Kat-
snelson, T. Rasing, and A. Kimel, Nat. Commun. 6, 8190
(2015).
[6] A. Qaiumzadeh, G. E. W. Bauer, and A. Brataas, Phys.
Rev. B 88, 064416 (2013).
[7] A. Qaiumzadeh and M. Titov, Phys. Rev. B 94, 014425
(2016).
[8] F. Go¨rg, M. Messer, K. Sandholzer, G. Jotzu, R. Des-
buquois, and T. Esslinger, Nature (London) 553, 481
(2018).
[9] T. Li, A. Patz, L. Mouchliadis, J. Yan, T. Lograsso,
I. Perakis, and J. Wang, Nature (London) 496, 69
(2013).
[10] G. Ju, J. Hohlfeld, B. Bergman, R. J. M. van de Veer-
donk, O. N. Mryasov, J.-Y. Kim, X. Wu, D. Weller, and
B. Koopmans, Phys. Rev. Lett. 93, 197403 (2004).
[11] J. H. Mentink and M. Eckstein, Phys. Rev. Lett. 113,
057201 (2014).
[12] A. P. Itin and M. I. Katsnelson, Phys. Rev. Lett. 115,
075301 (2015).
[13] J. H. Mentink, K. Balzer, and M. Eckstein, Nat. Com-
mun. 6, 6708 (2015).
[14] U. Meyer, G. Haack, C. Groth, and X. Waintal, Phys.
Rev. Lett. 118, 097701 (2017).
[15] E. A. Stepanov, C. Dutreix, and M. I. Katsnelson, Phys.
Rev. Lett. 118, 157201 (2017).
[16] S. Kitamura, T. Oka, and H. Aoki, Phys. Rev. B 96,
14406 (2017).
[17] J. H. Mentink, J. Phys. Condens. Matter 29, 453001
(2017).
[18] M. M. S. Barbeau, M. Eckstein, M. I. Katsnelson, and
J. H. Mentink, SciPost Phys. 6, 027 (2019).
[19] I. Dzyaloshinsky, J. Phys. Chem. Solids 4, 241 (1958).
[20] T. Moriya, Physical Review 120, 91 (1960).
[21] A. Qaiumzadeh, I. A. Ado, R. A. Duine, M. Titov, and
A. Brataas, Phys. Rev. Lett. 120, 197202 (2018).
[22] I. A. Ado, A. Qaiumzadeh, R. A. Duine, A. Brataas, and
M. Titov, Phys. Rev. Lett. 121, 086802 (2018).
[23] S. Mu¨hlbauer, B. Binz, F. Jonietz, C. Pfleiderer,
A. Rosch, A. Neubauer, R. Georgii, and P. Bo¨ni, Sci-
ence 323, 915 (2009).
[24] A. Fert, N. Reyren, and V. Cros, Nat. Rev. Mater. 2,
17031 (2017).
[25] V. Flovik, A. Qaiumzadeh, A. K. Nandy, C. Heo, and
T. Rasing, Phys. Rev. B. 96, 140411(R) (2017).
[26] R. Khoshlahni, A. Qaiumzadeh, A. Bergman, and
A. Brataas, Phys. Rev. B 99, 054423 (2019).
[27] A. Thiaville, S. Rohart, E´. Jue´, V. Cros, and A. Fert,
EPL (Europhysics Letters) 100, 57002 (2012).
[28] K.-S. Ryu, L. Thomas, S.-H. Yang, and S. Parkin, Nat.
Nanotechnol. 8, 527 (2013).
[29] A. Qaiumzadeh, L. A. Kristiansen, and A. Brataas,
Phys. Rev. B 97, 020402(R) (2018).
[30] S. A. Owerre, J. Phys. Condens. Matter 28, 386001
(2016).
[31] S. K. Kim, H. Ochoa, R. Zarzuela, and Y. Tserkovnyak,
6Phys. Rev. Lett. 117, 227201 (2016).
[32] M. Elyasi, K. Sato, and G. E. W. Bauer, Phys. Rev. B
99, 134402 (2019).
[33] L. Chen, J.-H. Chung, B. Gao, T. Chen, M. B. Stone,
A. I. Kolesnikov, Q. Huang, and P. Dai, Phys. Rev. X
8, 041028 (2018).
[34] S. A. Owerre, P. Mellado, and G. Baskaran, Europhys.
Lett. 126, 27002 (2019).
[35] S. A. Owerre, arXiv:1812.05101.
[36] N. Mounet, M. Gibertini, P. Schwaller, A. Merkys, I. E.
Castelli, A. Cepellotti, G. Pizzi, and N. Marzari, Nat.
Nanotechnol. 13, 246 (2018).
[37] Y. P. Feng, L. Shen, M. Yang, A. Wang, M. Zeng, Q. Wu,
S. Chintalapati, and C.-R. Chang, WIREs. Comput.
Mol. Sci. 7, e1313 (2017).
[38] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 226801
(2005).
[39] S.-L. Yu, X. C. Xie, and J.-X. Li, Phys. Rev. Lett. 107,
010401 (2011).
[40] M. Hohenadler, T. C. Lang, and F. F. Assaad, Phys.
Rev. Lett. 106, 100403 (2011).
[41] S. Rachel and K. Le Hur, Phys. Rev. B 82, 075106 (2010).
[42] J. Wen, M. Kargarian, A. Vaezi, and G. A. Fiete, Phys.
Rev. B 84, 235149 (2011).
[43] C. Griset and C. Xu, Phys. Rev. B 85, 045123 (2012).
[44] A. Auerbach, Interacting Electrons and Quantum Mag-
netism (Springer-Verlag New York, 1994).
[45] M. Schu¨ler, M. Ro¨sner, T. O. Wehling, A. I. Lichtenstein,
and M. I. Katsnelson, Phys. Rev. Lett. 111, 36601 (2013).
[46] P. Fazekas, Lecture Notes on Electron Correlation and
Magnetism (World Scientific, Singapore, 1999).
[47] A. Vaezi, M. Mashkoori, and M. Hosseini, Phys. Rev. B
85, 195126 (2012).
[48] J. L. Lado and J. Ferna´ndez-Rossier, 2D Mater. 4, 035002
(2017).
[49] R. Cheng, S. Okamoto, and D. Xiao, Phys. Rev. Lett.
117, 217202 (2016).
[50] V. A. Zyuzin and A. A. Kovalev, Phys. Rev. Lett. 117,
217203 (2016).
[51] V. A. Zyuzin and A. A. Kovalev, Phys. Rev. B 97, 174407
(2018).
[52] A. Sekine and K. Nomura, Phys. Rev. Lett. 116, 96401
(2016).
[53] A. Mulder, R. Ganesh, L. Capriotti, and
A. Paramekanti, Phys. Rev. B 81, 214419 (2010).
[54] I. V. Protopopov and D. A. Abanin, Phys. Rev. B 99,
115111 (2019).
[55] R. Peierls, Z. Physik 80, 763 (1933).
[56] J. M. Luttinger, Phys. Rev. 84, 814 (1951).
[57] M. M. Maricq, Phys. Rev. B 25, 6622 (1982).
[58] M. Rodriguez-Vega, M. Lentz, and B. Seradjeh, New J.
Phys. 20, 093022 (2018).
[59] N. Goldman and J. Dalibard, Phys. Rev. X 4, 031027
(2014).
[60] M. Bukov, M. Kolodrubetz, and A. Polkovnikov, Phys.
Rev. Lett. 116, 125301 (2016).
[61] S. O. Demokritov, N. M. Kreines, and V. I. Kudinov,
JETP Lett. 41, 46 (1985).
[62] T. Kuwahara, T. Mori, and K. Saito, Ann. Phys. (Am-
sterdam) 367, 96 (2016).
[63] E. Kandelaki and M. S. Rudner, Phys. Rev. Lett. 121,
036801 (2018).
[64] K. Seetharam, P. Titum, M. Kolodrubetz, and G. Refael,
Phys. Rev. B 97, 014311 (2018).
[65] R. Desbuquois, M. Messer, F. Go¨rg, K. Sandholzer,
G. Jotzu, and T. Esslinger, Phys. Rev. A 96, 053602
(2017).
