Aims. We present photometric properties and distance measurements of 252 high redshift Type Ia supernovae (0.15 < z < 1.1) discovered during the first three years of the Supernova Legacy Survey (SNLS). These events were detected and their multi-colour light curves measured using the MegaPrime/MegaCam instrument at the Canada-France-Hawaii Telescope (CFHT), by repeatedly imaging four one-square degree fields in four bands. Follow-up spectroscopy was performed at the VLT, Gemini and Keck telescopes to confirm the nature of the supernovae and to measure their redshifts. Methods. Systematic uncertainties arising from light curve modeling are studied, making use of two techniques to derive the peak magnitude, shape and colour of the supernovae, and taking advantage of a precise calibration of the SNLS fields. Results. A flat ΛCDM cosmological fit to 231 SNLS high redshift Type Ia supernovae alone gives Ω M = 0.211 ± 0.034(stat) ± 0.069(sys). The dominant systematic uncertainty comes from uncertainties in the photometric calibration. Systematic uncertainties from light curve fitters come next with a total contribution of ±0.026 on Ω M . No clear evidence is found for a possible evolution of the slope (β) of the colour-luminosity relation with redshift.
Introduction
Since 1998 (Riess et al. 1998; Perlmutter et al. 1999) , surveys of cosmologically distant Type Ia supernovae (SNe Ia) have shown that the expansion of the Universe is accelerating, distant SNe Ia being fainter than expected in a decelerating Universe. With the assumption that the Universe can be described on average as isotropic and homogeneous, this acceleration implies either the existence of a fluid with negative pressure, usually called dark energy, a cosmological constant, or modifications of gravity on cosmological scales. Several other cosmological probes such as cosmic microwave background (CMB) anisotropies and baryon acoustic oscillations (BAO) confirm this result, but SNe Ia observations are currently the most sensitive technique to study dark energy or its alternatives, since they can be used to directly measure the history of the expansion of the Universe.
Recent results from high redshift SNe Ia surveys (Astier et al. 2006; Riess et al. 2007; Wood-Vasey et al. 2007; Freedman et al. 2009 ) and combinations of SNe Ia samples (Kowalski et al. 2008; Hicken et al. 2009b) give consistent measurements of the effective equation of state parameter of dark energy (w, the ratio of pressure over density) in the redshift range accessible with SNe data. Values consistent with w = −1 are found, as expected for a cosmological constant, with uncertainties of order of 10%, including systematics. In contrast with those analyses, Kessler et al. (2009) report a much larger systematic uncertainty on w. They obtain a discrepancy δw = 0.2 when using two different techniques to estimate SNe distances. We discuss this issue in §4.2.
This paper is the first of a set of three papers which present the cosmological analysis of the Supernova Legacy Survey (SNLS) after three years of operation. The SN Ia sample is about four times as large as the first year sample presented in Astier et al. (2006, hereafter A06) . Since systematic uncertainties are close to the statistical limits, large efforts on all aspects of the analysis have been made to identify, reduce and propagate them to the final cosmological result. A key feature of the work presented in this set of papers is that the full analysis has been performed twice with significantly different techniques, including for photometry, detection of candidates, spectroscopic identification, calibration, and distance estimate. The step by step comparison of the results obtained with these different techniques made it possible to pin down systematics often ignored in previous works. This first paper describes the photometric data reduction and the estimation of light curve fit parameters for this sample. It also reports on cosmological constraints that can be obtained from SNLS supernovae alone. The second paper (Conley et al. in prep. , hereafter C10) presents cosmological constraints obtained by combining the SNLS 3-yr sample with lower and higher redshift SN Ia data and the 3rd paper presents cosmological constraints when combining SN data with other cosmological probes (Sullivan et al. in prep.) .
After an overview of the survey in §2, the photometric data reduction is described in §3 together with the photometric techniques used. The two light curve fitting techniques used in this analysis, SiFTO (Conley et al. 2008 ) and SALT2 , are presented in §4. Their results are compared and combined in §5 to constrain Ω M for a flat ΛCDM cosmological model. We conclude in §6.
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Overview of the Supernova Legacy Survey
The Supernova Legacy Survey (SNLS) uses data taken as part of the deep component of the five-year Canada-France-Hawaii Telescope Legacy Survey (CFHT-LS). CFHT-LS is an optical imaging survey using the one square degree MegaCam camera (Boulade et al. 2003 ) on the CFHT. The deep component conducted repeat imaging of 4 low Galactic-extinction fields (see A06 for the field coordinates). The survey ended in August 2008. A detailed description of the telescope and camera is given in Regnault et al. (2009) (hereafter R09) . The data are timesequenced with observations conducted every 3-4 nights in dark time. Four filters were used (denoted g M r M i M z M ) 1 similar to those of the Sloan Digital Sky Survey (SDSS). This data allows us to obtain high-quality multi-colour SN light curves. Since the first year analysis in A06 the cadence and exposure time of the z M observations were increased to improve the signal-to-noise in the light curves of the most distant SNe.
For the "real-time" SN searches (see Perrett et al. in prep. for details) the SNLS data was reduced by the CFHT-developed Elixir data reduction system (Magnier & Cuillandre 2004) and processed through two independent search pipelines, from which combined candidate lists were generated 2 . Both pipelines generated difference images, subtracting from the search images deep references constructed from previous observations, leaving only sources which had varied since the reference epoch. The subtracted images were searched using various automated techniques, with all likely candidates visually inspected by human eye. SN candidates were prioritised for spectroscopic follow up using a photometric identification technique ) which identifies likely SNe Ia from 2-3 epochs of realtime photometry, predicting redshifts, phases, and temporal evolution in magnitude. New candidates were checked against a database of existing variable sources to exclude previously known AGN or variable stars.
Spectroscopic follow-up was used to confirm SN types and measure redshifts. The survey was allocated 60 hours per semester on the Gemini North and South telescopes using the GMOS instruments (Hook et al. 2004 ) and 120 hours per year at the European Southern Observatory Very Large Telescopes (VLT) using the FORS-1/2 instruments (Appenzeller et al. 1998) . Spectroscopic time was also obtained at the Keck telescopes using the LRIS (Oke et al. 1995) and DEIMOS (Faber et al. 2003) instruments (PI: Perlmutter) . Some additional types and redshifts were obtained as part of a separate detailed studies program also undertaken using Keck-I/LRIS (Ellis et al. 2008) .
Data from the first year of the Gemini program were presented in Howell et al. (2005) , from the second and third years in Bronder et al. (2008) and data from May 2006 to July 2006 in Walker et al. (in prep.) . Spectra obtained at VLT are published in Balland et al. (2009) (see Baumont et al. 2008 for the reduction technique used), and Keck spectra from the detailed studies program are in Ellis et al. (2008) . All spectra were analysed and uniformly typed. Two sub-classes are considered in this work according to the confidence level of the spectroscopic identification: certain SN Ia are denoted "SN Ia" (corresponding to the confidence indices CI 5 and 4 in the classification scheme of Howell et al. 2005) , and probable SN Ia (CI 3) are labeled "SN Ia⋆". For most SNe, two identification techniques were used and their results cross-checked (based on the analysis presented in Howell et al. 2005 and Balland et al. 2009 ).
Photometry measurement
Elixir pre-processed images were retrieved from the Canadian Astronomy Data Centre (CADC) 3 . This process performs basic image "de-trending" (bias subtraction, flat-field correction and fringe removal in i M and z M bands). The flat-fields and fringe maps are more precise than the ones used for the realtime SN search as they are constructed from an entire queue run of data (including non CFHT-LS data), from median stacks of twilight and science exposures for the flat-field and fringe maps respectively. The Elixir pipeline also attempts to produce images with photometric uniformity (i.e. a constant zero point across the mosaic) by constructing photometric correction frames from dithered observations of dense stellar fields. However, this process is not perfect and some radial trends in the photometric zero point remain. This is shown in detail in R09, who found a centre to edge variation of ≃ 0.02 magnitude, and derived refined photometric correction frames.
The subsequent treatment of images including sky background subtraction, astrometry, and photometric correction has been performed in two independent pipelines. The first one follows A06. SExtractor (Bertin & Arnouts 1996 ) is used to produce an image catalog and a sky background map that is subtracted from the image. Second order moments of the objects are derived (using an iterative Gaussian-weighted fit), and pointlike sources are identified to estimate the image quality (hereafter IQ, given by the FWHM of the point spread function). A weight map is derived using the spatial sky variance, the bad pixel map provided by Elixir, and a map of cosmic rays hits and satellite trails identified with dedicated algorithms. The astrometry of each CCD image is obtained using a match of the image catalog to an astrometric catalog derived from observations of Stone et al. (1999) astrometric calibration regions and USNO-B (Monet et al. 2003) or SDSS (Adelman-McCarthy et al. 2007 ) star catalogs. The photometric corrections (more precisely the ratio of the ones derived in R09 to those applied to Elixir images) are not applied to the images but to the fluxes of objects in the catalogs. The other pipeline performs the same reduction steps but uses different software (for instance the Image Reduction and Analysis Facility package 4 ).
Measurement of the supernova fluxes
Two photometry techniques are considered. We present both and compare their outcome. The goal of this study is to cross-check the methods, and evaluate photometric systematic uncertainties from the level of agreement reached in this comparison. This also allows us to select the best technique for deriving light curve parameters of the SNe.
Simultaneous fit of galaxy and supernova fluxes
This first method (hereafter method A) was described in A06. It consists first in resampling all the images of a field in each 3 http://www.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/cadc/ 4 IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation.
pass-band to the pixel grid of the best IQ image (hereafter called reference image) for which a PSF (point spread function) model is derived. Convolution kernels of the reference image to each aligned image are then derived for subsequent use. The photometric ratio of the two images is simply given by the integral of the kernel. The photometric fit then consists in fitting simultaneously an image of the host galaxy (at the sampling and the image quality of the reference image) together with the position of the supernova and its fluxes in all images, convolving both the galaxy and PSF models using the kernels obtained previously. The supernova flux is forced to zero in images where its flux is negligible. When we calculate the pixel uncertainties, we deliberately ignore the contribution of the supernova and host galaxy fluxes, so that PSF inaccuracies affect the flux of bright and faint sources in the same way (this is further discussed in §3.2). Note that the supernovae considered here are faint enough for the departure from statistical optimality to be negligible.
Whereas DAOPHOT (Stetson 1987) was used in A06 to model the PSF, we have since then developed an independent PSF modeling code for this analysis. Also, some improvements have been made in the selection of images for alignment. The reference frame is larger than the actual reference CCD image to cover gaps between CCDs in the MegaCam focal plane. For large dithers, images from other CCDs overlapping the reference image are included so that different fractions of the same image can be aligned on different reference frames. This allows us to measure fluxes for all SNe in the field, including those that sometimes fall in the gaps between CCDs (depending on the actual pointing).
Some cuts are applied to the images: an IQ better than 1.5 ′′ is required, the χ 2 per degree of freedom of the convolution kernel fit has to be better than 1.5, and the image correlation coefficient 5 at a 50 pixel lag has to be lower than 0.08. This latter cut allows us to get rid of images with large fringe residuals (in i M and z M bands) or background subtraction problems.
The ratio of images that pass the cuts, the number of exposures and total exposure time for each field and band for this dataset is shown in Table 1 , along with the average IQ of the selected images. The relatively low efficiencies of about 80% in i M band for the fields D2 and D3 are due to issues with fringe subtractions for some MegaCam runs.
For a known fixed position of the SN in the images, the photometry fit is linear and we do not expect any bias for a perfect PSF model. However, when the position of the SN is fit simultaneously with the fluxes, we have (for a Gaussian PSF, see § B for a proof) the following fractional bias in flux:
where Var( f ) is the variance of the light curve amplitude f , obtained from a fit combining observations at different epochs. Figure 1 shows the expected bias of the observed SNe as a function of redshift in g M r M i M z M bands. For the r M and i M bands, the biases are respectively of 1 mmag and 0.6 mmag at z = 0.8, and 5 mmag and 2 mmag at z = 1. The g M and z M light curves have a low signal to noise ratio (S /N) at high redshift so we do not fit the position for those bands and use instead the weighted average of the ones obtained in the r M and i M band fits. With an astrometric precision better than 10 milliarcsec for the 5 The dimensionless image correlation coefficient at a lag ∆ is given by ( f i − f i+∆ ) 2 / f 2 i , where f i is the flux in the pixel i (the average value of f i is close to zero as the images were previously background subtracted). ′′ transformation of coordinates from one image to another (estimated from the RMS of the residual match of the catalogs), and an average IQ of 0.9 ′′ , we do not expect a bias due to the transformation of coordinates larger than 0.3 mmag (see Eq. B.2). As a consequence, this effect can be ignored, and the total bias is given by that obtained in i M which has the highest S /N (reaching a maximum value of 2 mmag at z = 1). Those biases are an order of magnitude smaller than calibration uncertainties for redshifts z < 0.8, and other sources of uncertainties at higher z (see §5.4), so we do not correct for them and ignore their negligible contribution to uncertainties in the following. The correlation introduced in this process between the magnitudes in different bands will also be neglected.
As in A06, the photometry fit provides us with flux estimates for all exposures in a given night. Since we do not expect significant variation of the SN luminosity on this time scale, we average these measurements and use the additional scatter between measurements to account for the imperfect kernel evaluation and under-estimated statistical uncertainties due to pixel correlations (introduced by the resampling of images). A few outliers (about 1% of the data) are rejected at this level, some of which may be due to unidentified cosmic ray hits. Since the measurements on the light curve are correlated since they share the uncertainty on the host galaxy flux and SN position (in r M and i M bands), their covariance matrix is recorded for a subsequent usage in the light curve fits. The quality of the photometry fit and the fraction of outliers rejected at this level are the same as in A06.
PSF photometry on image subtractions
We now describe the second photometric method (method B). The PSF and IQ are measured for each image from a list of isolated stellar objects with 35-50 objects used for each CCD. Photometric alignment is performed using a multiplicative scal- ing factor from a comparison to the set of tertiary calibrating stars, discussed in §3.2. Aperture photometry with a radius of 4 ′′ is used for this alignment, and the average offset to PSF photometry is recorded at the same time.
SN flux measurement are performed on a CCD-by-CCD basis; even though the telescope is dithered during observations on a given night, we measure the flux on each observation independently. A series of deep reference images are constructed for each season by combining the data from every other season in bins of IQ. The calibrated images (and their weight-maps) entering a given reference frame are geometrically re-sampled to a common pixel coordinate system using a kernel conserving flux. They are then combined using a weighted mean with 5-σ outlier rejection, generating a deep reference and associated weight-map. Each field/filter/season combination typically has five or more statistically independent references each with a different mean IQ and each at least 6 times deeper (or 36 times the integration) than the individual exposures from which the SN measurements are made.
For each calibrated image containing SN light, the reference with the closest (but superior) IQ is geometrically re-sampled to the same pixel coordinate system, and the PSFs of the two images matched by degrading the reference image to match the image containing the SN light. This adjusted reference image is then subtracted from the science image. This process avoids any geometric re-sampling of SN pixels and introduces only a minimum correlated noise in the subtraction of the deep reference. Flux measurement is then performed on the difference images using a custom-written PSF-fitting program using PSFs measured on the unsubtracted images, weighting the fit using the appropriate weight map.
Flux measurement uncertainties
The SNe data set considered consists of a sub-sample of all the SNe Ia detected and spectroscopically confirmed by the SNLS up to July 2006. They are listed Table 2 . Average difference of the fitted peak magnitudes obtained with methods A and B after the correction for the host galaxy over-subtraction (∆), slope of the correlation with f gal (ǫ), and RMS for high S/N SNe in faint galaxies (see text for details).
observing run, bad weather conditions, instrument failures), another variable object at the position of the SN (active host galaxy, or another SN in the same host), vicinity of a very bright star, or a specific location on the edge of the focal plane. The calibration of light curves on tertiary standard stars obtained with method A is detailed in §3.2. Light curves obtained with method B were calibrated in two steps, first with a 4 ′′ radius aperture photometry, then with an aperture to PSF photometry correction. We checked that both methods were equivalent, so that we can safely assume for this comparison that both light curve sets have identical calibration.
In order to compare the flux scale of each individual light curve obtained with the two methods, both light curve sets were fitted with a fiducial light curve model and the resulting light curve amplitudes were compared. In this process, only the photometric points present in both reductions were considered to minimise the statistical noise of the comparison (a residual statistical noise is expected since different cuts for the selection of images within a night were applied and references for image subtractions vary from night to night for method B).
From this comparison, a systematic over-subtraction of the galaxy was identified in the data set obtained with PSF photometry on image subtractions (method B; about 2% of the galaxy flux at the SN location, estimated with the PSF of the image with best IQ). This bias was traced to a systematic normalisation offset of the convolution kernel: its integral was forced to unity after the current and reference images were photometrically aligned using 4 ′′ aperture photometry of field stars. This approach turned out to be incorrect. As the impact on SN fluxes is a linear function of the host galaxy flux at the location of the SN, we resorted to pursue the comparison, focusing on SNe in faint hosts, and correcting approximately for the identified bias. We account for this effect (for comparison purposes only) by fitting a linear relation between the difference of peak magnitudes obtained with both pipelines and the galaxy to SN flux ratio ( f gal ):
We exclude from this fit noisy light curves (S /N < 50 in g M r M i M and 20 in z M , where the S /N is given by the uncertainty on the fitted light curve amplitude) and assign a 20% uncertainty on f gal which is not well defined (in addition to the statistical uncertainty on the SN flux that enters in the ratio). The results are listed in Table 2 . For g M r M i M bands, the residual dispersion of order of 0.025 mag can be attributed to imperfect PSF/kernel modeling in the pipelines. The larger dispersion in z M -band of 0.05 mag is due to a much lower signal to noise ratio and fringe residuals in the images (note that we do not use exactly the same images in both pipelines so that the Poisson photon noise impacts the comparison). The average offsets from 0.002 or 0.009 mag depending on the pass-band are marginally significant, the correction for the host galaxy over-subtraction of the order of 0.01 magnitude on average for all bands being only approximate.
0.0066 ± 0.0037 Table 3 . Ratio of measured flux before 22 restframe days (before maximum) to the fitted lightcurve amplitude, averaged over events, for method A.
Light curves obtained with the simultaneous fit (method A) are respectively 13%, 13%, 3% and 16% less scattered in g M r M i M and z M bands than those obtained with photometry on subtractions (method B) with an uncertainty of 2% for all bands. Those numbers are based on the standard deviation of residuals to a light curve fit per pass-band with a free amplitude, width and date of maximum light. About half of this difference can be attributed to the relative shallowness of the reference images used for the subtractions.
In order to assess the accuracy of the host subtraction technique of method A, we compute the average measured flux before 22 rest frame days before maximum light ( f zero ) for each supernova and band, when available. Table 3 reports the average ratio of f zero to the fitted light curve amplitude for method A, and does not display any significant bias.
To summarise the comparison of photometric methods: Method B over-subtracts host galaxies by ∼2%, which we later traced to the photometric alignment method prior to subtraction. Both methods agree on the amplitude of light curves (including the calibration transfer from field stars to supernovae) if one concentrates on supernovae hosted in faint galaxies. Method A is free from host subtraction biases at 1 to 3 mmag accuracy, depending on band.
We therefore choose to use the light curve photometry from the simultaneous fit method (method A) in the subsequent analysis.
Photometric calibration uncertainties
A catalog of calibrated tertiary stars has been obtained for each of the four CFHT-LS deep fields by R09 (those stars were calibrated against the Landolt 1992 catalog of secondary U BVRI standard stars).
It consists of a set of g M r M i M z M magnitudes for each star in a local natural system (average airmass of the observations, transmission function at the average position of the star in the focal plane). The photometric calibration consists in transfering the raw SN light curves to this system. For this purpose, a zero point (ZP ≡ mag+2.5 log 10 ( f lux)) has to be associated with each light curve. It is simply obtained by the flux measurements of tertiary stars using the same photometry technique on the same set of images as the ones used to derive the SN light curve.
The light curves obtained with the simultaneous photometric fit ( §3.1.1) are calibrated as follows. The fluxes of tertiary stars on the same CCD as the SN are measured with the same PSF photometry technique as the one used for SNe, the only difference being that a galaxy model is not considered. Least squares optimality dictates that the pixel uncertainties used for the fit include the contribution of the star itself, but we do not do so: we do not want the relative weights of pixels to change between supernovae (faint objects) and tertiary stars (mostly bright objects) such that PSF innaccuracies affect both in the same way. So, the pixel weighting we adopt for bright stars is the one that is op- Those marked with open symbols were excluded from the fit based on cuts on RMS, magnitude, and number of observations. The fit is performed iteratively with a 2.5 σ outlier rejection.
timal for faint objects, and this choice does not adversly affect the statistical uncertainty of the flux ratio of SN to tertiary stars, since the later are brighter and more numerous.
Since we obtain a flux measurement for each observation, this allows us to check for the photometric alignment, and discard variable stars. Before assigning a zero point to the SN using the average fluxes of stars and their associated magnitudes, the photometric corrections for the reference image, provided by R09, are applied to the stars and SN measurements, depending on their location on the focal plane. At this level, the zero point uniformity within each reference CCD frame is checked.
As an example, residuals from the calibration of a central CCD in field D1 for r M band are shown in Fig. 2 . The RMS of the differences between the PSF magnitudes and the aperture magnitudes (used in R09) for the tertiary stars are shown in Fig. 3 , they are typically of 0.008 mag. With about 30 stars per CCD on average, the typical statistical uncertainty on the zero point determination of a light curve is of order of 0.002 mag. Since this number is averaged out when combining SNe observed on different fields on different CCDs, it adds a negligible uncertainty to the cosmological analysis.
Chromatic systematic effects were identified in the residual differences between PSF and aperture magnitude as shown in Fig. 4 . These are expected because of the PSF variation with wavelength which induces a colour term in the comparison of PSF and aperture magnitudes (for an achromatic PSF model per pass-band). At level of a few millimagnitudes, one cannot exclude some chromatic effects in the aperture photometry, which is contaminated by light reflected in the MegaPrime optical system, forming haloes around stars in the images.
In the r M i M z M bands, the colour dependent offset is of order of 0.002 mag. For such a small effect, we cannot separate it from the residual offset as a function of magnitude (see below) since there is a correlation between the magnitudes and colours of the tertiary stars. We will hence treat this offset as an additional source of systematic uncertainty, rather than try and correct for it. In g M band, the effect is however much larger. It is clearly related to the colours of stars. It induces a relative change of calibration of 0.015 magnitude for SNe at redshifts 0.2 and 0.6 (at higher redshifts, g M -band light curves are not used to derive distances, since they correspond to observations at rest-frame wavelengths shorter than 3000 Å, see §4).
In order to account for this PSF variation with wavelength, we have modified the effective transmission of the instrument in g M -band with a multiplicative correction depending linearly with wavelength: corr(λ) = 1 + 0.048(λ − 4979 Å)/(1000 Å). This correction was adjusted on the residuals of Fig. 4 using synthetic magnitudes of stellar spectra obtained with the Phoenix model (Hauschildt et al. 1997; Baron & Hauschildt 1998; Hauschildt & Baron 1999, and references therein) 6 . The resulting colour dependent effect is shown as a blue curve in Fig. 4 (for g M -band only).
As a last check of the calibration to tertiary stars, Figure 5 presents the average differences between PSF and aperture magnitudes as a function of the magnitudes of the tertiary stars, where PSF magnitudes were corrected for the colour dependent terms. The brightest stars which are saturated on a fraction of the images (depending on image IQ, exposure time, sky transparency and Poisson fluctuation) were excluded from this analysis because of the potential biases introduced by the selection of unsaturated observations (excluding positive statistical fluctuations reaching the saturation level results in a bias on the average). The dimmest stars were also discarded to avoid biases due to the preferential detection of positive Poisson fluctuations of the signal. The range of magnitude considered was obtained by selecting stars on the plateau of In this section, we have presented the photometry and calibration of the SNLS third year SN sample. One of the two techniques developed in the collaboration has been selected based on a comparison of their performances. We use this light curve data set in §5.1 to determine for each supernova the parameters needed to estimate its distance.
Interpretation of the photometric calibration
The calibrated data are formally the ratio of the target flux F S N as measured by the detector to that of a reference star F re f that would have been observed in the exact same conditions. In practice, we have determined a flux F meas in ADU and a zero point ZP meas which provides a normalisation coefficient.
As we will see in the next section, the supernova light curves are fit with a spectral sequence model M S N (λ, t, ...) in order to extract from the light curves a flux intensity and additional parameters that characterise the diversity of SNe Ia. For this purpose, one has to be equipped with a model of the instrument response as a function of wavelength T (λ) for each pass-band in order to compare the model to the observations. The light curve fit consists in comparing the measured quantity
to the model
where M re f (λ) is the spectrum of the reference star and m re f its magnitude. The integrals in Eq.3 have the dimension of counts in the detector per unit time (i.e. in units of ADU s −1 ), as they model the actual observations 7 . However, Eq. 3 tells us we do not need to know the normalisation of the instrumental response function, even from pass-band to pass-band, as it cancels in the ratio.
For SNLS, the magnitude system defined in R09 has been anchored to the star BD +17 4708 with a prescription for its magnitudes in this system. As we have photometrically aligned the SN light curves to the catalog of stars defining this system, we use BD +17 4708 as our reference star and consider for its magnitudes those provided by R09: g M = 9.6906, r M = 9.2183, i M = 8.9142, and z M = 8.7736. Note that those magnitudes are conventional, one could have changed them in the definition of the magnitude system as long as the magnitudes of the tertiary stars and hence the values of ZP meas in Eq. 2 are modified accordingly. We use for M re f (λ) the spectrum of BD +17 4708 as measured on HST by Bohlin & Gilliland (2004) ; we retrieved the latest version of this spectrum on the CALSPEC database 8 . Concerning the instrumental model (T (λ)), a complication arises from the fact that the transmission of MegaCam filters varies across the focal plane, following a radial pattern, with a typical variation of the central wavelength up to 5 nm from the centre to the edge. The magnitude system has been designed so that no colour transformations are required to translate our SN measurements to this system; the small residual airmassdependent colour corrections cancel out on average and do not contribute significantly to the uncertainty of the measurements, 7 As a consequence, if M S N and M re f are spectral energy densities (in erg cm −2 s −1 Å −1 for instance), then T (λ) is the product of an effective collection area (accounting for all the transmission and reflection efficiencies in the optical path), a dimensionless quantum efficiency, the CCD gain, and the inverse of the photon energy (in Å erg −1 ). 8 ftp://ftp.stsci.edu/cdbs/current calspec/ bd 17d4708 stisnic 002.ascii and the variation of the effective pass-bands within the dithering pattern of the DEEP field observations are negligible. But the magnitude system has to be interpreted using a model of the response function of the instrument that follows this radial pattern. We use the transmissions provided by R09 to integrate the spectral model of supernovae, using the average position of the SNe observations on the focal plane. Note also that the magnitudes of BD +17 4708 have been chosen to be the same everywhere in the MegaPrime focal plane despite the fact that the filter transmissions vary. The SNe Ia light curves of the SNLS 3-year sample are available on-line at the Centre de Données astronomiques de Strasbourg (CDS). An example of the published data is given in Table 10 .
Modeling the supernova light curves

General considerations
The only two light curve parameters that have been found so far to correlate with the luminosity of SNe Ia are the width of their light curves (first measured in Johnson B-band, see e.g. Phillips 1993 , and then extended to other bands) and their colour as measured, e.g., by the difference of magnitudes (or ratio of fluxes) in rest-frame B and V bands. Once corrected for those, the absolute maximum luminosity has a dispersion of the order of 15%. All recent high-redshift cosmological analyses use those parameters (luminosity, light curve shape and colour) in a more or less obvious way to derive distances (Riess et al. 2004 Astier et al. 2006; Wood-Vasey et al. 2007 ) with the notable exception of the CMAGIC technique which relies on a colour-magnitude diagram of SNe Ia (Wang et al. 2003b; Conley et al. 2006) . The challenge of a cosmological application is to derive those parameters with a minimal redshift dependent bias.
An empirical modeling
The goal of the light curve fitting is then to evaluate for each SN those parameters from observations performed with a limited set of observer-frame filters and a limited cadence of observations. This requires a model of the spectral sequence of the SN in order to interpolate among observations. Despite the fact that there is a broad consensus as to the basic physical picture of the explosion mechanism, it is extremely difficult currently to make quantitative predictions for the observed signal based on a physical model. Indeed extremely precise 3D modeling is required in order to simulate the flame propagation in the SN progenitor. As a consequence, an empirical modeling of the observables is needed. Historically, light curve templates were built in a limited set of filters from a sample of nearby SNe (see for instance Goldhaber et al. 2001 ). This required a correction of the observations for redshifted supernovae, usually called K-correction (Nugent et al. 2002) . Those were performed using an average spectral sequence based on a set of spectra obtained at different phases (days after maximum light) of the SN. This method is applied for the MLCS2k2 light curve fitter (Jha et al. 2007) , with tabulated K-corrections as a function of phase, redshift and colour. More recently, techniques based on an explicit modeling of the spectral sequence have been developed. The data are not corrected to rest-frame filters but directly compared to the integral of the spectra in a model of the instrumental response (SALT(2): Guy et al. 2005 , hereafter G07, SiFTO: Conley et al. 2008 . The advantage of this approach is to keep track of the correlations between the light curve shape, colours and the spectral properties in the fitting process.
Impact of a limited training sample: using high-z SNe
This light curve fitting technique is a fundamental ingredient of the cosmological analysis. Especially, the assumed broad-band colour relations (i.e. the relative amplitude of the SN spectral model at a wavelength scale of order of 1000Å, beyond a simple colour tilt, in other words the curvature of the spectra) in the wavelength range of validity of the model have a direct impact on the derived distances. In order to illustrate this, let us consider two SNe observed in r M and i M band at redshifts of 0.5 and 0.8. Since those r M and i M observations correspond to the rest-frame B and V, and U and B bands respectively, the ratio of distances derived for those two SNe is directly a function of the (U − B) − (B − V) colour 9 difference of the model. Since all light curve models are empirically derived from a limited training set, this latter colour has an uncertainty which introduces a redshift-dependent correlation among the derived supernova distances (see for instance Knop et al. 2003) . Since many more SNe have been observed at high-redshift than at low redshift, high-z SNe must be considered in the training of the light curve models in order to overcome the statistical limitations of the nearby sample. This has been done with the SALT2 and SiFTO models; it was possible since both techniques do not make use of distances in their training process.
Modeling of the near UV emission
High-z SNe allow the observation of the rest-frame near UV emission from the ground without the need of space telescopes. The near UV is modelled in SALT2 and SiFTO using SNLS photometric (in g M and r M bands up to a redshift of 1) and spectroscopic observations (see references in Table 9 ). Using near UV data allows for a drastic improvement of the colour and hence distance estimate for SNe at redshifts of order of unity, where the sensitivity of the rest-frame B and V is limited by the quantum efficiency drop of MegaCam CCDs in the z M band. However, we still lack spectroscopic observations at early and late phases (the primary goal of the SNLS spectroscopic program was to provide an identification of the SNe which is easier at maximum brightness).
Diversity of SNe Ia colours: intrinsic variation or absorption by dust
There is still much debate about the treatment of the SN colour parameter (generally anchored to B − V at maximum light). Whereas all cosmological analyses based on SNe perform a linear correction of distance moduli (i.e. logarithm of distances) with the measured colour, the value of the coefficient used and its interpretation differ significantly from one analysis to another. In A06, this coefficient β is marginalised over in the cosmological fit, without any attempt to separate the reddening effect of dust absorption or a potential intrinsic variation. On the contrary, the MLCS2k2 technique used in ESSENCE (Wood-Vasey et al. 2007) , GOODS (Riess et al. 2004 and SDSS surveys (Kessler et al. 2009 ), assumes that the derived (B − V) colour offset primarily comes from extinction by dust, and therefore that the β parameter should be identified with the R B value of the 9 The SNe colours mentioned in this section are always considered at maximum light. Note however that the estimates of the colours resulting from a light curve fit are actually an average of the difference between the data and the model with a weight that varies with the phase of the observations. Cardelli et al. (1989) extinction law. When β is fit at the same time as cosmology, values ranging from about 2 to 3 are found depending on the technique used to derive it. Those values are systematically smaller than the value of 4.1 in the Cardelli et al. (1989) extinction law.
The large range of values obtained for β is likely to be a consequence of different assumptions on the uncertainties of the (B − V) colour estimates (and to a lesser extent the colour range of the SNe sample considered). For a given data set, the larger the assumed uncertainties on (B−V), the larger the fitted β value. This issue is raised by Freedman et al. (2009) ; we come back to it in §5.5. Whereas in previous papers (including papers from the SNLS collaboration: A06, G07, C08), low values of β ≃ 2 were found, we get larger values when accounting for an intrinsic scatter in SNe colour relations in this paper (see §4.4 and §5.5). Fitting for β or not has some consequences. For instance, Conley et al. (2007) have shown that either we live at the centre of an under-dense region of the Universe as proposed by Jha et al. (2007) , or the relation between SN colours and luminosity does not follow the one expected for the Galactic extinction and β < R B . This low value of β points to either an unusual extinction law in host galaxies of SNe Ia or an intrinsic colour variation that dominates the effect of extinction. One hint is that the colour variation law (which describes how the SN flux varies with colour as a function of wavelength) can be derived from the SN data themselves, and differs significantly from the Cardelli et al. (1989) extinction law in the near UV and U-band, even for extreme values of R B (see Guy et al. 2005, 2007, and Fig. 6 ). In SiFTO, the derived relation between the (U − B) and (B − V) colours of SNe can not be explained with an extinction law either. While there is not yet a definitive proof that the colour variation we observe is intrinsic to the SN, we still have to relax the assumption that it is purely due to dust extinction as modelled by Cardelli et al. (1989) . This has some consequences for the cosmological analysis. Indeed, applying an incorrect correction to luminosity introduces a redshift dependent bias since the average colour of SNe varies with redshift because of Malmquist bias (bluer SNe are brighter and hence dominant near the detection limit of a survey). This occurs at the highest redshifts of all surveys but also for nearby SNe that were observed by other means (see e.g. Conley et al. 2007 ).
In the MLCS2k2 approach, a colour excess E(B − V) is measured as the difference between the observed colour and that of the model. In this model, the intrinsic variability of SNe is addressed with a single parameter (∆), and any possible additional intrinsic variation is unaccounted for. As a consequence, one expects that, at some level, the E(B − V) estimate resulting from the light-curve fit combines both dust reddening and a possible residual intrinsic colour variation. There are several examples of SNe Ia being clearly extinguished by dust. In contrast, there is no proof that part of the (B − V) colour variation is driven by intrinsic SNe properties. The only hints come from observations which point to a value of β < R B and a colour variation law incompatible with a standard dust extinction law. Nevertheless, as the physical mechanism responsible for the SN Ia explosions obviously involves more than a single parameter (composition of the progenitor, ignition conditions, ...), it is very possible that some properties of the SN impact on the observed (B − V) colour beyond that addressed by ∆.
As an example, Kasen et al. (2009) present a class of supernovae simulations with various ignition conditions, deflagration to detonation transition (DDT), and viewing angles, which exhibit intrinsic variations of colour. The models with the same DDT criterion present a range of (B − V) colours (at maximum light) that are not fully correlated with the decline rate 10 . Such an effect, which is present in those simulations, has not been ruled out on real data.
It is further possible that the slope of the colour-luminosity relation evolves as a function of redshift. A larger range of dust opacities is expected at higher redshifts where galaxies host younger stellar populations, so that the relative weight of dust extinction and intrinsic variation in the colour-luminosity relation should evolve with redshift. Kessler et al. (2009) found an evolution of the β parameter with redshift using SALT2, but with an opposite trend with respect to the expectations (they found a lower β at higher z). We study this issue in §5.5.
Comparison of light curve fitters and distance estimate
Using different light curve fitters to estimate distances allows us to quantify the systematic uncertainties associated with this step of the analysis. As shown in C10 and to a lesser extent in §5.6 of this paper, the combined uncertainties on cosmological parameters are dominated by systematics, so the statistical precision of light curve fitters do not play a major role in their selection. For a cosmology application, the most crucial aspects are those that may lead to a redshift-dependent bias: i) K-corrections uncertainties, ii) any bias that could arise when fitting low signal to noise light curves, iii) biases associated with selection effects.
Several authors have already performed this comparison of light curve fitters. The largest systematic effects were found by Kessler et al. (2009) (hereafter K09), who applied MLCS2k2 and SALT2 to a sample combining low redshift SNe, HST data and the first release of SDSS-II, ESSENCE and SNLS data. They found a difference on w of 0.2 when using MLCS2k2 or SALT2. This difference is larger that any other source of uncertainty. The authors have looked for the sources of the observed discrepancy (see §11 in K09 for a detailed discussion). For this purpose, light curves were fit with modified versions of MLCS2k2 designed to replicate some elements of the SALT2 model. They explain the discrepancies by two main differences between the light curve fitters: differences in the light curve templates, and the use of colour priors. We now review these two effects, and discuss afterwards the differences in the treatment of colour. We eventually summarise this comparison section. Kessler et al. (2009) provide evidence that SALT2 and MLCS2k2 predict differently the rest-frame U-band. Excluding rest-frame U-band light curves from the fit of SDSS SNe at z > 0.21 changes the MLCS2k2 and SALT2 distance moduli by ≃ 0.13 and ≃ 0.07 magnitude respectively 11 . Note that the offset found for SALT2 is marginally consistent (at the 2σ level) with the calibration systematic uncertainties of order of 0.01 magnitude for all bands reported both for the SDSS-II and SNLS first year releases (the SALT2 version used in K09 was trained on SNLS first year data).
Systematic differences in the light curve templates
The SALT2 and SiFTO light curve fitters are more reliable than MLCS2k2 in rest-frame U-band because they were cali- 10 We selected models with the DDT criterion 3 in Table 2 of Kasen et al. (2009) (supplementary material) and found a residual (B − V) dispersion of 0.03 after correcting for a marginal correlation with decline rate. The model spectra were kindly provided to us by the author. 11 We consider here the relative change of distance moduli with respect to SNe at z < 0.21 brated using high z supernovae. They benefit from the SNLS precise calibration and are not sensitive to the systematic uncertainties that are known to affect the observer-frame U-band calibration of low redshift SNe. In particular, the effective Uband response function is poorly known for many SNe observations because of important variations of the atmospheric transmission at wavelengths shorter than 350 nm. Also, when fitting with SALT2 or SiFTO (see §4.4 and §A.2), we find a larger dispersion of residuals in the U-band for low redshift SNe (0.1 mag, RMS) than in the g M band at z ≃ 0.4 where g M roughly corresponds to rest-frame U (0.05 mag). The systematic offset found by K09 could possibly be affected by some evolution of SNe properties in the UV. There is no evidence for such an effect, but even in this case, using SNe at z ≃ 0.4 to calibrate the model restframe U-band is more reliable than using SNe at lower z. Indeed, the model rest-frame U-band is primarily used to estimate distances of SNe at high redshift, and since a monotonous change of the average SNe UV emission with redshift is expected due to an evolution of metallicity or age of the progenitor population, U-band measurements done at the highest possible redshift should therefore be used.
Using priors on SNe colours.
In the MLCS2k2 approach, a prior is used that forces the extinction A V to be positive. This is equivalent to applying a prior on colour excess. However, since there is no evidence that the observed variation of SNe Ia colours is entirely and solely due to extinction by dust, applying such a prior is not justified.
Furthermore, even if the model was qualitatively correct, applying a prior is non optimal since any bias on this prior will produce a bias on cosmology and hence artificially large systematic uncertainties. For instance, more than half of the difference on w between the analysis of Wood-Vasey et al. 2007 and that of K09 is due to the choice of prior (see §10.1.4 in K09). Alternatively, not using a prior on colours does not bias the estimate; one only obtains larger and reliable statistical uncertainties.
Estimating distances
SALT2 and SiFTO use the colour in their distance modulus whereas MLCS2k2 uses a colour excess. This might be regarded as conceptually different, but, as shown below, the distance moduli used in the two approaches are mathematically equivalent, as long as the slopes of the brighter-slower and colour-luminosity relations are fit to the Hubble diagram.
MLCS2k2 defines the colour excess as model . At first order in ∆, the shape parameter, (B − V) model = a + b × ∆ and the distance modulus can then be written (at first order in shape and colour parameters):
where shape is any shape parameter and C = (B − V) obs or any affine function of it. This last expression is exactly the one used in A06 and in this paper (Eq. 5). As a consequence, choosing to use a colour excess or directly the observed colour to parametrise the distance modulus only modifies the meaning and values of M B and α coefficients, and does not change distances. So at first order, when no prior is used on colour and R B is treated as a free parameter (β), the MLCS2k2 approach is contained in the SALT2/SiFTO as both the colour variation law (or colour relations, see §4.3.2) and the slope of the colourluminosity relation of SALT2/SiFTO are parametrised in a way that allows the model to match a standard dust extinction law. Disentangling the contribution of intrinsic colour variation and dust extinction requires adding parameters beyond the simple one-parameter description of the SN intrinsic variation implemented in MLCS2k2, SiFTO and SALT2 (∆, stretch, X 1 ). As a consequence, when using these fitters, the observed colour luminosity relation could evolve with redshift as it combines two effects whose relative weight is expected to change with redshift. We investigate this in §5.5.
Summary of the light curve fitter comparison
We have shown above that using a colour or colour excess in the distance estimator is not the source of the differences between SALT2/SiFTO and the MLCS2k2-like approaches. MLCS2k2-like parametrisations assume a Cardelli-like colour variation law and in some cases a colour-luminosity relation, while the SALT2 or SiFTO approach allows one to derive these quantities from the data itself. The values obtained for these quantities differ significantly from the assumptions made in MLCS2k2. In addition, colour priors are used in the MLCS2k2 approach, which we think are unnecessary and subject to additional systematics.
To estimate systematic uncertainties arising for the light curve fitting process, we therefore chose to fit all SN light curves using both SALT2 and SiFTO models as described in the following section.
Fitting with SALT and SIFTO models
We use SALT2 and SiFTO to fit light curves and derive three parameters for each SN: an amplitude conventionally described by the peak rest-frame B-band magnitude m * B , a shape parameter, and a colour labeled "C" that roughly corresponds to the restframe B − V colour at maximum light. The two models that were fit on low-z and SNLS data minimise the modeling statistical uncertainty and cover a large wavelength range (300-700 nm) well suited for the SNLS data set. For both fitters, the light curves are obtained by integrating a spectral energy density (SED) varying with phase in a model of the instrumental response function. The effective colour parameter that is derived is due to a combination of extinction and intrinsic variation, and this has to be kept in mind in the subsequent usage of those parameters to derive distances. Those two techniques differ substantially in their detailed parametrisation of observables and in the procedures considered for training and light curve fitting. As a consequence, in the following, we use both in order to estimate the impact on cosmology of the modeling choices that were made. Before comparing the result of the fits obtained on the SNLS sample, we present both approaches, along with the minor modifications that were applied since the publication of the methods in G07 and C08. The two approaches are compared and combined in §5.1.
SALT2
The SALT2 method consists in modeling the SNe Ia spectral energy density (SED) variation with time and its diversity using a linear combination of several principal components multiplied by the exponential of a colour dependent function of wavelength (which we will call "colour variation law", although it can model a pure extinction law). This model is trained on a large sample of nearby SNe listed in Table 12 and a sub-samble of the SNLS SNe Ia listed in Table 9 . We use only SNLS SNe with redshifts z ≤ 0.7, with an unambiguous spectroscopic identification (excluding the Ia⋆) and a good light curve sampling (see §4.5). Both light curves and spectra are used in the fit. Since significant calibration uncertainties are expected for most spectra (due for instance to slit losses), wavelength dependent corrections for each spectrum are included in the model. The model parameters, the calibration correction coefficients of the spectra, and the SNe parameters are fitted simultaneously. Only two principal components have been considered; one that represents the average SN Ia, and one which can be identified as the shape variation of light curves of SiFTO. This training sample is larger than the one considered in G07. A few technical modifications, detailed in Appendix A, have been applied to the training procedure: higher resolution for the components and the colour variation law, a new regularisation scheme, improved handling of the residual scatter about the model, and propagation of the model statistical uncertainties. The colour variation law is shown in Fig. 6 for C = 0.1 (i.e. for a B − V colour excess of 0.1). It differs significantly from the Cardelli et al. (1989) extinction law for wavelengths λ < 370 nm even when extreme values of R V are considered. Adding more parameters to the colour law with respect to G07 has resulted in a steeper variation at short wavelength.
For the fit of SNe entering the Hubble diagram, all light curves for which the effective wavelength of the associated response function lies in the model validity range (300-700 nm rest-frame) are fit simultaneously. The actual fit is a simple least square minimisation taking into account both the covariance matrix of the flux measurements and a model uncertainty (described in §A.2). Since the uncertainty on the model depends on the parameters that are fitted, the fit is performed iteratively with updates of the model uncertainties at each step until convergence is reached. The model parameters and the code to use them are public; see §A.4 for details.
SiFTO
The SiFTO model consists of a SED sequence whose time evolution has been calibrated on a large SNe Ia sample combining low-z and SNLS data, starting from the spectral sequence de- Table 5 (a and c terms, solid lines) and the synthetised ones of SALT2 (dashed line) for the two colour scatter hypothesis. SALT2 does not contain explicitly colour relations as SiFTO, but the a, b and c coefficients can still be derived from the model.
rived by Hsiao et al. (2007) . The light curve shape variability is modelled with a time-stretching of the SED sequence about the date of maximum light in rest-frame B-band, with a wavelengthdependent stretch factor (s) indexed by its value in B-band. The broad-band wavelength dependent calibration of the SED sequence is not performed at this stage of the model building. Indeed, the derivation of the amplitude and colour parameters is obtained in two steps: i) Contrary to SALT2, the amplitude of each light curve is a fit parameter, leading to an observer-frame peak magnitude for each pass band. ii) These peak magnitudes are then used to adjust the SED at maximum-light with a smooth multiplicative function of wavelength so that the flux integrated in any rest-frame filter can be evaluated. Up to 5 rest-frame filters are used -U 02 U BVR 12 -resulting in 4 colour combinations of (U 02 − B), (U − B), (B−V) and (V −R), with the limitation that only the rest-frame filters within 450Å of an observer-frame filter are considered. The second step consists in converting these colours into an estimate of (B − V), denoted (B − V) pred , using equations of the form
with similar equations relating (B − V) with (U 02 − B) and (V − R). The data used to derive the linear relation of the (B − V) vs (U − B) relation is shown in Fig. 7 . The estimation of the a, b, c parameters entering in these relations depends on the assumed intrinsic scatter of the SNe colours, this is discussed in §4.4. The final SiFTO colour parameter C is determined by a weighted combination of each (B − V) pred together with any actual measurement of (B − V), degrading each (B − V) pred by the dispersion measured for each relation. The uncertainties in the derived colour relations introduce correlations between SNe that are propagated in the analysis.
Since C08, SiFTO has been retrained with a much larger sample of SNe including a sub-sample of the SNLS light curves presented in this paper (with stringent requirements on the time sampling) and many more at low redshift. It also uses an updated version of the SED sequence from Hsiao et al. (2007) that has been extended in the near infra-red.
12 U 02 is an artificial filter defined as U blueshifted by z = −0.2 As a conclusion to the description of the techniques, SiFTO does not contain an explicit colour variation law as a function of wavelength, nor a broad-band colour calibration of the SED sequence as in SALT2. These two pieces of information, which are essential for distance estimate, are coded into the linear colour relations of Eq. 4. Also, the light curve stretching behaviour is a prior of the SiFTO parametrisation, whereas it is only approximately realised as an outcome of the SALT2 training. Indeed the second principal component of SALT2 turns out to be close to a derivative of the first one with respect to a stretch factor, hence mimicking a time stretching at the first order. As a consequence, based on these differences, we do not expect to get exactly the same light curve shapes so that the peak magnitudes and colours obtained with both fitters may have small systematic offsets and a stretch dependence. Some additional dispersion due to the differences in the data weighting in the least square minimisation is also anticipated.
Residual scatter
The SALT2 and SiFTO empirical models do not fully account for the diversity of SNe Ia. As a consequence, some intrinsic scatter about the best fit model is expected on top of the measurement uncertainties. The wavelength dependence of this residual scatter has to be evaluated as it affects the determination of some of the model parameters. As an example, for SiFTO, the fitted slope of the relation between (U − B) and (B − V) depends on whether the scatter about the linear relation is attributed to the estimate of (U − B) or (B − V). The same effect applies to the determination of the SALT2 colour variation law. Since a bias on this slope (for SALT2, this slope is encoded in the second derivative of the colour variation law in the U BV wavelength range) leads to bias on the average colour of SNe at high redshift where blue SNe are preferentially selected, we have to determine the amplitude of this scatter as a function of wavelength.
This cannot be obtained in the SiFTO framework where only two colours are compared at a time to derive the model parameters. On the contrary, it is possible with SALT2 since it assumes a single relation between all the peak magnitudes of a given supernova (up to five for low redshift SNe: U BVRI). Note however that with the SiFTO method, this unique relation between all observations is restored in the final colour estimate when the various (B − V) pred are combined. The technical details of the determination of the residual scatter are given in §A.2. Using two parametrisations of the scatter as a function of wavelength (the exponential of a polynomial, or a combination of sigmoids, labeled respectively hereafter "EXPPOL" and "SIGMOID", see Eq A.2), one obtains the two estimates of the residual scatter shown in Fig. 8 . This scatter model is translated into scatter in the reference bands used for SiFTO colour relations in Table 4 . The values of the SALT2 residual scatter at the central wavelength of the U 02 BVR filters is used. The assumption that this scatter on magnitudes is uncorrelated between bands translates into correlated uncertainties in the colours used for the SiFTO colour relations. When accounted for in the determination of the colour relations, this leads to two sets of a, b, c parameters for each colour relation that are listed in Table 5 .
In this determination of the residual scatter, we identified an additional scatter of 0.1 mag in observer U-band for low redshift SNe (see also C10 for a discussion about this issue). This is significantly larger than the dispersion obtained in the same rest-frame wavelength range with SNLS data (given by g M band observations at z ≃ 0.35, see Table 4 ). We hence attribute this additional dispersion to calibration uncertainties or varying effec- Table 5 . Parameters of the SiFTO colour relations on (B − V) obtained with the two residual scatter estimates of Table 4. tive filter transmissions from one U-band light curve to another. We de-weighted those light curves accordingly in the training of SALT2, and subsequently in the light curve fits. As for SiFTO, they were discarded for the fit of the (U − B) (B − V) colour relation and were not used for the determination of the colour parameters. Figure 7 presents the difference between SiFTO and SALT2 colour relation between (U − B) and (B − V). Part of the differences of slopes can be explained by the use of different samples to derive those relations, and part can be attributed to the intrinsic differences in the methods used to derive those relations. Still, one can see that they have the same average estimate of (B − V) given (U − B), so we do not expect this to have a significant impact on cosmology, as we will see in the next section.
Light curve sampling
We investigate in this section the reliability of the light curve parameters determined on poorly sampled light curves, in particular those which lack photometric measurements before the date of maximum light (hereafter T max ). Any bias on T max induces a bias on the parameters needed to estimate a distance (magnitude, shape and colour), and such a bias may arise if the modeling of the decline of the light curves is not sufficiently accurate. This is not really an issue for the SNLS sample presented in this paper as only 2% of the SNe lack photometry in the rising part of the light curves (between -10 and -1 days with respect to T max , rest-frame), but it has to be studied for the selection of external samples (see C10) for which this fraction is much larger (especially at low redshift because of a follow-up triggered by the spectroscopic identification).
For the purpose of this study we select well sampled SNe data with high S /N from SNLS (using only those at z < 0.4) and from external samples: SNe at z < 0.1 from various surveys (see references in C10) and SNe at 0.06 < z < 0.3 from the SDSS (Holtzman et al. 2008) . We compare the light curve parameters θ ∈ {m * B , X 1 , C, µ} derived from the full light curve fits -hereafter θ F -to those resulting from fits ignoring a fraction of the data points. For each SN, we derive several estimates of θ removing sequencially an increasing number of early points, and index each of those estimates by τ f = (T f irst − T max )/(1 + z) the phase of the first remaining data point. Of course for real data τ f is not directly observable and we have to rely on τ f , an estimate of τ f which results from the fitted value of T max . We study the average offsets ∆θ = θ(τ f ) − θ F as a function of τ f . One first has to correct for a trivial bias (showing up even for an unbiased estimator) that is due to the finite width of the τ f distribution. For instance, if we consider an input distribution with τ f > 0, we will find biased ∆θ for negative values of τ f simply because we are looking at events for which τ f is systematically underestimated (and hence T max over-estimated). Within each bin around a given value of τ f , we have an average bias on a parameter θ given by
where the sum is on the number of tests performed (indexed by τ i f ), and p( τ f |τ f ) the likelihood of the estimator τ f knowing the true value τ f (ǫ is half the bin size). ∂ τ θ = −(1 + z) ∂θ/∂T max is the derivative of θ with respect to τ f . Such a bias can be estimated for each value of τ f and corrected for assuming a Gaussian likelihood (with a σ given by the redshift corrected measurement uncertainty on T max ). We will consider in the following ∆ ′ θ = ∆θ − ∆ t θ to study potential biases. The results for the rest-frame peak magnitude in B-band, the peak (B − V) colour and shape parameter are shown in Fig. 9 . The potential bias on the distance modulus µ is also shown (using best fit values for α and β, see Eq. 5 and §5.2). For light curves without premax data but with τ f < 5 days, we do not find significant biases on m * B and (B − V) but a small bias on X 1 . The uncertainties on those biases are difficult to estimate, as the de-biasing is only approximate. For subsequent analyses, we will select SNe according to the following minimum requirements (based on the available phases τ = (T obs − T max )/(1 + z) of photometric observations): (i) Measurements at four different epochs or more in the range −10 < τ < +35 days. Three are mandatory to estimate both the date of maximum light and the shape parameter, one more is needed to get at least one degree of freedom.
(ii) At least one measurement in the range −10 < τ < +5 days (equivalent to τ f < 5 days).
(ii) At least one measurement in the range +5 < τ < +20 days for a reasonable evaluation of the shape. (iii) At least two bands with one measurement or more in the range −8 < τ < +10 days in order to evaluate the SN peak luminosity and colour with confidence.
With this selection applied to the test data set described above, the estimated bias on distance moduli for the selected SNe without premax data is compatible with zero (∆ ′ µ = −0.004 ± 0.004). However an additional uncertainty due to the de-biasing of order of 0.01 cannot be excluded. We use this latter number as a systematic uncertainty on the estimated distance moduli of SNe without premax data.
Light curve parameters of SNLS SNe Ia and measurement of Ω M
We present in this section a fit of the SNLS Hubble diagram based on the results obtained with the two light curve fitters described above. The goals of this study are: i) to compare the SALT2 and SiFTO light curve parameters, ii) see how their differences impact distance estimates and cosmological fits, iii) propagate the uncertainties of the whole analysis chain to the cosmological results, iv) present the constraints on cosmology provided by a single survey of high redshift supernovae.
Light curve parameters of SNLS SNe Ia
We apply in this section the two techniques described above to determine the peak magnitudes, colours and light curve shapes of the SNLS SNe Ia. Those are the basic ingredients to determine distances, they are used in C10, along with external SNe data samples, to build a Hubble diagram and constrain cosmological models. Here we focus on consistency tests and comparisons of the outcome of the two light curve fitters, any difference being considered as a systematic uncertainty that will add to the photometry and calibration uncertainties discussed in §3.
In order to get reliable estimates of magnitude, colour and light curve shape for each SN, we apply the selection described in §4.5. This set of sampling cuts discards 25 SNe so that we are left with 252 SNe Ia/Ia⋆, excluding the peculiar SNe 03D1cm, 03D3bb, 05D1by and 05D3gy. The discarded SNe are identified by the label "(s)" in Table 9 .
Internal consistency check of the light curve fitters
In this section we try to quantify one of the primary virtues of the light curve fitters, which consists of deriving redshiftindependent parameters (magnitude, shape and colour), from observations in a limited set of filters. This is possible in SNLS thanks to the high quality light curves obtained in g M r M and i M bands. For supernovae in the redshift range [0.2, 0.7], this corresponds to observations spanning the rest-frame wavelength range 2900-6400 Å.
The fitters should on average give the same estimates of the parameters for fits based on either g M +r M or r M +i M light curves.
The results of such a test are shown in Fig. 10 for the difference ∆(B − V) of the estimates of rest-frame (B − V) colour, dispersed as a function of redshift. The average values of ∆(B − V) in redshift bins are compatible with zero (the maximum deviations are respectively of 0.024 ± 0.02 and 0.020 ± 0.012 for SALT2 and SiFTO). This tells us that we can reliably use rest-frame U and B observations to estimate the (B−V) colour at high-redshift where we do not have rest-frame V-band observations. Note however that the statistical uncertainties on the colour relations are accounted for: uncertainty on the c parameter of the colour relation for SiFTO (of order of 0.01 for (U − B)), and covariance matrix of the training for SALT2 propagated to the distance moduli as detailed in §A.3.
Comparison of the SALT2 and SiFTO light curve parameters
We compare in this section the output of the two light curve fitters. The results obtained with SALT2 and SiFTO are listed in Table 11 . Since those empirical models were primarily designed for distance estimates, it is important to briefly review how the three resulting parameters (rest-frame magnitude, shape and colour) are combined for this purpose. As in A06, a distance modulus is defined by the following linear combination of the parameters:
where m * B is a rest-frame B magnitude, the shape parameter is (s − 1) for SiFTO (where s is the stretch factor), X 1 for SALT2, and C is the colour parameter. The absolute magnitude M, and the linear coefficients α and β are fitted simultaneously with the cosmological parameters (and also marginalised over for the cosmological constraints). This approach will be applied and discussed in detail in C10. We simply note here that any constant systematic offset between SiFTO and SALT2 parameters will have no effect on cosmology as they will be absorbed in the absolute magnitude, that any multiplicative factor between the SiFTO and SALT2 estimates of the shape and C parameters will be compensated for by the α and β coefficients, and finally that a shape dependence of the differences of m * B and C estimates with SiFTO and SALT2 are also accounted for by the α term. As a consequence, in order to compare of the outcome of the two fitters, we will first transform the SALT2 parameters to match those of SiFTO with the following equations: Table 11 are listed in Table 6 . We apply this transformation of SALT2 parameters to focus on differences between the two light curve fitters that lead to biases on distance moduli (Eq. 5). The values of the transformation coefficients themselves are simply related to differences in the definition of the parameters in both models and do not contain any meaningful information.
The differences of those transformed magnitude, shape and colour parameters of SALT2 with those obtained with SiFTO are dispersed as a function of redshift in Fig. 11 . Table 6 . Coefficients of the linear transformation of SALT2 parameters to match those of SiFTO as defined by Eq. 6.
Whereas the shape and colour parameters do not show any significant deviation from zero when averaged in redshift bins, there is a systematic difference on m B for some redshifts (−0.02± 0.005 at z ≃ 0.7 and +0.02 ± 0.005 at z ≃ 0.9). This points to different effective K-corrections between SiFTO and SALT2. Those differences can be attributed to some discrepancies in the spectral sequences used (that of SALT2 and the one derived by Hsiao et al. 2007) , as the spectral distortions performed in SiFTO do not compensate for differences of fluxes on a wavelength range much shorter than the gaps between pass-bands (see the red curve on Fig. 11 top panel) . However the choice of the empirical modeling of the SN diversity (global stretching or linear additive components) can also play a role, as the differences in the training sample and technical details of the training procedures. We will hence treat those differences as an additional source of systematic uncertainty.
SALT2 and SIFTO based Hubble diagrams
We present in this section fits of the Hubble diagram based on SALT2 and SiFTO parameters. SALT2 parameters are transformed to match those of SiFTO (see Eq. 6 and Table 6 ). We use the distance modulus µ given in Eq. 5 with the shape and C parameters matching the SiFTO stretch parameter and the (B − V) colour at maximum. We consider here a ΛCDM model, composed of unrelativistic matter and a cosmological constant, and further assume a spatial flatness, so that we are left with a single cosmological parameter to fit: Ω M (or alternatively Ω Λ ≡ 1 − Ω M ). We apply the same procedure as the one described in A06. The estimation consists of minimising
where µ cosmo = 5 log 10 d L (Ω M , z)/10 pc , d L being the luminosity distance, and σ int is an additional dispersion which value is chosen in order to obtain a reduced χ 2 = 1. This additional dispersion accounts for all the sources of variability of SNe luminosities beyond their first-order correlation to the shape of light curves and the colours of SNe. The measurement uncertainties σ(µ) are a function of the parameters α and β. We use H 0 = 70 km s −1 Mpc −1 . This is purely conventional as it only alters the value of the absolute magnitude M in Eq. 5 through the normalisation of d L , and M is fitted simultaneously with the cosmological parameters.
In addition to the sampling cuts listed in §4.5, we discard SNe with a peak rest-frame (B − V) > 0.2. Those red SNe are found only at z < 0.6 in our sample because they are fainter than the average, and hence undetected (or unidentified spectroscopically) at higher redshifts. Discarding them minimises the potential bias on distance moduli due to an inadequate colour correction. Indeed the average colour correction coefficient (β) we derive from the bulk of the SNe may not apply to those red Table 11 . Linear transformations of Eq. 6 and Table 6 were applied to SALT2 parameters. Each dot is a SN, the light grey areas represent the RMS of the distribution in redshift bins, and the dark areas the uncertainty on the average values. The red curve on the top panel for the rest-frame B band peak magnitude is the expected discrepancy due to the differences of the SALT2 and SiFTO spectral sequences.
SNe that are more likely to be extinguished by dust in their host galaxy than the bluer ones. This cut, applied to both SALT2 and SiFTO samples, discards 14 SNe 13 . We mention in §5.4.3 the 13 The 14 SNe discarded because of their colour are at z < 0.71. For those redshifts, the average uncertainty on the colour is 0.03.
SALT2
SiFTO Table 7 . Ω M and the nuisance parameters with their statistical uncertainties derived from the Hubble diagram fits using either SALT2 or SiFTO. SALT2 parameters were linearly transformed (see Eq. 6 and Table 6 ); in particular, the α coefficient applies to stretch and not the original SALT2 X 1 parameter.
impact of a change of this colour cut on the cosmological fit. In addition to this, the peak magnitudes of 3 SNe could not be obtained with SiFTO because of a lack of observations in g M and z M bands. Finally, a 3σ clipping to both SALT2 and SiFTO Hubble diagram residuals was applied, which removes 7 more SNe (4 for SiFTO and 4 for SALT2 with only one in common, the others being consistent with a statistical fluctuation).
A Malmquist bias correction is applied to the distance moduli. This correction is based on a detailed study of the survey detection and spectroscopic identification efficiency using fake SNe included in the images entering the detection pipeline. This analysis is described in Perrett et al. (in prep.) . The correction is equal to zero for z < 0.4 and rises at higher z reaching a value of ≃ 0.025 mag at z = 1.
The results obtained with both light curve fitters are listed in Table 7 . The differences in the light curve fitters lead to a systematic difference of 0.020 on Ω M that corresponds to about two thirds of the statistical uncertainty. The RMS of the Hubble residuals are similar, SiFTO residuals being slightly less scattered than the SALT2 ones. The Hubble diagram residuals from the corresponding best fit models are shown in Fig. 12 . The correlation of the residuals from the Hubble diagram obtained with both fitters is shown in Fig. 13 . The value of the correlation coefficient of 0.82 shows that most of the residual scatter is due to variability beyond that addressed by a single shape coefficient and a colour, irrespective of the way those parameters were derived.
Combination of SALT2 and SiFTO results
The aim of using two light curve fitters is to evaluate the uncertainties on distances associated with the choices made in the development of those empirical models. In the following, as we do not have any physical justification for choosing one or the other, we use as a central value the average of the two, and propagate the systematic differences of the two fitters to the uncertainties on cosmological parameters.
We use for this purpose the method described in C10. In a few words, all systematic uncertainties are accounted for in the covariance of the distance moduli. The distance modulus of Equation 5 can be rewritten as µ = θ T η − M where θ = {1, α, −β} is the vector of the nuisance parameters, and η = {m * B , s − 1, C} is the vector of the SNe parameters. With H i the Jacobian matrix of the derivative of η i with respect to the systematic uncertainties, and C sys the covariance matrix of those uncertainties, the covariance of the distance moduli of two supernovae is given by where C η i is the covariance matrix of the measurements η i (average of SALT2 and SiFTO results, including the intrinsic σ int obtained in §5.2 with each fitter independently) assuming that the SALT2 and SiFTO results are fully correlated. For the systematic uncertainty addressed here, we assign to H the difference of SALT2 and SiFTO parameters, averaged over a redshift range about each SN 14 , and consider a variance of one for this uncertainty in the covariance matrix C sys .
When fitting for a flat ΛCDM cosmological model, we obtain with this procedure Ω M = 0.201 ± 0.043, where the uncertainty includes a statistical uncertainty of ≃ 0.034 and an uncertainty due to the difference of the fitters of ≃ 0.026. If we now release the flatness prior, we obtain the confidence contours in the Ω M Ω Λ plane shown in Fig. 14 . The combined confidence contour contains the ones obtained with SiFTO or SALT2 only. Those results do not include the full sources of systematic uncertainties, which will be detailed in Sects. 5.4 and 5.5 and final results will be presented in Sect. 5.6.
Systematic uncertainties from light curve fits
We review here the list of systematic uncertainties that affect the determination of the light curve parameters and enter the covariance matrix C sys .
14 We use for the averaging about each SN redshift a Gaussian filter with σ z = 0.05. . The outlier is 04D2cc for which data in the rising part of light curves is missing; the statistical uncertainty on its distance modulus µ is large with both light curve fitters (0.47 with SiFTO and 0.28 with SALT2, the difference being due to differences in the model uncertainties, or "error snake").
Calibration systematic uncertainties
The calibration systematics have been identified and evaluated in R09, they are listed in Table 8 . All of them affect the light curve parameters. They can be divided in two sets: covariant magnitude uncertainties for each of the g M r M i M z M bands and uncertainties on the modeling of filters. The former magnitude uncertainties comprise uncertainties on the calibration transfer from Landolt stars to tertiary stars, from tertiary stars to supernova light curves, and uncertainties on the magnitude to flux transformation given by the uncertainties of our flux standard BD+17 4708 magnitudes and its spectrum. Additional uncertainties come from the calibration of the PSF photometry as discussed in §3.2.
The uncertainties on the transmission function of the instrument are approximated by uncertainties on the central wavelength of each effective filter (an effective filter combines quantum efficiency of the CCDs, transmission of the MegaPrime optics and filters, reflectivity of the primary mirror, and a model of the atmospheric transmission at the average airmass of the observations, see R09); any higher order uncertainty on the effective transmission has a negligible impact on the total uncertainty budget.
In order to propagate these uncertainties, the derivative of the peak magnitude, colour and stretch (or X 1 for SALT2) with respect to each of these systematics (H matrices in Eq. 8) have to be evaluated for each SN. For SALT2, this requires a full retraining of the model and new light curve fits for each kind of uncertainty. For the SiFTO model, calibration uncertainties only impact the linear colour relations.
As an example, the impact of the calibration uncertainties on the values of m * B are shown in Fig. 15 for SALT2 ; they are similar for SiFTO. The sensitivity of m * B to calibration offsets depend on the weight of each band in the fit which in turn depends on the assumed model uncertainties. Table 12 
Light curve fitter systematic differences
There are three sources of uncertainties associated with the light curve fitters. First, there are the intrinsic differences of modeling given by the differences of SALT2 and SiFTO outcomes as discussed previously. Second, due to finite training samples, there is some statistical uncertainty associated with the determination of the parameters of the light curve fitters. For SALT2, those uncertainties are provided by the covariance matrix of the model that results from the training fit (taking into account the residual scatter). The transformation to a covariance matrix of distance moduli is detailed in §A.3, as is the computation of the uncertainty on the average distance modulus in a given redshift bin. As for SiFTO, only the uncertainties on the a, b, c parameters of the colour relations are considered. The uncertainties of the spectral sequence (and especially its evolution with time) are ignored, because they induce negligible correlations of parameters derived for different supernovae: an "error snake" is used to fit light curves, but the covariance between different SNe is ignored.
Finally, as discussed in §4.4, there is some uncertainty on the wavelength dependence of the residual scatter about the best fit model. We have considered two functional forms for this dependence which provide us with an estimate of the associated systematic uncertainty.
An additional systematic uncertainty specific to the SALT2 technique is the regularisation weight. Regularisation is required to train the model because of the lack of spectra in the near UV for some SN phases. Its weight should be minimal to prevent biases, but a weight that is too low generates unphysical high frequency wiggles in the resulting spectral sequence (this is a typical feature of all deconvolution processes). So the choice of the regularisation scale is partly arbitrary. Its impact on distance moduli is evaluated by the difference of results obtained with two sets of SALT2 trainings, one with the nominal weight and the other one with a weight five times smaller. However as shown in Fig. 16 , the differences obtained are typically of order of 0.005 and hence can be neglected. Figure 16 presents the impact of light curve fitter and calibration uncertainties on distance moduli. The uncertainty induced by the choice of light curve fitter is estimated by the differences of distance moduli obtained with SiFTO and SALT2 averaged over redshift bins of size 0.2. The values of M, α and β obtained in §5.2 have been used. Because of a finite supernova sample, the uncertainty induced by the differences of the light curve fitters cannot be precisely estimated. We can however see that they are of the same order as the calibration uncertainties, with ∆µ 0.03.
Resulting uncertainties on distance moduli
The statistical uncertainty of the light curve model and the choice of parametrisation of the residual scatter only play a significant role at the high redshift end of the survey. This is due to the combination of Malmquist bias and a limited wavelength coverage of the imaging survey. Because of Malmquist bias and the colour-luminosity relation, only the bluest supernovae are measured with enough signal to noise at high redshift, which results in an average colour decrease with increasing redshift. In addition to this, the rest-frame (B − V) colour is not directly measured, it is rather given by measurements in rest-frame wavelength shorter than that of the V-band so that one has to rely on the colour relations. As a consequence, any uncertainty on the colour relations will impact distance moduli, and especially a change of slope of the (U − B) or (U 02 − B) colour relation due to a modification of the residual scatter model will modify the average colour and impact distance moduli.
Along with the uncertainties related to the light curve parameters, several other systematic uncertainties alter the precision of the cosmological constraints resulting from the Hubble diagram fit. They are studied in detail in C10. Among those, we only consider the most relevant one for the present analysis (based on SNLS SN sample only): a 39% uncertainty on the Malmquist bias correction (see C10 for details). The other systematic uncertainties presented in C10 are negligible for this analysis. As an example, C10 found that the bias on distance moduli due to a contamination of the SN Ia sample by core collapse supernovae reaches a value of 0.005 mag at z ≃ 1. This is much smaller than the other uncertainties we consider in this paper (see Fig. 16 ).
The choice of the colour cut value of 0.2 applied to the SN sample is partly arbitrary. Choosing instead a cut of 0.3 for instance adds four SNe to the sample. With those additional supernovae the best fit Ω m value is shifted by 0.01. The statistical fluctuation of this difference of Ω m is ±0.005 (based on a jackknife analysis), so the shift we obtain is marginally consistent with a statistical fluctuation.
Evolution of the colour-luminosity relation with redshift
Recently, Kessler et al. (2009) (hereafter K09) found an evolution of the β parameter with redshift, based on light curve parameters resulting from SALT2 fits of the SNLS first year SNe data set (A06). Before presenting the final estimate of Ω M (including all previously listed systematic uncertainties), we have to address this issue as our cosmological constraints are based on the assumption that β is constant.
The measurement of the colour-luminosity relation at high redshift is difficult because of three combined effects: i) The fitted value of β depends on the assumed uncertainties of (B − V) (known as a total least-squares problem, see Markovsky & Huffel 2007 for a review). ii) Because of a limited detection/selection efficiency, we miss red SNe at high z, and hence the range of colours to fit for the relation is reduced. This makes the determination of β both more uncertain and more sensitive to the assumed uncertainties. iii) SNe rest-frame (B−V) colour is not directly measured at high z. We measure a colour at shorter rest-frame wavelength, and rely on colour relations to estimate (B − V). Incorrect colour relations cause the apparent β to change with redshift. Furthermore the (B − V) estimate depends on assumed uncertainties of the SN model and intrinsic scatter of SN colours, which are difficult to evaluate (see §4.4). Hence, the fit of β not only requires an unbiased estimate of (B−V) but also of the uncertainties of this estimate (including all sources of scatter): underestimated uncertainties on (B−V) result in a negative bias on β. The uncertainties of colour relations and colour scatter should be propagated.
With the improved modeling of the residual scatter presented in this paper with respect to the first version of SALT2 used by K09, we obtain larger uncertainties on the colour parameter and hence larger β at high z than those presented in K09. We repeat their analysis which consists of fitting for M, α and β in redshift bins assuming a fixed cosmological model. The results are shown in Fig. 17 using both SALT2 and SiFTO parameters. Although our redshift-β relation is much shallower than that obtained by K09, we still see a β evolution with the SALT2 parameters, β being smaller at higher z.
This change in the estimate of β at high redshift between this analysis and that of K09 comes from the combination of two effects.
i) The SALT2 colour variation law used in this paper is steeper than that of G07 for λ < 3600 Å mostly because of a higher number of parameters in the model training (see Fig. 6 ). At z ≃ 0.8, a change of the observed (r M − i M ) colour translates into a change of the colour parameter δC this work ≃ 0.66 × δ(r M − i M ) with the version of SALT2 used in this paper whereas, using that of G07, one obtains δC G07 ≃ 0.81 × δ(r M − i M ) 15 . Hence, δC this work /δC G07 (z = 0.8) ≃ 0.8 and because of this, we expect β this work /β G07 (z = 0.8) ≃ 1.24.
ii) For supernovae at z > 0.7, which correspond to an average redshift z ≃ 0.8, we obtain an average uncertainty on SNe colours of σ C = 0.06 in this paper whereas one obtain an uncertainty of 0.05 when fitting the same data with the SALT2 version presented in G07 and used in K09. If we apply the scaling factor on the colours of 0.8 coming from the change of the colour variation law, the uncertainty on colours reduces to σ C ≃ 0.04. This difference of colour uncertainties (0.06 versus 0.04) comes from differences in the model uncertainties that are shown in Fig. 8 in this paper and Fig. 7 in G07. Using a Monte Carlo simulation of a linear fit of the colour-luminosity relation for SNe at z > 0.7, where we consider in the fit that σ C = 0.04 when the value is set to 0.06 in the simulation, we find a bias β f it − β true ≃ −1 16 . Combining the two effects (change in the estimate of colours and their uncertainties σ C ) results in a change of β of β this work − β G07 (z = 0.8) ≃ 1.6. At lower z, where we measure directly the rest-frame (B − V) colour and benefit from a larger range of SNe colours to fit the slope of the correlation with luminosity, we do not expect any significant difference.
Using SiFTO parameters, we see in Fig. 17 the opposite trend than that obtained with SALT2: larger β at higher z (at a 3σ significance based on a linear fit, but again, the statistical uncertainties are not meaningful), which illustrates how sensitive this measurement is to the light curve fitter modeling and error propagation.
As a consequence, given the current uncertainties in the empirical light curve models, we are not able to conclude on an evolution of β with redshift. To account for this, we have added a systematic uncertainty on the evolution of β parametrised by its first derivative with redshift, for which we assume σ(∂β/∂z) = 1.
Measurement of Ω M
We propagate the sources of uncertainties listed above with the technique described in C10 and summarised in §5.3. Except for the uncertainty associated with the difference of the two light curve fitters, the derivatives in the matrix H are the average of those obtained with SALT2 and SiFTO. For instance, the two sets of parameters η a(b) result from fits with different weighting of the g M r M i M z M light curves, so that they have different dependences on the calibration systematics.
Recently Sullivan et al. (submitted) found with a 4σ evidence that the distance moduli (rest-frame magnitude corrected for the correlation with stretch and colour) of SNe in massive host galaxies are smaller than those of SNe in faint galaxies. In order to account for this effect in the cosmology fits, a second normalisation parameter M B is introduced in order to treat independently SNe in low or high mass galaxies (with a split value at a galaxy mass of 10 10 M ⊙ ). When we apply this procedure to the SNLS sample, the retrieved value of Ω M is shifted by 0.0035. So this effect is negligible for the present analysis based on SNLS data only. 15 At z ≃ 0.8, the z M -band light curve, which have a poor signal to noise ratio, have a low weight for the colour estimate. 16 We consider in the Monte Carlo simulations a value β = 3, 96 SNe, an intrinsic dispersion of distance moduli of 0.87, and a dispersion of the true SNe colours of 0.05 (the RMS of the observed colour distribution is of 0.08, so that one expects an RMS of the true colours of order of 0.05 after subtracting the contribution of uncertainties). When the potential β evolution is accounted for, the best fit (Ω M , Ω Λ ) is shifted. This is due to a modification of the covariances of the distance moduli and not their values. Modifying the covariances alters the weight of SNe as a function of redshift and hence the best fit cosmological parameters.
Of course, when SNe samples at lower redshifts are added to the cosmological fit, both the statistical and systematic uncertainties are significantly reduced (though other systematics have to be included), and the relative impact of each uncertainty changes. This is studied in detail in C10. 
Conclusion
We have presented photometric properties and distances measurements of SNe discovered during the first 3-year of the SNLS project. This paper is the first of a series of three: the two others present the cosmological constraints obtained by combining this data set with other SNe Ia samples (C10) and taking into account constraints from other cosmological probes (Sullivan et al. in prep.) . The various steps of the analysis were cross-checked using significantly different techniques, in order to identify and minimise systematic uncertainties. The photometric reduction was done using two independent pipelines. The calibration transfer from tertiary stars to supernovae light curves was performed with systematic uncertainties of 0.002 mag. Two light curve fitters were considered in this paper. Both are intended to estimate three parameters (magnitude, shape and colour) that can be subsequently linearly combined to determine the luminosity distances of the SNe Ia. Despite a common goal, the two methods are significantly different in their implementation, allowing us to estimate, through the comparison of their outcome, the uncertainties associated with the choice of modeling. Whereas SALT2 accounts for the SNe variability with a principal component estimation altered by a colour variation law, SiFTO assumes a pure time stretching of an average spectral sequence, and relies on a limited set of linear relations between rest-frame colours of SNe Ia. The two techniques lead to systematically different results (up to 0.02-0.03 on distance moduli), at a level comparable to other sources of uncertainties such as calibration. The quantitative impact of systematic uncertainties, and their relative weight with respect to the purely statistical uncertainty on distance moduli, depends on the subsequent usage of the distance estimates to constrain cosmological parameters, as they introduce large correlations from supernova to supernova.
In contrast to Kessler et al. (2009) , we find no convincing evidence for an evolution of the colour-luminosity relation with redshift (i.e. evolution of β). This is traced to improvements made in the empirical modeling of the SNe Ia spectral sequence and to a more precise estimate of their remaining variability beyond that addressed by the models. Nevertheless, we account for a possible evolution of β in the evaluation of systematic uncertainties.
We obtain Ω M = 0.211 ± 0.034(stat) ± 0.069(sys) when fitting a flat ΛCDM cosmology to the SNLS data set only. The uncertainty is dominated by the calibration uncertainties (0.048) despite a large improvement in the precision of this calibration with respect to previous supernovae surveys. However, the impact of systematic uncertainties depends on the data set considered. In C10, we add external supernova samples to this one, and constrains further the cosmological models while accounting for other sources of systematic uncertainties.
Acknowledgements. We thank the anonymous referee for helping clarify and improve some sections this paper. We gratefully acknowledge the assistance of the CFHT Queued Service Observing Team. We heavily relied on the dedication of the CFHT staff and particularly J.-C. Cuillandre for continuous improvement of the instrument performance. The real-time pipelines for supernovae detection ran on computers integrated in the CFHT computing system, and were very efficiently installed, maintained and monitored by K. Withington (CFHT). We also heavily relied on the real-time Elixir pipeline which is operated and monitored by J-C. Cuillandre, E. Magnier and K. Withington. The French collaboration members carry out the data reductions using the CCIN2P3. Notes. An electronic version of this table including covariances is available at the Centre de Données astronomiques de Strasbourg (CDS). The SALT2 and SiFTO fit parameters can also be downloaded at the University of Toronto's Research Repository https://tspace.library.utoronto.ca/handle/1807/24512. where m i, j is the flux value of the SED sequence on a grid of phase and wavelength indexed by i and j respectively (similarly k and l index offsets in phase and wavelength) . w (i, j, l) is a weighting function whose value is inversely proportional to the amount of spectroscopic data at the phase and wavelength position (i, j); it also decreases for increasing l (wavelength difference) so that the regularisation has no effect on the relative values of the SED for wavelength distant by 100 nm or more (in order to limit the biases on colours). The first term minimises the gradient as a function of wavelength when there is no spectroscopic information, and the second is null if the model can be factorised as a dyadic product m i, j = a i × b j . Hence, the effect of the regularisation is to force the model into a simple interpolation of spectra at different phases when there is no spectroscopic information at intermediate phases, with a minimal impact on regions that are well constrained by data and a small effect on broad-band colours. The strength of this regularisation is adjusted via the normalisation of w (i, j, l) so that the value of the colour difference (U − B) − (B − V) at maximum luminosity is altered by less than 0.01. The impact of this regularisation on distance moduli obtained with SALT2 is however controlled (see §5.4.2).
A.2. Error modeling
For an optimal light curve fit, we need to evaluate the intrinsic SNe Ia scatter about the model in order to weight data accordingly. A perfect evaluation of the covariance of this remaining variability as a function of phase and wavelength would be equivalent to a complete modeling of SNe Ia. This is of course beyond reach so some approximations have to be made. As in G07, we evaluated the intrinsic scatter of a light curve assuming that the residuals were not correlated as a function of phase, and independently broad-band colour uncertainties defined by the scatter of light curve amplitudes as a function of the effective rest-frame wavelength of the observation pass-bands.
The intrinsic scatter of light curves as a function of phase, effective wavelength and X 1 , is evaluated using the covariance matrix of the best fit model as described in G07 §6.1.
The broad-band colour uncertainties (K-correction uncertainties is G07) can be evaluated by minimising the following restricted log likelihood (see e.g. Harville 1977) :
where the first term is the usual χ 2 (W being the inverse of the covariance matrix of the data, and R is the vector of residuals), and A is the matrix of derivatives of the model with respect to all parameters for each measurement (A T WA is the inverse of the covariance matrix of the best fit parameters). The second term is expected for a standard log-likelihood, the last one accounts for the correlation among residuals introduced by the fitted model.
In practice, we have to assume a functional form for the broad-band colour uncertainties as a function of wavelength since only a limited number of parameters can be fit. The following two functional forms which exhibit different asymptotic behaviour have been considered (exponential of polynomial and combination of sigmoids): An additional scatter for the observed U-band data is evaluated at the same time, since it suffers from sizable calibration systematic uncertainties.
Instead of minimising the restricted log likelihood of Eq. A.1 on the full training set of SALT2, which comprises light curves and spectra, we apply the minimisation to a compressed data set. For each light curve of the SALT2 training, a flux scale is fitted to improve the match to the best fit model. An effective wavelength of the corresponding rest-frame filter is also computed (accounting for the spectrum of the SN in the filter integration window). Those flux scales with their associated uncertainties and the effective wavelength provide us the data needed for an estimate of the broad-band colour uncertainties. In this process, we fit simultaneously corrections to the colour variation law and the colours of the average SED.
This technique has been successfully tested on Monte Carlo simulations. The corrections to the SED and colour variation law turn out to be negligible at the end of the minimisation: about one milli-magnitude for the colours of the SED and 4% of the colour variation amplitude in the U-band (or 0.005 mag difference in U-band for C = 0.1), with the caveat that the U-band dispersion σ U has been accounted for in the training of SALT2 17 . The remaining scatter as a function of wavelength for the two parameterizations of Eq. A.2 is shown in Fig. 8 . We also obtain σ U = 0.11 ± 0.02.
A.3. Propagation of the model statistical uncertainties
As discussed in §4.1, the statistical uncertainties of the SED sequence model have to be propagated to the estimates of luminosity, shape and colour of the SNe. Indeed, they introduce redshiftdependent uncertainties on distances that do not cancel with an infinite number of SNe.
For SALT2, we use the covariance matrix of the training, including the residual scatter evaluated in the previous section. This latter is accounted for by adding to the covariance matrix of each light curve a term k(λ)MM T , where M is a vector containing the model values corresponding to each photometric point, and λ is the effective rest-frame wavelength of the filter used for the observations. Let θ be the parameters of the model, C θ their 17 The U-band calibration uncertainty is accounted for with an additional term σ 2 U MM T in the covariance matrices of the light curves, where M is a vector of the model values for each data point. covariance matrix, and η i the parameters (m * B , X 1 , C) of a given SN, we may write the χ 2 as: where both sums run over pixels, the true position is assumed to be (0,0), the fitted position is ( δ x , δ y ), and I is the sky-subtracted image. Assuming that the image reads:
I(x, y) = f P(x, y) + ǫ(x, y) (with ǫ representing the measurement noise: E[ǫ] = 0, and its variance reads w −1 per unit area), the flux estimator expectation value can be written as: Hence,
So, the PSF flux is underestimated at low S/N, due to the inaccuracy of the position, because position shifts yield on average smaller PSF fluxes. Note that expression B.1 assumes that flux and position are measured from the same data, and also assumes a stationary noise and a faint object. The neglected higher order terms may become important below S/N of a few. For S/N above 1, the bias is smaller than the uncertainty, but should anyway be studied if averages of faint fluxes are used in the analysis, such as at the high redshift end of a Hubble diagram. For a Gaussian PSF, we have:
