We forecast S&P 500 excess returns using a flexible econometric state space model with nonGaussian features at several levels. Estimation and prediction are conducted using fully-fledged Bayesian techniques. More precisely, we control for overparameterization via novel global-local shrinkage priors on the state innovation variances as well as the time-invariant part of the state space model. The shrinkage priors are complemented by heavy tailed state innovations that cater for potential large swings in the latent states even if the amount of shrinkage introduced is high. Moreover, we allow for leptokurtic stochastic volatility in the observation equation. The empirical findings indicate that several variants of the proposed approach outperform typical competitors frequently used in the literature, both in terms of point and density forecasts. Furthermore, a simple trading exercise shows that our framework also fares well when used for investment decisions.
Introduction
Predicting equity prices has been one of the main challenges for financial economists during the last decades. Recently, a plethora of studies emerged that draw a relationship between different macroeconomic and financial fundamentals and the predictability of excess returns (Lettau and Ludvigson, 2001; Ang and Bekaert, 2007; Welch and Goyal, 2008; Dangl and Halling, 2012) . While some authors find evidence of predictability, simple models still prove to be extremely difficult to beat when more sophisticated models are adopted.
In this paper, we aim to predict S&P 500 excess return by proposing a flexible dynamic regression model. Dangl and Halling (2012) postulate a time-varying relationship between excess returns y t and a set of K fundamental predictors in X t , given by the following dynamic regression model (West and Harrison, 2006) ,
(1.1)
2) for t = 1, . . . , T . Here, it is assumed that the K regressors are related to y t through a set of K dynamic (time-varying) regression coefficients β t which themselves follow a random walk process with w t ∼ N (0 K , V ), where V = diag(v 1 , . . . , v K ) is a diagonal variance-covariance matrix of dimension K × K. The measurement errors captured through ε t are typically assumed to follow a zero mean Gaussian distribution with variance σ 2 ε .
Model specification within this class of models received considerable attention recently (see, among many others, Frühwirth-Schnatter and Wagner, 2010; Eisenstat et al., 2016; Bitto and Frühwirth-Schnatter, forthcoming) . One prevalent issue is that, if left unrestricted, Eq. (1.1) has a strong tendency to overfit the data, leading to imprecise out-of-sample forecasts. This calls for some form of regularization. Frühwirth-Schnatter and Wagner (2010) show how a non-centered parameterization of the state space model can be used to apply a standard Bayesian shrinkage prior on the process variances in V . This allows for model specification, capturing model uncertainty along two dimensions. The first dimension asks whether a given element in X t , X jt , should be included or excluded. The second dimension considers the relevant question whether the associated element in β t , β jt , should be constant over time or time-varying. This is equivalent to setting v j = 0, implying that β jt = β jt−1 for all t.
In the present contribution we combine the literature on shrinkage and variable selection within the general class of state space models (Frühwirth-Schnatter and Wagner, 2010; Eisenstat et al., 2016; Bitto and Frühwirth-Schnatter, forthcoming) with the literature on non-Gaussian state space models (Carlin et al., 1992; Kitagawa, 1996) . The model we propose features t-distributed shocks to both, the observation equation as well as the state equation. This choice provides enough flexibility to capture large outliers commonly observed in stock markets. To cope with model and specification uncertainty, we adopt the Dirichlet-Laplace (DL, Bhattacharya et al., 2015) shrinkage prior that allows for flexible shrinkage towards simpler nested model specifications. One empirical key observation from the macroeconomics literature (Sims and Zha, 2006; Koop et al., 2009 ) is that parameters tend to change abruptly, as opposed to smoothly. We capture this stylized fact by assuming that the shocks to the states follow a (potentially) heavy tailed t-distribution that, even in the presence of strong shrinkage towards constancy, allows for large jumps in the regression coefficients.
To investigate whether these extensions translate to predictive gains for real data, we apply our proposed model framework to the well-known dataset compiled in Welch and Goyal (2008) . More specifically, we forecast S&P 500 excess returns over a period of 55 years and compute one-stepahead predictive densities. We then assess to what extent the proposed methods outperform simpler nested alternatives and other competing approaches both in terms of log predictive scores (LPS) as well as root mean square errors (RMSEs). The economic significance of our proposed model is investigated using a trading exercise where each competing model is utilized to generate trading signals. Sharpe ratios are then used to discriminate between models.
Our results indicate that a time-varying parameter model with shrinkage and heavy tailed measurement errors displays the best predictive performance over the full hold-out period. Considering the results within expansions and recessions highlights that allowing for heavy tailed state innovations pays off in economic downturns while being outperformed by a specification with heavy tailed measurement errors in expansions. The strong forecasting performance generally translates into a favorable performance in terms of Sharpe ratios. Using this economic evaluation criterion suggests that models that work well in forecasting also work well when used to generate trading signals.
The remainder of the paper is structured as follows. Section 2 introduces the necessary modifications to the econometric model postulated in Eqs. (1.1) and (1.2) in order to allow for heavytailed measurement and state innovations. In addition, this section provides an overview on the prior setup used and a brief sketch of the Markov chain Monte Carlo (MCMC) algorithm. Section 3 presents the empirical results, focusing first on the forecasting exercise and then discussing the results of our trading exercise. Finally, the last section summarizes and concludes the paper.
Econometric framework

A non-Gaussian state space model
In Section 1 it was assumed that the shocks to both the measurements as well as the states follow
Gaussian distributions with constant variances. For financial data, this could be overly restrictive and especially the assumption of homoscedasticity is likely to translate into weak predictive performance.
As a remedy, we start by suggesting that the measurement errors follow a t-distribution with ν degrees of freedom and a time-varying variance,
1)
where µ denotes the unconditional mean of the log-volatility process, ρ its autoregressive parameter and σ 2 h its innovation variance. Introducing auxiliary variables τ = (τ 1 , . . . , τ T ) permits stating Eq. (2.1) as a conditional Gaussian distribution,
This specification of the measurement errors allows to capture large shocks as well as time-variation in the underlying error variances. Especially for financial data that are characterized by heavy tailed shock distributions as well as heteroscedasticity, this proves to be a key feature to produce precise predictive densities.
Furthermore, we assume that the shocks to the latent states follow a heavy tailed error distribution. Similarly to Eq. (2.1) and Eq. (2.4), the state innovations follow a t-distribution with κ j degrees of freedom,
where each element of ξ j = (ξ j1 , . . . , ξ jT ) follows a G −1 (κ j /2, κ j /2) distribution. In contrast to
Eq. (2.1), we assume that the shocks to the states are homoscedastic. Notice that Eq. (2.6) effectively implies that we occasionally expect large swings in the underlying regression coefficients, even if v j is close to zero. This appears to be of particular importance when shrinkage priors are placed on v j .
A Dirichlet-Laplace shrinkage prior
The model described in the previous sections is heavily parameterized and calls for some sort of regularization in order to provide robust and accurate forecasts. To this end, we follow Frühwirth-Schnatter and Wagner (2010) and exploit the non-centered parameterization of the model,
7)
Herewith, the jth element ofβ t is given byβ jt = We use a Dirichlet-Laplace shrinkage prior (Bhattacharya et al., 2015) 
More specifically, for each of the 2K elements of α, denoted by α j , we impose a hierarchical Gaussian prior given by
Here, ψ j denotes a local scaling parameter that is equipped with an exponentially distributed prior and φ = (φ 1 , . . . , φ 2K ) is a vector of additional scaling parameters that are restricted to the (2K −1)-dimensional simplex, i.e. φ j > 0 for all j and 2K j=1 φ j = 1. For each φ j , we assume a symmetric Dirichlet distribution with intensity parameter a which we set to a = 1/(2K) in the empirical application. 1 Finally, we let λ denote a global shrinkage parameter that pulls all elements in α to zero. Due to the importance of this scaling parameter, we do not fix it a priori but equip it with a Gamma hyperprior and subsequently infer it from the data.
This prior setup has been shown to perform well for different models and applications (e.g. Li and Pati, 2017; Feldkircher et al., 2017; . Intuitively, it effectively mimics the behavior of a point mass mixture prior but with the main advantage of being computationally tractable in large dimensions. The underlying marginal priors on α j are all heavy tailed, implying that even in the presence of a small global shrinkage parameter λ, we still allow for non-zero elements in α. This feature has been recently identified to be crucial for good forecasting performance and, in addition, does well in discriminating signals from noise. In Fig. 1 , the first two components of this prior are visualized for a univariate (K = 1) and a multivariate dynamic regression setting with K = 14 as in the empirical study in Section 3. Note that both the dependence structure as well as the marginal shrinkage effect becomes stronger with increasing K, while the kurtosis remains relatively stable.
This prior introduces shrinkage on the square root of the process innovation variances. Thus, we effectively assess whether coefficients are constant or time-varying within a unified modeling framework. 2 One key advantage of our model, however, is that the heavy tailed innovations allow for swings in the parameters even if the corresponding process innovation variances are close to zero. Thus, our framework is able to mimic models that only assume a small number of breaks in the regression coefficients, if necessary.
For the remaining coefficients, we follow Kim et al. (1998) and Kastner and Frühwirth-Schnatter (2014) and use a mildly informative Gaussian prior on the level of log variance, µ ∼ N (0, 10 2 ). On the (transformed) persistence parameter we use a Beta prior ρ+1 2 ∼ B(25, 5) and on σ 2 h we use a Gamma prior, σ 2 h ∼ G(1/2, 1/2). Finally, on the degrees of freedom ν and κ we impose independent G(1, 1/10) priors implying that both the prior means as well as the prior standard deviations are equal to 10. 3
Full conditional posterior simulation
We carry out posterior inference using a Markov chain Monte Carlo algorithm that is repeated 30 000 times with the first 15 000 draws being discarded as burn-in. The full conditional posterior distributions all have well-known forms and we can thus set up a Gibbs sampling algorithm that iteratively draws from all relevant conditional posterior distributions. Considered individually, each step has been discussed in previous papers, thus we only summarize the involved steps.
• Conditional on the remaining parameters and states, we simulate the full history ofβ t for t = 1, . . . , T using a standard forward filtering backward sampling (FFBS) algorithm (Carter and Kohn, 1994; Frühwirth-Schnatter, 1994 ).
• β 0 as well as the diagonal elements of √ V are simulated from a Gaussian conditional posterior distribution by noting that Eq. (2.7) resembles a standard regression model with heteroscedastic shocks.
• The full conditional distribution of the local shrinkage parameters is inverse Gaussian, i.e.
To draw from this distribution, we use the efficient and stable rejection sampler of Hörmann and Leydold (2013) via the R package GIGrvg (Leydold and Hörmann, 2017).
• The global shrinkage parameter conditionally follows a generalized inverse Gaussian distribu-
which is again easily accessible through
GIGrvg.
• The scaling parameters φ j are drawn by first sampling auxiliary quantities T j from GIG(a − 1, 1, 2|α j |), and then setting φ j = T j / 2K i=1 T i which yields a draw from φ|α (Bhattacharya et al., 2015) .
• Each element of the auxiliary vector τ is conditionally inverse Gamma distributed, i.e. τ t |• ∼ G −1 {(ν + 1)/2, (ν + 2 t exp(−h t ))/2}, independently for each t ∈ {1, . . . , T }, which makes sampling from this distribution is straightforward. Draws from ξ j |• for all j are obtained analogously.
• The conditional likelihood for the degrees of freedom parameter ν reads
To obtain draws from the full conditional distribution, ν|• = ν|τ , we use an independence
Metropolis-Hastings update in the spirit of Chib and Greenberg (1994) . We find the maximizer of Eq. (2.10) and the corresponding Fisher information which we, in turn, use to construct a Gaussian proposal distribution. For details, please see Kastner (2015) . Draws from κ j |• for all j are obtained analogously.
• Conditionally on all other parameters, updating the latent log variances h = (h 0 , h 1 , . . . , h T ) and the stochastic volatility parameters µ, ρ, and σ 2 h is done exactly as in Kastner and Frühwirth-Schnatter (2014) who utilize an efficient auxiliary mixture sampler (Omori et al., 2007) with ancillarity-sufficiency interweaving (ASIS, Yu and Meng, 2011). We access this sampler through the implementation in the R package stochvol (Kastner, 2016) .
Empirical application
In this section we start by providing some information on the data and model specification in Section 3.1. We then proceed by describing the forecasting design and the set of competing models in Section 3.2. The main forecasting results are presented in Section 3.3 while Section 3.4 discusses the findings of the trading exercise.
Data overview and model specification
We adopt the dataset utilized in Welch and Goyal (2008) and establish a relationship between S&P 500 excess returns and a set of 14 fundamental factors that are commonly used in the literature.
Our dataset is monthly and spans the period from 1926:01 to 2010:12. For more information on the construction of the variables, see Welch and Goyal (2008) . The response variable is the S&P 500 index return minus the risk free rate. The following lagged explanatory variables are included in our models: The dividend price ratio, the dividend yield, the earnings price ratio, the dividend payout ratio, the stock variance (defined as the sum of squared S&P 500 daily returns), the crosssectional premium (see Polk et al., 2006) and the book-to-market ratio. Furthermore, we include the ratio of 12-month moving sums of net issues by stocks listed at the New York Stock Exchange (NYSE) divided by the total end-of-year market capitalization of NYSE stocks. Moreover, we include yields on short-and long-term government debt and information on the term spread. To capture corporate bond market dynamics we include the spread differences between BAA and AAA rated corporate bond yields and the differences of corporate and treasury bond returns at the long end of the yield curve. Finally, we complete our set of covariates by including consumer price inflation and the investment to capital ratio.
Design of the forecasting exercise and competitors
We utilize a recursive forecasting design and specify the period ranging from 1926:12 to 1956:12 as an initial estimation period. We then perpetually expand the initial estimation sample by one month until the end of the sample (2010:12) is reached. This yields a sequence of 647 monthly one-step-ahead predictive densities for S&P 500 excess returns where we focus attention on root mean square forecast errors (RMSEs) and log predictive scores (LPSs, see Geweke and Amisano, 2010, for a discussion) to evaluate the predictive capabilities of the model. Compared to the existing literature (Lettau and Ludvigson, 2001; Ang and Bekaert, 2007; Welch and Goyal, 2008; Dangl and Halling, 2012) , this implies that we do not focus on point predictions exclusively but rely on a more general measure that takes into account higher moments of the corresponding predictive densities. We start by considering point forecasting performance before turning to density forecasting accuracy. The left panel of Table 1 suggests that most models considered improve upon the Mean-SV benchmark over the full sample as well as during recessionary and expansionary episodes. Among the models considered, we find that the t-TVP-SV specifications with a DL prior all perform rather well, outperforming the benchmark up to over eight percent during recessions (in the case of the TVP-SV DL) and up to 5.7 percent over the full sample. It is noteworthy that constant parameter models, while outperforming the no-predictability benchmark, only yield small gains in predictive accuracy and this result confirms findings in Welch and Goyal (2008) and Dangl and Halling (2012) .
model that features t-distributed measurement errors (but Gaussian state innovations) and a DL prior (labeled t-TVP-SV DL 1), a specification that features t-distributed state innovations (but Gaussian measurement errors) and a DL prior (t-TVP-SV DL 2), and finally, the version of our proposed framework that features tdistributed state innovations and t-distributed measurement errors on top of the DL prior (t-TVP-SV DL 3).
Predicting the US equity premium
One key finding is that accuracy improvements in recessions tend to be more pronounced, indicating that using more information seems to pay off during economic downturns. We conjecture that larger information sets contain additional information necessary to better predict directional movements and this, in turn, improves point forecasting performance. Considering the results during expansions yields a similar picture: all state space models using some sort of shrinkage (and this includes the TTVP specification as well) display a favorable point forecasting performance. The single best performing model during expansions is the t-TVP-SVL DL 2 specification that assumes Gaussian measurement errors with SV and t-distributed state innovations. While differences across models appear to be rather muted, this small premium in forecasting accuracy can be traced back to a feature attributed to the combination of shrinkage priors and heavy tailed process innovations.
During expansions, the underlying regression parameters probably remained rather stable but displayed certain sharp shifts during our long hold-out period.
The discussion above has been focused on point forecasting exclusively. To additionally assess how well the models perform in terms of density forecasting, the right panel of Table 1 presents relative LPSs. A few results are worth emphasizing. First, the last column of Table 1 reveals that most models under consideration outperform the historical mean model with SV by large margins over the full sample. This finding can be traced back to the fact that the Mean-SV includes no additional covariates and is thus unable to explain important features of the data that are effectively picked up by having additional exogenous covariates. Considering the forecast differences across models shows that introducing shrinkage in the TVP regression framework seems to pay off. Notice, however, that in terms of predictive capabilities, it suffices to allow for fat tailed innovations in either the state or measurement errors. Allowing for t-distributed errors for the shocks in the state and the observation equation generally yields weaker forecasting performance. A closer look at the underlying predictive density reveals that the predictive variance in that case appears to be slightly overestimated relative to the simpler specifications.
Second, zooming into the results for distinct stages of the business cycles indicates that t-TVP-SV DL 2 outperforms all competing model specifications during recessions. Especially when benchmarked against a simple random walk and the historical mean model, we find sharp increases in predictive accuracy when a more sophisticated approach is adopted. Considering the results for a constant parameter regression model also points towards favorable predictive characteristics of this simple specification in terms of density predictions. As in the case of point forecasts, we generally attest our models more predictive capabilities during business cycle downturns and are thus in line with the recent literature (Rapach et al., 2010; Henkel et al., 2011; Dangl and Halling, 2012) .
This result, however, does not carry over to expansionary stages of the business cycle. The penultimate column of Table 1 clearly shows that while models that perform well during recessions also tend to do well in expansions, the single best performing model is the t-TVP-SV DL 1 specification. By contrast, the flexible t-TVP-SV DL 3 model performs poorly during expansions. This stems from the fact that equity price growth appears to be quite stable during expansions and thus corroborates the statement above: in expansions, this specification simply yields inflated credible intervals and thus weaker predictive density forecasting performance.
These findings suggest that the strong overall performance of t-TVP-SV DL 1 is mainly driven by superior forecasting capabilities during expansions, whereas this model is slightly outperformed by t-TVP-SV DL 2 during recessionary periods. During turbulent times, we find that controlling for heteroscedasticity is important, corroborating findings reported in the literature (Clark, 2011; Clark and Ravazzolo, 2015; Huber, 2016; Kastner, forthcoming) . Moreover, the results also indicate that allowing for heavy tailed shocks to the states helps capturing sudden shift in the regression coefficients, a feature that appears to be especially important during recessions.
The previous discussion highlighted that forecast performance depends on the prevailing eco- performance over time that is not specific whether the economy is in a recession or expansion. To this end, Fig. 2 displays the evolution of the relative LPSs over time. casting performance can be explained by the lack of time-variation in the parameters of the Reg-SV model. Notice that the recursive forecasting design implies that coefficients are allowed to vary over the hold-out period but comparatively slower as under a time-varying parameter regression framework. Thus, while the coefficients in t-TVP-SV DL 1 are allowed to change rapidly if economic conditions change, the coefficients in Reg-SV take comparatively longer to adjust and this might be detrimental for predictive accuracy.
Economic evaluation: A simplified trading exercise
To assess whether our modeling approach also performs well in terms of economic evaluation criteria, we perform a simple trading exercise (see Carriero et al., 2009 , for a similar exercise applied to exchange rate data). We assume that if the predicted return exceeds one percent, an investor buys the S&P 500 index whereas if the predicted return is smaller than minus one percent, the investor shorts the S&P 500. Finally, if the predicted return lies between minus one and one percent, the investor invests his capital in risk-free bonds.
Our Bayesian approach enables us to calculate a full predictive distribution of these scenario returns which, in turn, can be used to compute the posterior distribution of (annualized) Sharpe ratios. Table 2 : Performance of trading strategies based on the individual models over the hold-out sample within different business cycle stages.
class of state space models with shrinkage, we observe that the t-TVP-SV DL 2 specification displays the highest Sharpe ratio across all models under consideration. Notice that the TTVP specification tends to perform well in expansions and when the full sample is considered.
Comparing the Sharpe ratios of time-varying parameter models with the ones obtained by estimating constant parameter specifications generally suggests that allowing for time variation yields stronger directional forecasts. Again, we attribute this finding to the rather flexible specification of the TVP models and corroborate similar results provided in Dangl and Halling (2012) .
Concluding remarks
This paper proposes a flexible econometric model that introduces shrinkage in the general state space modeling framework. We depart from the literature by assuming that the shocks to the state as well as observation are potentially non-Gaussian and follow a t-distribution. Assuming heavy tailed measurement errors allows to capture outlying observations, while t-distributed errors in the state equation allow for large shocks to the latent states. This feature, in combination with a set of global-local shrinkage priors, allows for flexibly assessing whether time-variation is necessary and also, to a certain extent, mimics the behavior of models with a low number of potential regime shifts.
In the empirical application we forecast S&P 500 excess returns. Using a panel of macroeconomic and financial fundamentals and a large set of competing models that are commonly used in the literature, we show that our proposed modeling framework yields sizeable gains in predictive accuracy, both in terms of point and density forecasting. We find that using the most flexible specification generally does not pay off relative to using a somewhat simpler specification that either assumes t-distributed shocks in the measurement errors or in the state innovations. Especially during economic downturns, we find that combining shrinkage with non-Gaussian features in the state equation yields strong point and density predictions whereas in expansions, a model with tdistributed measurement errors performs best. This model also performs best if the full hold-out period is taken into consideration.
The results of the forecasting horse race are complemented by a trading exercise. Each model considered tends to generate trading signals that, on average, yield positive returns over the full period. However, we find that the combination of shrinkage and time-varying parameters improves over simpler variants in terms of average returns and Sharpe ratios.
