ABSTRACT: A practical method for detecting and removing anomalous velocity spikes in ultrasonic Doppler velocity-profiling (UDVP) data is presented. UDVP applies the pulsed ultrasonic Doppler effect to measure instantaneous flow velocities, using the rate of movement of suspended particles within the flow as a proxy. This technique has become popular in laboratory studies of sediment erosion, transport, and deposition, because of its ability to acquire high-resolution velocimetric data at a wide range of suspended-sediment concentrations in, for example, hyperconcentrated river flows, transient turbulent mudflows, and turbidity currents. Velocity data recorded by UDVP transducers that are not part of the genuine velocity signal are collectively known as velocity spikes. The new technique to detect velocity spikes proposed here is based on a simple, combined acceleration and magnitude threshold method, with a piecewise Hermite cubic interpolation of four adjacent velocity measurements used to remove the detected velocity spikes. 110 datasets covering different combinations of velocity and suspended-sediment concentration were used to test the MatLab-coded despiking algorithm, and to make recommendations for best practice in future UDVP-based studies.
INTRODUCTION
The preceding decade has seen ultrasonic Doppler velocity profiling (UDVP) become popular in measuring fluid flow velocities under laboratory conditions (e.g., Takeda 1995 Takeda , 1998 Kikura et al. 1999; Ohira et al. 1999; Best et al. 2001; Baas and Best 2002; McCaffrey et al. 2003; Baas et al. 2005 Baas et al. , 2011 Choux et al. 2005; Felix and Peakall 2006; Gray et al. 2006; Keevil et al. 2006; Best 2008, 2009; Baas et al. 2013; Verhagen et al. 2013) . UDVP transducers measure instantaneous fluid velocities along a line using the Doppler frequency shift between emitted and reflected acoustic pulses, scattered off suspended particles. UDVP is particularly useful for measuring flow velocities in dense suspension flows, such as particulate gravity currents carrying up to 40% of sediment by volume (Felix and Peakall 2006) and transient turbulent river-type flows (Baas et al. , 2011 , but this method has also been used in flows with low volumetric suspended-sediment concentrations, e.g., down to 0.1 vol% by and down to 0.03 vol% by . At such low concentrations of suspended seeding particles, spurious amplitude spikes that lie outside the main body of data can be generated. These have an adverse effect on mean-velocity calculations and turbulence statistical properties, changing the power spectra and standard deviations of the velocity dataset whilst increasing the noise energy (Birjandi and Bibeau 2011) . These anomalous velocity spikes are also known from acoustic Doppler velocimetry (ADV), which has been used widely for field data acquisition (e.g., Sarker 1998; Lacey and Roy 2007; Chanson et al. 2008) , and various methods have been developed to detect and remove noise spikes from ADV data. These methods include a wavelet thresholding method (Roy et al. 1999 ), a combined acceleration threshold and magnitude threshold method, and a separate phase-space method (Goring and Nikora 2002) . Wahl (2002) subsequently made improvements to the phase-space threshold method, and Birjandi and Bibeau (2011) combined the phase-space threshold method with an acceleration threshold method. No information has been published yet on fundamental UDVP signal processing for sedimentological applications, particularly concerning detection and removal of velocity spikes. Any method designed to remove velocity spikes from UDVP data will need to be effective, easy to implement, and have a negligible effect on the true velocity signal. This paper aims to address these requirements by presenting an acceleration threshold method combined with a magnitude threshold method that builds upon the procedures proposed by Goring and Nikora (2002) , which have proven to successfully clean ADV signals, work quickly on large datasets, and account for different frequencies of data acquisition. The new method presented herein is also used to determine below which suspended-sediment concentration and flow velocity the UDVP signal is too noisy to be despiked reliably.
ULTRASONIC DOPPLER VELOCITY PROFILING
UDVP measures the instantaneous velocity of a liquid at multiple, userdefined positions along a one-dimensional ultrasonic beam (Takeda 1995 (Takeda , 1998 Best et al. 2001) . A UDVP transducer emits an ultrasonic pulse into the fluid, which scatters off particles suspended within the fluid. Particles moving with a non-zero velocity cause a Doppler shift in the ultrasonic pulse. A portion of this Doppler shifted pulse is returned to the transducer. By measuring the Doppler shift and the delay of the echoed sound frequency, it is possible to calculate both the position and the velocity of the particle. The assumption is made that particle motion closely matches fluid motion, i.e., particles are fine-grained, and by proxy this yields the flow component parallel to the orientation of the UDVP transducer at that position (Met-flow 2002) . The velocity of a particle, u p , is given by
where c is the velocity of the ultrasound pulse in the fluid, f D is the Doppler shift frequency, and f o is the ultrasound frequency (Best et al. 2001 ).
In comparison with other velocimetric methods, UDVP has the following advantages: (1) UDVP obtains high-resolution spatial information (of the order of tenths of millimeters to millimeters) and high-resolution temporal information (of the order to tens to hundreds of milliseconds) about the flow field, allowing the accurate measurement of turbulent flow properties (Takeda 1995) . (2) UDVP transducers have small cross-sectional areas and thus cause little disturbance to the flow, allowing the transducers to be placed close to a physical boundary. (3) UDVP has been used to measure velocities in flows with volumetric suspended-sediment concentrations of up to 40% (Felix and Peakall 2006) and in opaque and magnetic fluids (Takeda 1998; Kikura et al. 1999; Ohira et al 1999) . (4) UDVP typically acquires data at a distance of several tens to hundreds of millimeters in front of the transducer, thus minimizing any effect the transducer may have on recorded velocities. (5) Recently, Thomas et al. (2011) acquired UDVP data completely nonintrusively by attaching the transducers to the outside wall of a laboratory flume. (6) Measurements are taken along a line, and thus 2D flow mapping is possible if multiple transducers are deployed simultaneously. UDVP also has disadvantages, which limit the accuracy of the recorded velocity data: (1) UDVP relies upon suspended matter entrained within a fluid with a diameter greater than L/4, where L is the wavelength of the ultrasound pulse (Met-flow 2002). (2) Air bubbles may cause spurious velocity data, if the bubbles totally reflect or deflect the ultrasonic beam (Takeda 1998) . (3) Reflections off fixed boundaries may contaminate the velocity signal. (4) The functionality of UDVP improves as the volumetric concentration of particles suspended within the liquid increases, because suspended-particle concentrations need to be high enough to generate detectable ultrasound echoes. (5) In contrast to ADV, UDVP does not quantify signal-to-noise ratios or correlation coefficients.
Detection and removal of spurious data associated with this decreased functionality of UDVP at volumetric suspended-sediment concentrations below 1.18% and flow velocities below 0.61 m s 21 is the main aim of the present study.
EXPERIMENTAL SETUP AND DATA ACQUISITION
Laboratory tests were undertaken to test a new despiking algorithm for UDVP data and to determine the minimum seeding particle concentration and minimum flow velocity required for reliable UDVP operation. Data were collected in the vertically recirculating flume of the Hydrodynamics Laboratory at Bangor University ( Fig. 1) , in which hydraulic flows are circulated by an impeller system. This flume facility is powered by a three phase 4-kW 415-V AC electric, force-ventilated, inverter-fed motor, capable of delivering 0-6000 RPM (Wing 1994) , where the fluid velocity is determined by the motor RPM. The measurement section of the flume is 1.2 m long, 0.2 m wide, and 0.14 m deep (Wing 1994) .
A 2-MHz UDVP transducer was placed along the centerline of the flume, 50 mm above the Perspex floor. The transducer faced into the flow to measure the streamwise component of flow velocity and to minimize flow disturbance by the presence of the transducer (Fig. 1) . The flow depth was kept constant at 100 mm throughout data acquisition. For the present study, mean flow velocities, ū, in the flume ranged from 0.055 m s 21 to 0.61 m s 21 . Kaolin with a median diameter, D 50 , of 5.5 mm was used as the type of seeding particle, since kaolin is the sediment type that is most widely used in clay flow research (e.g., Baas et al. 2005; Choux et al. 2005; Felix and Peakall 2006; Sumner et al. 2008; Baas et al. , 2011 . In order to determine suspended-sediment concentrations, 100-ml samples were siphoned from the flow at 50 mm above the bed in the test section and then filtered using filter paper with a diameter of 47 mm and a retention of 0.7 mm. Suspended-clay concentrations, C, ranged from 0.00025 vol% to 1.18 vol%, which is equivalent to 7 mg L 21 and 30,680 mg L 21 , respectively. A total number of 110 datasets was collected for different combinations of kaolin concentration and flow velocity, using the default settings for the ultrasound signal properties in the UDVP data acquisition software (UVP DUO v.3: Met-flow 2002). Each velocity dataset contained 128 spatial measurements and 7,000 temporal measurements, equating to 896,000 distinct data points per experiment. The spatial and temporal resolution were 0.74 mm and 58.8 Hz, respectively.
BASIC VELOCITY DATA Figure 2 shows the difference between a heavily spiked velocity time series ( Fig. 2A ) and a lightly spiked velocity time series (Fig. 2B) , in which only the suspended-clay concentrations were different. The large number of velocity spikes in the flow that carried 0.0061 vol% kaolin obscures the genuine velocity signal ( Fig. 2A) , while the flow that carried 1.181 vol% kaolin shows velocity fluctuations that are more characteristic of turbulent flow (cf. , with a much smaller number of velocity spikes (Fig. 2B) . Figure 3 summarizes the velocity data in the entire time-space domain for the experiments. Figure 3A clearly illustrates the high noise levels within the lowconcentration dataset, while Figure 3B depicts a cleaner, near noiseless UDVP signal. Three main types of noise can be distinguished in the velocity data for the low-concentration flow (Fig. 3A) : (1) single velocity spikes that show up as quasi-circular spots of anomalously low or high velocity; (2) multiple velocity spikes that are represented by elongated areas of low or high velocity; and (3) spatial bands of low velocity (e.g., at a distance of ca. 70 mm from the transducer in Fig. 3A ). These types of noise characterize all lowconcentration experiments, albeit that the overall quality of the velocity data increases as the suspended-clay concentration and the impeller rotation frequency (i.e., flow discharge) is increased.
DETECTION OF VELOCITY SPIKES
The velocity data were despiked using the combined accelerating threshold and magnitude threshold method of Goring and Nikora (2002) , following the MatLab script in the Appendix. The acceleration threshold method requires the use of gravity to identify a velocity spike. A velocity measurement is considered a spike if it has accelerated or decelerated faster than gravity should allow (Birjandi and Bibeau 2011) . Goring and Nikora (2002) found that the standard acceleration due to gravity with a coefficient, l, in the range of 1 to 1.5 produces the best results for spike detection. The efficacy of the acceleration threshold method was further improved by including an absolute deviation threshold of the instantaneous velocity data from the mean velocity. Goring and Nikora (2002) used an absolute deviation greater than ks, where k 5 1.5 and s is the standard deviation of the mean for the velocity time series. Goring and Nikora's (2002) method thus dictates that a data point is considered a velocity spike if a i j jwlg and u i { À u t j j wks ð2Þ where a i is the i th accelerating threshold, g is the acceleration due to gravity, u i is the i th velocity magnitude threshold, and ū t is the time-averaged velocity for each point along the ultrasonic beam in the dataset.
However, the efficacy of spike detection by the acceleration threshold method of Goring and Nikora (2002) depends on the temporal resolution of the velocity data. For velocities collected at the same impeller rotation frequency and suspended-clay concentration, but at different acquisition rates, a i -values for high-resolution data will be higher than for low-resolution data, and thus a smaller number of velocity spikes will be detected. This limitation is particularly important for UDVP transducers that are used in multiplexed mode, because in this mode each transducer has to wait for the other transducers to emit their sound pulse, thus essentially dividing the data acquisition frequency by the number of probes in the transducer array. The following modification to Equation 2 is proposed to remove this limitation:
where f a is the applied frequency of velocity data acquisition and f r is the reference frequency of velocity data acquisition equal to 58.8 Hz. This f r value corresponds to the characteristic temporal resolution of velocity data in the present study, but it could also be any other acquisition frequency of velocity data with proven efficacy of velocity spike detection.
DESPIKING THE EXPERIMENTAL VELOCITY DATASET
Once a velocity spike is detected using Equation 3, it needs to be removed without creating gaps in the dataset and ensuring that flow turbulence is conserved as accurately as possible. A piecewise Hermite cubic interpolation (Bickley 1968) , using two data points either side of the spike, was used to derive a replacement velocity value. This interpolation method can be used more than once to remove multiple velocity spikes.
Acceleration Coefficient
Variations in the acceleration coefficient (l) have an impact on the number of spikes detected and removed. The lower the coefficient, the lower the threshold criterion for spike detection and the larger the number of spikes detected. Goring and Nikora (2002) suggested that an acceleration coefficient between 1 and 1.5 offers the best results for despiking ADV data, when used with a magnitude coefficient (k) of 1.5. This was verified for four combinations of suspended-particle concentration and flow velocity in the UDVP dataset. After spike detection with Equation 3, three iterations of the despiking algorithm were conducted, the results of which are given in Figure 4 for six equally spaced l values between 1 and 1.5. Lowconcentration flows (Fig. 4A : C 5 0.0006%; Fig. 4B : C 5 0.0027%; Fig. 4C : C 5 0.0024%) were selected, as these flow were characterized by large numbers of velocity spikes. Figure 4A -C shows that the number of velocity spikes in the low-concentration datasets was reduced greatly with each iteration, but three iterations were insufficient to remove all spikes. Moreover, the number of spikes remaining was higher for lower impeller rotation frequencies, and the effect of the acceleration coefficient on spike removal was relatively small. In contrast to the low-concentration flows, the velocity data of high-concentration flows contained small numbers of predominantly single spikes, the removal of which required only one iteration of the despiking algorithm, regardless of l value (e.g., Fig. 4D : C 5 0.374%).
Data Improvements
Dramatic improvements in the experimental velocity data were obtained, based on three consecutive iterations of the despiking algorithm, with an acceleration coefficient of 1 and a magnitude coefficient of 1.5. Data containing low initial numbers of velocity spikes saw 100% of spikes removed, while noisy data saw a reduction in spikiness of at least 64%. Overall, 93% of the velocity spikes were removed from the UDVP data.
An example of the positive effect of despiking on the quality of the velocity data is shown in Figure 5 . Figure 5A displays a temporal record of noisy velocity data at a distance of 99.8 mm from the UDVP transducer, at an impeller rotation frequency of 10 Hz, and at a suspended-clay concentration of 0.03 vol%. Despiking by means of Equation 3 removed most of the anomalously low and high velocities from the velocity time series, making it appear much cleaner (Fig. 5B) . The distribution of noise for the entire laboratory dataset is visualized in Figure 6A , using the absolute standard deviation s, of mean velocity within each UDVP record as a guide to determine at which velocities and seeding concentrations noise occurred: 
Yet, a better representation of the distribution of noise across the UDVP data is achieved by viewing the standard deviation as a percentage of flow velocity, i.e., relative standard deviation 100 : s= À u t ð Þ (Fig. 6B) . The contour plots show that the noise is a function of both suspended-particle concentration and flow velocity, with particularly high relative standard deviations at suspended-clay concentrations below ca 0.15 vol% and flow velocities below ca 350 mm s 21 (Fig. 6B) . Figure 6C and D show the absolute and relative standard deviations of mean velocity after despiking. Noise reduction is evident in both contour plots; the highest relative standard deviations were reduced to a narrow region at suspended-clay concentrations below ca 0.1 vol% and mean flow velocities below ca 250 mm s 21 (cf. Fig. 6B, D) . Within this region, the despiking algorithm is unable to derive useful velocity data.
DISCUSSION
The despiking algorithm has proven to be effective in removing singlepoint and multi-point spikes, but it is ineffective at near-zero seeding concentrations and low flow velocities, where noise masks the genuine velocity signal. In some cases, these exceptionally noisy velocity records might be improved by changing the ultrasound signal properties in the UDVP software (e.g., the length of the ultrasound pulse, the number of pulses used to calculate velocity, and the ultrasound emission voltage) prior to data acquisition, but a full discussion of these settings is beyond the scope of this paper. Users of 2-MHz UDVP transducers should therefore be aware that the despiking algorithm might not be able to remove velocity spikes, if the following condition is met:
Equation 5 describes the area in Figure 6D where the relative standard deviation is higher than 100%. Multi-point spikes are more difficult to detect than single-point spikes. The despiking method proposed here requires multiple iterations of the Matlab program to detect and remove multi-point spikes. Three iterations were used in Figure 6 , but this is an arbitrary choice, and additional iterations may further improve the velocity records. However, it should also be emphasized that the interpolation method in the spike removal algorithm can only approximate the real velocities, so datasets that require many despiking iterations should be considered to be too noisy to reliably conserve flow turbulence. Moreover, Figure 4B and C imply that each further iteration will have a reduced effect on gain in data quality. It is therefore recommended to confine the use of the despiking algorithm to three iterations or less. Since Equation 3 detects a spike only if the magnitude threshold and the acceleration threshold are exceeded, both of which are defined conservatively, it is unlikely that three iterations will affect genuine flow turbulence in clean datasets that require only one iteration (cf. Fig. 4D ).
High absolute standard deviations were recorded at high flow velocities in the vertically recirculating flume (Fig. 6A, C) . This was caused by a hydraulic jump that developed at the upstream end of the measurement section and extended its influence to the UDVP transducer. Figure 6C shows that the absolute standard deviations of mean velocity were largely unaffected by the despiking algorithm, and thus the effect of the hydraulic jump was maintained in the UDVP data. This inspires confidence that the despiking algorithm works well in flows where turbulence needs to be conserved.
CONCLUSIONS
A simple method for detecting and removing velocity spikes in UDVP data based on acceleration threshold and magnitude threshold criteria is proposed. Single-point spikes that protrude anomalously above or below baseline velocity data were successfully detected and replaced following one iteration of the proposed despiking algorithm, whereas multi-point spikes were more difficult to detect and therefore required multiple iterations of the despiking algorithm.
The despiking method presented here is easy to implement, and it appears to preserve turbulence data at an acceleration coefficient value, l of 1 and a magnitude coefficient value, k, of 1.5. However, the use of the despiking algorithm is not recommended at specific combinations of low suspendedsediment concentrations (here: below 0.1 vol%) and low flow velocities (here: below 250 mm s
21
), because of excessive noise levels in the UDVP data.
An effective method for dealing with both single and multi-point spikes in ADV data (Goring and Nikora 2002; Birjandi and Bibeau 2011) , this is the first time that a combined acceleration and magnitude threshold method has been applied to UDVP data. The despiking results were exceptional for all but the noisiest datasets. It should now be possible to remove noise quickly, and without the need for vast amounts of computational power, from datasets that might once have been considered unusable.
