Abstract
Introduction
Image registration is required when we match two or more images of same scene taken at different times, from different sensors, or from different viewpoints. Registration is very important for aerial images/videos and remote sensing. During a registration process, we have two or more images. Among them, there is a reference image and others are observed images. Image registration geometrically aligns these images. A comprehensive survey of conventional image registration approaches developed before 1992 is available in [2] . The conventional alignment techniques are liable to fail because of the inherent differences between the two imageries we are interested in, since many corresponding pixels are often dissimilar. Later, more and more new approaches appeared. Semi-automated and automated approaches are more interesting. A review of the recent approaches was published in 2003 by [25] .
Image registration methods can be classified into two categories: feature-based and area-based. Feature-based methods [10, 11, 18, 16, 17, 20, 23] use common features such as region features detected by means of segmentation methods, line features detected by standard edge detection methods, point features such as line intersections, corner, centroids of closed-boundary region to perform accurate registration. Usually, automatic selection of features is always preferable. Since most of the proposed features do not depend on the gray-level characteristics, the feature-based method has been shown to be more suitable for the problems of multisensor image registration [19, 15, 5] . Featurebased approaches are efficient but work well only on cases where the feature information is well preserved on both reference and observed images. The area-based methods [3, 14, 4, 1, 12, 13, 22] usually adopt a window of points to determine a matched location using the correlation technique. The most commonly used measures are normalized cross-correlation and sum of squared differences (SSD). Area-based methods exploit for directly matching image intensities, without any structural analysis. They are sensitive to the intensity changes. In some situations, area-based methods work well and are more robust than feature-based methods. However, if the rotation between two images is large, the value of cross-correlation will be greatly influenced and the correspondence between the images will be difficult to obtain.
To handle this problem, methods to estimate the rotation parameter in advance need to be developed . Zheng and Chellappa [24] proposed a method to determine the rotation parameter. In this method, a Lambertian model is used to model an image. The rotation angle is obtained by taking the difference between the illuminant directions. This approach works well for most cases but a scene including many buildings and objects. it can not handle false matches. Methods based on the generalized Hough transform have also been proposed [6, 21, 7] to solve this problem. These methods map a feature space into a parameter space, by allowing each feature pair to vote for subspace of the parameter space. Clusters of votes in the parameter space are used to estimate rotation parameter values. These methods tend to produce a large number of false positives and the computations are very expensive. Shekhar et al [19] proposed an approach to solve these problems. Their approach is similar in spirit to generalized Hough transform style methods, but employs a different search strategy to eliminate the problems associated with them. In their approach, a feature consensus mechanism is used to estimate the values of transformation parameters including rotation, translation, and scaling. The generalized Hough transform based methods will work well if the line and point features are well preserved on both reference and observed images. Hsieh et al [9] proposed an edge-based approach to estimate the rotation parameter before correspondence process. In their approach, they use wavelet transform to detect feature points. Each selected feature point is an edge point whose edge response is the maximum within a neighborhood. The orientations of the feature points are estimated using the edge directions. With the orientation differences of the feature points on reference and observed images, an angle histogram is created to estimate the orientation difference between two partially overlapping images. This approach can handle the situation large orientation difference between the two images, but it can only tolerate roughly about 10% scaling variation.
In this paper, we present a new approach to obtain rotation and scaling parameters between reference and observed images. We are considering about aerial images; however, the presented approach is also suitable for other types of images. The approach is based on the following assumptions. First, since the distance between the camera on an aircraft and the target object on the ground is very far, it is reasonable to assume that the images are taken by cameras whose optical axes parallel. Second, the variations of the intensity characteristics between images are assumed to be small. In our approach, we create a number of image patches whose positions are determined by corner points detected by Harris corner detection algorithm [8] on observed and reference images. An angle histogram is calculated for the orientation differences of patches between these two images with a voting procedure. The rotation and scaling parameters can be determined with the angle histogram. This approach can handle the registration problem which the rotation and scaling between reference and observed images are large. We will give the approach in detail in following sections.
SUMMARY OF OUR APPROACH
As shown in Figure 1 , we detect corner features to obtain corner points in reference and observed images with Harris corner detector. Image patches are created using these corner points as positions. We use a circle as the shape of image patches to deal with rotation situation. By changing the size of image patches, we can handle scaling situation. We create a patch set for reference and observed images separately. Orientations of image patches are computed with eigenvector approach. With the orientation differences of patches between reference and observed images, we create an angle histogram by a voting procedure. The orientation difference corresponding to the maximum peak of the histogram is the rotation angle between reference and observed images. To deal with the scaling problem, we change the size of image patches by changing the radius, so that the corresponding patches on reference and observed images can cover the same scene. Different sizes of image patches are used to create different angle histograms. The scaling value between the two images can be determined by the angle histogram which has the highest maximum peak.
In the following sections, we describe our approach as follow. First we describe the method for image patch orientation with eigenvector. Then we describe the approach for creating the angle histogram and obtaining the rotation angle and the value of scaling. Finally, we show our experimental results.
AUTOMATIC REGISTRATION APPROACH

The Orientation of an Image Patch
For a given patch p(i, j)(i = 1, 2, ..., m), the covariance matrix is defined as
where, X = i j is the position of a pixel; m x = m xi m xj is the centroid of the image patch p(i, j), the first
From equation 1, we have 
The eigenvalues can be found by solving
Equation 5 will give us two eigenvalues. Suppose λ 1 is the largest eigenvalue and λ 2 is the smallest eigenvalue. The normalized eigenvectors V 1 and V 2 that correspond to the eigenvalues λ 1 and λ 2 are of course orthogonal. The eigenvalues satisfy the relations
The direction of eigenvector V 1 is defined as the orientation of image patch p(i, j).
where, ϕ 1 and ϕ 2 are the directions of eigenvector V 1 and V 2 separately. Figure 2 shows the orientation of an image patch. By applying this approach, we can compute orientations for all image patches on reference and observed images.
Angle Histogram for Image Rotation and Scaling
The Scale between Observed and Reference Images is One
For observed image, we can create a patch set P t = {p j t , j = 1, 2, ..., n t } and obtain an orientation set ϕ t = {ϕ j t , j = 1, 2, ..., n t }. Similarly, for reference image, we can create a patch set P f = {p i f , i = 1, 2, ..., n f } and an orientation set ϕ f = {ϕ i f , i = 1, 2, ..., n f } . Suppose that the rotation angle between observed and reference images is ϕ and both images cover same scene.
For an image patch p j t on observed image, we compute orientation differences with all patches P f = {p i f , i = 1, 2, ..., n f } on reference image.
Since both images cover same scene, there is a patch p m f on reference image corresponding to the patch p j t . So the value of orientation difference between these two patches is equal to the rotation angle between these two images, i.e. For other patches on reference image, the values of orientation differences will be different. If we do the same computation for all patches p j t , j = 1, 2, ..., n t on observed image, we will obtain a set of orientation differences Δϕ = {Δϕ l , l = 1, 2, ..., n t × n f } and find n t correspondence patches on reference image. For these n t pairs of correspondence patches, the value of orientation differences will be the rotation angle. The other n t × n f − n t orientation differences will be different each other. If we create a histogram for the orientation differences, the counts which the value of orientation difference between correspondence patches appears will be the highest. Because of the computation error and the size of the bins in histograms, the counts will not be exactly equal to n t .
On the basis of above, we can obtain the rotation angle between observed and reference images by a voting procedure. First, we compute the orientation differences of all image patches between observed and reference images, so we obtain a number of Δϕ l (l = 1, 2, ..., n t × n f ). Second, we create a histogram for the Δϕ l (l = 1, 2, ..., n t × n f ). Finally, we choose the Δϕ corresponding to the maximum peak of the histogram as the rotation angle between observed and reference images shown in figure 3.
The Scale between Observed and Referenc Images is not One
In this situation, we can obtain the value of the scaling through a serial of voting processes. By changing the size of the image patches and computing the angle histograms, we can obtain a serial of angle histograms. Choose the one which has the highest maximum peak. 
Let A t and A f denote the patch sizes on observed and reference images corresponding to the histogram H h which has the highest maximum peak. The value of the scaling between observed and reference images can be computed by
In the mean time, the orientation difference Δϕ corresponding to the histogram H h is the rotation angle ϕ between observed and reference images
Experiments and Result Analysis
Image Patch Shapes and Positions
In this approach, how to choose image patches is very important. Although we do not need to know which patch in observed image corresponds to which patch in reference image, we do need the corresponding patches to cover the same scene, so the positions and shapes of image patches are very important.
In order to let the corresponding patches to cover same scene, we need to find some features in images to determine the patch positions. For aerial image, corners are good features for the positions. We apply Harris corner detection algorithm [8] to extract these corner points. As shown in figure 4 (a) (b) , although the observed image has rotation related to the reference image, the corner features represented as plus signs have not changed. If we choose a proper shape for image patches, they can cover same scene.
As mentioned above, the image patch shape is crucial for this registration approach. Because the observed image has rotation related to the reference image, the rectangle shape can not be used. To handle this rotation, we choose a circle as the shape of image patches. As shown in figure 5 , although there is rotation between observed and reference images, the image patches cover same scene if the patches are in the right positions and proper sizes. 
Image Registration and Result Analysis
We use several different cases to testify our approach. The situations include the observed image only has rotation related to the reference image, the observed image only has scaling, the observed image has both rotation and scaling, and the images taken by different time which have both rotation and scaling. Notice that the detected corners are represented as plus signs on images.
Rotation Only
Figure 6 (a) shows an aerial image. We rotate it by 5
• in clockwise (the rotation angle is negative if its direction is clockwise). The result image is shown in figure 6 (b) . So there is only rotation (-5 • ) between observed and reference images shown in figure 6 (b) and (a). First we detect corner points for both reference and observed images. The parameters which we use in corner detection are σ = 2, standard deviation of smoothing Gaussian; T = 500, threshold; and R = 3, radius of region considered in non-maximal suppression. The corner detection results are shown in figure  6 (a) and (b) . From the results we can see that the corner feature points are not changed related to the image although the observed image is rotated by −5
• . This is why we use corner points as the positions of image patches. Second we define image patches in reference and observed images us- (c) Results
Figure 6. Results in the Case of Rotation Only
ing these corner points as the centers of the patches. As mentioned above, we use circle as the shape of the image patches. Because we know that there is only rotation between reference and observed images, we use same size image patches (same radius) for both images.Third we compute orientations for all image patches with equation 7 for both images. We can obtain a set of orientation angles of image patches for the reference image and another set for observed image. Finally we do voting process. For each patch in observed image we compute orientation differences with all patches in reference image with equation 11, so we obtain a set of orientation differences . We use these orientation differences to vote and create angle histogram shown in figure 6 (c) . Then we choose the orientation difference corresponding to the maximum peak of the histogram to be the rotation angle between observed and reference images. As shown in figure 6 (c) , the result is −5.0107
• . The relative error is 0.214%, which is very good result.
Before we compute orientations for all image patches and do voting, we need to decide the size of image patches. It depends on many facts such as image detail, image texture, and features. If the patch size is too small, it may not cover enough features for eigen direction. On the other hand, if patch size is too large, it may cover too much difference and distortion of the image, so that it is difficult for corresponding patches to cover same scene. In our ap-proach, we apply different sizes to try. For each patch size, we can create an angle histogram. So we can obtain a set of histograms. We choose the one which has the highest maximum peak. In this case, we change the radius of the patches from 19 pixels to 60 pixels. At last we choose 38 as the radius value which gives us the highest maximum peak in angle histogram.
Scale Only
As shown in figure 7 , we scale reference image (a) by 1.5 times to obtain observed image (b). In this case there is only a scale between observed and reference images and no rotation. The results of corner detection are also shown in figure 7 (a) and (b) . We use these corner points as the positions of image patches.
In order to let the corresponding patches on reference and observed images cover same scene, we need to use different patch sizes for these two images. Because the scale between these two images is unknown, we do not know the exact patch size which we need to use. We give a size range for each image. For example, we give a radius range [R fa R fb ] to reference image patches and a radius range [R ta R tb ] to observed image patches. For a certain radius
, we can compute orientations of all image patches in reference and observed images and obtain an angle histogram. For all radius pairs, we can obtain a set of angle histograms and a set of the maximum peaks corresponding to all histograms. Select the highest one from the set of the highest maximum peaks, so that we know the patch radius R fh used in reference image and patch radius R th used in the observed image. Then the value of scaling between these two images is R th /R fh .
In this case, we set the radius range for both images [35 60]. Finally we obtain R fh = 36 pixels and R th = 53 pixels corresponding to the angle histogram which has the highest maximum peak shown in figure 7 (c) . The value of the scaling is R th /R fh = 1.4722. The relative error is 1.85%
Rotation and Scale
In aerial image registration, usually there are both rotation and scaling between reference and observed images. We need to obtain rotation and scaling parameters during the registration process. Here we combine above two cases to testify our approach.
For the reference image shown in figure 8 (a), we rotate it by 5
• in clockwise (the rotation angle is −5 • ) and scale it by 1.5 times. We obtain the observed image shown in figure 8 (b). Similar to above two cases, we detect corner points as the positions of image patches for both reference and observed images shown in figure 8 (a) and (b) . Since the scale is not one, we need to use different patch sizes for the reference and observed images. In this case we set the patch radius range [35 60] for both images. For each pair of patch radii on reference and observed images, we compute orientations for all image patches and create an angle histogram. Figure 8 (c) shows the histogram which has the highest maximum peak.
From the histogram shown in Figure 8 (c) we obtain the results of the registration. The rotate angle is −4.8906
• . The relative error is 2.18%. The value of the scaling is 1.5143. The relative error is 0.95%.
Images Taken by Different Time
TownshipAerialImageRegistration Figure 9 (a) and (b) shows Township images taken by different time in almost same height. Although some details between these two images changed, the main features are almost same. We set image (a) as the reference image and image (b) as the observed image. We need to register them and obtain the rotation angle and the value of the scaling between these two images.
The corner detect results are shown in figure 9 (a) and (b). We set the radius range of patches [15 30 ] for both ref- • and the value of the scaling is 1.0833.
ChipImageRegistration Figure 10 shows two images of a chip taken by different time. Image (a) was taken in 1999 and image (b) in 2001. We set the image (a) as the reference image and image (b) as the observed image. We register these two images and obtain the rotation angle and the value of the scaling.
Similar to above, we detect the corner points as the positions of the image patches for both images shown in figure  10 (a) and (b). We set the patch radius range [15 30 ] for both images, compute orientations of patches for both images, and obtain a set of angle histograms. We choose the one which has the highest maximum peak shown in figure  10 (c) . This angle histogram gives us registration results. The rotation angle is 0.14856
• and the value of the scaling is 0.94118
Conclusion
Image registration is an important technique for a great variety of application. In this paper, we proposed an approach to estimate rotation and scaling parameters between two images. With these parameters, we can register these two images automatically. Different from conven- We create a number of image patches using corner points as their centers. The orientation of each image patch is computed using eigenvector methods. With the orientation differences of image patches between reference and observed images, we can create angle histogram with a voting procedure. The rotation parameter can be determined by seeking the maximum peak of the angle histogram. In order to determine the value of scaling, we change the size of image patches, so that the corresponding patches on reference and observed images can cover the same scene. After the rotation angle is determined, we can seek back for the corresponding patches which the orientation difference is the same as the rotation angle. The value of the scaling is the ratio of radii of the patches between reference and observed images. The proposed approach can obtain rotation and scaling parameters automatically without a corresponding process. It can also handle the situation of large orientation differences and large scaling between reference and observed images.
