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According to the pioneering model proposed by Nambu and Jona-Lasinio (NJL)
[2, 3], a massless fermion acquires its mass via a vacuum phase transition (VPT)
process. Our discussion is considerably simplified because an effective Hamiltonian
for VPT is proposed and a simple regularization-renormalization method (RRM) is
adopted. An unambiguous constraint is found as pi
2
G∆21
= 23 , where G is the coupling
constant first introduced in the NJL model while ∆1 the mass of fermion (f) created
after the VPT. The masses of bosons with spin-parity JP = 0+, 0−, 1+ and 1− as
collective modes composed of fermion-antifermion pairs (ff¯s) are also calculated by
the method of random phase approximation (RPA).
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2I. INTRODUCTION
Based on an analogy with the theory for superconductivity by Bardeen, Cooper and
Schrieffer (BCS) in 1957 [1], in 1961, Nambu and Jona-Lasinio (NJL) proposed the first suc-
cessful dynamical model in particle physics for the mass creation mechanism of an elementary
fermion (f) and their collective modes (composed of ff¯ pairs) [2, 3]. The development of
NJL model and its remarkable applications to physics for hadrons and nuclei have been well
summarized, to our knowledge, in two review articles [4, 5]. However, it seems that two
difficulties still remain unsolved. First of them can be seen from the Lagrangian density of
NJL model in (3+1) space-time (Bjorken-Drell metric is used with ~ = c = 1):
L = iψ¯γµ∂µψ +G[(ψ¯ψ)2 − (ψ¯γ5ψ)2] (1.1)
where the self-coupling constant G of massless fermion field ψ has a dimension [mass]−2 ∼
[M ]−2. So in the conventional quantum field theory (QFT), the perturbative treatment
becomes nonrenormalizable. Usually, one has to introduce a cutoff Λ in the momentum
integration for virtual massless particles. Interestingly, as pointed out by NJL, in order to
fit the observed pion coupling constant, the value of Λ has to be rather small, being of the
same order as the nucleon mass [2].
Second, NJL model seems difficult to deal with the property of quark confinement when
it is used as a phenomenological theory for QCD.
In this paper, we will focus on the first difficulty which bothered one of us (Ni) a lot in
a paper [6], where a restricted range of values for GΛ2 is found as:
1 >
pi2
GΛ2
> [
√
2− ln(1 +
√
2)] = 0.53284 (1.2)
before the NJL model can be meaningful in (3+1) space-time. Such constraint on the
coupling constant G was named as ”fine-tuning” by some authors. The ambiguity of Eq.(1.2)
lies in the fact that G appears in a product GΛ2 with Λ being unfixed, showing that as long
as we didn’t have a satisfied regularization-renormalization method (RRM) for QFT, the
ambiguity remains inevitably.
In 1994-1995, one of us (Yang) proposed a simple RRM [7–9], which has been used in
various cases in QFT since then, especially in the recent calculation for Higgs mass in the
standard model [10, 11] with dynamical symmetry breaking (i.e., σ = 0, [12] and references
therein). Hence the aim of this paper is to get rid of the cutoff Λ by using our simple RRM,
3arriving at an unambiguous constraint that
pi2
G∆21
=
2
3
(1.3)
where ∆1 is the observable mass of fermion created after the vacuum phase transition (VPT)
in the NJL model, Eq.(1.1).
The organization of this paper is as follows: In section II, an effective Hamiltonian for
VPT in NJL model is proposed. Section III is basically a review of NJL vacuum state
(NJLVS) and its formal solution. How the result Eq.(1.3) will be found by a simple RRM is
discussed in section IV. Section V is devoted to discuss why the NJL transformation (NJLT)
initiated also by NJL can be developed into a systematic method. Then the masses of scalar
and vector bosons as collective modes after VPT are evaluated in NJL model in sections
VI and VII. The final section VIII contains the summary and discussions. Some details are
added at three Appendices.
II. EFFECTIVE HAMILTONIAN FOR VACUUM PHASE TRANSITION IN NJL
MODEL
As in Ref.[6] (see also [13]), we first promote the massless fermion field ψ in Eq.(1.1) into
field operator ψˆ at the QFT level (in Heisenberg picture):
ψˆ(x, t) =
1√
V
∑
p,h
[aˆp,h(t)up,he
ip·x + bˆ†p,h(t)vp,he
−ip·x] (2.1)
where aˆp,h(t) (bˆ
†
p,h(t)) is the annihilation (creation) operator of particle (antiparticle) in the
Fock space with p and h(= ±1) being momentum and helicity respectively, satisfying the
anticommutation relations as:
[aˆp,h(t), aˆ
†
p′,h′(t)]+ = [bˆp,h(t), bˆ
†
p′,h′(t)]+ = δpp′δhh′ (2.2)
etc. Then we get the Hamiltonian operator as ([6, 13])
H =
∫
V
Hd3x→: Hˆ(aˆp,h, aˆ†p′,h′ , bˆp,h, bˆ†p′,h′ , · · · ) : (2.3)
where : : means the normal product ordering is made.
Now in relativistic QFT, the method of ”motion equation of the Green function (MEGF)”
which works so effectively in nonrelativistic superconductivity theory ([14–16], see also Ap-
pendix 8A in Ref.[17]), can be used to calculate the expectation value of Eq.(2.3) in the
4physical vacuum |0˜〉, the relativistic counterpart of the superconductivity ground state,
yielding the vacuum energy Evac as:
〈0˜| : Hˆ : |0˜〉 = Evac = 4
∑
p
|p|n(p)− 16G
V
[∑
p
ν(p)
]2
(2.4)
Here
n(p) = 〈0˜|aˆ†p,haˆp,h|0˜〉 = 〈0˜|bˆ†p,hbˆp,h|0˜〉 (p, h not summed) (2.5)
is the condensation number of massless fermion (f) or antifermion (f¯) in the vacuum (with
volumn V ), whereas [∗]
ν(p) = 〈0˜|aˆ†p,hbˆ†−p,h|0˜〉 = 〈0˜|bˆ−p,haˆp,h|0˜〉 (2.6)
is the creation or annihilation number of ff¯ pairs with zero momentum and angular-
momentum in the vacuum. In deriving Eq.(2.4), a ”pairing cutoff approximation” (PCA)
has been used. The physical implication of Eq.(2.4) prompts us to propose an effective
Hamiltonian for vacuum phase transition (VPT) in NJL model as follows:
Hˆ = =
∫
Hˆd3x = Hˆ0 + HˆI (2.7)
Hˆ0 =
∑
p,h
ωp(aˆ
†
phaˆph + bˆ
†
phbˆph), (ωp = |p|) (2.8)
HˆI = −G
V
∑
p,p′,h,h′
hh′ : [(aˆ†phbˆ
†
−ph + bˆ−phaˆph)(aˆ
†
p′h′ bˆ
†
−p′h′ + bˆ−p′h′ aˆp′h′)] : (2.9)
Here, first, the Hamiltonian density Hˆ in relativistic QFT must be invariant under an
operation of ”strong reflection”, i.e., the ”space-time inversion” first invented by Pauli in
1955 [18] and further discussed in Refs.[19, 20] in the sense of
Hˆ(x, t)→ P̂T Hˆ(x, t)(P̂T )−1 = Hˆ(−x,−t) = Hˆ(x, t) (2.10)
where
P̂T (aˆ†phbˆ†−ph)(P̂T )−1 = P̂T bˆ†−ph(P̂T )−1P̂T aˆ†ph(P̂T )−1 = aˆ−p−hbˆp−h (2.11)
P̂T bˆ†−ph(P̂T )−1 = aˆ−p−h, P̂T aˆ†ph(P̂T )−1 = bˆp−h (2.12)
(See Refs.[19, 20]). Note the reversed helicity and the reversed order of an operator product
under the ”strong reflection”.
[∗] See Eq.(3.7) below for a rigorous definition.
5Second, the Hamiltonian density is also invariant under an operation of hermitian conju-
gation (h.c.) ([18–20]) as:
Hˆ(x, t)→ Hˆ†(x, t) = Hˆ(x, t) (2.13)
Third, besides the inversion in (3+1) dimensional space-time as shown in Eq.(2.10), we
should consider the pure space inversion (x → −x, t → t), i.e., the parity symmetry P at
the level of relativistic quantum mechanism (RQM) and its counterpart Uˆ(P ) at the level
of QFT (see Eq.(4.120) in Ref.[21])
Uˆ(P )aˆ†phUˆ
−1(P ) = aˆ†−p−h
Uˆ(P )bˆ†−phUˆ
−1(P ) = −bˆ†p−h
(2.14)
where the ”-” sign means that the ”intrinsic parity” of antifermion is opposite to that of
fermion. Thus
Uˆ(P )haˆ†phbˆ
†
−phUˆ
−1(P ) = hUˆ(P )aˆ†phUˆ
−1(P )Uˆ(P )bˆ†−phUˆ
−1(P ) = −haˆ†−p−hbˆ†p−h (2.15)
Uˆ(P )Hˆ(x, t)Uˆ−1(P ) = Hˆ(−x, t) = Hˆ(x, t) (2.16)
Hence, as a whole, the Hamiltonian Eq.(2.7) remains a scalar not only in 4D space-time,
but also in 3D space. We will generalize it to some species of fermion in further study. But
in this paper we just focus on one species as shown by original NJL model, Eq.(1.1), and
devote to solve the problem of VPT starting from Eq.(2.7), which includes three kinds of
elementary interactions in the vacuum as shown by Fig.1.
III. NAMBU–JONA-LASINIO VACUUM STATE AND ITS FORMAL SOLUTION
In dealing with the VPT, Nambu and Jona-Lasinio (NJL) first proposed that the vacuum
state |0˜〉 in Eqs.(2.4)-(2.6) can be expressed by (see Eq.(3.17) in Ref.[2]):
|0˜〉 =
∏
p,h
(Up + hVpaˆ
†
phbˆ
†
−ph)|0〉 (3.1)
where the naive vacuum |0〉 is defined by
aˆph|0〉 = bˆph|0〉 = 0 (3.2)
while Up and Vp are unknown functions of momentum p but assumed to be independent of
its direction and the value of h. To our knowledge, the helicity h in front of Vp was first
added in Ref.[22] but it was missed in our previous paper [23]. We will name Eq.(3.1) as the
6NJL vacuum state (NJLVS), which is the relativistic counterpart of the BCS ground state
for superconductivity ([1], see also Eq.(8.5.38) in Ref.[17]). Notice that 〈0˜| ≡ (|0˜〉)†, but also
we have
P̂T |0˜〉 = 〈0˜| (3.3)
where Eq.(2.11) and the arbitrary definitions of dummy indices p and h have been used.
Moreover, the existence of h in front of Vp in Eq.(3.1) ensures that
Uˆ(P )|0˜〉 = |0˜〉 (3.4)
Then the normalization of NJLVS 〈0˜|0˜〉 = 1 leads to
U2p + V
2
p = 1 (3.5)
where Eqs.(2.2) and (3.2) have been used. Now it is easy to prove that
〈0˜|aˆ†phaˆph|0˜〉 = 〈0˜|bˆ†phbˆph|0˜〉 = V 2p = n(p) (3.6)
coinciding with Eq.(2.5) derived from the MEGF used for NJL model [6]. However, the
”condensation number of ff¯ pairs in the NJLVS” should be rigorously expressed as
ν(p) = 〈0˜|haˆ†phbˆ†−ph|0˜〉 = 〈0˜|hbˆ−phaˆph|0˜〉 = UpVp (3.7)
such that Eq.(3.7) is an invariant number under the ”strong reflection” due to Eq.(2.11).
Furthermore, we can calculate the vacuum energy from E.(2.7). It is easy to obtain
〈0˜|Hˆ0|0˜〉 = 4
∑
p
ωpV
2
p (3.8)
The coefficient 4 comes from the sum over f and f¯ each with helicity h = 1 and h = −1.
But the calculation on HˆI , Eq.(2.9), needs to be careful. After normal ordering, we have
HˆI = Hˆ
′
I + Hˆ
′′
I (3.9)
Hˆ ′I = −
G
V
∑
p,p′
h,h′
(hh′)[aˆ†phbˆ
†
−phbˆ−p′h′ aˆp′h′ + aˆ
†
p′h′ bˆ
†
−p′h′ bˆ−phaˆph
+aˆ†phbˆ
†
−phaˆ
†
p′h′ bˆ
†
−p′h′ + bˆ−phaˆ−phbˆ−p′h′ aˆp′h′ ]
(3.10)
Hˆ ′′I =
G
V
∑
p,p′
h,h′
(hh′)δpp′δhh′(aˆ
†
phaˆph + bˆ
†
p′h′ bˆp′h′) (3.11)
7For calculating on Hˆ ′I , two cases, either (p = p
′, h = h′) or (p 6= p′, and/or h 6= h′) need to
be separated. For the former case, we easily get
〈0˜|aˆ†phbˆ†−phbˆ−p′h′ aˆp′h′ |0˜〉 = V 2p δp,p′δhh′ (3.12)
But for the latter case, we have to add a factor (1− δpp′δhh′) by hand and obtain that
〈0˜|Hˆ ′I |0˜〉 = −
G
V
[
16
∑
p,p′
(UpVp)(Up′Vp′)− 4
∑
p
(U2pV
2
p − V 4p )
]
(3.13)
where the last term will be combined with the contribution of
〈0˜|Hˆ ′′I |0˜〉 =
4G
V
∑
p
V 2p (3.14)
So eventually, the vacuum energy reads
Evac = 〈0˜|Hˆ|0˜〉 = 4
∑
p
ωpV
2
p −
16G
V
[∑
p,p′
(UpVp)(Up′Vp′)
]
+
8G
V
∑
p
U2pV
2
p (3.15)
In view of Eqs.(3.6) and (3.7), Eq.(3.15) is exactly the same as Eq.(2.4) we got from the
method of MEGF except the extra term 8G
V
∑
p U
2
pV
2
p . But since
∑
p → V(2pi)3
∫
d3p, if the
fermion, like a lepton, can move in a space V →∞, [∗] this term can be safely ignored with
respect to the other term containing G. We will only keep this term for quark confinement
problem where V is finite.
Evidently, if G→ 0, |0˜〉 → |0〉, V 2p = 0 and Evac = 0. However, once G > 0, will we have
Evac < 0 to favor a VPT?
For this purpose, we take the partial derivative of Eq.(3.15) with respect to Vp
∂
∂Vp
Evac = 8ωpVp − 32G
V
(∑
p
UpVp
)(
Up −
V 2p
Up
)
(3.16)
by using ∂
∂Vp
Up = − VpUp due to Eq.(3.5). Thus the condition that ∂∂VpEvac = 0 leads to
2ωpUpVp =
8G
V
(∑
p′
Up′Vp′
)
(U2p − V 2p ) (3.17)
The formal solution to Eq.(3.17) is similar to that in BCS theory for superconductivity ([1],
[16], see also section 8.5B in [17]). Define
∆ =
8G
V
(∑
p
UpVp
)
(3.18)
[∗] In this paper, we consider leptons e, µ and τ with neutrinos excluded.
8which was called as the ”energy gap” in BCS theory and now, as will be seen quickly, is just
the observable mass of fermion (say, electron) after the VPT (∆ = me). Then according to
Eq.(3.5), one may parameterize the Vp and Up by
Up = cos θp, Vp = sin θp (3.19)
So Eq.(3.17) reads
ωp sin 2θp = ∆ cos 2θp (3.20)
with its solution being
U2p =
1
2
(
1 +
ωp
Ep
)
, V 2p =
1
2
(
1− ωp
Ep
)
, U2p − V 2p =
ωp
Ep
(3.21)
where
Ep =
√
ω2p + ∆
2, (2UpVp =
∆
Ep
) (3.22)
is just the energy of massive fermion created after the VPT [∗]. And Eq.(3.18) becomes
1 =
4G
V
∑
p
1
Ep
=
2G
pi2
I (3.23)
with the integral I being
I =
∫ ∞
0
dp
p2√
p2 + ∆2
(3.24)
and will be named, like that in BCS theory, as the ”gap equation”. But can we fix the value
of ∆ into ∆1 via Eq.(3.24)? The answer is ”no”. See next section.
IV. THE REGULARIZATION OF DIVERGENCE AND CRITERIONS FOR VPT
We are dealing with the VPT as a dynamical process with ∆ being the ”running” order
parameter which remains a variable until it is fixed as ∆1 via a variational method.
Now comes the main difficulty in our paper — the integral in Eq.(3.24) is a divergent one,
so are the integrals appearing in the vacuum energy, Eq.(3.15). We have been learning the
QFT for decades and were bothered by divergences a lot until we use the RRM (proposed first
by Yang in Refs.[7–9]) as follows. Because the integral I is so-called ”quadratic divergent”,
we first take a partial derivative with respect to the parameter ∆2:
∂I
∂∆2
= −1
2
∫ ∞
0
p2dp
(p2 + ∆2)3/2
(4.1)
[∗] We will add the subscript ”1” to stress the ∆1 being the observable mass after VPT. The quasiparticle’s
energy Ep shows up as a pole in the Green function at [6]. Eq.(3.21) is shown in the Fig.2.
9which becomes only ”logarithmically divergent”. Then take derivative one more time, yield-
ing a convergent integral as
∂2I
∂(∆2)2
=
3
4
∫ ∞
0
p2dp
(p2 + ∆2)5/2
=
1
4∆2
(4.2)
Now we integrate Eq.(4.2) with respect to ∆2, returning back to
∂I
∂∆2
=
1
4
[
ln(∆2) + C1
]
(4.3)
where an arbitrary constant C1 is added according to the rule of the ”indefinite integration”
we learned when we were freshmen at universities. However, ∆2 has the dimension of
(mass)2 ∼ [M ]2, so both ln(∆2) and C1 are ambiguous or meaningless to mathematicians,
who can only accept variables as numbers without any dimension. Hence we have no choice
but rewrite C1 in an ambiguous way as C1 = − lnµ2s such that
∂I
∂∆2
=
1
4
ln
(
∆2
µ2s
)
(4.4)
can be accepted in mathematics with µs as an arbitrary ”mass scale” to be fixed later in
physics. So next step is straightforward:
I =
∫
∂I
∂∆2
d∆2 =
1
4
[
∆2
(
ln
∆2
µ2s
− 1
)
+ C2
]
(4.5)
where C2 is the second arbitrary constant with dimension [M ]
2. Eq.(4.5) accomplishes the
so-called ”regularization” procedure for the divergent integral in Eq.(3.24), ending up with
two arbitrary constants µs and C2 waiting to be fixed later in physics. Notice that the
combination of Eqs.(4.5), (3.23) and (3.24) gives us that[
∆2
(
ln
∆2
µ2s
− 1
)
+ C2
]
V PT
=
2pi2
G
, C2 =
2pi2
G
−∆21
(
ln
∆21
µ2s
− 1
)
(4.6)
However, we will see later that Eq.(4.6) can only be used after the VPT is finished and thus
∆21 created and fixed with certainty, not before.
Furthermore, we examine another divergent integral contained in the ”kinetic energy”
term in the vacuum energy, Eq.(3.15):
4
∑
p
|p|n(p) = V
pi2
J +
∆2V
pi2
I (4.7)
where
J =
∫ ∞
0
dp(p3 − p2
√
p2 + ∆2) (4.8)
10
is so-called ”quartic divergent”. So it needs to be handled as follows:
∂3J
∂(∆2)3
= − 1
8∆2
(4.9)
J = − 1
16
[
∆4
(
ln
∆2
µ2s
− 3
2
)
+ 2C ′2∆
2 + C3
]
(4.10)
One thing is important here that the µ2s remains the same as that appeared in the integral I,
Eq.(4.5). This is because as a ”mass scale” in one theory like NJL model here, the µs must
be unified for all divergent integrals. However, on the other hand, there is no a priori reason
for the constant C ′2 here being equal to C2 in Eq.(4.5). [∗] The third arbitrary constant here
for NJL model is trivial, because the condition that
Evac(∆
2 → 0) = 〈0|Hˆ|0〉 = 0→ C3 = 0 (4.11)
Hence
Evac = − V
16pi2
{
∆4
(
ln
∆2
µ2s
− 3
2
)
+ 2C ′2∆
2 − 4∆2
[
∆2
(
ln
∆2
µ2s
− 1
)
+ C2
]
+
G∆2
pi2
[
∆2
(
ln
∆2
µ2s
− 1
)
+ C2
]2} (4.12)
should be looked as a function of 4 unknown parameters: ∆, µs, C2, C
′
2 with another con-
straint gives by the gap equation, Eq.(4.6) once the VPT is achieved. So we need 3 equations
derived from Eq.(4.12). The first one seems evident for VPT could occur. Just evaluate
that
∂Evac
∂∆2
= − V
16pi2
{
−2∆2
(
ln
∆2
µ2s
+ 1
)
+ 2C ′2 − 4
[
∆2
(
ln
∆2
µ2s
− 1
)
+ C2
]
+
G
pi2
[
∆2
(
ln
∆2
µ2s
− 1
)
+ C2
]2
+
2G∆2
pi2
[
∆2
(
ln
∆2
µ2s
− 1
)
+ C2
]
ln
∆2
µ2s
} (4.13)
which is still a function of 4 parameters in the varying process of VPT. The latter is finished
only when the gap equation Eq.(4.6) is substituted into Eq.(4.13) and so we demand that
∂Evac
∂∆2
∣∣∣∣
V PT
= − V
8pi2
[
∆2
(
ln
∆2
µ2s
− 1
)
− 2pi
2
G
+ C ′2
]
= 0 (4.14)
[∗] If we try another scheme: 4∑p |p|n(p) = Vpi2K, K = ∫∞0 (p3 − p4√p2+∆2 )dp, we would find a C˜2 =
2pi2
3G − 13∆2 ln ∆
2
µ2s
+ ∆2 in K, C˜2 6= C2 as shown by Eq.(4.6). So only Eq.(4.10) will be treated below.
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Thus we find, to our surprising pleasure, that
C ′2 = C2 =
2pi2
G
−∆21
(
ln
∆21
µ2s
− 1
)
(4.15)
(see Eq.(4.6)). In the mean time, the condition that
Evac|V PT = V
16pi2
∆41
(
ln
∆21
µ2s
− 1
2
)
< 0 (4.16)
gives a constraint as
ln
∆21
µ2s
<
1
2
(4.17)
Eqs.(4.14)-(4.17) ensure the stability of new physical vacuum after VPT. So there are only
two remaining parameters ∆1 and µs waiting to be fixed under the constraint condition,
Eq.(4.17). Let’s go ahead, evaluating
∂2Evac
∂(∆2)2
=
V
16pi2
{
6 ln
∆2
µ2s
+4− 4G
pi2
[
∆2
(
ln
∆2
µ2s
−1
)
+C2
](
ln
∆2
µ2s
+
1
2
)
− 2G∆
2
pi2
(
ln
∆2
µ2s
)2}
(4.18)
Then the substitution of gap equation, Eq.(4.6), into Eq.(4.18) leads to the possibility that
∂2Evac
∂(∆21)
2
∣∣∣∣
V PT
= − V
8pi2
(
ln
∆21
µ2s
)(
1 +
G∆21
pi2
ln
∆21
µ2s
)
≥ 0 (4.19)
If assume 1
2
> ln
∆21
µ2s
> 0 (see Eq.(4.17)), Eq.(4.19) would imply
(
1 +
G∆21
pi2
ln
∆21
µ2s
)
< 0, or
ln
∆21
µ2s
< − pi2
G∆21
, which contradicts the assumption. So we have to admit that
ln
∆21
µ2s
< 0 (4.20)
and
(
1 +
G∆21
pi2
ln
∆21
µ2s
)
> 0, or
ln
∆21
µ2s
≥ − pi
2
G∆21
(4.21)
As discussed above, we need an equation. Hence we have no choice but set the equal sign
only, yielding
∆21 = µ
2
s exp
(
− pi
2
G∆21
)
(4.22)
which is reasonable since G > 0 implies the attractive force within a pair of ff¯ and when
G → 0+, ∆2 → 0 whereas if G → ∞, ∆21 → µ2s. So it shows clearly that VPT is a
nonperturbative process in the sense of G = 0 being an essential singularity — no G→ 0−
(repulsive force between f and f¯) is allowed. Similar thing happens in the BCS theory for
superconductivity ([1], see e.g., Eq.(8.5.36) in [17]).
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As one more equation is needed, we evaluate further that
∂3Evac
∂(∆2)3
=
V
8pi2
{
3
∆2
− 3G
pi2
[(
ln
∆2
µ2s
)2
+ ln
∆2
µ2s
]
− 2G
pi2∆2
[
∆2
(
ln
∆2
µ2s
− 1
)
+ C2
]}
(4.23)
By using Eq.(4.6), the condition for VPT reads
∂3Evac
∂(∆2)3
∣∣∣∣
V PT
= − V
8pi2∆21
{
1 +
3G∆21
pi2
[(
ln
∆21
µ2s
)2
+ ln
∆21
µ2s
]}
≥ 0 (4.24)
or
f(y) = y2 + y +
1
3
a ≤ 0, (y = ln ∆
2
1
µ2s
< 0, a =
pi2
G∆21
> 0) (4.25)
The equation f(y) = 0 has two roots
y± =
1
2
[
−1±
√
1− 4a
3
]
< 0 (4.26)
The condition for y± being real imposes a constraint on the parameter a
a =
pi2
G∆21
<
3
4
(4.27)
As can be easily seen, the value of y−, is a minimum for y, which should be identified with
that given by Eq.(4.21), yielding
y− = −1
2
− 1
2
√
1− 4a
3
= −a = ymin, or a = pi
2
G∆21
=
2
3
(4.28)
y− = −2
3
, y+ = −1
3
(4.29)
Eq.(4.28) is allowed by Eq.(4.27).
Thus for a given G > 0, we have found a fixed solution to VPT with an extremum value
for y = ln
∆21
µ2s
= y− = −23 ensured by Equations
∂Evac
∂(∆2)
∣∣∣∣
V PT
=
∂2Evac
∂(∆2)2
∣∣∣∣
V PT
=
∂3Evac
∂(∆2)3
∣∣∣∣
V PT
= 0 (4.30)
But if this is really a stable solution after VPT ? It needs a further guarantee given by the
evaluation
∂4Evac
∂(∆2)4
= − V
8pi2
{
3
∆4
+
G
pi2∆2
(
8 ln
∆2
µ2s
+ 3
)
− 2G
pi2∆4
[
∆2
(
ln
∆2
µ2s
− 1
)
+ C2
]}
(4.31)
and the imposed condition being an inequality using Eq.(4.6) again
∂4Evac
∂(∆2)4
∣∣∣∣
V PT
=
V
8pi2∆41
[
1− G∆
2
1
pi2
(
8 ln
∆21
µ2s
+ 3
)]
> 0 (4.32)
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or, after the substitution of ln
∆21
µ2s
= y1 = y− = −23 and a1 = pi
2
G∆21
= 2
3
,
1− 1
a1
(8y− + 3) = 1 +
7
3a1
=
9
2
> 0 (4.33)
The inequality holds unambiguously and hence the stable vacuum after VPT with energy
Eq.(4.16)
Evac|V PT = − 7V
96pi2
∆41 = −
7V
96pi2
µ4s exp
(
− 2pi
2
G∆21
)
= −7V µ
4
s
96pi2
e−4/3 < 0 (4.34)
Notice that after VPT only one arbitrary constant left, either the fermion mass ∆ = ∆1 or
the mass scale µs. They are linked by Eq.(4.22) with G being also fixed as
G =
3pi2
2∆21
=
3pi2
2µ2s
e2/3 (4.35)
At first, we didn’t know the primary interaction responsible for the coupling constant G
in the NJL model, Eq.(1.1). Now we begin to learn why G is fixed eventually is because
it could be viewed as some definite measure of how many energy will be released after the
VPT accompanying with the mass (∆1) creation of a fermion (say, electron) from its massless
species in the naive vacuum. For further discussion, please see the last section and Appendix
A.
V. NAMBU–JONA-LASINIO TRANSFORMATION
An interesting method based on NJLVS, Eq.(3.1), was also first initiated by NJL in their
first paper (see Eq.(3.15) in Ref.[2]). For dealing with the Hamiltonian, Eq.(2.7), we define
the creation (annihilation) operator for quasiparticle (its antiparticle) during the process of
VPT as[∗]  αˆ
†
ph = Upaˆ
†
ph − hVpbˆ−ph
βˆ−ph = Upbˆ−ph + hVpaˆ
†
ph
(5.1)
Under the space-time inversion (strong reflection), Eq.(5.1) remains invariant, since
P̂T αˆ†ph(P̂T )−1 = βˆp−h = Upbˆp−h − hVpaˆ†−p−h (5.2)
coinciding with Eq.(5.1) (see Eq.(2.12)). The helicity h in front of Vp in Eq.(5.1) is also
important to ensure its invariance under a pure space inversion since Uˆ(P )αˆ
†
phUˆ
−1(P ) = αˆ†−p−h = Upaˆ
†
−p−h + hVpbˆp−h
Uˆ(P )βˆ−phUˆ−1(P ) = −βˆp−h = Up(−bˆp−h) + hVpaˆ†−p−h
(5.3)
[∗] The physical meaning is shown in Fig.3.
14
coinciding with Eq.(5.1) (see Eq.(2.14)).
Based on Eqs.(2.2) and (3.5), we can prove the anticommutation relations as
[αˆph, αˆ
†
p′h′ ]+ = [βˆph, βˆ
†
p′h′ ]+ = δpp′δhh′ (5.4)
By using Eq.(3.5), one can derive from Eq.(5.1) its reversed transformation as aˆ
†
ph = Upαˆ
†
ph + hVpβˆ−ph, aˆph = Upαˆph + hVpβˆ
†
−ph
bˆ−ph = Upβˆ−ph − hVpαˆ†ph, bˆ†−ph = Upβˆ†−ph − hVpαˆph
(5.5)
Hence Eq.(5.1) implies the relativistic canonical transformation for fermions, obviously the
counterpart of nonrelativistic Bogoliubov-Valatin transformation (BVT) which works so well
for BCS theory of superconductivity (Refs.[24, 25], see also [16] and section 8.5B in [17]).
We will call Eq.(5.1) the NJL transformation (NJLT), whose advantage over BVT lies in the
fact that not only the momentum and angular momentum are conserved before and after
both transformations, but NJLT also conserves the fermion number which is vital to the
relativistic QFT (whereas BVT fails to do so).
Now we may substitute Eq.(5.5) into Eqs.(2.7)-(2.9) with (3.9)-(3.11), arranging them in
terms of operators for quasiparticles in normal ordering carefully, ending up with [∗]
Hˆ = Evac + Hˆ1 + Hˆ2 + Hˆ4 (5.6)
where the vacuum energy (with no operator)
Evac = 4
∑
p
ωpV
2
p −
16G
V
[∑
p
UpVp
]2
+
8G
V
∑
p
U2pV
2
p (5.7)
is just Eq.(3.15) gained from NJLVS as expected. And
Hˆ1 =
∑
p,h
{
ωp(U
2
p−V 2p )+
16G
V
(∑
p′
Up′Vp′
)
UpVp+
G
V
[(U2p−V 2p )2−4U2pV 2p ]
}
(αˆ†phαˆph + βˆ
†
phβˆph)
(5.8)
If V →∞ for lepton case, we ignore the last term in {· · · }, (see discussion after Eq.(3.15)).
Then after substitution of solution for VPT, Eqs.(3.18)-(3.24), into Hˆ1, we find
Hˆ1 =
∑
p,h
Ep(αˆ
†
phαˆph + βˆ
†
phβˆph), (Ep =
√
p2 + ∆21) (5.9)
[∗] In the elementary but tedious calculation, once we encounter some specific cases where p 6= p′ and/or
h 6= h′, (as discussed before and after Eq.(3.12)) an extra factor (1 − δpp′δhh′) must be added by hand.
Moreover, an approximation will be made in the four operator product terms Hˆ4 (see next section).
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as expected too. It is easy to prove that
αˆph|0˜〉 = βˆ−ph|0˜〉 = 0 (5.10)
which means that there is no any single free quasiparticle (say, e−) or its antiparticle (say,
e+) existing in the NJLVS after VPT. Eq.(5.9) simply implies that once one of them is
created by whatsoever external process, it will have energy Ep with mass ∆1 (say, me).
However, the Hˆ2 is more interesting:
Hˆ2 =
∑
p,h
{
2ωpUpVp− 8G
V
(∑
p′
Up′Vp′
)
(U2p−V 2p )+
4G
V
UpVp(U
2
p−V 2p )
}
(hαˆ†phβˆ
†
−ph + hβˆ−phαˆph)
(5.11)
which would imply some possibility that a pair of quasiparticle and its antiparticle could be
created or annihilated spontaneously in the new vacuum. A stable NJLVS should not allow
such spontaneous pair creation (annihilation) process from happening. So the ”dangerous
terms” containing in the Hˆ2 must be eliminated as
2ωpUpVp − 8G
V
(∑
p′
Up′Vp′
)
(U2p − V 2p )+
4G
V
UpVp(U
2
p−V 2p ) = 0 (5.12)
The above explanation can be further justified by the stability criterion for the NJLVS as
shown by Eqs.(3.16)-(3.17), now from Eq.(5.7) we have:
∂Evac
∂Vp
= 8ωpVp − 32G
V
(∑
p′
Up′Vp′
)(
Up −
V 2p
Up
)
+
16G
V
UpVp
(
Up −
V 2p
Up
)
= 0 (5.13)
which coincides with Eq.(5.12) or (3.17) precisely as expected again (V →∞).
After NJLT, the four operator product terms are collected into Hˆ4 in Eq.(5.6) and will
be discussed in the next section.
VI. SCALAR BOSON EXCITED AS COLLECTIVE MODE OF
FERMION-ANTIFERMION PAIRS IN NJLVS
The Hamiltonian Hˆ4 ≈ Hˆ22 in Eq.(5.6) after NJLT reads
Hˆ22 = −G
V
∑
p,p′,h,h′(hh
′){2(U2p − V 2p )(U2p′ − V 2p′)αˆ†phβˆ†−phβˆ−p′h′αˆp′h′
+8δpp′δhh′(UpVp)
2αˆ†phβˆ
†
−phβˆ−phαˆph + [(U
2
p − V 2p )(U2p′ − V 2p′)
−δpp′δhh′(U2p − V 2p )2](αˆ†phβˆ†−phαˆ†p′h′ βˆ†−p′h′ + βˆ−phαˆphβˆ−p′h′αˆp′h′)}
(6.1)
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where some terms like αˆ†βˆ†αˆ†αˆ or αˆ†αˆβˆαˆ had been erased in accordance with the condition
Hˆ2 = 0, Eq.(5.12). The physical implication of the existence of Hˆ22 is as follows. The
NJLVS is actually a correlated vacuum, filling with virtual pairs of massless particle and its
antiparticle (say, massless e−e+), they fluctuate and transform each other via the interactions
shown by Eq.(3.10) and Fig.1. Therefore, it is also possible to create a scalar boson as
the collective mode composed of ff¯ pairs (say, massive e−e+), based on the Hamiltonian
Hˆ = Hˆ1 + Hˆ22 with NJLVS as its background.
To this purpose, we first define operators for ”quasiboson” with zero external momentum
as [∗]
Bˆ†ph = hαˆ
†
phβˆ
†
−ph, Bˆph = hβˆ−phαˆph, (p, h not summed) (6.2)
It is easy to prove that, using Eq.(5.3)
Uˆ(P )Bˆ†phUˆ
−1(P ) = Bˆ†−p−h (6.3)
and the commutation relation being approximately
[Bˆph, Bˆ
†
qs] = δpqδhs − δpqδhs(αˆ†phαˆph + βˆ†−phβˆ−ph) ≈ δpqδhs (6.4)
(Here s is the helicity, not spin projection in space). The approximation made in Eq.(6.4)
bears some resemblance to that of a Cooper pair in the theory for superconductivity [26]
(see also e.g., section 8.5 in Ref.[17]). And this approximation is complying with that in
deriving Eq.(6.1). Indeed,
Hˆ22 = −G
V
∑
p,p′,h,h′
{[2(U2p − V 2p )(U2p′ − V 2p′) + 8δpp′δhh′U2pV 2p ]Bˆ†phBˆp′h′
+[(U2p − V 2p )(U2p′ − V 2p′)− δpp′δhh′(U2p − V 2p )2](Bˆ†phBˆ†p′h′ + BˆphBˆp′h′)}
(6.5)
Then we construct a rest ”phonon operator” [23]
Qˆ(s)†n =
∑
q,s
(anqBˆ
†
qs + bnqBˆqs) (6.6)
for describing a scalar boson with JP = 0+ since
Uˆ(P )Qˆ(s)†n Uˆ
−1(P ) = Qˆ(s)†n (6.7)
[∗] Our early study on this topic was published in Ref.[23] (see also section 8.4.3 in Ref.[12]). More discussions
with some corrections are presented in this paper. Notice that
P̂T Bˆ†ph(P̂T )−1 = Bˆ−p−h, P̂T Bˆph(P̂T )−1 = Bˆ†−p−h
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The superscript (s) means ”scalar” and the subscript n refers to the stationary state of
phonon. The coefficients anq and bnq are waiting to be fixed.
Another ”pseudo scalar” (JP = 0−) phonon operator can be constructed as
Qˆ(ps)†n =
∑
q
[cnq(Bˆ
†
q1 − Bˆ†q−1) + dnq(Bˆq1 − Bˆq−1)] =
∑
q,s
[cnqsBˆ
†
qs + dnqsBˆqs] (6.8)
Uˆ(P )Qˆ(ps)†n Uˆ
−1(P ) = −Qˆ(ps)†n (6.9)
To find the rest energy ~Ωn = Ωn of such a ”phonon”, a method of so-called ”Random
Phase Approximation” (RPA) first introduced by Bohm and Pines in 1951-1953 [27, 28]
for studying the electron gas in condensed matter physics, then used effectively in nuclear
physics [16, 29], seems also suitable to NJL model here. The RPA equation for Eq.(6.6)
reads
[Hˆ, Qˆ(s)†n ] = Ω
(s)
n Qˆ
(s)†
n (6.10)
For evaluating the commutator at the LHS, the following formulas are useful
[αˆ†phαˆph, Bˆ
†
qs] = [βˆ
†
−p−hβˆ−p−h, Bˆ
†
qs] = Bˆ
†
qsδpqδhs
[αˆ†phαˆph, Bˆqs] = [βˆ
†
−p−hβˆ−p−h, Bˆqs] = −Bˆqsδpqδhs
[Bˆ†phBˆp′h′ , Bˆ
†
qs] = Bˆ
†
phδp′qδh′s, [Bˆ
†
phBˆp′h′ , Bˆqs] = −Bˆp′h′δpqδhs
[Bˆ†phBˆ
†
p′h′ , Bˆqs] = −Bˆ†phδp′qδh′s − Bˆ†p′h′δpqδhs
[BˆphBˆp′h′ , Bˆ
†
qs] = Bˆphδp′qδh′s + Bˆp′h′δpqδhs

(6.11)
Substituting Eq.(6.6) into the RHS of Eq.(6.10) (with q → p, s → h) and comparing
the coefficients of operators Bˆ†ph and Bˆph respectively, we get two coupling equations for
ynp = anp + bnp and xnp = anp − bnp as
Ω(s)n ynp−2Epxnp+
8G
V
[∑
q
(U2q −V 2q )xnq
]
(U2p−V 2p )−
2G
V
[
(U2p−V 2p )−4U2pV 2p
]
xnp=0 (6.12)
Ω(s)n xnp − 2Epynp +
2G
V
ynp = 0 (6.13)
Considering the case for lepton, V → ∞ but G = 3pi2
2∆21
finite, so G
V
→ 0, we find from
Eq.(6.13) that
ynp =
Ω
(s)
n
2Ep
xnp (6.14)
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Substituting of Eq.(6.14) into Eq.(6.12) yields
[Ω
(s)
n ]2
2Ep
xnp − 2Epxnp + 8G
V
[∑
q
(U2q − V 2q )xnq
]
(U2p − V 2p ) = 0 (6.15)
Since U2q − V 2q = ωqEq , U2p − V 2p =
ωp
Ep
(see Eq.(3.21)), we tentatively assume that xnp = A
∆1
ωp
with A being a constant. Then Eq.(6.15) becomes
[Ω(s)n ]
2 = 4E2p − 4
[
4G
V
(∑
q
1
Eq
)]
ω2p = 4∆
2
1 (6.16)
where Eq.(3.23) has been used. Hence Eq.(6.10) is solved as
Ω(s)n = 2∆1 (6.17)
implying that the 0+ boson, being a collective mode of numerous (indefinite) pairs ff¯ , just
has the mass of 2∆1 = mf +mf¯ = 2mf . The existence of bosons as collective modes of ff¯
pairs was first predicted by Nambu in the BCS theory[30] and Eq.(6.17) was first calculated
in NJL model[2] by the use of the Bethe-Salpeter equation. Of course, the result will be
dramatically different if we consider three leptons coupling together in a future study.
Now we turn to the solution of Eq.(6.8) and
[Hˆ, Qˆ(ps)†n ] = Ω
(ps)
n Qˆ
(ps)†
n (6.18)
for 0− boson. Define Xnp = cnp − dnp, Ynp = cnp + dnp, instead of Eqs.(6.12)-(6.15), we find
Ω(ps)n Ynp = 2EpXnp +
2G
V
[(U2p − V 2P )2 − 4U2pV 2p ]Xnp (6.19)
Ω(ps)n Xnp = 2EpYnp −
2G
V
Ynp (6.20)
Notice that a term like that in Eq.(6.12) disappears due to
∑
q(U
2
q − V 2q )(cnq − cnq) = 0
etc. and the last term in Eq.(6.19) or (6.20) vanishes because V →∞ (for leptons), ending
up with
Ω
(ps)
n Ynp = 2EpXnp
Ω
(ps)
n Xnp = 2EpYnp
(6.21)
To solve Eq.(6.21), we consider the following formulas∑
p
1
Ep
=
V
4G
(see Eq.(3.23)) (6.22)
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∑
p
1
E2p
=
V
2pi2
[−pi
2
(∆1 − F )] (with F being an arbitrary constant) (6.23)
∑
p
1
E3p
=
V
2pi2
(−1
2
ln
∆21
µ2s
) = − V
4pi2
y1 =
V
6pi2
(6.24)
∑
p
1
E4p
=
V
8pi∆1
,
∑
p
1
E5p
=
V
6pi2∆21
, . . . (6.25)
Obviously,
∑
p
1
En+3p
is a fixed quantity (apart from the volume V ) as long as the integer
n ≥ 0. So we may assume, e.g., n = 2 that
Y2p =
∆51
E5p
, X2p = ξ2
∆51
E5p
(6.26)
For convenience here, we denote the subscript ”n” as the ”order” of approximation in cal-
culation. However, the result in this case will be independent of the exact value of n as long
as n ≥ 0.
Substitution of Eq.(6.26) into Eq.(6.21) and the summation over p lead to
Ω
(ps)
2
∑
p
1
E5p
− 2ξ2
∑
p
1
E4p
= 0 (6.27)
ξ2Ω
(ps)
2
∑
p
1
E5p
− 2
∑
p
1
E4p
= 0 (6.28)
Subtraction of ξ2×Eq.(6.28) from Eq.(6.27) yields
(1− ξ22)Ω(ps)2
∑
p
1
E5p
= (1− ξ22)Ω(ps)2
V
6pi2∆21
= 0 (6.29)
which implies two solutions (with generalization 2→ n)
Either Ω(ps)n = 0 with ξn 6= 1, (n ≥ 0) (6.30)
or Ω(ps)n 6= 0 with ξn = 1, (n ≥ 0) (6.31)
Eq.(6.30) just means the Goldstone boson predicted first by Nambu [30] in the context of the
BCS superconductivity and by Goldstone for the QFT model in which spinless particles of
zero mass always happen when a continuous symmetry group leaves the Lagrangian but not
the vacuum invariant [31]. This ”Goldstone’s conjecture” was systematically generalized and
proved by Goldstone, Salam and Weinberg [32] into a theorem that ”if there is continuous
symmetry transformation under which the Lagrangian is invariant, then either the vacuum
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state is also invariant under the transformation, or there must exist spinless particles of zero
mass.” Here Eq.(6.30) reconfirms that a Goldstone boson with JP = 0− and mass Ω(ps) = 0
must be a unique collective mode after VPT. It is composed of unfixed (actually infinite)
numbers of massive lepton-antilepton pairs as shown by Eqs.(6.1)-(6.9) and (6.26) because
ξn =
cnp−dnp
cnp+dnp
6= 1 means dnp
cnp
6= 0 —the creation and annihilation of pairs are happening
unceasingly in a Goldstone boson such that its zero mass can be ensured.
In nonrelativistic condensed matter physics, a Goldstone boson can be observed, e.g.,
as the phonon excitation in the superfluid 4He as a common consequence of spontaneous
breaking of continuous Galilean symmetry and that of condensed number of zero momentum
4He atoms — the dispersion relation ω(k) has no gap at k → 0. Similarly, the spin waves
(magnons) in magnet can be viewed as Goldstone bosons due to the original continuous
rotational symmetry of magnetization direction being spontaneously broken (see, e.g., [33]).
However, in relativistic QFT, once continuous phase symmetries are coupled with gauge
fields, say, in the SU(2)×U(1) electroweak model, the three would-be Goldstone bosons are
”eaten up” by three gauge bosons, W± and Z, becoming the latters’ longitudinal polariza-
tion degrees of freedom and thus W± and Z acquire their masses. This Higgs mechanism
was first discovered by Higgs[34], Englert and Brout[35], Guralnik, Hagen and Kibble [36]
simultaneously in 1964. Please see also Ref.[12].
Then what does Eq.(6.31) mean? To our understanding, it corresponds to, say, the
familiar ground state of positronium, so-called ”para-positronium”, which has JP = 0− too
(see Eq.(B.4)). Another ”ortho-positronium” has JP = 1−. Their average energy can be
well described by
Eaver.(n) = 2me − meα
2
4n2
(6.32)
where n is the principal quantum number. But the energy difference between them has been
measured experimentally [37] [with notation E(n2S+1LJ)]:
∆E1S = Eortho − Epara = E(13S1)− E(13S0) = 203389.10(0.74) MHz (6.33)
Theoretically, this hyperfine structure (HFS) of positronium 1S states was first derived by
Karplus and Klein in 1952 [38] to be
∆E1S =
7
12
meα
4 − meα
5
pi
(
8
9
+
1
2
ln 2) (6.34)
and later by various authors to high accuracy [39–41]. To our understanding, even though
the leading coefficient 7
12
is composed of two contributions from both the scattering and
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annihilation channels
7
12
= (
1
3
)scatt + (
1
4
)annih (6.35)
only one pair of (e+e−) configuration is involved. And this is in conformity with Eq.(6.31)
that once Ω(para-positronium) 6= 0, it must have ξ = 1, so not a collective mode. We will
discuss boson with JP = 1− like ortho-positronium in the next section. The C (charge)
parity will be discussed in the Appendix B.
VII. VECTOR BOSON EXCITED AS COLLECTIVE MODE AFTER VPT
For discussing vector bosons with JP = 1+ and 1−, instead of the ”quasiboson” defined
at Eq.(6.2), we define
Bˆ†ph = hαˆ†phβˆ†−p−h, Bˆph = hβˆ−p−hαˆph (p, h not summed) (7.1)
Note that βˆ has helicity ” − h”, so Bˆ has zero external momentum but its ”spin” J = 1.
Similar to Eqs.(2.11) and (6.3), now we have
P̂T Bˆ†ph(P̂T )−1 = −Bˆ−ph (7.2)
Uˆ(P )Bˆ†phUˆ−1(P ) = Bˆ†−p−h (7.3)
Also similar to Eqs.(6.11) and (6.4), we have
[αˆ†phαˆph, Bˆ†qs] = [βˆ†−p−hβˆ−p−h, Bˆ†qs] = δpqδhsBˆ†qs
[αˆ†phαˆph, Bˆqs] = [βˆ†−p−hβˆ−p−h, Bˆqs] = −δpqδhsBˆqs
(7.4)
[Bˆph, Bˆ†qs] = δpqδhs (7.5)
Look carefully at Eq.(6.1), we find that only one kind of terms in Hˆ22 can be recast into
that expressed by Bˆph, they are
Hˆ ′22 = −
G
V
∑
p,p′,h,h′
{hh′(U2p − V 2p )(U2p′ − V 2p′)(αˆ†phβˆ†−phαˆ†p′h′ βˆ†−p′h′ + βˆ−phαˆphβˆ−p′h′αˆp′h′)}p′=p,h′=−h
=
G
V
∑
p,h
(U2p − V 2p )2(Bˆ†phBˆ†p−h + Bˆp−hBˆph)
(7.6)
where p′ = p but h′ = −h are set to ensure the conservation of both momentum and angular
momentum in the vacuum.
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Similar to but different from Eqs.(6.6) and (6.8), we define a pseudo-vector boson operator
with JP = 1+ as
Qˆ(pv)†n =
∑
|q|=q
[a′nqBˆ†qs + b′nqBˆqs] (7.7)
Uˆ(P )Qˆ(pv)†n Uˆ
−1(P ) = Qˆ(pv)†n (7.8)
and the operator for vector boson with JP = 1− as:
Qˆ(v)†n =
∑
|q|=q
[c′nq(Bˆ†q1 − Bˆ†q−1) + d′nq(Bˆq1 − Bˆq−1)] (7.9)
Uˆ(P )Qˆ(v)†n Uˆ
−1(P ) = −Qˆ(v)†n (7.10)
Notice that only |q| = q (not its direction) is summed in both Eqs.(7.7) and (7.9). To solve
the RPA equation for boson defined by Eq.(7.7)
[Hˆ ′, Qˆ(pv)†n ] = Ω
(pv)
n Qˆ
(pv)†
n (7.11)
where
Hˆ ′ = Hˆ1 + Hˆ ′22
Hˆ1 =
∑
p,hEp(αˆ
†
phαˆph + βˆ
†
−p−hβˆ−p−h), (Ep =
√
p2 + ∆21)
(7.12)
we define y′np = a
′
np + b
′
np, x
′
np = a
′
np − b′np and find
Ω(pv)n y
′
np = 2Epx
′
np +
2G
V
(U2p − V 2p )2x′np (7.13)
Ω(pv)n x
′
np = 2Epy
′
np −
2G
V
(U2p − V 2p )2y′np (7.14)
For lepton case, G/V → 0 (V →∞) we have{
Ω
(pv)
n y′np − 2Epx′np = 0
Ω
(pv)
n x′np − 2Epy′np = 0
(7.15)
Just like Eqs.(6.19)-(6.30) for boson with JP = 0−, we assume
y′np =
∆n+31
En+3p
, x′np = ζ
(pv)
n
∆n+31
En+3p
, (n ≥ 0) (7.16)
and reach [∗]
Ω(pv)n [1− (ζ(pv)n )2]
∑
p
1
En+3p
= 0 (7.17)
[∗] Different from Eqs.(6.23)-(6.25), here ∑p 1E2p = L2pi ( pi∆1 ),∑p 1E3p = L2pi ( 2∆21 ), etc., L is the length in one-
dimensional space. But we don’t need their concrete forms in this section for leptons (L→∞). They will
be used only for quarks where L is finite.
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which implies that
Either Ω(pv)n = 0 with ζ
(pv)
n 6= 1, (n ≥ 0) (7.18)
or Ω(pv)n 6= 0 with ζ(pv)n = 1, (n ≥ 0) (7.19)
While Eq.(7.18) refers to a Goldstone boson with JP = 1+ like that with JP = 0− (see
Ref.[33]). Eq.(7.19) may be compared with the para-positronium (with JP = 0−) discussed
at the end of last section.
A vector boson operator with JP = 1− is defined at Eq.(7.9) and its motion equation
[Hˆ ′, Qˆ(v)†n ] = Ω
(v)
n Qˆ
(v)†
n (7.20)
or 
Ω
(v)
n Y ′np = 2EpX
′
np −
2G
V
(U2p − V 2p )2X ′np
Ω
(v)
n X ′np = 2EpY
′
np +
2G
V
(U2p − V 2p )2Y ′np
(7.21)
where
Y ′np = c
′
np + d
′
np, X
′
np = c
′
np − d′np (7.22)
Consider lepton case, V →∞ and assume
Y ′np =
∆n+31
En+3p
, X ′np = ζ
(v)
n
∆n+31
En+3p
, (n ≥ 0) (7.23)
The solution reads (just like that for JP = 1+ case, Eqs.(7.16)-(7.19))
Either Ω(v)n = 0 with ζ
(v)
n 6= 1, (n ≥ 0) (7.24)
or Ω(v)n 6= 0 with ζ(v)n = 1, (n ≥ 0) (7.25)
Again, Eq.(7.24) describe another Goldstone boson with JP = 1− whereas Eq.(7.25) refers
to, say, an ortho-positronium’s S state (n2S+1LJ) with J = 1, L = 0, S = 1 and principal
quantum number n = 1, so JP = 1− too (see Eq.(B.4)).
VIII. SUMMARY AND DISCUSSIONS
1. As first pointed out by NJL[2] that Eq.(1.1) is invariant under the continuous chiral
transformation (γ5 =
(
0 I
I 0
)
, γ0 =
(
I 0
0 −I
)
in B-D metric)
ψ → eiαγ5ψ (8.1)
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because  ψ¯ψ → ψ¯ψ cos 2α + iψ¯γ5ψ sin 2α
iψ¯γ5ψ → −ψ¯ψ sin 2α + iψ¯γ5ψ cos 2α
(8.2)
and so a mass term like ”−mψ¯ψ” is forbiddon in the Lagrangian, Eq.(1.1), whereas the
interaction term G[(ψ¯ψ)2 − (ψ¯γ5ψ)2] remains invariant. The consequence of NJL model
turns out to be a mass creation process of fermion which breaks the chiral symmetry.
What we wish to prove in this paper is: The chiral symmetry at the level of QFT means
a product of two symmetries — one is the discrete symmetry of ”strong reflection”, i.e.,
the (newly defined) space-time inversion (x → −x, t → −t) invariance, or the particle-
antiparticle symmetry PT = C (as discussed in Ref.[20]), the another is the continuous
phase α transformation reflected in Eqs.(8.1)-(8.2).
At the level of QFT, ψ → ψˆ, it evolves into the field operator for fermion (see [20])
ψˆ(x, t)→ (P̂T )ψˆ(x, t)(P̂T )−1 = γ5ψˆ(−x,−t) = ψˆ(x, t) (8.3)
ψˆ(−x,−t) = γ5ψˆ(x, t) (8.4)
So the appearance of γ5 matrix in Eqs.(8.1)-(8.2), to our understanding, implies essentially a
transformation between a fermion and its antifermion, say, e− and e+ (see Eqs.(5.12)-(5.15)
in Ref.[20]). The wonderful feature of NJL model lies in the fact that PT = C symmetry
remains intact with mass creation before and after a VPT.
Actually, as the counterpart of Eq.(2.1), we have ψˆ → Ψˆ after the VPT and
Ψˆ(x, t) =
1√
V
∑
p,h
√
∆1
Ep
[αˆphuh(p)e
i(p·x−Ept) + βˆ†phvh(p)e
−i(p·x−Ept)] (8.5)
for free field (Ep =
√
p2 + ∆21) with operators αˆ, βˆ being defined at Eqs.(5.1)-(5.5). Following
Chang-Chang-Chou in Ref.[22], we define the vacuum expectation value (VEV) of composite
field operators in Eq.(8.2) as (with ′′ ̂ ′′ erased for clarity)
〈ψ¯ψ〉 ≡ 1
V
∫
dx〈vac|ψ¯ψ|vac〉, 〈ψ¯γ5ψ〉 ≡ 1
V
∫
dx〈vac|ψ¯γ5ψ|vac〉 (8.6)
Obviously, before the VPT, |vac〉 = |0〉, the naive vacuum, both VEVs in Eq.(8.6) vanish:
〈0|ψ¯ψ|0〉 = 〈0|ψ¯γ5ψ|0〉 = 0 (8.7)
(As a rule in QFT, the normal ordering has been taken for quadratic forms like ψ¯ψ etc., see
[20]). However, after VPT, |vac〉 = |0˜〉, the NJLVS, we have
〈0˜|ψ¯ψ|0˜〉 = 〈0˜|Ψ¯Ψ|0˜〉 = −∆
3
1
3pi2
(8.8)
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but
〈0˜|ψ¯γ5ψ|0˜〉 = 〈0˜|Ψ¯γ5Ψ|0˜〉 = 0 (8.9)
(The detail of calculations is given at the Appendix C). Hence the difference between Eq.(8.8)
and (8.7) can be regarded as a ”signature” of VPT being happened or not.
Returning back to Eqs.(8.1)-(8.2), we see the continuous chiral symmetry transformation
is blocked at the QFT level by the non-zero VEV of ψ¯ψ as shown by Eq.(8.8) which is
exactly the ”signature” of the occurrence of VPT. However, as we will discuss later, the
existence of this nonzero signature doesn’t always mean the vacuum (after VPT) becoming
a nonunique one.
To sum up, we may say that the mass creation mechanism provided by the NJL model
strongly supports the validity of ”strong reflection” or PT = C invariance in Ref.[20], or
vice versa. We always stay at one inertial frame and check a theory being relativistic or
not by its invariance under a space-time inversion (x → −x, t → −t) or a mass inversion
(m→ −m) being held or not. So this discrete symmetry is easier to use than the continuous
symmetry of Lorentz transformation (among infinite inertial frames in relative motions but
along one direction). This is just because PT = C is deeply rooted at the level of QFT,
reflecting the symmetry between a particle and its antiparticle.
2. A new trick in this paper is the proposal of an effective Hamiltonian Hˆ for VPT shown
by Eqs.(2.7)-(2.9), which considerably simplifies the calculation in NJL model. Essentially,
based on Hˆ, it is straightforward to evaluate the VEV of energy on the ansatz of NJLVS,
Eq.(3.1). Moreover, to ”diagonalize” the Hˆ by the NJLT, Eq.(5.1), becomes a systematic
work, though a little tedious, it is quite fruitful. We wish to emphasize two points: (a)
This Hˆ for VPT is based on the general principle of QFT, the strong reflection invariance,
i.e., the PT = C symmetry [20], which should be strictly respected before and after VPT.
(b) Eq.(2.9) can be modified into the quark case where the volume becomes limited or
generalized into the case containing more species (like 3 leptons). The relevant researches
are currently in progress.
3. However, the reason why all calculations in this paper can be simplified and getting
rid of ambiguity is because we adopt a simple RRM as discussed in section IV. We first
learned the concept of ”divergence” from mathematical professors (when we were freshmen
at univeraities) as follows: Consider a number series like a1, a2, . . . , an, . . . and if this series
is divergent, i.e., it converges into ”infinity” (”∞”). Then for any given large number A, we
can always find a large integer N such that if n > N , we have an > A. In retrospect, the
above statement implies three points: (a) The divergence is meaningful only if it is relevant
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to numbers without any physical dimensions. (b) The latter tend to large numbers. (c) But
these numbers involved are uncertain.
However, since then, when we were bothered by the ”divergence” a lot in studying the
QFT, we used to pay too much attention to the point (b) while overlooking points (a) and
(c) to some extent. Only after adopting the RRM first proposed by one of us (Yang) in
1994, did we gradually realize that it is the point (c) that is of the essential importance to
a ”divergence”. For example, the integral I in the ”gap equation”, Eq.(3.24), is quadratic
divergent because the upper bound of integration tends to infinity (by contrast, a similar
integral in the BCS theory for superconductivity is convergent because its upper bound
is cutoff naturally by the Debye frequency in the metal crystal. See e.g., Eq.(8.5.35) in
Ref.[17]). But after the treatment from Eqs.(4.1) through (4.5), Eq.(3.24) becomes
4I = [∆2(ln
∆2
µ2s
− 1) + C2] = 2pi
2
G
(8.10)
with two arbitrary constants µs and C2. In our opinion, such kind of ”regularization” is
precisely grasping the essential meaning of a ”divergence” — the ”uncertainty” in physics.
Then the ”renormalization” procedure for fixing µs and C2 is also a physical condition that
the new vacuum after VPT must be a stable one, see section IV. Accordingly, relevant
constants are fixed as:
∆→ ∆1, a1 = pi
2
G∆21
=
2
3
, ln
∆21
µ2s
= −2
3
,
C2
∆21
= 3,
I
∆21
=
1
3
(8.11)
Indeed, all dimensionless numbers involved are not large ones. For further discussion, please
see Appendix A.
4. Based on classical electrodynamics (CED) and the theory of special relativity, the
mass creation mechanism for an electron was first discussed as follows: Assuming that an
electron’s electric charge (−e, e > 0) is spreading over a small sphere with radius re, one
could easily estimate the electron’s rest mass m ∼ e2
c2re
(up to a constant depending on the
unit and the charge density distribution function), which tends to infinity if re → 0, really
a bad situation of divergence. Since then, the origin of mass remains as a puzzle in physics.
After the invention of quantum electrodynamics (QED), physicists could calculate the ”mass
modification” δm on an electron via the one loop approximation of ”self-energy diagram”,
finding the divergence difficulty being eased into logarithmical one: δm ∼ −αm
4pi
ln Λ
2
m2
, where
α = e
2
4pi~c =
1
137
and Λ is the cutoff in momentum integration. However, in our opinion, a
better treatment on δm is given at Ref.[42], using our RRM and arriving at
δm =
αm
4pi
(5− 3 ln m
2
µ22
) (8.12)
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where µ2 is an arbitrary mass-scale (like µs in this paper). The renormalization amounts to
reconfirm the m in Eq.(8.12) being the mass observed experimentally: m = mobs = me when
the free electron is moving on the ”mass shell (p2 = m2)”. So the physical condition δm = 0
leads to ln m
2
µ22
= 5
3
, which in turn fixes the renormalization factor for the wave function
Z2 = 1− α
3pi
(8.13)
(at one-loop approximation). Now everything is finite and fixed in all finite-loop calculations
of QED as shown in Refs.[42, 43]. Because the coupling constant α in QED is a dimensionless
number, the perturbative calculation of ”radiative corrections” cannot modify the rest mass
m of an electron even a bit essentially, but renders the α a ”running coupling constant” as
a function of momentum transfer in the colliding of electrons. Hence the ”renormalization”
of perturbative QED (p-QED) is actually a procedure of ”reconfirmation” of constants m
and α in every order of finite loop approximation, [∗] but based on a reasonable RRM in
p-QED, various predictions like the anomalous magnetic moment of electron and the Lamb
shift etc., can be calculated.
So the ”mass-origin puzzle” persisted until the discovery of NJL model, in which it is
shown that an electron’s mass is by no means created from its ”self-energy”. Rather, it is
determined by its environment. An electron acquires its mass m(= ∆1) only after an abrupt
environment change — after VPT, two (not one) ”mass scales”, ∆1 and the ”signature”
< ψ¯ψ >, emerge simultaneously from zero to nonzero ones with their ratio being finite and
fixed
∆1
< ψ¯ψ >
= −3pi
2
∆21
= −2G (8.14)
To our understanding, such a mass creation mechanism is only possible in a nonperturbative
QFT (non p-QFT) treatment (with loop number L→∞) like NJLVS or NJLT in NJL model
here. A similar model was also proposed by Gross and Neveu in 1974[43]. [†] The difference
between p-QFT and non p-QFT shows up as a requirement of principle of relativity in
physics and in epistemology in general [45].
To our experience, for either p-QFT or non p-QFT, our RRM can be used in a sim-
ple and flexible manner, ending up with ”no explicit divergence, no counter-term,no bare
parameter,and no arbitrarily running mass scale left”.
[∗] As a metaphor, one has to reconfirm his plane ticket before his departure from the airport. he must use
the same name throughout his entire journey[42, 43].
[†] As a metaphor, one cannot lift himself from the floor even a bit by merely pulling his hair upward. By
contrast, he can jump high from the floor by transferring a finite momentum impulse to the Earth —
that’s the way a rocket is launched. Please see also Ref.[12].
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5. By using the method of RPA, we try to calculate bosons as collective modes of
f¯f pairs emerged after the VPT. For lepton case, the mass of boson with JP = 0+ is
found at Eq.(6.17). However, for bosons with JP = 0−, 1+ and 1−, we find their masses
being zero as long as they are collective modes after VPT, i.e., they are Goldstone bosons.
To our understanding, this is just the one case predicted by the Goldstone theorem as
quoted after Eq.(6.30) from the abstract of Ref.[32]. Interesting thing is: Authors of Ref.[32]
predicted, alternatively, that the vacuum state (after VPT) may still survive the continuous
transformation, i.e., remains as an invariant ground state for QFT and then all Goldstone
bosons will be gone. Why? A careful examination on their proofs [32] reveals that a necessary
condition for the appearance of Goldstone boson is the volume V approaching infinity in the
case, say, for leptons (see [33]). Once if V is finite, so is the vacuum energy. Thus different
vacuum states labelled by the continuous phase angle α in Eqs.(8.1)-(8.2) will be mixed up
again into one unique vacuum state after VPT, just like what happens for the ground state
in QM. (see the example of one particle moving in two coupled potential wells in one space
dimension discussed, e.g., in Eqs.(3.17)-(3.18) of Ref.[17]). We guess the later case will be
realized for the quark confined in a limited volume and so the SU(3)c symmetry in QCD will
be preserved after the VPT, where there will be no zero-mass Goldstone boson and hence
no Higgs mechanism as well — the gluon remains massless.
6. Another conjecture could be as follows: While the fermion is qualified as an elementary
particle in the sense of it acquiring mass via a VPT described by the NJL model, a boson
seems unlikely an elementary one, as doubted by many physicists (see relevant discussions
in Chapter 22 of Ref.[46]). We share the same feeling. And in particular, the Higgs boson
with JP = 0+ could be a collective mode of quark-antiquark pairs with tt¯ as its main
configuration, as pointed out by T. D. Lee in 2007 [47].
Appendix A: Dimensionless Evaluation for Renormalization in NJL Model for
Lepton Case
Let us recalculate Eqs.(4.12)-(4.35) in dimensionless form so that they can be easily
handled by the computer and generalized to later study, e.g., for quark case. Introduce the
dimensionless square of running order parameter x = ∆2/∆21 and the density of vacuum
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energy
W (x) =
16pi2Evac
V∆41
= −x2{lnx+ y1 − 3
2
+
2v
x
+
w
x2
−4[lnx+ y1 − 1 + u
x
] +
x
a1
[lnx+ y1 − 1 + u
x
]2}
(A.1)
where y1 = ln(∆
2
1/µ
2
s), a1 = pi
2/G∆21, u = C2/∆
2
1, v = C
′
2/∆
2
1 and w = C3/∆
4
1 are dimen-
sionless constants waiting to be fixed.
The gap equation (4.6) reads
[lnx+ y1 − 1 + u
x
]|x=1 = 2a, or u→ u1 = 2a1 − y1 + 1 (A.2)
and Eq.(4.11) means that
W (0) = 0→ w = 0 (A.3)
but
W (1) = −(y1 − 3
2
+ 2v1 − 4a1) < 0 (A.4)
So we need three more conditions to fix v, y1 and a1.
The following trick seems useful in taking derivatives, first
dW
dx
= W ′(x) =
2
x
W (x)− x2{1
x
− 2v
x2
− 4(1
x
− u
x2
) +
1
a
[lnx+ y1 − 1 + u
x
]2
+
2x
a1
[lnx+ y1 − 1 + u
x
](
1
x
− u
x2
)}
=
2
x
W (x) + 3x+ 2v − 4u− x
2
a
[lnx+ y1 − 1 + u
x
]2 − 2x
a
(x− u)[lnx+ y1 − 1 + u
x
]
(A.5)
The condition
W ′(1) = 0 (A.6)
is imposed to get
v → v1 = −y1 + 1 + 2a1 (A.7)
coinciding with Eq.(A.2), v1 = u1. Next we have
W ′′(x) = − 2
x2
W (x) +
2
x
W ′(x)− 2x
a1
[lnx+ y1 − 1 + u
x
]2
− 1
a1
(6x− 4u)[lnx+ y1 − 1 + u
x
]− 2
a1
(x− u)(1− u
x
) + 3
(A.8)
Then the condition
W ′′(1) = 0 (A.9)
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yields an equation
y21 + a1y1 = 0 (A.10)
so
y1 = 0 or y1 = −a1 (A.11)
The further condition[∗]
W ′′′(1) = 0 (A.12)
yields
y21 + (3− 2a1)y1 + a1 = 0 (A.13)
Combination of Eq.(A.10) with (A.13)gives the nontrivial solution
a1 =
2
3
, y1 = −a1 = −2
3
(A.14)
Now we can draw the whole diagram of W (x) as shown in Fig.4.
The interesting problem in Fig.4 is: Besides x1 = 1 showing the stable vacuum after
VPT, there is another maximum of W (x) at x2 and W (x2) > W (x1). To find x2, we write
Eq.(A.5)=0 explicitly (with known u1, v1, y1 and a1)
W ′(x) = x lnx[−9
2
x lnx+ 12(x− 1)]− 15
2
(x− 1)2 = 0 (A.15)
Denoting z = x lnx, we find
z2 − 8
3
(x− 1)z + 5
3
(x− 1)2 = 0 (A.16)
which yields two solutions
z+ =
5
3
(x− 1), z− = x− 1 (A.17)
While z− gives x = x1 = 1 as expected, z+ does give
x lnx =
5
3
(x− 1)→ x = x2 = 3.0841 (A.18)
which in turn yields
W (x2) = −0.3842244 > W (1) = −7
6
= −1.1666667 (A.19)
[∗]
W ′′′(x) =
4
x3
W (x)− 4
x2
W ′(x) +
2
x
W ′′(x)− 2
a1
[lnx+ y1 − 1 + u
x
]2
− 2
a1
[lnx+ y1 − 1 + u
x
](5− 2u
x
)− 2
a1
(4− 5u
x
+
u2
x2
)
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and 
W ′(x2) = 1.1892× 10−5 ' 0
W ′′(x2) = −2.873501 < 0
W ′′′(x2) = −6.685856 < 0
W ′′′′(x2) = −6.284411475 < 0
(A.20)
as expected in contrast to W
′(1) = W ′′(1) = W ′′′(1) = 0
W ′′′′(1) = 9 > 0
(A.21)
Appendix B: The C (charge) Parity of Neutral Bosons with Fermion-Antifermion
pairs
If a neutral boson is composed of one pair of fermion-antifermion (ff¯), e.g., the para-
positronium (p-Ps) or ortho-positronium (o-Ps), what is its C (charge)-parity? [∗]
According to the definition of C transformation (see, e.g., Eq.(4.129) in Ref.[21]), one has
Uˆ(C)aˆ†phUˆ
−1(C) = bˆ†ph, Uˆ(C)bˆ
†
phUˆ
−1(C) = aˆ†ph (B.1)
with both the momentum p and helicity h being unchanged. So, for one flavor case, if
considering the
WF = 〈x1,x2, s1, s2, L, S, J |ff¯〉 (B.2)
one has
Uˆ(C)|ff¯〉 = (−1)L(−1)S+1(−1)|ff¯〉 = (−1)L+S|ff¯〉 (B.3)
Here, (−1)L is due to exchange the positions of f and f¯ in space, just like that happens in
a space inversion (P ) operation:
Uˆ(P )|ff¯〉 = −(−1)L|ff¯〉 (B.4)
with extra (−1) stemming from the opposite ”intrinsic parity” for f¯ versus f , where L is
the quantum number of orbital angular momentum for the bound state |ff¯〉.
[∗] See also from the Wikipedia of Google search: ”C parity” (2014). Putting neutrinos aside, we believe
fermions got their masses via a process of VPT, which respects the conservation laws of P,C,CP and
CPT individually.
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The second factor (−1)S+1 in Eq.(B.3) comes from the quantum numbers of spin-sum for
f and f¯ when they are exchanged each other. The third factor (−1) in Eq.(B.3) is because
the operators must return back from b†a† to a†b†. Finally, combining Eqs.(B.3) and (B.4),
one has simply
Uˆ(C)Uˆ(P )|ff¯〉 = (−1)S+1|ff¯〉, or CP = (−1)S+1 (B.5)
The bound state of |ff¯〉 has a total angular momentum J = L+S with |L−S| ≤ J ≤ (L+S),
and J is often called as the ”spin” of boson |ff¯〉 (see p.259 in Ref.[11]). For example, the
ground states (L = 0) of positronium have
JPC = 0−+ (p− Ps, S = 0) and JPC = 1−− (o− Ps, S = 1) (B.6)
respectively.
However, if the boson is a ”collective mode” of ff¯ configurations as shown by Eq.(6.6)
or Eq.(6.8), expanding in plane-wave states, we have to check the C-parity of ”quasiboson”,
Eq.(6.2) first
Uˆ(C)Bˆ†phUˆ
−1(C) = Bˆ†−ph (B.7)
Note that while the momentum p→ −p, the helicity h remains unchanged and S = 0. Since
no factor (−1)L is involved in Eq.(B.3), the quantum number C reads: C = (−1)(−1)S+1 =
1. Hence we have from Eqs.(6.6) and (6.8) that
Uˆ(C)Qˆ(s)†n Uˆ
−1(C) = Qˆ(s)†n , with J
PC = 0++ (B.8)
and
Uˆ(C)Qˆ(ps)†n Uˆ
−1(C) = Qˆ(ps)†n , with J
PC = 0−+ (B.9)
respectively.
On the other hand, for pseudovector (and vector) boson discussed in section VII, we first
check from Eq.(7.1) that
Uˆ(C)Bˆ†phUˆ−1(C) = Bˆ†−p−h (B.10)
where the helicity h→ −h because it is opposite in Eq.(7.1) and S = 1, so (−1)(−1)S+1 =
−1. Accordingly, we have
Uˆ(C)Q(pv)n Uˆ
−1(C) = Q(pv)n , (J
PC = 1++) (B.11)
Uˆ(C)Q(v)n Uˆ
−1(C) = −Q(v)n , (JPC = 1−−) (B.12)
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In summary, we find four possible collective modes for neutral bosons in this paper. They
have JPC = 0++, 0−+, 1++ and 1−− respectively. For lepton case, it seems that only JPC =
0++ with Ω
(s)
n = 2∆1, Eq.(6.17), is a massive boson whereas other three are Goldstone
bosons. But for quark case, all of these collective modes have to be considered as candidates
for massive neutral mesons.
Appendix C: Calculations of the Signature for Chiral Symmetry Breaking
For proving the signature for VPT, Eqs.(8.6)-(8.9), we need the WFs in the field operators,
Eqs.(8.1)-(8.5). According to discussions on the Dirac equation in textbooks like [17, 21] and
Ref.[20], for a free fermion, either massless or massive, the 4-component spinor, uh(p)[vh(p)]
attributed to ei(p·x−Ept)[e−i(p·x−Ept)] referring to a fermion (antifermion) can be chosen as
the eigenstate of helicity h generally
uh(p) = N
(
ξh(p)
hp
m+Ep
ξh(p)
)
, vh(p) = γ5u−h(p) = N
( −hp
m+Ep
ξ−h(p)
ξ−h(p)
)
(C.1)
where N =
√
Ep+m
2Ep
, h = σ·p|p| =
σ·p
p
. Notice that because σc = −σ as proved in Ref.[20], the
helicity in v is just opposite to that in u as shown by Eq.(C.1) (for clarity, the subscript ”c”
is omitted for h,p and Ep =
√
p2 +m2 in the WF of antifermion. see Eqs.(6.12)-(6.17) in
[20]). And the 2-component spinor ξh(p) is chosen as
ξh=1 =
(
cos θ
2
sin θ
2
eiφ
)
, ξh=−1 =
(
sin θ
2
− cos θ
2
eiφ
)
= ξh(−p) (C.2)
where p(p, θ, φ) with (θ, φ) being the angles of p in spherical coordinates, and
ξh(p)
†ξh′(p) = δhh′ , (p not summed) (C.3)
In Eq.(C.1), if the mass m = ∆1 6= 0, the normalization coefficient N is chosen such that
uh(p)
†uh′(p) = vh(p)†vh′(p) = δhh′ , (p not summed) (C.4)
When m = 0 before the VPT, Eqs.(C.1)-(C.4) remain valid by just setting m = 0. Another
useful formulas are
u¯h(−p) = γ0u−h(p), v¯h(−p) = −γ0v−h(p) (C.5)
u¯h(p)uh′(p) = v¯h(p)vh′(p) = 0 (C.6)
u¯h(p)uh′(−p) = δh,−h′ , v¯h(p)vh′(−p) = −δh,−h′ (C.7)
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u¯h(p)vh′(p) = v¯h(p)uh′(p) = 0 (C.8)
u¯h(p)vh′(−p) = u¯h(p)vh′(−p) = −hδhh′ (C.9)
u¯h(p)γ5uh′(p) = u¯h(p)γ5uh′(p) = 0 (C.10)
u¯h(p)γ5vh′(p) = v¯h(p)γ5uh′(p) = 0 (C.11)
u¯h(p)γ5vh′(−p) = δhh′ , v¯h(p)γ5uh′(−p) = −δhh′ (C.12)
Then for m = 0 case, substituting Eq.(2.1) and using
∫
dxei(p+p
′)·x = V δp,−p′ , we have∫
dx : ˆ¯ψ(x)ψˆ(x) := −
∑
p,h
h(aˆ†phbˆ
†
−ph + bˆ−phaˆph) (C.13)
where Eqs.(C.6) and (C.9) had been used. So Eq.(8.7) follows immediately.
After VPT, we can prove Eq.(8.8) since
〈0˜|
∫
dx : ˆ¯ψ(x)ψˆ(x) : |0˜〉 = −4
∑
p
UpVp = −2
∑
p
∆1
Ep
= −∆1V
2G
(C.14)
due to Eqs.(3.7), (3.22) and (3.23). Eventually, the signature after VPT reads
〈0˜|ψ¯ψ|0˜〉 ≡ 1
V
〈0˜|
∫
dx : ˆ¯ψ(x)ψˆ(x) : |0˜〉 = −∆
3
1
3pi2
(C.15)
where Eq.(4.35) had been used. After VPT, instead of Eqs.(C.13)-(C.14), we may use
Eq.(8.5) yielding
〈0˜|
∫
dx : ˆ¯Ψ(x)Ψˆ(x) : |0˜〉 = −〈0˜|
∑
p,h
h(αˆ†phβˆ
†
−ph + βˆ−phαˆph)|0˜〉 = −
∆1V
2G
(C.16)
where Eq.(5.1) had been used. Then we find (′′ˆ ′′ will be erased)
〈0˜|Ψ¯Ψ|0˜〉 = −∆
3
1
3pi2
(C.17)
coinciding with Eq.(C.14) as shown by Eq.(8.8). Similarly, because of∫
dxψ¯(x)γ5ψ(x) =
∑
p,h
(aˆ†phbˆ
†
−ph − bˆ−phaˆph) (C.18)
∫
dxΨ¯(x)γ5Ψ(x) =
∑
p,h
(αˆ†phβˆ
†
−ph − βˆ−phαˆph) (C.19)
and Eq.(3.7), Eq.(8.9) are proved.
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FIG. 1: Three types of Feynman diagram for the effective Hamiltonian, Eq.(2.7), responsible for
the VPT, with G ∼ [M ]−2 for lepton.
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FIG. 2: V 2p = V
2
ξ =
1
2(1 − ξ√1+ξ2 ) and U
2
p = U
2
ξ =
1
2(1 +
ξ√
1+ξ2
) as functions of ξ = p∆1 in the
NJLVS (helicity h is not shown for clarity).
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FIG. 3: The ”physical meaning” of the creation operator for the massive quasi-particle αˆ†ph =
Upaˆ
†
ph − hVpbˆ−ph in NJLT, Eq.(5.11), is shown on the background of NJLVS (helicity h is not
shown for clarity). (see Fig.2)
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FIG. 4: The dimensionless energy density of vacuum W (x) = 3x2 lnx+6x− 92x2− 32x[x(lnx− 53)+3]2
as a function of x = ( ∆∆1 )
2 in NJL model, see Eq.(A.1).
