INTRODUCTION
Let Zi = (Yi, Xi), 1::;; i ::;; n , be i.i.d, observations from a linear rnodel with random carriers, i.e., Yi E R, Xi E RP, and (1.1) where Ui is independent of Xi and 9 0 E R P is the vector of regression parameters. Let F 0 be the distribution of the Ui' sand Go the distribution of the Xi'S. Then the distribution of Zi is H 0 (y .x) = Go (x)F 0 (y -9'ox).
The LS-estimate is the value of 9 which minimizes n S (9) = 2:::rh9) ,
i=l (1.2)
This estimate is optimal when the Ui'S are normal. However, its lack of robustness is well known: a small fraction of outliers may have a large effect on the LS-estimate.
In order to assess the degree of robustness, Hampel (1968) introduced the concept of breakdown point of an estimate. Donoho (1982) and Donoho and Huber (1983) define a finite version of this concept which will be used here. The finite sample breakdown point is the maximum fraction of outliers that can be added to a given sample without spoiling the estimate completely. Other versions are based on replacing observations by outliers, most of the proposals robust estimation regression fail to have M-estimates V"""U'-J., 1973) with a monotone 'If function have breakdown tending to 0 when p increases. We may recall that the optimal bounded influence estimates, obtained by Krasker (1980) and Krasker and Welsch (1982) , belong to this last class.
Recently there have been several proposals of estimates of regression with breakdown point equal to 0.5. The first proposal, Siegel (1982) , was the repeated median (Rlvl-estimate). Rousseeuw (1984) proposed the least median of squares (LMS) and the least trimmed squares (LTS). Rousseeuw and Yohai (1984) proposed Svestimates, defined by the property of minimizing an M-estimate of the residuals scale.
However, all these estimates have very low efficiency under a regression model with normal errors. Moreover, the RM-estimate is not affine equivariant. Rousseeuw (1984) proposes to use the LMS-estimator followed by one-step Newton or reweighted least square as a means to achieve high efficiency and high breakdown point simultaneously. It seems plausible that such a procedure would improve the efficiency of the initial estimator while keeping a high breakdown point. However, the exact breakdown point of this type of procedure is not known. Moreover the efficiency of the one-step reweighted least square estimate might be smaller than that of the corresponding fully iterated estimate. Yohai (1985) proposes a class of estimates, the MM-estimates, which have simultaneously high breakdown point and high efficiency for normal errors.
In this paper we present an alternative class of estimates which have both these properties simultaneously. These estimates, which we call r-estimares, are defined by munnuzanon of a nrovides. simultaneously An additional advantage new estimate scale the residuals.
the estimates of regression coetticients, a approach is that -3 -
We also show that the 1:-estimate possesses another robustness property introduced by Rousseeuw (1984) that we call "exact fit property": if there exists 8 which fits exactly more than half of the observations, this 9 is the 1:-estimate.
In section 2 we define the class of r-estimates. In section 3 we prove some robustness properties of the 1:-estimate: high breakdown point and the "exact fit property". In sections 4
and 5 we establish the consistency and asymptotic normality of 1:-estimates. In section 6 we give an iterative algorithm for computing 1:-estimates and establish its convergence. In section 7 we compare the supremum biases under gross error contamination of three classes of estimates:
optimal bounded influence estimates, r-estimates and Mlvl-estimates. We also comment on some possible extensions of the approach based on the minimization of the 1:-scale. Section 8 is an
Appendix with all the proofs.
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DEFIl'i'lTION OF THE 1:-ESTIMATES
(AI) Let p be a real function satisfying the following properties:
Huber (1981) defines the M-estimate of scale of a sample u == (u i . ... ,un)' denoted by Sn(u) , by
where b is conveniently defined, e.g.,
where <1> is the standard normal distribution. Let where r(e) == (r lee) , ... ,r n (e)) . Rousseeuw and Yohai (1984) showed that these estimates might have high breakdown point but at the cost of low efficiency under normal errors. To solve this problem we define a broader class of scale estimates (t-estimates) and single out a subclass which simultaneously achieves high breakdown point and high efficiency at the normal model. and Sn (r(O)) satisfies
We will assume Donoho (1982) and Donoho and Huber (1983) give the follow~ng definition of finite sample breakdown point.
ROBUSTNESS PROPERTIES OF THE 't-ESTIMATE
Let Zn =(z 1 , ... ,zn) be any sample of size n and let T ={T n}n"2p be a sequence of estimates of 9. Define The following theorem shows that the breakdown point of the 't-estimate is asymptotically 0.5 when any set of p carriers is linearly independent.
Theorem 3.1: Assume that PI and P2 satisfy (Al), PI satisfies (A3) and P2 satisfies (A2). Let
To= (T o , n )n 2:p , T I = (TI,n)n2:p be two sequences of estimates of the regression parameter eo such that
Then for any sample Zn =(ZI, ... , zn)
Remark 3.1: According to Theorem 3.1, it is not necessary to compute the absolute minimum of 't n in order to have high breakdown point. It is enough to have an estimate T 1,n satisfying (3.4)
where To,n is an initial estimate with high breakdown point. In section 6 we give an algorithm which converges to an estimate TI,n satisfying (2.7) and (2.8) and such that if we use To,n as the initial estimate, then (3.4') holds.
Remark 3.2: Observe that Theorem 3.1 imposes a strong restriction on (condition (A3)), but not on P2' we can choose section 5) so that the has ernciency under Gaussian errors, and
Another interesting robustness property introduced by Rousseeuw (1982) , called here the "exact fit property" (EFP), is the following: an estimate T; has the EFP if for any sample (y 1, x-), ... ,(Yn, x n ) which has more than one half of the observations in a hyperplane, i.e., there
The following theorem shows that the 't-estimate has the EFP.
Theorem 3.2: Consider the same assumptions as in Theorem 3.1, and suppose that Ta,n has the EFP, then T l,n has the EFP too.
CONSISTENCY
In order to prove consistency we need the following assumptions:
(A4) pz is continuously differentiable.
(A5) The error distribution F 0 has a density f 0 with the following properties:
The following theorem establishes the consistency of a 't-estimate. satisfies (E) and Go satisfies (F). Let (To,nJn~P be a sequence of estimates which converges strongly to 9 0 , Let (T 1,n )n~be another sequence of estimates such that
Then T l,n is strongly consistent to 9 0 too.
Remark 4.1: According to this theorem it is not necessary to have an absolute minimum of r; in order to A local minimum which imnroves the 't n residuals scale of an estimate denned through a consistent estimate will This is precisely what the algorithm
ASYMPTOTIC NORMALITY
In this section we show that a strongly consistent estimator satisfying (2.7), (2.8) and (2.9)
is asymptotically equivalent to an M-estimator with psi-function given by (2.11). In particular,
this result applies to a 1:-estimator, which is computed by the convergent algorithm introduced in the next section.
The following are some additional assumptions needed in this section:
(A7) P is even and twice continuously differentiable. There exist m such that p(u) is constant for Iu I > m .
(A8) Go has finite second moments and V =EGlxx') is non-singular. Let us consider for example the bisquare family of ur-functions \VB ,c(u) given by
The corresponding family of p-functions is given by if Iu I < c if Iu I 2: c .
if luI> c . the 't-estimate has breakdown point 0.5. The value of c 2 such that is c2 = 6.08.
COMPUTING ALGORITHM
In this section we give an algorithm for computing a 't-e~timate. More precisely, the algorithm given here will compute an estimate T l,n satisfying (2.7), (2.8) and (2.9) and such that the 't n (r(Tl,n))~'t n (r(To,n)) where TO,n is any initial estimate. The algorithm which we propose is a modification of the iterative weighted least squares algorithm for M-estimates (see Huber, 1981 , Chapter 7). The modification is similar to the one introduced in Yohai (1985) , section 5, and its purpose is to achieve in each iteration a decrease in the 't n scale of the residuals.
From (2.5) and (2.6) we get that = where W n is given by (2.8). Define Therefore we can write
n j=l then the iterative weighted squares estimate is defined where This step corresponds to the usual recursion in the reweighted to L.S. algorithm for the Mestimator when the 'V-function is (2.11). Nevertheless this recursion step by itself does not teO) =To,n we may have 'Tn (r(T1,n)) > r, (r(To,n)) . The following modification of the algorithm will solve this problem.
Take 0 < 8 < 1, "then since gn (t) is the gradient of r, (r(a)) , we can find an integer k such that
Observe that since M, (t) is positive definite, we will have Let k l,i be the first of such k' s and let k 2,i be the value of k , 0~k~k l,i which gives the
minimum of r, (r(t(t) + ,.,k )). Define the modified recursion step bỹ (6.1)
The Trll!A\;Vlna theorem shows any limit satisfies (2. (ii)
The sequence t(i) is bounded.
(iii) Any limit point of t(i) satisfies (2.9).
(iv)
If t* and t** are two limit points of t(i), then "e" (r(t*)) =' 1:" (r(t**». We can use as T o ,J1 Siegel's RM-estimates. Leroy and Rousseeuw (1984) propose to use a finite variant of Rousseeuw's LMS-estimate which is defined as follows: given any set of p observations Zit"'" Zip' then the value of 0 which fits exactly is computed, i.e., 0 is defined 7. SOME NlJMERICAL ILLUSTRATIONS
-Supremum Asymptotic Bias
Let zi = (Yi' Xi), 1 S; i S; n be i.i.d. observations with distribution H°given by (1.2).
Consider a sequence of estimates {Tj,}n ?p (T; is the estimate corresponding to sample size n )
which is defined by a functional T applied to the empirical distribution of the Zi'S, H n , Le., T; = T(R n ) · Let us also assume that T is Fisher-consistent, i.e., T(H 0) = 0 0 . However, we consider that for practical purposes, the asymptotic bias produced by a positive fraction of contamination is more meaningful than the infinitesimal limit. Therefore an appropriate measure of robustness is given by the supremum asymptotic bias (SAB) which is defined by
The asymptotic bias when H°is replaced by the contaminated distribution
Since the 1:-estimate has breakdown-point 0.5, its SAB is finite for e < 0.5. In this section we compare the values of the SAB of three different estimates for the case that (y, x) is multivariate normal. We consider the following estimates
KW:
The optimal Krasker-Welsch estimator, see Krasker and Welsch (1982) . This estimate minimizes the trace of its asymptotical covariance matrix subject to a bound on y *.
We use the optimal estimate wit.' asymptotic efficiency 0.95.
MM:
It is an Mlvl-estimate, see Yohai (1985) . The functions Po and PI are in the bisquare family given by (5.5). Po is chosen so that its breakdown point is 0.5 and PI so that its efficiency is 0.95. The initial estimate is the S estimate, see Yohai (1984) , corresponding to 1:: It is a 1:-t~stim~lte.
are in too.
is chosen so that estimator has breakdown-point 0.5 and PI so that is efficiency is 0.95.
Without loss of generality we assume y and x independent, F 0 = N (0,1) and
Go = N (OJ).
It is easy to show that for MM and 't the SAB does not depend on the number of carriers, however for KW it does. The values of the SAB for' e =0.10, 0.15 and 0.20, and for p = 1,2,3,5 and 10 are shown in Table 1 . iff p~10. For e =0.15 (7.1) holds iff p~3 and for e~0.20 it holds for all p . We have also that for e = 0.10 and e = 0.15 SAB(MM) < SAB('t) while for e~0.20
SAB(MM) > SAB('t).
Therefore, the performance of 't-estimates and Mlvl-estimates becomes better than that of the bounded influence estimators when e and p increase. The performances of MM-and 'testimates are quite similar, the MM being slightly better for small e while the contrary holds for large e.
-The Exact Fit Property -A Numerical Illustration
The example below illustrates the "exact fit property" of 't-estimates. The pairs (Xi,Yi) (i =1, 20) in Table 7 .1 were generated according to the following model Y · = (J. + A~. + u. It is clear from Figure 1 that "'".",t-r-"',"', to what happens with the estimate, the 't-estimate is not very much influenced the outliers.
One of the authors is currently working on robust tests for linear hypothesis based on 1:-estimates. The basic idea consists of replacing the minimum sums of the squares of the residuals in the classical F-test by the corresponding minimums 't 2 . These tests have the robust properties and the high efficiency of the 1:-estimates. Another possible extension that we are presently exploring is the use of the r-scale for estimating location and scatter of a multivariate distribution.
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APPENDIX
Before proving Theorem 3.1 we need to prove Lemmas 3.1, 3.2 and 3.3. Lemma 3.1 shows that the scale estimate Sn has breakdown point 0.5. 
and therefore Sn (u) '5. k: 2.
(ii) Since by (A3) we have A W > b , we can find a* such that a* < a and such that ea* > b .
Let k be such that pl(k)=a* and let k 1 be such that k 1/k 2=k. Let B ={i : Iuil2:: k: I} and suppose that #B In 2:: e. Then we have 1 n u. 1 u.
-l: PI( __ I ) 2:: -l::
Let 52 be such that s;-=k. Let B={i:iud2::5 1 } and suppose #B In 2:: i-s. Then
We can find Y> 0 such that y+(l-e)a < b. Let 8 be such that Pl«)) s, y and let 8 1 = 88 2 , Let B = {i : lUi s 8 1 } and suppose #B In~e. Then
and therefore sn(u) < 8z. Lemma 3.3: Let Zn ={Z1"" ,zn} be any sample of size n and let C n be given by (3.4).
1-2c n
Consider the same assumptions as in Theorem 3. (ii) Let S (0) be defined by
then S (0) has a nnl,nHP minimum at 0 =O. Yohai (1985) and (ii) follows immediately from (i) and (A 1). 10) where s (0) is defined by (8.9) using as P the function PI, then 't(0) has a unique minimum at
0=0.
Proof' According to Lemma 3. We will show first that (8.14) with j =1 implies (8.12). Let O:s; e:S; h 1/2 and let
Clearly g 1(9) < band g 2(0) > b . We also have g 1 and g2 continuous, then are asymptotically eouivalent to -36-respectively. Now the theorem follows from the Central Limit and Slutzky theorems.
Proof of Theorem 6.1:
Follows from the definition of the recursion step.
(ii) Follows from Lemma 2.1.
(iii) The proof is completely similar to the analogous statement of Theorem 6.1 in Yohai (1985) .
(iv) Follows from (i). 13. 
