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BOUNDARY MAPS, GERMS AND QUASI-REGULAR
REPRESENTATIONS
MEHRDAD KALANTAR AND EDUARDO SCARPARO
Abstract. We investigate the tracial and ideal structures of C∗-algebras of
quasi-regular representations of stabilizers of boundary actions.
Our main tool is the notion of boundary maps, namely Γ-equivariant unital
completely positive maps from Γ-C∗-algebras to C(∂FΓ), where ∂FΓ denotes
the Furstenberg boundary of a group Γ.
For a unitary representation pi coming from the groupoid of germs of a bound-
ary action, we show that there is a unique boundary map on C∗pi(Γ). Con-
sequently, we completely describe the tracial structure of C∗pi(Γ), and under
extra natural assumptions, we completely characterize the simplicity of the
C∗-algebras C∗pi(Γ).
As an application, we show that the C∗-algebra generated by the quasi-regular
representation λT/F associated to Thompson’s groups F ≤ T does not admit
traces and is simple.
1. Introduction
Furstenberg’s theory of topological boundaries has recently found striking ap-
plications in C∗-algebras associated to groups and group actions, starting with the
characterization of C∗-simplicity in terms of freeness of the Furstenberg bound-
ary action in [KK17], and then the characterization of the unique trace property in
terms of faithfulness of the Furstenberg boundary action in [BKKO17]. Other char-
acterizations of C∗-simplicity were proved in series of subsequent work by various
authors ([Haa17,Ken,HK17,Rau19]).
One of the primary goals of this paper is to unify the above approaches and
techniques in order to generalize the applications of boundary actions to the case
of C∗-algebras generated by certain quasi-regular representations.
Several efforts have also been made towards extending the above applications in
similar problems beyond reduced group C∗-algebras and crossed products ([Kaw17,
BK18,KS19,BK20,Nag20,BK,Mon,Bor19]), where also various generalizations of
the notion of boundary actions have been proposed and studied.
Although these results appear different, the dynamics of the Furstenberg bound-
ary action is present (explicitly or implicitly) in the background of all the notions
and proofs involved.
The main tool in this paper is the notion of boundary maps:
Definiton. Let A be a Γ-C∗-algebra. A boundary map on A is a Γ-equivariant
unital completely positive map ψ : A→ C(∂FΓ).
MK is supported by a Simons Foundation Collaboration Grant (# 713667). This work was
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The importance of boundary maps was made clear by Kennedy in [Ken], who
showed that a group Γ is C∗-simple if and only if the only boundary map on its
reduced C∗-algebra C∗λΓ(G) is the canonical trace.
Our results show that this notion is a fundamental concept in more general
contexts. Note that, thanks to Γ-injectivity of C(∂FΓ) [KK17, Theorem 3.11],
boundary maps always exist. Thus, in the case of inner actions, uniqueness and
faithfulness of boundary maps entail strong implications for the ideal and tracial
structures of the C∗-algebras in question.
In this paper, we are particularly interested in C∗-algebras C∗λΓ/Γx
(Γ) generated
by quasi-regular representations of stabilizer subgroups Γx of boundary actions
ΓyX , as well as the C∗-algebras C∗pi×ρ(Γ, X) generated by certain covariant rep-
resentations of the action Γ y X , called groupoid representation of (Γ, X) (see
Definition 4.1).
The class of groupoid representations includes all Koopman representations of
quasi-invariant measures on X , as well as the canonical covariant representation of
(Γ, X) in B(ℓ2(Γ/H)) for every Γ0x ≤ H ≤ Γx.
One of our main results in this paper is the following.
Theorem (Theorem 4.4). Let X be a Γ-boundary and (π, ρ) a groupoid representa-
tion of (Γ, X). Then there is a unique boundary map ψ on C∗pi×ρ(Γ, X), and ψ|C∗pi(Γ)
is the unique boundary map on C∗pi(Γ).
Furthermore, ψ(π(g)) = 1
b
−1
X (intX
g)
and ψ(ρ(f)) = f ◦ bX for all g ∈ Γ and
f ∈ C(X).
Consequently, for groupoid representations π, we completely describe the tracial
structure of C∗pi(Γ).
Theorem (Theorem 4.8). Let X be a faithful Γ-boundary, and π a groupoid rep-
resentation of (Γ, X). Then C∗pi(Γ) admits a trace if and only if X is topologically
free.
If X is topologically free, then π ≻ λΓ and the canonical trace is the unique trace
on C∗pi(Γ).
The problem of simplicity is more subtle. Nevertheless we are still able to con-
clude strong implications on the ideal structure of C∗pi(Γ), for π a groupoid repre-
sentation coming from a boundary action.
Given a compact Γ-space X , we denote by X0
0
the set of continuity points of the
open stabilizer map Stab0 : X → Sub(Γ), x 7→ Γ0x.
Theorem (Theorem 5.2). Let X be a Γ-boundary and π a groupoid representation
of Γ. Given x ∈ X00 and σ ∈ Rep(Γ) such that σ ≺ π, we have that λΓ/Γ0x ≺ σ.
Consequently, this yields the following C∗-simplicity result for the points x ∈ X00 .
Theorem (Corollaries 5.3 and 5.4). Let ΓyX be a boundary action. Then, for
every x ∈ X0
0
, C∗λ
Γ/Γ0x
(Γ) is simple; in particular, C∗λΓ/Γx
(Γ) is simple iff the quotient
group
Γx
Γ0x
is amenable.
If ΓyX has Hausdorff germs, then X = X0
0
. Thus, for such actions, the above
theorem completely characterizes C∗-simplicity of the quasi-regular representations
λΓ/Γx for all x ∈ X .
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Given a group Γ, C∗λΓ(Γ) always admits a trace. Furthermore, Γ is amenable
if and only if C∗λΓ(Γ) is nuclear and admits a one-dimensional representation. In
particular, unless Γ is trivial, nuclearity and simplicity of C∗λΓ(Γ) are properties far
apart from each other.
For quasi-regular representations, however, the situation is quite different. In
[HO17] Haagerup and Olesen showed that there is a quasi-regular representation
π of Thompson’s group V such that C∗pi(V ) is isomorphic to the Cuntz algebra O2
(in particular, it is nuclear, simple, and admits no traces). In [BS19], Brix and the
second named author generalized this result for topological full groups of ample
groupoids.
Let T and F be Thompson’s groups. Haagerup and Olesen also observed that
C∗pi(T ) ( C
∗
pi(V ), and that π|T is unitarily equivalent to the quasi-regular represen-
tation λT/F . However, the problem of analyzing the structure of C
∗
λT/F
(T ) was left
untouched.
As an application of our results, we prove the following.
Theorem (Theorem 6.2). The C∗-algebra C∗λT/F (T ) admits no traces and is simple.
In addition to the introduction, this paper has six other sections. In Section 2
we recall some definitions and basic facts, and fix the notation that we will be using
in the rest of the paper.
In Section 3, we begin our study of boundary maps. We extend the techniques
from applications of boundary actions to derive some general results on C∗-algebras
of unitary representations π of Γ for which B(Hpi) contains an equivariant image
of C(X) for some (faithful or free) Γ-boundary X .
In Section 4 we prove our main result (Theorem 4.4) on uniqueness of boundary
maps on C∗-algebras of groupoid representations of boundary actions. We use this
result to describe traces on these C∗-algebras.
In Section 5, we turn our attention to C∗-simplicity. We apply Theorem 4.4
to conclude results on the ideal structure, and simplicity of the C∗-algebras of
quasi-regular representations of stabilizers of boundary actions.
More concretely, in Section 6, we apply our results from previous sections to
analyze certain quasi-regular representations of Thompson’s groups .
Section 7 is a short overview of some concepts from groupoid theory. We remark
that despite the terminology used, the proofs of the main results of this work do
not involve or require groupoid theory. Nonetheless, some of the ideas used in the
proofs of our results in Sections 4 and 5 come from groupoid theory. The main
purpose of Section 7 is to explain this connection.
2. Preliminaries
2.1. Group actions. Throughout the paper Γ is a discrete group, and Γ y X
denotes an action of Γ by homeomorphisms on a compact Hausdorff space X . In
this case we sayX is a compact Γ-space. The action ΓyX induces an adjoint action
of Γ on the weak*-compact convex set Prob(X) of regular probability measures on
X . Given f ∈ C(X), let supp f := {x ∈ X : f(x) 6= 0}.
Given a Γ-space X and x ∈ X , the stabilizer subgroup of x is Γx := {g ∈ Γ :
gx = x}; and the open stabilizer is the subgroup
Γ0x := {g ∈ Γ : g fixes an open neighborhood of x}.
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Observe that Γ0x is a normal subgroup of Γx for any x ∈ X .
We denote by Xg the fixed set of g ∈ Γ, that is, the set Xg := {x ∈ X : gx = x}.
Note that g ∈ Γx iff x ∈ Xg, and g ∈ Γ0x iff x ∈ intX
g.
We recall the standard terminology for a given action ΓyX . We say
• the action is minimal, or X is a minimal Γ-space, if X has no non-empty
proper closed Γ-invariant subsets;
• the action is free, if Xg = ∅ for every non-trivial g ∈ Γ;
• the action is topologically free, or X is a topologically free Γ-space, if
intXg = ∅ for every non-trivial g ∈ Γ;
• the action is faithful, or X is a faithful Γ-space, if Xg 6= X for every non-
trivial g ∈ Γ.
We denote by Sub(Γ) the set of subgroups of Γ, endowed with the Chabauty
topology; this is the restriction to Sub(Γ) of the product topology on {0, 1}Γ, where
every subgroup Λ ∈ Sub(G) is identified with its characteristic function 1Λ ∈
{0, 1}Γ. The space Sub(Γ) is compact and the group Γ acts continuously on Sub(Γ)
by conjugation:
Γ× Sub(Γ)→ Sub(Γ), (g,Λ) 7→ gΛg−1.
An invariant random subgroup (IRS) on Γ is a Γ-invariant regular probability
measure on Sub(Γ).
Given an action ΓyX , we denote by Stab0 : X → Sub(Γ) the open stabilizer
map x 7→ Γ0x. Let X
0
0
be the set of points in which Stab0 is continuous.
Proposition 2.1. Let X be a compact Γ-space. Then
(i) X00 =
(⋃
g∈Γ ∂(intX
g)
)
c
;
(ii) If Γ is countable, then X0
0
is a dense Gδ subset of X;
(iii) {x ∈ X : Γx = Γ0x} ⊂ X
0
0 ;
(iv) X0
0
= X iff intXg is closed for all g ∈ Γ.
Proof. (i) If x ∈ ∂(intXg) for some g ∈ Γ, then x /∈ intXg but there is a net
(xi) ⊂ intXg such that xi → x. Thus, g ∈ Γ0xi for every i, but g /∈ Γ
0
x. This shows
Stab0 is not continuous at x.
Conversely, if Stab0 is not continuous at a point x ∈ X , then there is g ∈ Γ such
that the map pg : X → {0, 1} given by pg(z) = 1 ⇐⇒ g ∈ Γ0z, for z ∈ X , is not
continuous at x. Clearly, in this case, pg(x) = 0, i.e. g /∈ Γ0x. Furthermore, there
is a net yi ∈ X such that yi → x, g ∈ Γ0yi . Equivalently, yi ∈ intX
g for all i and
x /∈ intXg. Hence, x ∈ ∂(intXg).
(ii) follows immediately from (i) and the fact that the boundary of any open set
has empty interior.
(iii) Let x /∈ X00 . By (i), there is g ∈ Γ such that x ∈ ∂(intX
g). In particular,
x ∈ Xg \ intXg and so Γ0x ( Γx.
(iv) Notice that, given g ∈ Γ, intXg = (Stab0)−1({Λ ∈ Sub(Γ) : g ∈ Γ}). Hence,
if X00 = X , then intX
g is closed for all g ∈ Γ.
Conversely, if intXg is closed for all g ∈ Γ, then
⋃
g∈Γ ∂(intX
g) = ∅, and it
follows from (i) that X00 = X . 
The conditions in Proposition 2.1.(iv) are also equivalent to that the groupoid
of germs of the action Γy X is Hausdorff (see section 7 for definitions). Thus,
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following the terminology of [LBMB18, Definition 2.9], we say the action ΓyX
has Hausdorff germs if it satisfies the conditions in Proposition 2.1.(iv).
Remark 2.2. Let X be a compact Γ-space.
(i) Let Stab: X → Sub(Γ) be the map x 7→ Γx. In [LBMB18], Le Boudec
and Matte Bon denoted the set of continuity points of this map by X0.
Furthermore, X0 = {x ∈ X : Γx = Γ0x} (see e.g. [LBMB18, Lemma 2.2]).
(ii) The set X00 also received the attention of Nekrashevych in [Nek18]. In his
terminology, the points in the complement of X0
0
are purely non-Hausdorff
singularities.
2.2. Group actions on C∗-algebras. A unital C∗-algebra A is called a Γ-C∗-
algebra if there is an action ΓyA of Γ on A by ∗-automorphisms. We call a linear
map φ : A → B between Γ-C∗-algebras a Γ-map if it is unital completely positive
(ucp), and Γ-equivariant, that is
φ(ga) = gφ(a), ∀ g ∈ Γ, a ∈ A.
A Γ-C∗-algebra A is said to be Γ-injective if, given a completely isometric Γ-map
ψ : B → C and a Γ-map ϕ : B → A, there is a Γ-map ρ : C → A such that ρ◦ψ = ϕ.
A state τ on a C∗-algebra A is a trace if τ(ab) = τ(ba) for all a, b ∈ A.
A linear map ψ : A → B between C∗-algebras is said to be faithful if, given
a ∈ A, ψ(a∗a) = 0 implies a = 0.
For a probability measure ν on a compact Γ-space X we denote by Pν its corre-
sponding Poisson map, i.e., the Γ-map from C(X) to ℓ∞(Γ) defined by
Pν(f)(g) =
∫
g−1fdν, ∀g ∈ Γ, f ∈ C(X).
If ν is Λ-invariant for a subgroup Λ of Γ, then Pν is mapped into ℓ∞(Γ/Λ).
If ν = δx is a point measure for some x ∈ X , we denote the Poisson map simply
by Px.
2.3. Unitary representations. We denote the class of unitary representations of
Γ by Rep(Γ). For π ∈ Rep(Γ) we denote by C∗pi(Γ) := span{π(g) : g ∈ Γ}
‖·‖
⊆
B(Hpi) the C∗-algebra generated by π(Γ) in B(Hpi), where Hpi is the Hilbert space
of the representation π. The group Γ acts on B(Hpi) by inner automorphisms
g · a := π(g)aπ(g−1), g ∈ Γ, a ∈ B(Hpi).
An important class of unitary representations is the (left) quasi-regular repre-
sentations λΓ/Λ : Γ→ U(ℓ
2(Γ/Λ)) defined by
(λΓ/Λ(g)ξ)(hΛ) = ξ(g
−1hΛ)
(
h ∈ Γ, ξ ∈ ℓ2(Γ/Λ)
)
,
where Λ ≤ Γ is a subgroup. In the case of the trivial subgroup Λ = {e}, the C∗-
algebra C∗λΓ(Γ) is called the reduced C
∗-algebra of Γ. And for the choice of Λ = Γ
the corresponding quasi-regular representation is the trivial representation of Γ,
which we denote by 1Γ.
Given a compact Γ-space X and a Borel σ-finite quasi-invariant measure ν on
X , the Koopman representation κν of Γ on L
2(X, ν) is defined by κν(g)ξ(x) =
dgν
dν (x)
1
2 ξ(g−1x) for g ∈ Γ and ξ ∈ L2(X, ν). Recall that ν is said to be quasi-
invariant if gν is in the same measure-class as ν for every g ∈ Γ.
Let π and σ be two unitary representations of Γ. We say π is weakly contained in
σ, written π ≺ σ, if the map σ(g) 7→ π(g) extends to a ∗-homomorphism C∗σ(Γ)→
C∗pi(Γ), which then is obviously surjective.
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The Dirac function δe on Γ extends to a continuous trace on C
∗
λΓ
(Γ), and con-
sequently on C∗pi(Γ) for any π ∈ Rep(Γ) that weakly contains λΓ; we will refer to
this trace as the canonical trace. The canonical trace on C∗λΓ(Γ) is faithful. In
particular, the canonical trace is defined on C∗pi(Γ) iff π weakly contains λΓ.
2.4. Covariant representations. Given a compact Γ-space X , a nondegener-
ate covariant representation of (Γ, X) is a pair (π, ρ), where π ∈ Rep(Γ) and
ρ : C(X) → B(Hpi) is a unital Γ-equivariant ∗-homomorphism. In this case, we
let C∗pi×ρ(Γ, X) := span{ρ(f)π(g) : f ∈ C(X), g ∈ Γ}.
If (π1, ρ1) and (π2, ρ2) are nondegenerate covariant representations of (Γ, X), we
say that (π1, ρ1) is weakly contained in (π2, ρ2), and write (π1, ρ1) ≺ (π2, ρ2) if
there is a ∗-homomorphism C∗pi2×ρ2(Γ, X)→ C
∗
pi1×ρ1(Γ, X) which maps ρ2(f)π2(g)
to ρ1(f)π1(g), for every g ∈ Γ and f ∈ C(X).
2.5. Amenability. Recall that a discrete group Γ is amenable if ℓ∞(Γ) admits a
(left) translation invariant state. Amenability can also be characterized in terms
of weak containment. The group Γ is amenable iff 1Γ ≺ λΓ, iff π ≺ λΓ for every
unitary representation π of Γ. A subgroup Λ ⊆ Γ is amenable iff λΓ/Λ ≺ λΓ.
Let Λ ⊆ Γ be a subgroup. We say Λ is co-amenable in Γ if 1Γ ≺ λΓ/Λ, which is
equivalent to the existence of a Γ-invariant mean ℓ∞(Γ/Λ)→ C.
Proposition 2.3. Given groups Λ1 ≤ Λ2 ≤ Γ, we have that Λ1 is co-amenable in
Λ2 iff λΓ/Λ2 ≺ λΓ/Λ1 .
Proof. If Λ1 is co-amenable in Λ2, then
λΓ/Λ2 = Ind
Γ
Λ2(1Λ2) ≺ Ind
Γ
Λ2(λΛ2/Λ1) = λΓ/Λ1 .
Conversely, if λΓ/Λ2 ≺ λΓ/Λ1 , then there is a Γ-map from ℓ
∞(Γ/Λ1) to ℓ
∞(Γ/Λ2),
and therefore there is a Λ2-invariant mean on ℓ
∞(Γ/Λ1). Composing the mean with
a Λ2-map from ℓ
∞(Λ2/Λ1) to ℓ
∞(Γ/Λ1) yields a Λ2-invariant mean on ℓ
∞(Λ2/Λ1).
Hence, Λ1 is co-amenable in Λ2. 
2.6. Boundary actions. An action of a group Γ on a compact space X is said to
be strongly proximal if, for every probability ν ∈ Prob(X) on X , the weak* closure
of the orbit Γν contains some point measure δx, x ∈ X . The action Γ y X is
called a boundary action (or X is a Γ-boundary) if it is both minimal and strongly
proximal.
The action Γ y X is called an extreme boundary action if for any closed set
C ( X and any open set ∅ 6= U ⊂ X , there is g ∈ Γ such that g(C) ⊂ U . By
[Gla74, Theorem 2.3], any extreme boundary action is a boundary action.
By [Fur73], every group Γ admits a universal boundary ∂FΓ, which we call the
Furstenberg boundary: ∂FΓ is a Γ-boundary and every Γ-boundary is a continuous
Γ-equivariant image of ∂FΓ. In fact, for every Γ-boundary X there is a unique con-
tinuous Γ-equivariant map from ∂FΓ onto X , which we will denote by bX : ∂FΓ→
X . Moreover, any continuous Γ-equivariant map from ∂FΓ into Prob(X) is mapped
onto the set of Dirac measures, hence coming from bX ([Fur73, Proposition 4.2]).
This is equivalent to saying that for any Γ-boundary X there is a unique Γ-map
from C(X) to C(∂FΓ), which is the embedding coming from bX . We will use this
fact frequently in this paper, and we will also refer to it by saying that C(∂FΓ) is
rigid. Furthermore, C(∂FΓ) is Γ-injective ([KK17, Theorem 3.11]).
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Definiton 2.4. Let A be a Γ-C∗-algebra. A boundary map on A is a Γ-map
ψ : A→ C(∂FΓ).
We recall that C∗-simple groups have been characterized in [KK17] in terms of
their actions on boundaries as follows (see also [BKKO17]).
Theorem 2.5 ([KK17]). Let Γ be a discrete group. The following properties are
equivalent:
(i) Γ is C∗-simple;
(ii) the action Γy∂FΓ is free;
(iii) there exists a topologically free boundary action ΓyX.
Generally, every group Γ has a largest amenable normal subgroup, called the
amenable radical Rad(Γ). It was proved by Furman in [Fur03] that Rad(Γ) coincides
with the kernel of the action of Γ on its Furstenberg boundary ∂FΓ.
We also recall the following description of traces on C∗λΓ(Γ) from [BKKO17].
Theorem 2.6 ([BKKO17]). Every trace on C∗λΓ(Γ) is supported on the amenable
radical Rad(Γ) of Γ.
This in particular gives a characterization of groups with the unique trace prop-
erty.
Theorem 2.7 ([BKKO17]). Let Γ be a discrete group. The following properties
are equivalent:
(i) the canonical trace is the unique trace on C∗λΓ(Γ);
(ii) the action Γy∂FΓ is faithful;
(iii) there exists a faithful boundary action ΓyX.
A long well-known fact (see [BCdlH94, Lemma p.289]) is that a group with a
non-trivial amenable radical is not C∗-simple; examples of non C∗-simple groups
with a trivial amenable radical have been given in [LB17].
3. Boundary actions and unitary representations
In this section, given a Γ-boundary X and π ∈ Rep(Γ), we investigate Γ-maps
from C(X) to B(Hpi) and from C∗pi(Γ) to C(∂FΓ).
A key observation regarding the connection of boundary maps to C∗-simplicity
is the following.
Proposition 3.1. Given π ∈ Rep(Γ) and a boundary map ψ on C∗pi(Γ), let Iψ :=
{a ∈ C∗pi(Γ) : ψ(a
∗a) = 0}. Then Iψ is an ideal of C∗pi(Γ) and for every proper ideal
J E C∗pi(Γ), there is a boundary map ψ on C
∗
pi(Γ) such that J ⊂ Iψ.
In particular, if C∗pi(Γ) admits a unique boundary map ψ, then Iψ contains all
proper ideals of C∗pi(Γ), and C
∗
pi(Γ)/Iψ is the unique non-zero simple quotient of
C∗pi(Γ).
Proof. That Iψ is a left ideal of C
∗
pi(Γ) follows from the Schwarz inequality for ucp
maps. We also see from Γ-equivariance that for a ∈ Iψ and g ∈ Γ,
ψ(π(g−1)a∗aπ(g)) = g−1 · ψ(a∗a) = 0,
which shows Iψ is also a right ideal. Now given a proper ideal J E C
∗
pi(Γ), the
Γ-action naturally descends to the quotient C∗pi(Γ)/J . By Γ-injectivity, there is a
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Γ-map C∗pi(Γ)/J → C(∂FΓ). Composing the latter map with the canonical quotient
map C∗pi(Γ)→ C
∗
pi(Γ)/J , we get a Γ-map ψ : C
∗
pi(Γ)→ C(∂FΓ) such that J ⊂ Iψ.
The remaining assertions are immediate from the above. 
Definiton 3.2. By an action class of Γ we mean a collection C of compact Γ-spaces
(e.g. all faithful or topologically free Γ-boundaries).
A unitary representation π ∈ Rep(Γ) is said to be a C-representation, where C is
an action class of Γ, if there is a Γ-map from C(X) to B(Hpi) for some X ∈ C. We
denote by RepC(Γ) the collection of all C-representations of Γ. For π ∈ RepC(Γ),
we denote by Cpi the collection of all X ∈ C such that there is a Γ-map from C(X)
to B(Hpi).
Example 3.3. Let X ∈ C, and let ν be a quasi-invariant σ-finite measure on X .
Then the Koopman representation κν of Γ on L
2(X, ν) is a C-representation.
Proposition 3.4. If π ∈ RepC(Γ) then σ ∈ RepC(Γ) for every σ ≺ π.
Proof. Let π ∈ RepC(Γ). So there is a Γ-map ψ : C(X) → B(Hpi) for some X ∈
C. Suppose σ ≺ π. The ∗-homomorphism C∗pi(Γ) → C
∗
σ(Γ) extends to a Γ-map
ϕ : B(Hpi) → B(Hσ). The composition ψ ◦ ϕ : C(X) → B(Hσ) is a Γ-map. Thus,
σ ∈ RepC(Γ). 
The following is one of the key properties which we will exploit in this paper.
Theorem 3.5. Let X be a Γ-boundary and π ∈ Rep{X}(Γ). Given a Γ-map
ψ : C∗pi(Γ)→ C(∂FΓ), we have that
suppψ(π(g)) ⊂ b−1X (intX
g)
for every g ∈ Γ.
Proof. Fix g ∈ Γ and suppose that there is y /∈ b−1X (intX
g) such that ψ(π(g))(y) 6=
0. Then there is a clopen neighborhood U of y such that U ∩ b−1X (intX
g) = ∅ and
(1) ψ(π(g))(z) 6= 0
for any z ∈ U .
By [BKKO17, Lemma 3.2], bX(U) has non-empty interior. Since
bX(U) ∩ intX
g = ∅,
there is u ∈ U such that bX(u) /∈ Xg. Let f ∈ C(X) such that 0 ≤ f ≤ 1,
f(bX(u)) = 1 and gf(bX(u)) = 0.
Let ρ : C(X)→ B(Hpi) be a Γ-map and ψ˜ : B(Hpi)→ C(∂FΓ) a Γ-map extending
ψ. Notice that ψ˜(ρ(f))(u) = f(bX(u)) = 1 and
ψ˜(π(g)ρ(f)π(g)∗)(u) = ψ˜(ρ(gf))(u) = gf(bX(u)) = 0.
Applying [HK17, Lemma 2.2] to the state δu ◦ ψ˜ on B(Hpi), we conclude that
ψ(π(g))(u) = 0, which contradicts (1). 
In this paper we are particularly interested in boundary actions. We denote
by B0 (respectively, B1, B2) the action class of all (respectively, all faithful, all
topologically free) Γ-boundaries.
Corollary 3.6. Let π ∈ Rep(Γ). Then every trace on C∗pi(Γ) is supported on
Npi :=
⋂
X∈Bpi0
ker(ΓyX).
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Proof. Let τ be a trace on C∗pi(Γ). We consider τ as a Γ-map from C
∗
pi(Γ) to C(∂FΓ)
whose image consists of constant functions on C(∂FΓ).
Let g ∈ Γ \ Npi, and choose a Γ-boundary X such that g /∈ ker(Γy X). In
particular, b−1X (intX
g) 6= ∂FΓ, which implies by Theorem 3.5 that supp τ(g) 6=
∂FΓ, hence τ(π(g)) = 0. 
Remark 3.7. In view of Theorem 2.6, the normal subgroup Npi ≤ Γ should be
considered as the “π-amenable radical” of Γ. In fact, we have NλΓ = Rad(Γ).
Another notion of π-amenable radical was considered in [BK, Definition 4.6] as
the kernel Radpi(Γ) of the Furstenberg-Hamana boundary Bpi of π ([BK, Definition
3.6]). For any π ∈ Rep(Γ), we have Radpi(Γ) ⊆ Npi. In fact, there is a Radpi(Γ)-
invariant state on B(Hpi), hence on C(X) for any Γ-boundary X with a Γ-map
C(X) → B(Hpi). Since Radpi(Γ) is normal in Γ, by strong proximality it follows
Radpi(Γ) acts trivially on X .
Corollary 3.8. (i) Let π ∈ RepB1(Γ). Then either C
∗
pi(Γ) admits no trace, or
otherwise π weakly contains λΓ and the canonical trace is the unique trace
on C∗pi(Γ).
(ii) Let π ∈ RepB2(Γ). Then the canonical trace is the unique boundary map on
C∗pi(Γ). In particular, π weakly contains λΓ, and C
∗
pi(Γ) has a proper ideal
containing all proper ideals of C∗pi(Γ).
Proof. (i) If π ∈ RepB1(Γ), then Npi is trivial, hence if C
∗
pi(Γ) admits a trace, it
must coincide with the canonical trace by Corollary 3.6, and in particular λΓ ≺ π.
(ii) The first assertion is an immediate consequence of Theorem 3.5 and the
definition of topologically freeness. That C∗pi(Γ) has a proper ideal containing all
proper ideals follows directly from Proposition 3.1. 
Definiton 3.9. Let C be an action class of Γ. We say Λ ∈ Sub(Γ) is a C-subgroup
if λΓ/Λ ∈ RepC(Γ). We denote by SubC(Γ) the set of all C-subgroups of Γ.
Proposition 3.10. Let C be an action class of Γ and Λ ∈ Sub(Γ). Then Λ ∈
SubC(Γ) if and only if Λ fixes a probability on some X ∈ C.
Proof. (⇒) : let ψ : C(X) → B(ℓ2(Γ/Λ)) be a Γ-map where X ∈ C. Then the
restriction of the Λ-invariant state on B(ℓ2(Γ/Λ)) to ψ(C(X)) yields a Λ-invariant
probability on X .
(⇐) : let X ∈ C be such that there is a Λ-invariant ν ∈ Prob(X). The Poisson map
Pν : C(X)→ ℓ∞(Γ/Λ) ⊂ B(ℓ2(Γ/Λ)) is the desired Γ-map. 
The following result follows from the fact that any trace on a nuclear C∗-algebra
is amenable.
Proposition 3.11. Let X be a compact Γ-space. If π ∈ Rep{X}(Γ) and C
∗
pi(Γ) is
nuclear and admits trace, then X admits a Γ-invariant probability.
The next result is an immediate consequence of applying Proposition 3.11 to
X := β(Γ/Λ).
Corollary 3.12. Let Γ be a group and Λ ∈ Sub(Γ) such that C∗λΓ/Λ(Γ) is nuclear.
Then C∗λΓ/Λ(Γ) admits trace iff 1Γ ≺ λΓ/Λ.
Theorem 3.13 (cf. [Haa17, Theorem 4.3]). Let Λ ∈ Sub(Γ) be a B1-subgroup.
Then 0 ∈ conv{λΓ/Λ(sgs
−1) : s ∈ Γ} for all g ∈ Γ \ {e}.
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Proof. Suppose that for some g ∈ Γ \ {e}, 0 /∈ conv{λΓ/Λ(sgs
−1) : s ∈ Γ}. By
[Haa17, Lemma 4.2], there is a self-adjoint linear functional ω on C∗λΓ/Λ(Γ) of norm
1 and a constant c > 0 such that
(2) Reω(λΓ/Λ(sgs
−1) ≥ c
for all s ∈ Γ.
Let ω = ω+ − ω− be the Jordan decomposition of ω, where ω+ and ω− are
positive linear functionals with ‖ω‖ = ‖ω+‖+ ‖ω−‖. Note that ω++ω− is a state,
because ‖ω‖ = 1.
Extend ω± to positive linear functionals σ± on B(ℓ
2(Γ/Λ)) with ‖σ±‖ = ‖ω±‖.
Let X be a faithful Γ-boundary and ψ : C(X) → B(ℓ2(Γ/Λ)) a Γ-map. Let
ρ := (σ++σ−)◦ψ and take x ∈ X such that gx 6= x. There is a net (si) in Γ such that
siρ converges to the point-measure δx. Upon passing to a subnet, we can assume
that siσ± converge to positive functionals ϕ±. Notice that δx = (ϕ+ + ϕ−) ◦ ψ.
Since δx is a pure state, we get that ϕ± ◦ ψ = ‖ϕ±‖δx.
Take f ∈ C(X) such that 0 ≤ f ≤ 1, f(x) = 1 and f(g−1x) = 0. Then
‖ϕ±‖ = ϕ± ◦ ψ(f) and 0 = ϕ±(λΓ/Λ(g)ψ(f)λY (g
−1)). It follows from [HK17,
Lemma 2.2] that ϕ±(λΓ/Λ(g)) = 0. Hence, 0 = ϕ+(λΓ/Λ(g)) − ϕ−(λΓ/Λ(g)) =
limi ω(λΓ/Λ(sits
−1
i )), thus contradicting (2). 
Remark 3.14. (i) SubB2(Γ) coincides with the class Subwp(Γ) of weakly par-
abolic subgroups in the sense of [BK20, Definition 6.1].
(ii) Since λΓ/Λ ∼u λΓ/gΛg−1 for every g ∈ Γ, by Proposition 3.4, the set SubC(Γ)
is Γ-invariant for any C (cf. [BK20, Remark 6.2]).
(iii) By results of [KK17] and [BKKO17], SubB1(Γ) 6= ∅ iff Γ has trivial amenable
radical, and SubB2(Γ) 6= ∅ iff Γ is C
∗-simple. Once non-empty, these sets
contain Subam(Γ), the space of all amenable subgroups of Γ.
(iv) It follows from Proposition 3.10 that for Λ1 ≤ Λ2 ≤ Γ, with Λ1 co-amenable
in Λ2, if Λ1 ∈ SubBi(Γ) then Λ2 ∈ SubBi(Γ) for i = 1, 2.
For the same reason, given Λ1,Λ2 ≤ Γ with Λ1 co-amenable to Λ2 relative
to Γ in the sense of [CM14, 7.C]), we have that if Λ1 ∈ SubBi(Γ) then
Λ2 ∈ SubBi(Γ) for i = 1, 2.
Since SubB2(Γ) ⊆ SubB1(Γ), the following generalizes [BK20, Proposition 6.5],
and the proof is exactly the same.
Proposition 3.15. SubB1(Γ) contains no non-trivial normal subgroup of Γ.
In [BK20, Corollary 6.8] it was proved that SubB2(Γ) contains no recurrent
subgroups, generalizing Kennedy’s characterization of C∗-simplicity [Ken, Theorem
1.1].
The similar characterization for unique trace property is the following: Γ has
unique trace property iff Γ has no non-trivial amenable IRS ([BDL16, Corollary
1.5] and [BKKO17, Theorem 1.3]). Thus, the following question is natural:
Question 3.16. Is every IRS with support contained in SubB1(Γ) trivial?
Given π ∈ Rep(Γ), let W(π) := {H ≤ Γ : λΓ/H ≺ π}. Notice that W(π) is a
closed Γ-invariant subset of Sub(Γ). For example, W({λΓ}) = Subam(Γ), the set
of all amenable subgroups of Γ and, in general, W(λΓ/Λ) contains all subgroups
L ≤ Γ such that Λ ≤ L and Λ is co-amenable in L (Proposition 2.3).
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Theorem 3.17. Let π ∈ Rep(Γ). Any IRS supported on W(π) is supported on
Npi.
Proof. Let η be an IRS supported onW(π). Let ϕη be the positive definite function
on Γ given by ϕη(g) = η({L : g ∈ L}) for g ∈ Γ, and λη be the GNS representation
associated to ϕη (see e.g. [HK17, Lemma 2.3] for a proof that ϕη is positive definite).
Since λΓ/H ≺ π for all H ∈ W(π), and η ∈ conv
w∗{δH : H ∈ W(π)}, we
conclude that λη ≺ π. Since η is an IRS, the state on C∗λη (Γ) associated to ϕη is a
trace. Finally, Corollary 3.6 implies that η is supported on Npi. 
Corollary 3.18. Given Λ ∈ SubB1(Γ), any IRS supported on W(λΓ/Λ) is trivial.
Remark 3.19. We recall again that W(π) is a compact Γ-space, and we observed
in the proof of Theorem 3.17 that if W(π) admits a Γ-invariant probability, then
C∗pi(Γ) admits a trace. The converse to this is not true: take any unital C
∗-algebra
A admitting a trace, and choose a group Γ of unitaries of A that generates A and
contains -1A. This gives a unitary representation of Γ which admits trace, and such
that none of the traces that it admits come from an IRS.
Denote by RepII1(Γ) the collection of all representations π of Γ such that π(Γ)
′′ ⊂
B(Hpi) is a II1-factor. Recall that Γ is said to be operator algebraic superrigid if for
any π ∈ RepII1(Γ) the map π(g) 7→ λΓ(g) extends to a von Neumann isomorphism
π(Γ)′′ ∼= LΓ.
Theorem 3.20. A non-amenable group Γ is operator algebraic superrigid iff
RepII1(Γ) ⊂ RepB1(Γ).
Proof. (⇐) : Let π ∈ RepII1(Γ). By part (i) of Corollary 3.8, we have that the
trace on π(Γ)′′ is the canonical one. Clearly, this implies that π(Γ)′′ is canonically
isomorphic to LΓ.
(⇒) : Since every non-amenable group has a II1-factorial representation, it follows
Γ is just-non-amenable, i.e. all non-trivial normal subgroups are co-amenable. This
implies that the amenable radical of Γ is trivial, hence Γy∂FΓ is faithful by [Fur03].
In particular, λΓ ∈ RepB1(Γ).
Let π ∈ RepII1(Γ). Then λg 7→ π(g) extends to a C
∗-isomorphism C∗λΓ(Γ) →
C∗pi(Γ). It follows from Proposition 3.4 that π ∈ RepB1(Γ). 
4. Uniqueness of boundary maps
In this section, given a group Γ, we study a class of representations π ∈ Rep(Γ)
for which C∗pi(Γ) admits a unique boundary map. We are particularly interested in
the case of quasi-regular representations.
Definition 4.1. Let X be a compact Γ-space. A groupoid representation of (Γ, X)
is a nondegenerate covariant representation (π, ρ) of (Γ, X) such that
(3) π(g)ρ(f) = ρ(f), ∀g ∈ Γ, f ∈ C(X) with supp f ⊂ Xg.
In this case, we also say that π is a groupid representation of Γ (relative to X).
Remark 4.2. Let X be a compact Γ-space. Given g ∈ Γ, notice that the set
{f ∈ C(X) : supp f ⊂ intXg} is dense in the set {f ∈ C(X) : supp f ⊂ Xg}.
Therefore, a nondegenerate covariant representation (π, ρ) of (Γ, X) is a groupoid
representation iff
π(g)ρ(f) = ρ(f), ∀g ∈ Γ, f ∈ C(X) with supp f ⊂ intXg.
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Proposition 4.3. Let X be a compact Γ-space. The following are groupoid repre-
sentations of (Γ, X):
(i) The pair (κν , ρ), where ν is a σ-finite quasi-invariant measure on X, κν is
the Koopman representation of Γ on L2(X, ν) and ρ : C(X)→ B(L2(X, ν))
is the representation by multiplication operators.
(ii) The pair (Px, λΓ/H), where x ∈ X, H ∈ Sub(Γ) is such that Γ
0
x ≤ H ≤ Γx,
and Px : C(X)→ B(ℓ2(Γ/H)) is the Poisson map.
Proof. (i) This follows from the fact that, given g ∈ Γ, dgνdν 1Xg = 1Xg .
(ii) Fix g ∈ Γ and f ∈ C(X) with supp f ⊂ Xg. Given δkH ∈ ℓ2(Γ/H), we have
Px(f)δkH =
{
f(kx)δkH , if kx ∈ intX
g
0, otherwise.
On the other hand, given k ∈ Γ such that kx ∈ intXg, we have that k−1gk ∈ Γ0x,
hence gkH = kH . This concludes the proof that λΓ/H (g)Px(f) = Px(f). 
We are now ready to prove the main result of this section, the uniqueness of
boundary maps on C∗-algebras of groupoid representations of boundary actions.
Theorem 4.4. Let X be a Γ-boundary and (π, ρ) a groupoid representation of
(Γ, X). Then there is a unique boundary map ψ on C∗pi×ρ(Γ, X), and ψ|C∗pi(Γ) is the
unique boundary map on C∗pi(Γ).
Furthermore, ψ(π(g)) = 1
b
−1
X (intX
g)
and ψ(ρ(f)) = f ◦ bX for all g ∈ Γ and
f ∈ C(X).
Proof. By Γ-injectivity of C(∂FΓ), there exists a boundary map ψ : C
∗
pi×ρ(Γ, X)→
C(∂FΓ). Since any boundary map on C
∗
pi(Γ) can be extended to a boundary map
on C∗pi×ρ(Γ, X), uniqueness of ψ would imply uniqueness of its restriction on C
∗
pi(Γ).
By rigidity of C(∂FΓ), we have that ψ(ρ(f)) = f ◦ bX , for f ∈ C(X). In
particular, ρ(C(X)) is contained in the multiplicative domain of ψ and therefore,
ψ is uniquely determined by ψ|C∗pi(Γ).
Fix g ∈ Γ, and we will show that ψ(π(g)) = 1
b
−1
X (intX
g)
. By Theorem 3.5, we
only need to show that ψ(π(g)) is constant 1 on b−1X (intX
g).
Given y ∈ b−1X (intX
g), take f ∈ C(X) such that f(bX(y)) = 1, and suppf ⊂ X
g.
By (3), we have that ψ(π(g))ψ(ρ(f)) = ψ(ρ(f)). By applying both sides of this
equation to y, we conclude that ψ(π(g))(y) = 1. By continuity, ψ(π(g))(z) = 1 for
any z ∈ b−1X (intX
g). 
We proceed with a list of corollaries of our above results in which we recover
most of the main previously proven results on C∗-simplicity.
We begin with the original characterization of C∗-simplicity from [KK17].
Corollary 4.5 ([KK17, Theorem 6.2]). A group Γ is C∗-simple iff it has a topo-
logically free boundary.
Proof. Suppose Γ is C∗-simple. Let x ∈ ∂FΓ. By Γ-injectivity of C(∂FΓ), Γx is
amenable, hence C∗λΓ/Γx
(Γ) = C∗λΓ(Γ). Thus, the unique boundary map on C
∗
λΓ/Γx
(Γ)
from Theorem 4.4 coincides with the canonical trace, and in particular int(∂FΓ)
g
is empty for every non-trivial g ∈ Γ.
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Conversely, if Γ has a topologically free boundary, then Corollary 3.8 applies to
C∗λΓ(Γ), implying the canonical trace is the unique boundary map ψ, which is now
faithful. Hence C∗λΓ(Γ) is simple by Proposition 3.1. 
A special case of our result is due to Kennedy.
Corollary 4.6 ([Ken, Theorem 3.4]). A group Γ is C∗-simple iff the canonical
trace is the unique boundary map on C∗λΓ(Γ).
Proof. As we saw in the proof of Corollary 4.5, if Γ is C∗-simple, then Theorem 4.4
implies that the canonical trace is the unique boundary map on C∗λΓ(Γ).
The converse is immediate from Proposition 3.1. 
The following criterion was key in several (non-)C∗-simplicity results, including
Le Boudec’s example of a non-C∗-simple group with unique trace property [LB17].
Corollary 4.7 ([BKKO17, Proposition 1.9]). Let Γ be a C∗-simple group. If X is
a Γ-boundary such that the point stabilizer Γx is amenable for some x ∈ X, then
X is topologically free.
Proof. Applying Theorem 4.4 for λΓ/Γx = λΓ we conclude that the canonical trace
is the map ψ on λΓ/Γx , which implies intX
g is empty for every non-trivial g ∈ Γ. 
The above simple unified conceptual arguments (see also Corollary 4.10 below),
indeed show that the notion of boundary maps is the fundamental tool in this
context.
Now, turning our attention towards traces, using Theorem 4.4, we give a com-
plete description of tracial structure of C∗pi(Γ) for groupoid representations π.
Theorem 4.8. Let X be a Γ-boundary, let N = Ker(ΓyX) be the kernel of the
action, and let π be a groupoid representation of (Γ, X). Then the following are
equivalent:
(i) C∗pi(Γ) admits a trace;
(ii) the induced action
Γ
N
yX is topologically free;
(iii) if σ ∈ Rep(Γ) and σ ≺ π, then λΓ/N ≺ σ.
(iv) λΓ/N ≺ π.
If the above equivalent conditions hold, then 1N extends to the unique trace on
C∗pi(Γ).
Proof. (i) =⇒ (ii): Let τ be a trace on C∗pi(Γ). Then the map ψ(a) := τ(a)1∂FΓ
is a boundary map on C∗pi(Γ), which is unique by Theorem 4.4. Assume that
Γ
N
y X is not topologically free and take g ∈ Γ, g /∈ N such that intXg 6= ∅.
Then ∅ 6= b−1X (intX
g) 6= ∂FΓ, which implies by Theorem 4.4 that ψ(π(g)) is not
constant, a contradiction.
(ii)=⇒ (iii): For every g ∈ N , intXg = X . If
Γ
N
yX is topologically free, then
for every g /∈ N , intXg = ∅. Thus, by Theorem 4.4, if ψ is the boundary map on
C∗pi(Γ), then its restriction ψ|pi(Γ) to π(Γ) is 1N · 1∂FΓ. Suppose σ ∈ Rep(Γ) and
σ ≺ π. By the uniqueness of ψ, C∗σ(Γ) also admits a unique boundary map ψ
′, which
restricts to 1N on π(Γ). Thus, composing ψ
′ with a delta measure δz, z ∈ ∂FΓ,
we get a state on C∗σ(Γ) whose restriction to π(Γ) is 1N . Since δN ∈ ℓ
2(Γ/N) is a
cyclic vector for λΓ/N , we conclude λΓ/N ≺ σ.
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(iii)=⇒(iv): This is trivial.
(iv)=⇒(i): Note that C∗λΓ/N (Γ) admits a trace, which is the unique extension of
1N . Thus, if λΓ/N ≺ π, then C
∗
pi(Γ) also admits a trace. 
Corollary 4.9. Let X be a faithful Γ-boundary, and π a groupoid representation
of (Γ, X). Then C∗pi(Γ) admits a trace if and only if X is topologically free.
If X is topologically free, then π ≻ λΓ and the canonical trace is the unique trace
on C∗pi(Γ).
As a special case of Theorem 4.8 for π the Koopman representations of quasi-
invariant measures onX , we recover Raum’s recent characterization of C∗-simplicity
in [Rau19].
Corollary 4.10. [Rau19, Theorem 31] Let X be a Γ-boundary and κ the Koop-
man representation associated to some quasi-invariant measure on X. Then the
following statements are equivalent.
(i) X is topologically free;
(ii) if σ ∈ Rep(Γ) and σ ≺ κ, then λΓ ≺ σ;
(iii) λΓ ≺ κ.
Proof. By Proposition 4.3, κ is comes from a groupoid representation of (Γ, X).
Thus, the equivalence of the above statements follow from Theorem 4.8. 
The following corollary of Theorem 4.8 is a connection between existence of trace
and C∗-simplicity.
Corollary 4.11. Let X be a Γ-boundary, let N = Ker(ΓyX) be the kernel of the
action, and let π be a groupoid representation of (Γ, X). If C∗pi(Γ) admits a trace,
then C∗pi(Γ) has a unique trace and a proper ideal Imax that contains all proper ideals
of C∗pi(Γ) and
C∗pi(Γ)
Imax
= C∗λΓ/N (Γ) is simple.
Proof. If C∗pi(Γ) admits a trace, then C
∗
pi(Γ) has a unique trace by Theorem 4.8.
The existence of the ideal Imax with stated properties follows from parts (iii) and
(iv) of Theorem 4.8, and part (ii) in that theorem implies
Γ
N
has a topologically
free boundary action, hence C∗λΓ/N (Γ) is simple by Theorem 2.5. 
Remark 4.12. In general, it is not true that, given π ∈ Rep(Γ), if C∗pi(Γ) admits
a unique boundary map, then C∗pi(Γ) is simple. For example, let Γ := PSLd(Z) for
some d ≥ 3. Then the projective space P(Rd) is a topologically free Γ-boundary
and there is x ∈ P(Rd) such that Γx is non-amenable. In this case, by Corollary
4.9, the unique boundary map on C∗λΓ/Γx
(Γ) is the canonical trace. If C∗λΓ/Γx
(Γ) were
simple, then we would have that λΓ/Γx ∼ λΓ, which contradicts the fact that Γx is
not amenable.
Remark 4.13. In [Ken, Proposition 3.1], Kennedy showed that, given a group
Γ, there is a bijective correspondence between Γ-boundaries in the state space
S(C∗λΓ(Γ)) and boundary maps on C
∗
λΓ
(Γ). Actually, his proof applies word for
word to any Γ-C∗-algebra A. The correspondence takes a Γ-boundary X ⊂ S(A)
into the boundary map ψ : A → C(∂FΓ) given by ψ(a)(y) = bX(y)(a), for a ∈ A
and y ∈ ∂FΓ.
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Now going back to the description of the boundary map ψ in Theorem 4.4, a
natural question is, when is ψ mapped into C(X)?
The following result gives a characterization in terms of Hausdorff germs.
Proposition 4.14. Let X be a Γ-boundary and π a groupoid representation of
Γ. There exists a Γ-map ψ : C∗pi(Γ) → C(X) if and only if the action ΓyX has
Hausdorff germs. Furthermore, in this case,
(4) ψ(π(g)) = 1intXg
for every g ∈ Γ.
Proof. If intXg is closed for each g ∈ Γ, then clearly the image of the map ψ
from Theorem 4.4 is contained in the copy of C(X) inside C(∂FΓ), and, under this
identification, ψ satisfies (4).
Conversely, suppose that there exists a Γ-map ψ : C∗pi(Γ)→ C(X). By Theorem
4.4, given g ∈ Γ there exists K ⊂ X clopen such that b−1X (K) = b
−1
X (intX
g). In
particular, intXg ⊂ K ⊂ Xg. Since K is clopen, we conclude that intXg = K is
clopen. 
Proposition 4.15. Let X be a Γ-boundary and (π, ρ) a groupoid representation of
(Γ, X). Consider the following conditions:
(i) C∗pi×ρ(Γ, X) is simple;
(ii) The unique boundary map on C∗pi×ρ(Γ, X) is faithful;
(iii) C∗pi(Γ) is simple.
Then (i)⇐⇒ (ii) =⇒ (iii).
Proof. (i) =⇒ (ii): Let ψ be the unique boundary map on C∗pi×ρ(Γ, X). By the
Schwarz inequality, notice that Jψ := {a ∈ C∗pi×ρ(Γ, X) : ψ(a
∗a) = 0} is a Γ-
equivariant left ideal of C∗pi×ρ(Γ, X). Given a ∈ Jψ , f ∈ C(X) and g ∈ Γ, let us
show that aρ(f)π(g) ∈ Jψ. Since ρ(C(X)) is contained in the multiplicative domain
of ψ by Theorem 4.4, we have that
ψ((aπ(g)ρ(f))∗(aπ(g)ρ(f)) = ψ(ρ(f )π(g−1)a∗aπ(g)ρ(f))
= ψ(ρ(f ))ψ(g−1(a∗a))ψ(ρ(f))
= 0.
Since the linear span of elements of the form π(g)f is dense in C∗pi×ρ(Γ), we
conclude the Jψ is an ideal, hence Jψ = 0.
(ii) =⇒ (i): This follows along the same lines of Proposition 3.1.
(ii) =⇒ (iii): If the unique boundary map ψ on C∗pi×ρ is faithful, then ψ|C∗pi(Γ) is
faithful as well, hence C∗pi(Γ) is simple by Proposition 3.1. 
5. C∗-simplicity of quasi-regular representations
In this section, we turn our attention to the question of C∗-simplicity of quasi-
regular representations.
Lemma 5.1. Let X be a Γ-boundary. Given x ∈ X0
0
and y ∈ ∂FΓ such that
bX(y) = x, we have that Γ
0
x = {h ∈ Γ : y ∈ b
−1
X (intX
h)}.
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Proof. Given h ∈ Γ0x, we have that x ∈ intX
h, hence y ∈ b−1X (intX
h).
Conversely, given h ∈ Γ such that y ∈ b−1X (intX
h), take a net (zi) ⊂ b
−1
X (intX
h)
such that zi → y. In particular, Γ0bX(zi) → Γ
0
x. Since h ∈ Γ
0
bX(zi)
for every i, we
conclude that h ∈ Γ0x. 
Theorem 5.2. Let X be a Γ-boundary and π a groupoid representation of Γ. Given
x ∈ X00 and σ ∈ Rep(Γ) such that σ ≺ π, we have that λΓ/Γ0x ≺ σ.
Proof. Let ψ be a boundary map on C∗σ(Γ). By Theorem 4.4, we have that
ψ(σ(g)) = 1
b
−1
X (intX
g)
for each g ∈ Γ.
Take y ∈ ∂FΓ such that bX(y) = x. It follows from Lemma 5.1 that the compo-
sition of ψ with delta measure on y is a state on C∗σ(Γ) which restricts to 1Γ0x on
Γ. Since δΓ0x is a cyclic vector for C
∗
λ
Γ/Γ0x
(Γ), the result follows. 
The next result is an immediate consequence of Theorem 5.2.
Corollary 5.3. Let X be a Γ-boundary and x ∈ X00 . Then C
∗
λ
Γ/Γ0x
(Γ) is simple.
Furthermore, for points x ∈ X00 we completely characterize when C
∗
λΓ/Γx
(Γ) is
simple.
Corollary 5.4. Let X be a Γ-boundary. Given x ∈ X00 and Λ ≤ Γx such that
Γ0x ≤ Λ, we have that C
∗
λΓ/Λ
(Γ) is simple iff the quotient group
Λ
Γ0x
is amenable.
Proof. If
Λ
Γ0x
is amenable, then λΛ/Γx ≺ λΓ/Γ0x by Proposition 2.3, hence C
∗
λΓ/Λ
(Γ)
is simple too.
Conversely, suppose C∗λΓ/Λ(Γ) is simple. Since λΓ/Γ0x ≺ λΓ/Λ by Theorem 5.2, this
implies that λΓ/Λ∼λΓ/Γ0x . In particular,
Λ
Γ0x
is amenable by Proposition 2.3. 
Remark 5.5. In [Kaw17, Corollary 8.5], Kawabe showed that, given a group Γ
and x ∈ ∂FΓ, then C∗λΓ/Γx
(Γ) is simple. Since Γy = Γ
0
y for each y ∈ ∂FΓ ([BKKO17,
Lemma 3.4]), Kawabe’s result also follows from Corollary 5.3.
The following result is the version of Theorem 5.2 for groupoid representations
(π, ρ).
Theorem 5.6. Let X be a Γ-boundary. Given a groupoid representation (π, ρ) of
(Γ, X) and x ∈ X00 , we have that (λΓ/Γ0x ,Px) ≺ (π, ρ).
Proof. Let ψ be the unique boundary map on C∗pi×ρ(Γ, X). By Theorem 4.4, we have
that ψ(π(g)) = 1
b
−1
X (intX
g)
and ψ(ρ(f)) = f ◦ bX for every g ∈ Γ and f ∈ C(X).
Choose y ∈ ∂FΓ such that bX(y) = x and let τy be the state on C∗pi×ρ(Γ, X)
given by composing ψ with the delta measure on y. By Lemma 5.1,
τy(π(g)ρ(f)) = 1Γ0x(g)f(x) = 〈λΓ/Γ0x(g)Px(f)δΓ0x , δΓ0x〉,
for g ∈ Γ and f ∈ C(X). Since the vector δΓ0x is cyclic for C
∗
λΓ/Γ0x
×Px
(Γ, X), we
conclude that (λΓ/Γ0x ,Px) ≺ (π, ρ). 
The following version of Corollary 5.3 is immediate from Theorem 5.6.
Corollary 5.7. Let X be a Γ-boundary and x ∈ X00 . Then C
∗
λΓ/Γ0x
×Px
(Γ, X) is
simple.
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6. Quasi-regular representations of Thompson’s groups
In this section, we apply the results of the previous section to analyze certain
quasi-regular representations of Thompson’s groups.
Recall that Thompson’s group V is the set of piecewise linear bijections on [0, 1)
which are right continuous, have finitely many points of non-differentiability, all
being dyadic rationals, and have a derivative which is a power of 2 at each point of
differentiability. Thompson’s group T consists of those elements of V which have at
most one point of discontinuity, and Thompson’s group F consists of those elements
of V which are homeomorphisms of [0, 1) or, equivalently, the set of elements g ∈ T
satisfying g(0) = 0.
6.1. Boundary actions of Thompson’s groups. We will now recall the bound-
ary action of Thompson’s group V on the Cantor set considered, for example, in
[LBMB18, Section 4.1]. We thank Christian Skau for suggesting the description,
similar to a construction from [PSS86], that we present here of this action.
Let Y be the set obtained from R by replacing each y ∈ Z[1/2] by two elements
{y−, y+}, and endow Y with the order topology. Let K := Y ∩ [0+, 1−]. Then K
is a Cantor set. Let α be the action of V on K given by
αg(s) := g(s)
αg(y+) := g(y)+
αg(y−) :=
(
lim
s→y−
g(s)
)
−
for g ∈ V , s ∈ (0, 1) \ Z[1/2] and y± ∈ K.
Given I, J ⊂ [0, 1) left-closed and right-open intervals with endpoints in Z[1/2],
there exist a piecewise linear homeomorphism f : I → J with a derivative which
is a power of 2 at each point of differentiability and with finitely many points of
non-differentiability, all of which belong to Z[1/2] (see [CFP96, Lemma 4.2]). It
follows easily from this fact that TyK is an extreme boundary action.
Proposition 6.1. For every g ∈ V , we have that intKg is closed.
Proof. Fix g ∈ V . There exist dyadic rationals 0 = a0 < a1 < · · · < an = 1 such
that g|[ai.ai+1) is linear for 0 ≤ i < n.
Given 0 ≤ i < n, let Ji := [(ai)+, (ai+1)−] ⊂ K. Then, for each i, either
Kg ∩ Ji = Ji, or Kg ∩ Ji contains at most one point. Since each Ji is a clopen set
and K =
⊔
i Ji, this concludes the proof. 
Theorem 6.2. The C∗-algebra C∗λT/F (T ) admits no traces and is simple.
Proof. Consider T yK and observe that T0+ = F . Clearly, K is a faithful but
not topologically free T -boundary. From Theorem 4.8, we conclude that C∗λT/F (T )
does not admit traces.
Notice that T 00+ = {g ∈ F : g
′(0) = 1}. Therefore, the map F/T 00+ → Z which
sends gT 00+ ∈ F/T
0
0+ such that g
′(0) = 2a to a, is an isomorphism.
We conclude from Proposition 6.1 and Corollary 5.4 that C∗λT/F (T ) is simple. 
Notice that the set X := [0, 1) ∩ Z[1/2] is invariant under the action of V on
[0, 1). Denote by π the associated unitary representation of V on ℓ2(X ). Clearly, the
action of T on X is transitive, and F is the stabilizer of 0. Therefore, π|T ∼u λT/F .
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Denote by H the stabilizer of 0 with the respect to the V -action. By the same
reason, π ∼u λV/H . The same arguments of Theorem 6.2 can be used for showing
that C∗pi(V ) is simple and admits no traces.
Recall that a unital C∗-algebra A is said to be stably finite if, for every n ∈ N,
Mn(A) does not contain any infinite projection. If A is simple, then A is said to be
purely infinite if every non-zero hereditary C∗-subalgebra of A contains an infinite
projection.
In [HO17, Proposition 4.3], Haagerup and Olesen showed that C∗pi(F ) ( C
∗
pi(T ) (
C∗pi(V ) = O2, where O2 is the Cuntz algebra. In particular, C
∗
pi(V ) is a Kirchberg
algebra (i.e., a separable, simple, nuclear and purely infinite C∗-algebra).
The fact that C∗λT/F (T ) ⊂ O2 implies that C
∗
λT/F
(T ) is an exact C∗-algebra.
Furthermore, since C∗λT/F (T ) admits no traces, a deep result of Haagerup ([Haa14,
Corollary 5.12]) implies that C∗λT/F (T ) is not stably finite.
Question 6.3. Is C∗λT/F (T ) a Kirchberg algebra?
7. Groupoids of germs
In this section, we present a characterization of groupoid representations of com-
pact Γ-spaces, as introduced in Definition 4.1.
We start by recalling some facts about e´tale groupoids and groupoids of germs.
The reader can find more details in e.g. [Put19, Chapter 3] for the Hausdorff case,
and [Exe08] for the general case.
7.1. E´tale groupoids. An e´tale groupoid G is a topological groupoid whose unit
space G(0) is locally compact and Hausdorff, and such that the range and source
maps r, s : G→ G(0) are local homeomorphisms. Given x ∈ G(0), the isotropy group
of G at x is the group r−1(x) ∩ s−1(x).
An open subset U ⊂ G is said to be a bisection if the restrictions of r and s to
U are injective. Notice that every bisection is a locally compact Hausdorff space.
Given a bisection U , we view a function in Cc(U), as a function on G by defining
it to be 0 outside of U .
Let C(G) be the linear span within the space of all complex-valued functions on
G of the union of the Cc(U) for all open bisections U . If G is not Hausdorff, then
the functions in C(G) are not necessarily continuous.
We will need the following result later on:
Proposition 7.1 ([Exe08, Proposition 3.10]). Let U be a collection of bisections
of G such that G =
⋃
U . Then C(G) is linearly spanned by the collection of all
subspaces of the form Cc(U), where U ∈ U .
The vector space C(G) has the structure of a ∗-algebra with product given by
(f1f2)(g) :=
∑
g1g2=g
f1(g1)f2(g2) and involution by f
∗
1 (g) = f1(g
−1), for f1, f2 ∈
C(G) and g ∈ G.
Given x ∈ G(0), there is a ∗-homomorphism Lx : C(G)→ B(ℓ2(s−1(x))) given by
(5) Lx(a)δh =
∑
g∈s−1(x)
a(h−1g)δg,
for a ∈ C(G) and h ∈ s−1(x). The reduced C∗-algebra of G, denoted by C∗r (G), is
the completion of C(G) under the C∗-norm given by ‖a‖ := supx∈G(0) ‖Lx(a)‖.
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The full C∗-algebra of G, denoted by C∗(G), is the completion of C(G) under
the C∗-norm given by |||a||| := sup{‖σ(a)‖ : ‖ · ‖ is a C∗-seminorm on C(G)}, for
a ∈ C(G).
From now on, we assume that G(0) is compact. In this case, C(G) is unital and
the inclusion C(G(0)) → C(G) is a unital ∗-homomorphism. A representation of
C(G) on a Hilbert space H is a unital ∗-homomorphism σ : C(G)→ B(H). As in the
case of groups, given representations σ1, σ2 of G, we say that σ1 weakly contains
σ2, and denote this by σ2 ≺ σ1, if ‖σ2(f)‖ ≤ ‖σ1(f)‖ for every f ∈ C(G).
If G is Hausdorff, then the restriction map E : C(G) → C(G(0)) extends to a
conditional expectation E : C∗r (G)→ C(G
(0)).
7.2. Groupoids of germs. Let X be a compact Γ-space. Given (g, x) and (h, y)
in Γ×X we will say that (g, x) ∼ (h, y) if x = y and there is a neighborhood U of
x such that g|U = h|U . The equivalence class of (g, x) will be denoted by [g, x]. We
say that G(Γ, X) := Γ×X∼ is the groupoid of germs of the action.
The product of two elements [h, y] and [g, x] is defined if and only if y = gx,
in which case [h, y][g, x] = [hg, x]. Inversion is given by [g, x]−1 := [g−1, gx]. We
identify G(0) with X .
As observed in [JNdlS16], given x ∈ X , the isotropy group of G(Γ, X) at x is
naturally identified with Γx/Γ
0
x.
Given U ⊂ X open and g ∈ Γ, let Θ(g, U) := {[g, x] : x ∈ U}. The topology on
G(Γ, X) is the one generated by the basis {Θ(g, U) : g ∈ Γ, U ⊂ X open}. With
this topology, G(Γ, X) is an effective e´tale groupoid and each set of the form Θ(g, U)
is a bisection.
As observed in e.g. [NO19, Lemma 4.3], G(Γ, X) is Hausdorff if and only if
intXg is closed in X for each g ∈ Γ.
Example 7.2. Consider the action of Thompson’s group T on S1 given by identi-
fying the extremes of [0, 1]. Since this action is faithful, but not topologically free,
it follows from connectedness of S1 that G(T, S1) is not Hausdorff.
Remark 7.3. Given a Hausdorff e´tale groupoid G, there are powerful intrinsic
conditions on G which ensure that C∗r (G) is simple (see [Bor19, Corollary 6.6] for
the state of the art in the compact unit space case).
For non-Hausdorff groupoids, the question of simplicity of C∗r (G) was investi-
gated in [CEP+19], but an intrinsic criterion ensuring simplicity is still missing. It
seems an interesting problem to determine whether C∗r (G(T, S
1)) is simple.
7.3. Groupoid representations. In the following, given a compact Γ-spaceX , we
show that there is a bijection between representations of C(G(Γ, X)) and groupoid
representations of (Γ, X). We follow the ideas of Exel ([Exe08]), who presented a
similar characterization in the more general case of inverse semigroup actions.
Fix X a compact Γ-space. Given g ∈ Γ, we denote the compact bisection Θ(g,X)
by Θg, and let δg := 1Θg ∈ C(G(Γ, X)).
Proposition 7.4. Given g, h ∈ Γ, we have that
(i) δgδh = δgh;
(ii) (δg)
∗ = δg−1 ;
(iii) δgf = (gf)δg, for every f ∈ C(X);
(iv) The map f ∈ C(X)→ δgf ∈ C(Θg) is a linear isomorphism;
(v) Θg ∩Θh = Θ(g, intX
g−1h);
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(vi) δgf = f, for every f ∈ Cc(intXg).
Proof. The proofs of (i)-(iv) are straightforward computations and are a special
case of [Exe08, Propositions 7.3 and 7.5], so we omit them.
(v) This follows from the fact that, given x ∈ X , we have that [g, x] ∈ Θh if and
only if x ∈ intXg
−1h.
(vi) Given x ∈ X , we have that x ∈ intXg if and only if [g, x] = [e, x]. Hence,
if x ∈ intXg, then [g, x] = [e, x] and (δgf)([g, x]) = f([e, x]). If x /∈ intXg, then
(δgf)([g, x]) = f([e, x]) = 0, since f ∈ Cc(intXg). This concludes the proof of
(vi). 
Lemma 7.5. Let X be a compact Γ-space and (π, ρ) a groupoid representation of
(Γ, X). Let J be a finite subset of Γ and suppose that for each g ∈ J we are given
fg ∈ C(X) such that
∑
g∈J δgfg = 0. Then
∑
g∈J π(g)ρ(fg) = 0.
Proof. Fix ξ, η ∈ Hpi. For each g ∈ J , let µg be the finite regular measure on Θg
such that, for each f ∈ C(X),
∫
δgfdµg = 〈π(g)ρ(f)ξ, η〉.
We claim that, given g, h ∈ J , µg coincides with µh on Θg∩Θh = Θ(g, intXg
−1h).
Indeed, given f ∈ Cc(intXg
−1h), we have that π(g−1h)ρ(f) = ρ(f). Hence,∫
δgfdµg = 〈π(g)ρ(f)ξ, η〉 = 〈π(h)ρ(f)ξ, η〉 =
∫
δhfdµh.
This concludes the proof that µg and µh coincide on Θg ∩Θh.
Let M be the open subset of G(Γ, X) given by M :=
⋃
g∈J Θg. Clearly, there is
a finite Borel measure µ on M such that µ(A) = µg(A) for any g ∈ J and A ⊂ Θg
measurable. Then,〈∑
g∈J
π(g)ρ(f)ξ, η
〉
=
∑
g∈J
∫
δgfgdµg =
∫ ∑
g∈J
δgfgdµ = 0.
Since ξ and η were arbitray, we conclude that
∑
g∈J π(g)ρ(fg) = 0. 
Propositions 7.1, 7.4 and Lemma 7.5 imply that, given a compact Γ-space X
and (π, ρ) a groupoid representation of (Γ, X), there exists a unique representation
π × ρ of C(G(Γ, X)) on Hpi given by (π × ρ)(δgf) = π(g)f , for every g ∈ Γ and
f ∈ C(X). Conversely, it follows easily from Proposition 7.4 that any representation
of C(G(Γ, X)) is of this form. We summarize this discussion in the following:
Theorem 7.6. Let X be a compact Γ-space. There is a bijection between the class
of groupoid representations of (Γ, X) and the class of representations of C(G(Γ, X))
given by the correspondence (π, ρ)→ π × ρ.
Remark 7.7. We borrowed the term groupoid representation from Alekseev and
Finn-Sell ([AFS19]), who studied these representations for topological full groups
of ample groupoids.
Remark 7.8. Let X be a compact Γ-space.
(i) Let I be the ideal of C(X)⋊ Γ generated by the relations in (3). Theorem
7.6 implies that C∗(G(Γ, X)) ≃ C(X)⋊ΓI .
(ii) Given x ∈ X , notice that s−1(x) = {[g, x] : g ∈ Γ} can be identified with
Γ/Γ0x. Under this identification, the representation Lx from (5) is equal to
λΓ/Γ0x × Px.
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Theorem 7.9. Let X be a Γ-boundary with Hausdorff germs and (π, ρ) a groupoid
representation of (Γ, X). Then there exists a commutative diagram of canonical
surjective ∗-homomorphisms:
C∗(G(Γ, X)) //
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
C∗r (G(Γ, X))
C∗pi×ρ(Γ, X)
77♦♦♦♦♦♦♦♦♦♦♦♦
Proof. It follows from Theorem 5.6 and Remark 7.8.(ii) that⊕
x∈X
Lx ≺ π × ρ.
Since C∗r (G(Γ, X)) is the completion of C(G(Γ, X)) under the representation⊕
x∈X
Lx,
the result follows. 
Remark 7.10. Let X be a Γ-boundary with Hausdorff germs.
(i) In [KS12], Kyed and So ltan introduced the term exotic for a completion of
the polynomial algebra on a discrete quantum group which sits in between
the maximal and minimal completions (later, this notion was investigated in
other contexts by several people). Hence, another way to phrase Theorem
7.9 is to say that any groupoid representation of (Γ, X) is “exotic”.
(ii) It follows from Proposition 7.4 that the canonical conditional expecta-
tion E : C∗r (G(Γ, X)) → C(X) is a Γ-map. Hence, the unique Γ-map
ψ : C∗pi(Γ)→ C(X) from Proposition 4.14 is the composition of the canoni-
cal map C∗pi(Γ)→ C
∗
r (G(Γ, X)) with E.
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