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Abstract
We present a novel method for detecting unusual modes
of behavior in video surveillance data, suitable for support-
ing home-based care of elderly patients. Our approach is
based on detecting unusual patterns of inactivity. We first
learn a spatial map of normal inactivity for an observed
scene, expressed as a two-dimensional mixture of Gaus-
sians. The map components are used to construct a Hidden
Markov Model representing normal patterns of behavior. A
threshold model is also inferred, and unusual behavior de-
tected by comparing the model likelihoods. Our learning
procedures are unsupervised, and yield a highly transpar-
ent model of scene activity. We present an evaluation of our
approach, and show that it is effective in detecting unusual
behavior across a range of parameter settings.
1. Introduction
Automated visual surveillance systems are often in-
tended to detect interesting, unusual or abnormal activity
in a monitored scene. Although such systems have a wide
range of potential uses, research has been largely driven by
concerns over public safety: systems have been designed to
operate in wide area public spaces, such as transportation
networks, car parks, or city centers, with the intention of
detecting criminal or other undesirable activities.
Recently, interest has developed around the potential of
automated surveillance to support home-based care of el-
derly or vulnerable people. This interest has been motivated
by the changing demographic profile of many populations.
The costs associated with providing traditional methods of
assistive care to ageing populations is rising, and set to rise
much further in the future. Wang [14] has recently consid-
ered the design of a system to support care of elderly people
in their own homes, focusing on the use of pose recognition
to detect falls. McKenna [8] takes a behavioral approach,
building a spatial semantic map of normal scene activity.
Other researchers, such as Gao [3], have considered the ap-
plication of surveillance in residential care homes.
Our work is concerned with the detection of unusual pat-
terns of behavior. Defining what types of behavior maybe
normal or abnormal is not straightforward, however, in our
case we are interested in anomalies which could indicate a
requirement for intervention by a care provider. To this end
we are also interested in developing a “transparent” model
which is readily interpretable, such that outputs maybe fur-
ther evaluated by an operator. For practical reasons we also
restrict our data domain to that of a static monocular color
video camera, which could be easily be located in a room
of an elderly person’s home.
Existing approaches to behavior recognition are largely
based on learning time-series models of specific activities.
Within this context, an unusual behavior is defined to be
one which is not well represented by the set of models. Our
approach is different, and based on the observation that the
behavior of a person in their home, and particularly that of
an elderly person, is fairly sedentary. For example, a typi-
cal behavioral event might be “watching the television”, or
“sleeping”. For this reason we characterize behavior as pat-
terns of inactivity. Moreover, we are interested primarily in
detecting aberrations at a fairly high-level of representation.
Thus, rather than identifying and modeling a set of normal
activities, we build a single model which represents normal
modes of behavior in an observed scene.
We start by building a probabilistic spatial map of in-
activity, represented as a mixture of Gaussians (MoG) in 2
dimensional space. We use this map, in conjunction with
a Hidden Markov Model (HMM) framework, to construct
two models: one representing normal activity, and a com-
peting model representing arbitrary or “random” behavior.
Model parameters are learned in an unsupervised way, from
a set of training data which represents only normal behavior.
In the next section we review some existing recent work
on behavior and activity modeling using HMMs, and on the
detection of unusual behavior. We then proceed to describe
our approach in detail, and conclude with some experimen-
tal results which demonstrate the effectiveness of our ap-
proach.
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2. Previous Work
The use of HMMs to detect specific actions and behav-
iors in video data is well established. As an early exam-
ple, Starner [13] trained a set of HMMs to model and rec-
ognize sign language gestures. Lee [4] proposed a thresh-
old model to detect gestures outside of the training set, and,
more recently, McKenna [7] has compared the effectiveness
of HMM based gesture recognition to that of motion-history
templates. The popularity of HMM based recognition sys-
tems is founded on the pre-existence of effective methods
of training and recognition [10], though issues remain re-
garding the selection of suitable model topologies, and the
interpretation of hidden states.
Human behavior is not, however, fully described by the
recognition of low-level, or atomic, activities such as hand
gestures or isolated actions. Many authors have sought to
develop a higher level of representation by incorporating
semantic meaning, context, or by modeling sequences of
events. Gao [3] used a HMM to detect eating behavior, to
determine if elderly patients were able to feed themselves.
Robertson [12] fuses activity recognition with spatial con-
text to generate text descriptions of observed events: high
level behaviors are represented as sequences of events, and
modeled with HMMs. Duong’s [2] system for home-based
monitoring of the elderly incorporates both low and high
levels of representation in a single HMM framework. This
is effected using a two layer “switching” model, in which
the upper (non-emitting) layer represents higher level activ-
ities; and the lower level uses explicit state duration densi-
ties to model atomic trajectories.
2.1. Detection of Unusual Behavior
By definition, unusual or abnormal events are rare, and
so lack of training data makes the construction of specific
models impractical. Thus unusual behavior is generally de-
tected by deviation from a model of normal behavior. Nair
[9] detects unusual trajectories in a corridor by compar-
ing observation sequences against a set of trained HMMs.
Sequences for which the models’ likelihood falls below
a threshold value are considered unusual. Chan [1] uses
a similar threshold detection method in conjunction with
HMMs encoding high-level descriptions of aircraft main-
tenance procedures. Xiang’s [15] unsupervised behavioral
model also uses a similar approach: normal behaviors are
represented by multi-observation HMMs, built by cluster-
ing low-level event data. Unusual sequences are detected
by thresholding against a weighted mixture of the normal
models.
Rather than simply applying a threshold to model like-
lihoods, some authors have inferred explicit models of un-
usual behavior from the learned normal models. As pre-
viously mentioned, Lee [4] constructs a “threshold HMM”
to detect unusual or unrecognized gestures. The model is
built by amalgamating the hidden states of the learned ges-
ture models into a single model, and setting equal transition
probabilities. This enables the system to differentiate be-
tween gestures which are truly unknown, and those which
are variations on the learned set. Duong [2] also uses a
threshold HMM in which the state durations are set uni-
form. Thus, unusual activities are defined to be those in
which state durations, rather than sequences, are aberrant.
We use a similarly motivated threshold model in our work,
described in section 3.
2.2. Semantic Spatial Models
A number authors have used spatial models to represent
regions or zones of an observed scene with a particular se-
mantic meaning. Makris [6] uses such a model to learn
entry and exit points, route junctions, and inactivity zones.
This type of model has the attractive quality that compo-
nents maybe readily overlaid onto an image of the scene
background, providing a descriptive visualization of normal
activities.
Our work has also been partly motivated by previous
work by McKenna [8], who uses an overhead camera
to track a monitored person, and detect inactivity events.
These events are clustered to form spatial zones, using a
MoG representation and Expectation Maximization (EM)
procedure. The camera aspect enables the imposition of
constraints on the shape of the zones, expressed as priors on
the model components during training. McKenna uses this
system to detect unusual atomic events, such as falling over.
Our system extends this type of approach by first learning a
set of inactivity regions, and then using them to develop a
model of normal behavior patterns.
3. Our Approach
In this section we describe our method in detail. Our
model is based on the unsupervised learning of a spatial
inactivity map, represented as a MoG, and the subsequent
construction of two HMMs; one representing normal pat-
terns of inactivity, and a second representing arbitrary be-
havior. Recognition is performed using these two HMMs.
We begin, though, by briefly describing our segmentation,
tracking, and low-level feature extraction.
3.1. Detection and Tracking
We use a foreground segmentation technique [??] to de-
tect and track a moving target from the video input. We omit
details of this method, but the resulting output is a subset of
image pixels representing the silhouette of the human target
at each time step t.
For our purposes we extract a 2d position (image x and
y coordinates) representing the location of the target. We
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use an estimation of the head position, computed from the
statistics of the pixel silhouette. We first calculate the spa-
tial mean µt and covariance matrix Σt of the silhouette,
and extract the corresponding eigenvectors e1t and e2t . We
then use e1t and e2t to construct an oriented bounding box
(OBB) around the silhouette. The length of the OBB axes
are adjusted using a local pixel density measure, to ensure
that the box size gives a suitable representation. There are
two points where the OBB edge intersects with its principle
axis: we take the intersection nearest the top of the image
as an estimate of the top of the target’s head, st. An im-
age sequence is thus reduced to a time series of target head
positions S = {s0 . . . sT }.
3.2. Extracting Trajectory End Points
Over a period of time, target behavior maybe described
as a sequence of spatial trajectories (when moving), sepa-
rated by periods of inactivity (when not). Our representa-
tion of inactivity, then, comprises a subsequence X of S
such that each member xi ∈ X corresponds to a set of tra-
jectory end points. We detect trajectory start and end points
by calculating a mean target velocity, vt, for each image
frame, over a time window w:
vt =
∑t
i=(t−w)
∣
∣si − s(i−1)
∣
∣
w + 1 (1)
If the target is moving, and vt falls below some threshold
Vin, we consider the target to have become inactive. Where
the target is inactive and vt exceeds some threshold Vmv, we
consider that the target is moving again. We add a trajectory
end point, x = st, toX when a target has been in an inactive
state for exactly Tin time steps. Tin, Vin, and Vmv represent
the only configurable parameters for our system.
3.3. Learning Inactivity Regions
For training we use a set of Ns video sequences, each
representing an example of normal behavior. For each we
extract a sequence of trajectory end points, such that Xj ,
j ∈ {0 . . . Ns} corresponds to the jth training sequence.
We then use the accumulated data set of all end points, Xs,
which comprisesNp data points, to build the inactivity map.
We use a 2-dimensional MoG to represent the regions, in
a similar fashion to McKenna [8]. Unlike Mckenna, though,
we are not using an overhead camera, so do not impose con-
straints on the component parameters. Given a model order,
M, the MoG comprises a set of weighted Gaussian com-
ponents Θ = {θ0 . . . θM}, where θk = {ωk, µk,Σk}. The
probability of observing some trajectory end point xi is then
given by:
p(xi|Θ) =
M
∑
k=0
p(xi|θk) (2)
Where:
p(xi|θk) = ωk
e− 12 (xi−µk)(Σk)−1(xi−µk)
√
(2pi)d|Σk|
(3)
Given some initial set of values, we use the Expectation
Maximization (EM) algorithm to estimate a maximum like-
lihood (ML) set of parameters. The EM algorithm operates
using an two step iterative procedure. Firstly, the expec-
tation step calculates the posterior probability that training
point xi ∈ Xs was generated by the kth model component:
p(θk|xi) =
p(xi|θk)
p(xi|Θ)
(4)
The model parameters are then re-estimated from the
statistics of the training data:
ωnewk =
1
Np
Np
∑
i=0
p(θk|xi) (5)
µnewk =
∑Np
i=0 p(θk|xi) xi
∑Np
i=0 p(θk|xi)
(6)
Σk =
∑Np
i=0 p(θk|xi) (xi − µnewk )(xi − µnewk )T
∑Np
i=0 p(θk|xi)
(7)
This procedure is guaranteed to converge to a local max-
imum likelihood estimate of Θ. To ensure convergence, we
apply a large fixed number of iterations.
3.4. Model Order Selection
The EM procedure described above will give a (local)
ML estimate for Θ, however, the model order remains un-
defined. We estimate an optimal model order using the
well known Minimum Description Length (MDL) princi-
ple. Similar selection procedures are used by McKenna [8],
and Xiang [15]. Given a set ofNm models (each of different
order) {Θ0 . . .Θi . . .ΘNm}, MDL selects an optimal repre-
sentation of the data, Θopt, using a penalized log likelihood
measure:
Θopt = argmaxi log p(X|Θi)−
lk
2 log Np (8)
Where lk is the number of free parameters in the model.
3.5. Completing the Inactivity Map
Our complete model selection procedure is as follows.
We define a range of possible model orders in the range 1 to
Nm, where Nm is some suitably large maximum value (in
our experiments we use a value of 20). For each model or-
der, we use EM to build a representative model. Since EM is
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only guaranteed to converge to a local maximum, we build
a series of models, each with different, arbitrary, initial pa-
rameters. The parameters with the highest log likelihood
are selected as optimal for that model order. Finally, we se-
lect the model order giving the highest penalized likelihood,
using equation 8.
Example inactivity maps are visualized in figure 1.
These maps were generated using the same procedure and
training sequences, but with different values for the config-
urable parameters Tin, Vin, and Vmv. Varying these param-
eters results in significantly different model topographies.
In cases where Vin has a relatively high value, or Vmv and
Tin are relatively low, trajectory end point detection be-
comes sensitive. The result is the addition of points to Xs
corresponding to slow movement rather than inactivity, for
example, if the target is moving to toward or away from the
camera. Our experimental results in section 4 will demon-
strate that recognition is effective across varying parameter-
ization.
Figure 1. Example inactivity regions for a monitored scene, gen-
erated by varying Tin, Vin, and Vmv
3.6. The Hidden Markov Model Framework
The MoG components described in section 3.3 repre-
sents a static model of inactivity. Using a HMM frame-
work we extend this model to describe patterns of inactiv-
ity observed over time. Specifically, we employ a pair of
HMMs to detect unusual behavior in an observed test se-
quence Xobs. The first HMM, λnm represents normal se-
quences of inactivity events, and is constructed from the in-
activity mapΘopt, and the training dataXj , j = {0 . . . Ns}.
The second HMM λth is an inferred threshold model which
represents arbitrary, undirected behavior. We detect unusual
behavior by comparing the model likelihoods over Xobs.
3.7. The HMM Parameters
Our HMMs are specified by the indices of the hidden
states {q0 . . . qmax}, transition matrix A, observation den-
sities B, and initial state probabilities pi. Both models have
2D Gaussian output densities. Our construction process
is motivated by previous work by Makris [5], and by Re-
magnino [11], both of whom infer their HMM parameters
from existing distribution functions.
The model topology for λnm is inferred directly from the
parameters of the inactivity map Θopt. We define one emit-
ting state qk for each component of Θopt, θk. The parame-
ters of the observation density,Bk, for each qk are set equal
to the corresponding MoG component parameters µk and
Σk. Thus there is a direct correspondence between hidden
states in the HMM, and model components of Θopt. The
component weight ωk is not represented, but is expressed in
the state transition probabilities. We also add a final non-
emitting end state, representing termination.
We use a fully connected model such that non-zero tran-
sitions exist for all states, including transitions from the
emitting states to the end state. The remaining parameters
of λnm,A and pi, are estimated from the training sequences
Xj :
pik =
∑Ns
j=1 p(Xj(1)|θk)
∑qmax
n=1 pin
(9)
Where pik is the probability of a sequence initializing in
state qk in λnm, andXj(1) is the first data point in sequence
Xj . p(Xj(1)|θk) is the posterior probability that observa-
tion Xj(1) was generated by component θk of Θopt, noting
that the component corresponds to state qk of λnm. piqmax,
the probability of starting in the end state is defined to be 0.
The transition probabilities A between the states are con-
structed in similar fashion:
Ak,m =
∑Ns
j=0
∑Nx
i=1 p(Xj(i)|θk) p(Xj(i+ 1)|θm)
∑qmax
n=1 Ak,n (10)
Where Nx is the number of data points in sequence Xj .
Transitions to the final non emitting state, qmax are included
in the calculation described by equation 10, where i = Nx.
In this case, the term p(Xj(i + 1)|θm) evaluates to 1. Fi-
nally, we impose the condition that all transitions must be
non-zero. Any zero transitions are set to a small minimum
value (0.001), and theA is renormalized appropriately. This
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completes construction of λnm, the model representing nor-
mal behavior in the scene.
3.8. The Threshold Model
The threshold model, λth is identical to λnm apart from
the transition matrix A. For each state, the transition prob-
abilities to all states (including itself, and the end state) are
set equal:
Ak,m =
1
qmax
(11)
Similarly, the initial probabilities pi are set equal. Thus
λth represents arbitrary sequences of atomic behaviors.
3.9. Recognition
The HMM models are used to classify new observed
video sequences. The trajectory end points Xobs are ex-
tracted using equation 1, with same values of Tin, Vin, and
Vmv that were used during training. We consider that Xobs
is unusual if:
p(Xobs|λth) > p(Xobs|λnm). (12)
The respective model likelihoods are calculated using the
forward procedure [10].
4. Evaluation
We have conducted a series of experiments to test the ef-
fectiveness of our approach. Our video data set comprises
training and test sequences gathered from two scenes. Each
scene was constructed in a studio environment, and con-
tained a variety of household objects, such as chairs, book-
shelves, and a small table. Figure 1 shows an example of
one such layout.
For each scene we defined a series activities. These rep-
resent typical activities in which a person might engage
in a home environment, such as sitting down for a short
period, collecting an object from a shelf, or table. For
each scene we then filmed approximately 40 training se-
quences, each comprising scripted sequences of activities,
which were constructed to represent a normal pattern of be-
havior.
We then filmed two sets of test sequences for each scene.
The first set comprised small variations on the scripted ac-
tivities, and were still considered to represent normal be-
haviors. The second set was displayed the types of unusual
or abnormal behaviors that we would like to detect. This in-
cluded, for example, repetitive behaviors, foreshortening of
normal behavior, or not returning a collected object. Each
training sequence was several minutes long, and filmed us-
ing a PAL format consumer DV camcorder. For processing,
all sequences were re-sampled to 10Hz, and image frames
Number of Sequences
Scene Training Test(Normal) Test(Unusual)
1 40 15 15
2 44 13 15
Table 1. Summary of video database contents
Parameter Values
Tin 8,10,12,14,16,18,20,22,24
Vin 0.3, 0.5, 0.7, 0.9, 1.1, 1.3, 1.5, 1.7
Vmv 2.0, 2.2, 2.4, 2.6, 2.8
Table 2. Test values of configurable parameters
Correct Classifications
Scene Normal Unusual
1 5368/5400 (99%) 4595/5400 (85%)
1 4597/4680 (98%) 4922/5400 (91%)
Table 3. Classification results
extracted. The contents of our video database is summa-
rized in table 1.
4.1. Configurable Parameters
We have described a small number of configurable pa-
rameters for our system, Tin, Vin, and Vmv . The values of
these parameters effect the number of, and values of, the
trajectory end points extracted using equation 1. It is not
generally feasible to optimize these values outside of a lab-
oratory environment, so we performed our experiments over
ranges for each. The values used are described in table 2.
Values for Tin are expressed as number of frames. Values
for Vin, and Vmv are expressed as % body length per frame,
where the body length is measured as the length of the sil-
houette OBB, along its main axis, when first detected.
4.2. Experiments
Given a scene and a set of values for the configurable
parameters, we build the inactivity map and HMMs, then
use equation 12 to classify each of the corresponding test
sequences. We repeated this process over all 360 permuta-
tions of the configurable parameters, shown in table 2. For
example, the first scene has 32 test sequences, as shown in
table 1, resulting in a total of 10800 separate classification
test. The number of correct classifications for both normal
and unusual sequences is accumulated over all parameter
sets. We performed these experiments for each of the two
scenes separately, and the results are shown in table 3.
The results in 3 show a good recognition rate for unusual
behavior, and, in particular, a low false positive rate across
a range of parameter settings.
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5. Conclusions
We have presented a novel method for learning normal
patterns of behavior, intended to support home-based care
of vulnerable elderly people. Our proposed method is based
on building a spatial map of normal inactivity, from a set of
training data. This map represents inactivity regions as a 2D
MoG model, learned using EM.
We have used the spatial MoG model to build a pair of
HMMs: the first representing normal sequences of inactiv-
ity, and the other representing random behavior. In our ex-
periments we have used these models to classify sets of test
sequences for two scenes, and obtained encouraging results.
Our approach exhibits a number of advantages for de-
tecting unusual behavior. Firstly, it is not dependent on
identifying specific activities, or modeling time-series data.
Consequently, representation is very compact and suitable
for analyzing long sequences. Our model is also tolerant to
small variations in normal behavior, and so we expect a rel-
atively low false alarm rate. This is supported by our experi-
mental work. Our model representation is easily visualized,
making results easy to inspect and interpret. Finally, our
method is unsupervised, having only a few configurable pa-
rameters: our experiments have shown good results across
a range of values.
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