I. INTRODUCTION
In this note, the problem of ensuring the global convergence of second-order sliding mode control (2-SMC) onto the designed sliding manifold is addressed. The purpose of this work is to reply to the current criticisms concerning 2-SMC [7] , mainly related to the local validity of previously reported results.
Consider the nonlinear single-input-single-output (SISO) system _x = f (x; t) + g(x; t)u s = s(x; t) (1) where f (1 ) and g( 1 ) are sufficiently smooth vector fields, x 2 R n is the measurable state vector, and s = s(x; t) is a proper output variable such that the associated zero-dynamics [10] is stable and satisfies the control objective (either tracking or stabilization).
The basic properties of first order sliding mode control (1-SMC) are strictly associated with a differential inequality of the first order. Indeed, the establishment of a first-order sliding motion (1-SM) on the manifold s = 0 is related to the so-called reaching condition [16] _ ss < 0k 2 jsj (2) where k is an arbitrary nonnull parameter that affects the reaching time.
The first-order dynamics of the sliding quantity s can be expressed as _ s = @s @x [f(x; t) + g(x; t)u] + @s @t = a(x; t) + b(x; t)u: (3) In order to make the differential inequality (2) satisfied, it is sufficient for the designer to know bounds to ja(x; t)j and jb(x; t)j, and the sign of b(x; t). More specifically, positive functions A(x; t); B 1 (x; t) and B 2 (x; t) should be known such that, globally ja(x; t)j A(x; t) 0 < B1(x; t) jb(x)j B2(x:t): (4) Manuscript received May 8, 2001 . Recommended by Associate Editor B. Bernhardsson. This work was supported in part by the MURST Project "Navigation, Guidance and Control of Unmanned Vehicles for Submarine Activities."
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Therefore, the control u = 0 A(x; t) + k 2 B 1 (x;t) sign(b(x; t))sign(s(x; t)) (5) guarantees the fulfillment of inequality (2) . As a result, s(x; t) is globally steered to zero in a finite time, independently of the nonlinear growth of the uncertainties. Robustness, finite-time reaching of the sliding behavior, and other important features of the 1-SMC approach are based on the relatively simple inequality (2) .
The assumption b(x; t) 6 = 0 implies that the input-output relative degree of system (1), s = s(x; t) being the output, is one (i.e., the control acts directly on _ s). In many cases, due to first-order unmodeled dynamics of the type _u(t) = h(u) + v(t) (6) where v(t) is the actuator input and h(u) is unknown, the relative degree is under-estimated, so the above procedure might fail.
By singular perturbation analysis, it has been proven that 1-SMC is robust to the sufficiently fast unmodeled dynamics of the actuators [16] . In different cases, one must explicitly consider the fact that the relative degree between the system output and the manipulable actuator input v(t) is two; therefore, the input-output dynamics must be expressed in the form s = '(x; u; t) + (x; t) v(t):
A discontinuous control v(t) can lead to either a stable or an unstable second-order sliding mode (i.e., a sliding motion on the manifold s = _ s = 0), depending on the actual actuator dynamics [12] .
A possible way to deal with the stabilization problem for system (7) is to use an observer to estimate _ s, and then to redefine a new sliding quantity, s1 = _ s +ks p=q , (p=q 1), to be steered to zero by a suitable control v(t) discontinuous on s 1 = 0.
Guaranteeing _ s 1 s 1 < 0k 2 js 1 j yields that both s and _ s will be steered to zero (asymptotically if p=q = 1, in a finite time if p=q < 1, which is more involved). In the literature, these approaches have often been referred to as second-order sliding-mode control (2-SMC) [9] , dynamical slidingmode control (DSMC) [13] , or terminal sliding-mode control (TMSC) [15] , [17] ; as the reaching condition is of the type (2), they are still based on same basic approach as the 1-SMC algorithms.
Other 2-SMC are based on more involved differential inequalities [11] , [3] , [5] . In these 2-SMC schemes, the actual control affects the sign and the amplitude of s, and a suitable switching logic, based on s and, at most, on the sign of _ s, is required to guarantee the finite-time convergence of the state to the 2-sliding set s = _ s = 0.
It is easy to prove that a condition of the type ss 01jsj 1 > 0 (8) implies that s is always opposite in sign to the s variable, therefore its satisfaction always gives rise to a sequence of crossings of the _ s = 0 axis (which in this treatment will be referred to as "singular points" of s) defined as follows:
... (9) and, accordingly, to a sequence of time intervals between two successive singular points 1tM = tM 0 tM : 
the first ensuring the contraction of the state trajectory toward the origin of the s 0 _ s plane, and the second ensuring the finite transient time.
As the considered system has a relative degree equal to two, no Lyapunov-based approach can be used directly to ensure convergence. Some specific control algorithms satisfying (11) have been presented in the literature, and were briefly surveyed in [5] .
In [11] , it was proved that, if the uncertainties can be assumed to be bounded in any bounded domain of the state space, it is possible to implement a suitable variable-structure controller that, by guaranteeing is considered, then the maximum convergence time is shorter than that featured by the differential inequality (8) , (12) [5] .
The anticipation of the commutation (which is the main peculiarity of the so-called "sub-optimal" algorithm) plays a fundamental role in ensuring the contraction.
The crucial point is to specify what it is assumed to know about the uncertain system dynamics. It was considered in [4] , [11] In particular, it was proved in [4] that the actuator input v(t) = V (t)sign (s(t) 0 s(tM )) = 1 2 i = 1; 2; . . . :
The control amplitude is a constant that must dominate the uncertainties in accordance with (15) and (18). The assumption about known constant bounds to the uncertainties gives the treatment local validity.
The aim of this note is to dispense with assumptions of this kind; in particular, the first assumption in (15) is replaced here with the following:
-there exists a known function 8(kxk; juj), satisfying the radialgrowth condition jxj jx 1 j; jyj jy 1 j =) 8(x; y) 8(x 1 ; y 1 ) (19) such that j'(x; u; t)j 8(kxk; juj):
It is worth noting that a control of the type
with k 2 > 0. globally forces _ s in a finite time tM to zero, t0 being the initial control time. Therefore, the starting point of the proposed procedure can be regarded as a singular point of the s variable, s(t M ); t M
In order to solve the control problem the following question should be answered: how can one choose V M at the time instant t M such that, at least until the subsequent singular point is reached, the uncertain drift term j'(x; u; t)j does not exceed the constant bound on the basis of which [through (18)] V M has been evaluated?
At t = tM , it would be necessary to evaluate constant upper bounds to the future values of the uncertainties. As a result, the control strategy (16)-(18) could be applied.
The sign and modulus of v remain constant until a commutation condition of the type s(t c1 ) = s M ( = 0 for the twisting algorithm, = 1=2 for the suboptimal algorithm) is encountered, and then the sign of v changes. If, before this event occurs, the uncertainty exceeds the constant limit on the basis of which the control amplitude V M has been computed, the method might fail, in that the existence of the commutation instant, and/or that of the subsequent singular point, cannot be guaranteed.
With a constant , the solution to the problem of predicting a constant upper bound to j'( 1 )j and of choosing, accordingly, the controller parameters VM and such that, over the entire control time interval, the uncertainty does not exceed the predicted upperbound exists only for systems with a linear growth of the drift term '(x; u; t) with respect to the plant control u [4] .
When this assumption is not verified, the controller structure has to be modified. The solution proposed in this note, called "solution with variable ," exploits the idea of selecting the commutation instants on line, as soon as a current overestimate of the uncertain drift term modulus is equal to a pre-specified value. After the commutation, it can be proved that a new singular point, closer to the origin than the previous one, is reached at t = t M , whereas the uncertainties are kept below the pre-specified threshold. The repetition of the same procedure over any successive interval [tM ; tM ] (i = 2; 3; . . .), and the vanishing of the time-interval length as i approaches the infinity, ensure that the convergence to the sliding manifold will take place in a finite time.
Due to the basic nature of this work, the problem of generalizing the 2-SMC approach to a wider class of systems, that can be obtained by combining existing techniques (backstepping and so on) with 2-SMC (see, for instance, [2] ) is postponed to next works.
In the next section, this approach is formalized and its global convergence properties are proven. Section III deals with simulation results, and, in Section IV, some final conclusions are drawn.
II. MAIN RESULT
Consider a nonlinear single-input system that can be modeled by a differential equation in normal form with nonaffine dependence on the control input, that is x (n) = f(x; u) (22) and assume that the actuator has a first-order dynamics of the type 
Assume that the map k(x; 1) in (25) is one to one on u 2 R. We refer the reader to [6] , and references therein, for a survey of many explicit sufficient conditions on the global bijectivity of '(x; 1). Our attention is focused on smooth maps falling into the classes therein considered.
The unique solution u of the equation
for any given w 2 R, will be denoted by u 3 (x; _ s). are known positive functions satisfying a radial-growth condition of the type (19), without any particular assumption about their growth-rate. According to the above assumptions and considerations, the stabilization problem for system (22), (23) can be reduced to the finite-time stabilization of the second-order uncertain system described by the last two equations in (25). As the uncertain system is of relative degree two, a 2-SMC approach appears reasonable.
The proposed approach can be summarized as follows.
First, we define a compact region R in the s 0 _ s plane, containing the 2-sliding set s = _ s = 0; within this region, constant bounds to the uncertainties can be found. Then, the control must be able to accomplish the following tasks:
1) globally driving the system trajectories into the region R in a finite time; 2) constraining the system motion within this region over the entire control time interval; 3) guaranteeing the finite-time reaching of the 2-sliding manifold s = _ s = 0. 
where Q x and Q y are proper constant coefficients that only depend on the actual ci constants [4] .
The control strategy is designed such that the controlled plant may reach, and then never leave, any region R k .
During the initialization phase, the system is globally driven in a finite time toward the _ s = 0 axis, that is, a first singular point s M is attained after a finite transient process. Then the control signal v is defined such that a sequence of singular values sM = s(tM ); k = 2; 3; . . ., satisfying the contraction condition (11) is generated. This implies that R k+1 R k and that R k ! O in a finite time, O being the origin of the sO _ s plane.
The possibility of accomplishing this twofold task strictly depends on the assumptions made on the uncertain plant dynamics. In previous works, the problem has been solved by assuming that the modulus of the uncertain drift term '(x; u) in (26) increases linearly with the control magnitude juj [3] , [4] . This assumption ensures that the inequality representing the algebraic loop between the control amplitude and the uncertainty bounds (the amplitude depends on the bounds and vice versa) can be solved. In case j'(x; u)j were nonlinear with respect to juj, a solution could not exist.
In this note, it is shown that, if the anticipating factor in (16) is properly adjusted in time, two main results are obtained. First, the mod-ulus of the output derivative can be maintained smaller than a pre-specified value, thus counteracting the peaking phenomenon; secondly, the controlled class of plants is enlarged, now encompassing systems nonlinear in the control law and/or with nonlinear dynamic actuators.
The control algorithm based on the above considerations is formally defined by the following Theorem.
Theorem 1: Consider system (22)-(23) with a completely available state. Let the sliding output s be defined according to (24), and let it be such that the corresponding internal-dynamics is BIBS stable. Assume that the uncertain input-output dynamics (25)- (26) satisfy (28) 
INITIALIZATION PHASE 0 t t M :
The initialization phase is designed such that the axis _ s(t) = 0 is reached in a finite time t M .
According to (34), and taking into account the uncertainty bounds (28)-(30), the _ s dynamics is such that the reaching-type condition
holds, which means that the sign of s is always opposite to that of _ s, at least from t = 0 + on, as in the typical reaching-condition for a 1-SMC on the manifold s = 0. As a result, after a finite t = t M < ( _ s(0)=), a first singular point of s(t); sM , is reached, and this value is available for control purposes.
REACHING PHASE t M < t t M (k = 1; 2; . . .):
Let s M be the k-th singular value of s(t); t M the corresponding time instant, and t c the first time instant (subsequent t M ) at which a control switching occurs.
Suppose, without loss of generality, that s M is positive. Due to the symmetry of the limit trajectories, analogous considerations still apply in the case sM < 0. The proof of the finite-time convergence to the origin of the state plane can be split into the following steps.
Contraction property: According to (36), the control magnitude is such that the "dominance condition"
is always ensured in the R k region, and the sign of v sets the sign of s. Over the (tM ; tc ] and (tc ; tM ] intervals, the control is given by 0V M and V M , respectively. Limit trajectories on the sO _ s plane can be obtained by considering the uncertain terms always acting with their maximum effort, and they turn out to be parabolic arcs. In particular, Fig. 1 shows that the actual system trajectory between two successive singular points, s M and s M , is confined between the c0d and a0b limit curves.
A control switching occurs when the lower boundary of R k is reached in the worst case, and this defines the value of k . Considering the limit line a in Fig. 1 , a predictor of the worst case evolution of _ s can be derived as
where j _ sjM(t) overestimates the modulus of _ s at any time instant.
k is set to ensure that j _ sj will remain upperbounded by p s M , and considering the switching condition s(t) = k s M , it yields, according to (40)
In order to avoid that, for large negative values of , the left margin of R k may be exceeded, a lower threshold greater than 01 must be introduced. To take advantage of the time-optimal derivation of the suboptimal 2-SMC, it is reasonable to use the lower bound 1=2.
The parabolic arc b in Fig. 1 
Taking into account that, by construction, k 2 [1=2; 1) , and that the right-hand side of (44) 
which implies js M j ! 0 and j _ s k j ! 0 as k ! 1.
Finite Time Convergence:
Starting from (sM ; 0) at the time instant t = tM and considering 
/ Remark: Because of the lack of information assumed in the statement of the problem, the sufficient conditions stated in Theorem 1 may be very conservative. Computer simulations show that the control effort may be set to smaller values than those in (36), thus one can obtain higher smoothness of the resulting control law and higher accuracy in the practical realization of the control scheme; the control effort may be set even to a-priori established constant values, thus reducing the online computational effort while obtaining a semiglobal stability domain.
III. SOME SIMULATION EXAMPLES
In this section, the proposed procedure is illustrated and compared with other methodologies by means of a simple, yet challenging, example.
Consider the dynamic system
with the actuator dynamics
Assume that the control objective is to stabilize it in a finite time;
then, x = 0 can be defined as the sliding manifold, and the 1-SMC
guarantees the global convergence of x to zero if = 0 (i.e., if u = v).
Transient peaking and instability occur for increasing values of (as pointed out in Fig. 2 where a = 2; k 2 = 1).
A sensible way to recover stability is to use sliding-mode control algorithms for systems of relative degree two (2-SMC algorithms). Differentiating twice the sliding output locally leads to a second-order sliding dynamics of the type (7), (15); therefore, it is possible to use one of the 2-SMC algorithms presented in [5] . Fig. 3 shows the state evolution when the suboptimal 2-SMC algorithm is implemented; the peaking effect is pointed out.
Moreover, it may happen that the uncertain drift term '(x; u; t) in (7) does not satisfy (20). As an example, consider system (52), and assume that the actuator dynamics is represented by
Then the second-order sliding dynamics is given by
In this case, the nonlinear growth of j'(x; u)j is not affine any more in the variable u; as a consequence assumption (20) is not verified and the suboptimal 2-SMC scheme cannot be applied. Indeed, the quadratic growth with respect to the control input u could originate finite escape-time of the uncertainties, and the previous 2-SMC schemes are not able to counteract the potentially explosive growth of the uncertainties [14] .
If one considers system (52), (55), for x(0) = 2 and u(0) = 04, the performance of the new control scheme, which has been presented and discussed in the previous section, is displayed in Fig. 4 , showing the x evolution. If one introduce the time-varying anticipating factor to improve the convergence properties, outlined in the Introduction, the stability of the system can be recovered and the peaking phenomenon is avoided as well.
In Fig. 5 , the trajectories of the system on the phase plane are compared in the cases of suboptimal 2-SMC with constant = 1=2 and with variable , showing that the former solution fails to cope with the fast nonlinear growth of the uncertain actuator dynamics (55).
As mentioned in the previous section, a different way to deal with relative-degree-two systems, widely used in output-feedback control, is to implement an observer of the output derivative. Due to the uncertainties it is reasonable to use high-gain observers (HGOs) [1] , and the 1-SMC strategy could be applied by using the new sliding output
in which_ x is an estimate of _ x, that can be defined aŝ The resulting transient peaking, which was counteracted by the 2-SMC scheme proposed in this note (see Fig. 4 ) is pointed out. The advantages of our procedure seem to be the absence of an observer and a direct control of the peaking phenomenon.
IV. CONCLUSION
The sliding-mode control of nonlinear uncertain systems with unmodeled first-order actuator dynamics has been considered. A 2-SMC scheme with adaptive switching rule has been proposed, and its effectiveness has been shown for a class of systems encompassing non zero-input-stable (ZIS) systems and non-BIBS stable plants. The proposed algorithm is easy to implement and therefore suited to being used in practice; it is also effective in counteracting the transient peaking phenomenon.
I. INTRODUCTION
Adaptive control for ARMAX systems has extensively been studied in the literature. Normally, in addition to conclusions concerning performance indices, the resulting systems are adaptively stabilized in the sense that the average of squared input and output is bounded, i.e., 
where u k and y k denote the system input and output, respectively (see, e.g., [1] - [3] ).
In particular, for stochastic adaptive stabilization the following single-input-single-output (SISO) system is considered in [4] - [6] among others: 
where A 0 (z); B 0 (z) and C 0 (z) are polynomials in backward shift operator z: zy k = y k01 with unknown coefficients, and fw k g is a sequence of martingale differences or independent random variables. It is normally assumed that polynomials A 0 (z) and B 0 (z) are coprime, but both may be unstable. The problem of adaptive stabilization is to design feedback control so that the closed-loop system is stabilized in the sense of (1). As a matter of fact, (2) is adaptively stabilized in [4] - [6] , and the resulting system given in [5] and [6] in a finite number of steps becomes an ARMA system with constant coefficients A(z)y k = C (z)w k : Just recently, it was shown in [7] that for the steady-state system (3), after adaptive stabilization, A(z) 6 = 0; 8 z: jzj < 1. However, the possibility of having roots on the unit circle is not excluded in [7] . To prove that A(z) is truly stable is the topic of this note.
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