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1. Introduction
A structure A is ultrahomogeneous if every isomorphism between ﬁnitely generated substructures
(that is, a ﬁnite partial automorphism) of A extends to a full automorphism of A. (Since only relational
structures will be considered here, one can well replace the words ‘ﬁnitely generated’ by ‘ﬁnite’.) The
theory of countable ultrahomogeneous structures gained its momentum in 1953 with the famous
theorem of Fraïssé [10] which states that a countable ultrahomogeneous structure can be recognized
by the fact that its age, the collection of all isomorphic copies of all ﬁnitely generated substructures of
the structure, has the amalgamation property. More precisely, if L is a countable ﬁrst-order language
and C a class of ﬁnitely generated L-structures satisfying the following four properties:
• C has at most countably many distinct isomorphism types;
• C has the hereditary property (HP): if A ∈ C and B is a ﬁnitely generated substructure of A, then
B ∈ C;
• C has the joint embedding property (JEP): for all A, B ∈ C there is a C ∈ C such that A ↪→ C and
B ↪→ C (where X ↪→ Y signiﬁes that X embeds into Y ); and
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C , there exists a D ∈ C and embeddings p : B ↪→ D and q : C ↪→ D such that p ◦ f = q ◦ g; we say
that D is an amalgam of B and C over A;
then there exists a unique countable L-structure U that is ultrahomogeneous and whose age is C .
This is why U is also referred to as the Fraïssé limit of C , while C itself is a Fraïssé class. For example,
the random graph R [4,5,9] is the Fraïssé limit of the class of all ﬁnite graphs, while the Urysohn space
[26] is the completion of the rational Urysohn space, the Fraïssé limit of the class of all ﬁnite metric
spaces with rational distances. See [20] for more background on ultrahomogeneous structures.
Let A be a countably inﬁnite (ﬁrst-order) structure. For a ﬁnite tuple a¯ = (a1, . . . ,an) of its ele-
ments and α ∈ Aut(A) let α(a¯) = (α(a1), . . . ,α(an)); the stabilizer of a¯ is the subgroup Stab(a¯) = {α ∈
Aut(A): α(a¯) = a¯}. Now Aut(A) can be regarded as a topological group, whose basic open sets are all
cosets of these stabilizers. In fact, this turns Aut(A) into a Polish group [2].
A subgroup H of a group G is said to be of small index if (G : H) < 2ω (otherwise it has large
index). As is easy to see, the index of Stab(a¯) in Aut(A) coincides with the cardinality of the orbit
of a¯, thus any open subgroup of Aut(A) has small (in fact, countable) index. The question whether
the converse holds, that is, if all subgroups of small index in a topological group G are open, is a
fundamental one in the theory of topological groups, with great impact in model theory and inﬁnite
combinatorics, especially in the problem of reconstructing a structure from its automorphism group
(see, for example, [19]).
The small index property. The structure A is said to have the small index property (SIP) if any subgroup
of Aut(A) of small index is open in the topology induced by cosets of stabilizers of ﬁnite tuples.
We refer to Hodges et al. [15] for an overview of some classical results concerning structures
with the small index property, as well as for a seminal result in this vein: every ω-stable and ω-
categorical countable structure A enjoys this property. The same is true if A is the countably inﬁnite
random graph R (which is not ω-stable); this exceptional case will be put in a wider context in our
paper.
The small index property of certain inﬁnite structures has much to do with the following extension
problem: given a ﬁnite structure A and a ﬁnite collection of partial automorphisms of A, determine
whether there exists a ﬁnite extension B ⊇ A such that all given partial automorphisms can be ex-
tended to full automorphisms of B . A positive answer was ﬁrst proved for graphs by Hrushovski [16],
while several generalizations quickly followed [12–14]. Solecki [23] proved the same property for
metric spaces. It is this collection of papers that serves as a ﬁrst source of motivation for our work: it
is our observation that the techniques and ideas used in these papers can in fact be adapted to apply
to a wide class of ‘edge-colored-graph-like structures’.
Another motif of this paper concerns the set of questions related to ﬁnite-width generation of
automorphism groups. Following a beautiful result of George Bergman [3], an inﬁnite group G is said
to have the Bergman property [18] if for any generating subset E ⊆ G such that 1 ∈ E = E−1 we have
G = Ek for some positive integer k. In [3] it was proved that the symmetric group on a countably
inﬁnite set has this property, and in [7] the Bergman property was established for a number of other
inﬁnite permutation groups. In fact, a related property, which in the case when G is uncountable
implies the Bergman property, takes a central place in this context.
Strong uncountable coﬁnality. A group G has strong uncountable coﬁnality if for any chain of subsets
U0 ⊆ U1 ⊆ · · · ⊆ G such that G =⋃n<ω Un there are n and k such that G = Ukn .
Rosendal proved in [21] that the isometry group of the rational Urysohn sphere of radius 1, the
Fraïssé limit of all ﬁnite metric spaces of diameter 1 with rational distances, has this property; we will
show that a similar argument extends to our class of combinatorial structures, which are all Fraïssé
limits of classes of ﬁnite relational structures with some particular properties. Let us also mention that
the strong uncountable coﬁnality of Aut(R), the automorphism group of the random graph, follows
from more general results in [17] (to which we will shortly pay a due visit).
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it comes from the following probabilistic construction of R due to Erdo˝s and Rényi [9]. Fix a real
number p ∈ (0,1). Take N, the set of all positive integers, as the set of vertices and then join i
and j (i = j) by an edge with probability p. The outcome of this random process is a countably
inﬁnite graph Gp with the following extraordinary—and seemingly outrageous—property: Gp is iso-
morphic to R with probability 1. Later, the probabilistic construction just outlined was generalized to
ω-categorical ultrahomogeneous structures (i.e. Fraïssé limits) by Droste and Kuske in [8]. However,
the ultrahomogeneous structures whose probabilistic construction is given in this paper are not re-
quired to (and usually will not) be ω-categorical: for example, such is the random fuzzy graph (over a
ﬁxed countable bounded meet-semilattice). In this vein, Vershik [27,28] proposed a probabilistic con-
struction of the rational Urysohn space; our considerations yield a probabilistic construction of the
rational Urysohn space, which we believe is slightly simpler than Vershik’s. Related results may also
be found in [1].
Here is how the remainder of the article is organized. In the next section we gather preliminary
notions, some more technical deﬁnitions and basic results, which we utilize throughout the paper. In
Section 3 we introduce our class of labeled structures and incorporate a sort of a sampler, a collection
of short case studies showing that many classical combinatorial structures satisfy the given conditions.
A probabilistic construction for Fraïssé limits of classes of such structures is presented in Section 4:
our main result there is Theorem 6, an application of which yields a probabilistic construction of the
rational Urysohn space in the spirit of the Erdo˝s–Rényi construction of the random graph. Section 5
deals with the small index property, where the highlight is Theorem 10. Finally, Section 6 discusses
the Bergman property and strong uncountable coﬁnality of such limits; these properties are proved
for a class of Fraïssé limits of labeled structures in Theorem 11.
2. Preliminaries
Throughout the article, let L be a relational language. We write B  A to denote that an L-structure
B is a substructure of an L-structure A (that is, RB = RA ∩ Bk for every R ∈ L, where k is the arity
of R), and B  A to denote that B is a weak substructure of A (that is, RB ⊆ RA ∩ Bk for every R ∈ L,
where k is the arity of R). A homomorphism from an L-structure A to an L-structure B is a mapping
h : A → B such that A |	 R(a¯) implies B |	 R(h(a¯)) for all R ∈ L and all tuples a¯ of elements of A of
the appropriate arity. We write A → B to denote that there exists a homomorphism from A to B , and
A → B to denote that such a homomorphism does not exist. A partial automorphism of an L-structure
A is an isomorphism ϕ : S → T where S, T  A.
The class Relﬁn(L) of all ﬁnite L-structures is a free amalgamation class, that is, for all A, B ∈
Relﬁn(L) and embeddings f : A ↪→ B and g : A ↪→ C there exists an L-structure D ∈ Relﬁn(L), the
free amalgam of B and C over A, and embeddings u : B ↪→ D and v : C ↪→ D such that
C v D
A
f
g
B
u
commutes and, additionally, the following holds:
• u(B) ∪ v(C) = D ,
• u(B) ∩ v(C) = u( f (A)) = v(g(B)), and
• for every tuple a¯ in D which meets both v(C) \ v(g(A)) and u(B) \ u( f (A)) and every R ∈ L of
the appropriate arity, we have D |	 ¬R(a¯).
As a special case when A is the empty structure we get that the class Relﬁn(L) admits disjoint unions.
The free amalgam of B and C over A will be denoted by B unionsqA C , and the disjoint union of B and C
by B unionsq C . Moreover, whenever B ∩ C =∅ we will assume that B unionsq C = B ∪ C with RBunionsqC = RB ∪ RC for
every R ∈ L.
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on the magnum opus [17] of Kechris and Rosendal, which presents a unifying theory of topolog-
ical properties of conjugacy classes in Polish groups, and revolves around the central notion of
ample generics introduced in [15]. Namely, we say that a Polish group G has ample generic ele-
ments if for each ﬁnite n there is a comeager orbit in the conjugacy action of G on Gn given by
h · (g1, . . . , gn) = (hg1h−1, . . . ,hgnh−1). The key link is now the following result.
Theorem 1. (See Theorem 6.9 of [17].) Let G be a Polish group with ample generic elements. Then G has the
small index property.
The paper [17] also suggests a way (motivated by [24]) to show that a Polish group arising as the
automorphism group of a Fraïssé limit has ample generic elements. An n-system in a Fraïssé class C
is a tuple
A= (A,α1 : V1 → W1, . . . ,αn : Vn → Wn),
where A, Vi,Wi ∈ C , Vi  A, Wi  A, and αi is an isomorphism of Vi onto Wi (that is, a partial
automorphism of A), for all i. We say that A is total if Vi = Wi = A for all i, so that α1, . . . ,αn ∈
Aut(A). An embedding of A into an n-system B= (B, β1 : X1 → Y1, . . . , βn : Xn → Yn) is an embedding
f : A ↪→ B such that f embeds Vi into Xi , embeds Wi into Yi and f ◦ αi ⊆ βi ◦ f for all i. Let C(n)
denote the class of all n-systems in C and let C(n)tot denote the class of all total n-systems in C .
A class C has the coﬁnal amalgamation property (CAP) if there is a subclass D of C such that D
has (AP) and D is coﬁnal in C in the following sense: for every C ∈ C there is a D ∈D such that C
embeds into D . By the remark following Theorem 6.2 in [17] we have the following criterion.
Theorem 2. Let C be a Fraïssé class such that for every n  1 the class C(n) has the (CAP) and (JEP). Then
Aut(F ) has ample generic elements (i.e. F has ample generic automorphisms), where F is the Fraïssé limit
of C .
Following [17] (and inspired by [16]) we say that a Fraïssé class C has the Hrushovski property if
for every A ∈ C there is a D ∈ C such that A  D and every partial automorphism of A extends to an
automorphism of D . Clearly, if a Fraïssé class C has the Hrushovski property, then C(n)tot is coﬁnal in
C(n) for every n 1.
In order to show that certain classes have the Hrushovski property, our main tool is [14, Theo-
rem 3.2], which we reproduce below. Let F be a family of L-structures. We say that an L-structure A
is F -free if F → A for all F ∈F .
Theorem 3. (See [14].) Let Λ be a ﬁnite relational language and F a ﬁnite set of ﬁnite Λ-structures. Then
the class C of F -free Λ-structures has the following property (EPPA): whenever A and K are structures in C ,
A ﬁnite, A  K , and p1, p2, . . . , pn are partial automorphisms of A extending to automorphisms of K , then
there exist a ﬁnite structure B in C and automorphisms f1, f2, . . . , fn of B such that A  B and fi is an
extension of pi , for all i.
3. Labeled structures
Let L = {Ri: i ∈ N} be a countable relational language, let ar(R) denote the arity of R ∈ L and
let Ar(L) = {ar(R): R ∈ L}. For an n ∈ Ar(L) let Ln = {R ∈ L: ar(R) = n}. A relational language L has
bounded arity if there is an n ∈N such that Ar(L) ⊆ {1,2, . . . ,n}.
An L-structure A is labeled if for every n ∈ Ar(L) and every a¯ ∈ An there exists exactly one R ∈ Ln
such that A |	 R(a¯). An L-structure A is partially labeled if for every n ∈ Ar(L) and every a¯ ∈ An there
exists at most one R ∈ Ln such that A |	 R(a¯). If A |	 R(a¯) we say that a¯ is labeled by R in A. We say
that a¯ is unlabeled in A if a¯ is labeled by no R ∈ L in A.
For an L-structure A let L(A) = {R ∈ L: RA =∅} ⊆ L denote the language of A. Clearly, L(A) is ﬁnite
whenever L is a relational language of bounded arity and A is a ﬁnite partially labeled L-structure.
1018 I. Dolinka, D. Mašulovic´ / Journal of Combinatorial Theory, Series A 119 (2012) 1014–1030We would like to be able to ﬁll in the missing information in partially labeled L-structures and
thus turn them into labeled L-structures; also, we would like our ﬁlling process to be invariant under
isomorphisms (so that isomorphic partially labeled structures are “completed” in the same way). We
say that a labeled L-structure A∗ is a ﬁlling of a partially labeled L-structure A if they have the same
base set and A  A∗ . Let A be a class of partially labeled L-structures and B a class of labeled L-
structures. We say that the class A has uniform ﬁllings in B if there is a mapping (·)∗ :A→ B between
the two classes such that A∗ is a ﬁlling of A, and if f is an isomorphism from A onto B , then f is
also an isomorphism from A∗ onto B∗ , for all A, B ∈A.
Lemma 4. Let L be a relational language, let A be a class of partially labeled L-structures and B ⊆A a class
of labeled L-structures. Assume thatA has uniform ﬁllings in B via the mapping (·)∗ :A→ B. Then:
(1) B∗ = B, for all B ∈ B;
(2) if a mapping u : B → A is an embedding B ↪→ A then u is also an embedding B ↪→ A∗ , for all A ∈A and
B ∈ B; consequently, if B  A then B  A∗ for all A ∈A and B ∈ B;
(3) Aut(A) ⊆ Aut(A∗) for all A ∈A.
Proof. (1) and (2) are obvious because B is a labeled structure.
(3) If f : A → A is an isomorphism, then by the assumption f : A∗ → A∗ is also an isomorphism.
Therefore, Aut(A) ⊆ Aut(A∗). 
In this paper we consider labeled structures axiomatized by special Horn clauses over L ∪ {=},
where = is a binary relation symbol not in L that we interpret as the negation of equality. A Horn
restriction over L is a Horn clause of the form
Φ = ¬(R1(v¯1) ∧ · · · ∧ Rn(v¯n))
where R1, . . . , Rn ∈ L ∪ {=}, v¯ i ’s are tuples of variables of appropriate lengths, and Ri ∈ L for at least
one i. Then
L(Φ) = {R1, . . . , Rn} \ {=}
is the language of Φ . For L0 ⊆ L and a set Σ of Horn restrictions, let Σ |L0 = {Φ ∈ Σ: L(Φ) ⊆ L0}.
Throughout the paper we assume the following.
Condition (A). Let L be a countable relational language of bounded arity, and let Σ be a set of Horn
restrictions over L such that Σ |L0 is ﬁnite for every ﬁnite L0 ⊆ L.
Let PΣ be the class of all ﬁnite partially labeled L-structures A satisfying A |	 Σ , and let KΣ be
the class of all labeled structures in PΣ .
Assume also that the following holds:
• for all A, B ∈KΣ , the disjoint union A unionsq B belongs to PΣ ;
• for all A, B,C ∈KΣ and embeddings f : A ↪→ B and g : A ↪→ C , the free amalgam B unionsqA C belongs
to PΣ ; and
• PΣ has uniform ﬁllings in KΣ .
Lemma 5. Assume that (A) holds. ThenKΣ is a Fraïssé class.
Proof. Due to the speciﬁc nature of formulae in Σ , and using the fact that a substructure of a labeled
structure is a labeled structure, it follows that KΣ has (HP).
Let us show that KΣ has (AP). Take any A, B,C ∈ KΣ and let f : A ↪→ B and g : A ↪→ C be
embeddings. Then B unionsqA C ∈ PΣ and there exist embeddings u : B ↪→ B unionsqA C and v : C ↪→ B unionsqA C
such that u ◦ f = v ◦ g . Since B and C are labeled structures, it follows that u : B ↪→ (B unionsqA C)∗ and
v : C ↪→ (B unionsqA C)∗ are also embeddings. Therefore, (B unionsqA C)∗ ∈KΣ is an amalgam of B and C over A.
The proof that KΣ has (JEP) is similar. 
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for which we show that they ﬁt into the setting postulated by Condition (A). This is followed by a
negative example.
3.1. Graphs and Km-free graphs
Let R0(·,·) and R1(·,·) be binary relation symbols and let L = {R0, R1}. Then a graph G can be
thought of as an L-structure where G |	 R1(x, y) if and only if x and y are adjacent in G , and G |	
R0(x, y) if and only if x and y are not adjacent in G .
Let Σ be the following set of Horn restrictions:
• ¬R1(x, x); and
• ¬(R1(x, y) ∧ R0(y, x) ∧ x = y).
Then every labeled L-structure G with G |	 Σ is an undirected graph without loops. Note that it is
essential that G be a labeled structure. For example, the ﬁrst item ensures that G |	 R0(x, x) since the
pair (x, x) has to be labeled somehow, and it is not labeled by R1. By a similar argument the second
item ensures that both R0 and R1 are symmetric.
A partially labeled L-structure G satisfying G |	 Σ will be referred to as a partial graph. It is easy
to see that if G and H are ﬁnite graphs then G unionsq H is a ﬁnite partial graph, and that if G1, G2, H are
ﬁnite graphs such that H ↪→ G1 and H ↪→ G2, then G1 unionsqH G2 is a ﬁnite partial graph. Moreover, the
class of ﬁnite partial graphs has uniform ﬁllings in the class of all ﬁnite graphs: take any ﬁnite partial
graph G and complete it to a labeled L-structure G∗ as follows: if (a,a) is not labeled in G , label it
by R0; if (a,b) is labeled by R1, but (b,a) is unlabeled, label (b,a) by R1; if neither (a,b) nor (b,a)
are labeled, label both by R0. Clearly, (A) holds.
Now, for m 3 let Σm = Σ ∪ {ϕm}, where
ϕm = ¬
( ∧
1i< jm
(
xi = x j ∧ R1(xi, x j) ∧ R1(x j, xi)
))
.
Then every labeled L-structure G with G |	 Σm is a Km-free graph (an undirected graph G is Km-free
if Km  G , where Km is the complete graph on m vertices). We can repeat the argument above to
show that in this case all the requirements of (A) are again fulﬁlled.
As we already mentioned, the Fraïssé limit of the class of ﬁnite undirected loopless graphs is called
the random graph. On the other hand, the Fraïssé limit of the class of ﬁnite Km-free graphs is usually
referred to as the Henson graph Hm [11].
3.2. ω-bounded deterministic transition systems
Let I be a nonempty countable set. A deterministic transition system over I is a pair (S, δ) where
S is the set of states, δ ⊆ S × I × S is the transition relation and the following holds: if (s,a, s′) ∈ δ
and (s,a, s′′) ∈ δ then s′ = s′′ . A deterministic transition system (S, δ) over I is ω-bounded if {b ∈
I: (s,b, s′) ∈ δ} is ﬁnite for all s, s′ ∈ S .
Let Pﬁn(I) denote the set of all ﬁnite subsets of I . For each B ∈ Pﬁn(I) let B(·,·) be a binary
relation symbol, and let LI = {B : B ∈ Pﬁn(I)}. Then an ω-bounded deterministic transition system
(S, δ) over I can be thought of as an LI -structure A where A |	 B(x, y) if and only if B = {b ∈
I: (x,b, y) ∈ δ}. (Note that A |	 ∅(x, y) if and only if (x, c, y) ∈ δ for no c ∈ I .)
Let ΣI be the following set of Horn restrictions:
• ¬(A(x, y) ∧ B(x, z) ∧ y = z) for all A, B ∈Pﬁn(I) such that A ∩ B =∅.
Then every labeled LI -structure A with A |	 ΣI is an ω-bounded deterministic transition system over
I and, vice versa, every ω-bounded deterministic transition system over I can be modeled this way.
Clearly, LI is a relational language of bounded arity and ΣI |L0 is ﬁnite for every ﬁnite L0 ⊆ LI .
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sition system. The class of ﬁnite partial ω-bounded transition systems has uniform ﬁllings in the class
of all ﬁnite ω-bounded deterministic transition systems: take any ﬁnite partial ω-bounded transition
system A and complete it to a labeled LI -structure A∗ by labeling all unlabeled pairs in A by ∅ .
The other requirements in (A) are clearly satisﬁed, so (A) holds.
The Fraïssé limit of the class of all ﬁnite deterministic transition systems over I will be referred to
as the random ω-bounded deterministic transition system over I .
3.3. Edge-colored graphs
Let I be a nonempty countable set, and let 0 ∈ I be an arbitrary but ﬁxed element. An edge-colored
graph over the set of colors I is an ordered pair (Kn, f ) where Kn is a complete graph on n vertices
and f : E(Kn) → I is the coloring of edges.
For each b ∈ I let Rb(·,·) be a binary relation symbol and let LI = {Rb: b ∈ I}. Then an edge-colored
graph over the set of colors I can be thought of as an LI -structure A where A |	 Rb(x, y) for x = y if
and only if f ({x, y}) = b. We will additionally assume that A |	 R0(x, x) for all x.
Let ΣI be the following set of Horn restrictions:
• ¬Rb(x, x) for all b ∈ I \ {0};
• ¬(Rb(x, y) ∧ Rc(y, x) ∧ x = y) for all b, c ∈ I such that b = c.
Then every labeled LI -structure A with A |	 ΣI is an edge-colored graph over the set of colors I .
Clearly, ΣI |L0 is ﬁnite for every ﬁnite L0 ⊆ LI .
A partially labeled LI -structure A satisfying A |	 ΣI will be referred to as a partial edge-colored
graph. The class of ﬁnite partial edge-colored graphs has uniform ﬁllings in the class of all ﬁnite
edge-colored graphs. Take any ﬁnite partial edge-colored graph A and complete it to a labeled LI -
structure A∗ as follows: if (v, v) has no label in A, label it by R0; if (u, v) has no label in G , but
(v,u) is labeled by Rb , label (u, v) by Rb as well; if neither (u, v) nor (v,u) have a label in A label
both by R0. The other requirements in (A) are clearly satisﬁed, so (A) holds.
The Fraïssé limit of the class of ﬁnite edge-colored graphs will be referred to as the edge-colored
random graph. In case the number m of colors is ﬁnite, this Fraïssé limit is referred to as the m-colored
random graph [6].
3.4. Fuzzy graphs
Let I be a countable meet-semilattice with the least element 0, and the greatest element 1. An
I-fuzzy set is an ordered pair (A,α), where A is a set, and α : A → I is a membership function. The
intuition is that α(a) measures to what extent is a a member of A with α(a) = 0 meaning that a is
deﬁnitely not a member of A. We can also think of the membership function in terms of volatility:
the larger the α(x), the smaller the volatility of x. A fuzzy relation on (A,α) is a mapping ρ : A2 → I
such that ρ(x, y)min{α(x),α(y)} for every x, y ∈ A. The intuition here is that the volatility of the
link (x, y) between x and y cannot be smaller than the combined volatilities of x and y.
An I-fuzzy graph [22] is an ordered triple G = (V , ν, ε) where (V , ν) is an I-fuzzy set of vertices,
ε : V 2 → I is a fuzzy relation on (V , ν) deﬁning the edges of G , and the following holds:
• ε(x, x) = 0 for all x ∈ V , so that G is without loops; and
• ε(x, y) = ε(y, x) for all x, y ∈ V , so that G is symmetric or undirected.
An I-fuzzy graph G = (V , ν, ε) is ﬁnite, resp. countable, if V is a ﬁnite, resp. countable, set. (Note that
in contrast to the original deﬁnition from [22] where fuzzy graphs were introduced in full generality
and over the real interval [0,1], we require fuzzy graphs to be undirected, without loops and fuzzy
over a countable bounded meet-semilattice.)
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LI = {Nr: r ∈ I}∪ {Er: r ∈ I}. Then an I-fuzzy graph G = (V , ν, ε) can be thought of as an LI -structure
where G |	 Nr(x) if and only if ν(x) = r, and G |	 Er(x, y) if and only if ε(x, y) = r.
Let ΣI be the following set of Horn restrictions:
• ¬(Nr(x) ∧ Ns(y) ∧ Et(x, y)) for all r, s, t ∈ I such that t min{r, s};
• ¬Er(x, x), for all r ∈ I \ {0}; and
• ¬(Er(x, y) ∧ Es(y, x)), for all r, s ∈ I such that r = s.
Then every labeled LI -structure G with G |	 ΣI is an I-fuzzy graph. Clearly, LI is a countable rela-
tional language of bounded arity and ΣI |L0 is ﬁnite for every ﬁnite L0 ⊆ LI .
A partially labeled LI -structure G satisfying G |	 ΣI will be referred to as a partial I-fuzzy graph. It
is not hard to prove that the class of ﬁnite partial I-fuzzy graphs has uniform ﬁllings in the class of all
ﬁnite I-fuzzy graphs. Take any ﬁnite partial I-fuzzy graph G and complete it to a labeled LI -structure
G∗ as follows: if v ∈ V has no label in G , label it by N1 in G∗; if (u, v) has no label in G , but (v,u)
is labeled by Er , label (u, v) by Er as well; if neither (u, v) nor (v,u) have a label in G label both by
E0 in G∗ . The other requirements in (A) are clearly satisﬁed, so (A) holds.
The Fraïssé limit of the class of all ﬁnite I-fuzzy graphs will be referred to as the random I-fuzzy
graph.
3.5. Metric spaces with rational distances
Let Q0 denote the set of all nonnegative rational numbers. For every q ∈ Q0 take a binary
relation symbol Dq(·,·) and ﬁx Lmet = {Dq: q ∈ Q0} as the language. The interpretation of Dq(x, y)
is that the distance between x and y is q. Let Σmet be the following set of Horn restrictions:
• ¬(x = y ∧ D0(x, y));
• ¬Dq(x, x), for every q ∈Q, q > 0;
• ¬(Dp(x, y) ∧ Dq(y, x)), for all p,q ∈Q0 such that p = q;
• for all q0,q1, . . . ,qn ∈Q satisfying q0,q1, . . . ,qn > 0 and q0 > q1+· · ·+qn , and all possible choices
(ui, vi) ∈ {(xi−1, xi), (xi, xi−1)} for 1 i  n and (u0, v0) ∈ {(x0, xn), (xn, x0)}, the following clause
belongs to Σmet:
¬(Dq1(u1, v1) ∧ Dq2(u2, v2) ∧ · · · ∧ Dqn(un, vn) ∧ Dq0(u0, v0)).
Then every labeled Lmet-structure A with A |	 Σmet is a metric space with rational distances. We need
a rather complicated generalization of the triangle inequality (the fourth item) because we have to
deal with partially labeled structures as well where a lot of information may be missing. For example,
in a partially labeled structure, Dq(a,b) does not necessarily imply Dq(b,a), and the fact that (a,b)
and (b, c) are labeled does not mean that (a, c) has to be labeled. Clearly, Lmet is a countable relational
language of bounded arity and Σmet|L0 is ﬁnite for every ﬁnite L0 ⊆ Lmet. A partially labeled Lmet-
structure A satisfying A |	 Σmet will be referred to as a partial metric space. It is easy to see that if
A, B are ﬁnite disjoint metric spaces then A unionsq B is a ﬁnite partial metric space. Moreover, if A, B,C
are ﬁnite metric spaces such that B ∩ C = A and dA(x, y) = dB(x, y) = dC (x, y) for all x, y ∈ A then
B unionsqA C is a ﬁnite partial metric space.
Let us show that the class of ﬁnite partial metric spaces has uniform ﬁllings in the class of all
ﬁnite metric spaces. The essence of the following argument originates from [23]. A sequence of
points a0,a1, . . . ,an ∈ A is a chain in A if there exist q1, . . . ,qn ∈ Q, q1, . . . ,qn > 0 and (u1, v1) ∈
{(a0,a1), (a1,a0)}, (u2, v2) ∈ {(a1,a2), (a2,a1)}, . . . , (un, vn) ∈ {(an−1,an), (an,an−1)} such that
A |	 Dq1(u1, v1) ∧ · · · ∧ Dqn(un, vn).
We say that a0,a1, . . . ,an is a chain from a0 to an and that
∑n
i=1 qi is the length of the chain. A partial
metric space is connected if there exists a chain from x to y for every pair of distinct points x, y ∈ A.
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nected subspace of A. Let A be a ﬁnite connected partial metric space. Let dA be a metric on A
deﬁned by
dA(x, y) = min{: there is a chain from x to y of length }
if x = y, and dA(x, x) = 0. It is easy to show (see [23]) that dA is indeed a metric on A and that
the Lmet-structure A∗ that corresponds to the metric space (A,dA) is a ﬁlling of the partial metric
space A. Clearly, if f is an isomorphism of ﬁnite connected partial metric spaces A and B , then f is an
isomorphism of A∗ and B∗ . Assume now that A is a ﬁnite partial metric space which is not connected
and let S1, . . . , Sk be the connected components of A. Let S∗i be the ﬁlling of Si constructed as above
and let d∗i be the corresponding metric on S
∗
i . Moreover, let δ
∗
i be the largest distance that appears
in S∗i and let σ = 1+max{δ∗1, . . . , δ∗k }. Deﬁne a metric dA on A by
dA(x, y) =
{
d∗i (x, y), (x, y) ∈ S2i ,
σ , otherwise.
It is easy to see that dA is indeed a metric on A and that the Lmet-structure A∗ that corresponds to
the metric space (A,dA) is a ﬁlling of the partial metric space A. It is also easy to verify that if f is
an isomorphism of ﬁnite disconnected partial metric spaces A and B , then f is an isomorphism of A∗
and B∗ . As we have already mentioned, the Fraïssé limit of the class of all ﬁnite metric spaces with
rational distances will be referred to as the rational Urysohn space.
3.6. Metric spaces with rational distances bounded by 1
An easy modiﬁcation of the approach from the previous subsection provides a model of the class
of metric spaces with rational distances bounded by 1. We take L′met = {Dq: q ∈ [0,1] ∩ Q} and
Σ ′met = Σmet|L′met . Then every labeled L′met-structure A with A |	 Σ ′met is a metric space with rational
distances bounded by 1.
To show that the class of ﬁnite partial metric spaces with distances bounded by 1 has uniform
ﬁllings in the class of all ﬁnite metric spaces with distances bounded by 1, we modify the argument
from the previous subsection in an obvious way. If A is a ﬁnite connected partial metric space with
distances bounded by 1 we deﬁne a metric on A by
dA(x, y) = min
({1} ∪ {: there is a chain from x to y of length })
if x = y, and dA(x, x) = 0. If, however, A is disconnected, let S1, . . . , Sk be the connected components
of A, let S∗i be the ﬁlling of Si constructed as above, let d
∗
i be the corresponding metric on S
∗
i , and
deﬁne a metric dA on A by
dA(x, y) =
{
d∗i (x, y), (x, y) ∈ S2i ,
1, otherwise.
The Fraïssé limit of the class of all ﬁnite metric spaces with rational distances bounded by 1 will
be called the rational Urysohn sphere of radius 1.
3.7. A negative example: (Q,<)
Finally, let us show that (Q,<), the Fraïssé limit of the class of all ﬁnite linearly ordered sets, does
not ﬁt into the setting of labeled structures, up to bi-interpretability as deﬁned below.
Let L1 and L2 be relational languages, let A1 be an L1-structure, and let A2 be an L2-structure on
the same base set as A1. We say that A1 and A2 are bi-interpretable if every atomic formula of A1 is
ﬁrst-order deﬁnable in A2 and vice versa.
Assume that there is a relational language L and a set of Horn restrictions Σ over L such that (A)
holds, and assume that KΣ , the Fraïssé limit of KΣ , is bi-interpretable with (Q,<). Then Aut(KΣ) =
Aut(Q,<) due to bi-interpretability. On the other hand, Aut(KΣ) has ample generic elements (see
Theorem 10), while Aut(Q,<) does not (Hodkinson, unpublished; see also [25]). A contradiction.
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Assume that Condition (A) holds. Then KΣ is a Fraïssé class and let KΣ be its Fraïssé limit. We
now present a probabilistic construction of KΣ .
For each n ∈ Ar(L), let μn(·) be a discrete probability measure on Ln such that μn(R) > 0 for all
R ∈ Ln . For every M ⊆ Ln such that M =∅ the measure μn induces a conditional probability measure
μn(· | M) on Ln by
μn(R | M) =
{
0, R /∈ M,
μn(R)∑
S∈M μn(S)
, R ∈ M.
For a partially labeled L-structure B , a tuple b¯ ∈ Bk that is not labeled in B , and a relation symbol
R0 ∈ Lk , let B〈R0, b¯〉 denote the partially labeled L-structure obtained from B by additionally labeling
b¯ with R0. Therefore, for R ∈ L \ {R0} we have RB〈R0,b¯〉 = RB while RB〈R0,b¯〉0 = RB0 ∪ {b¯}.
Given an alphabet A and a nonempty set of positive integers S ⊆ N, let wS (A) =⋃k∈S Ak denote
the set of all words over A with lengths from S .
The construction. Let Φ0 = ∅ be the empty structure. Given a labeled L-structure Φn with the base
set {a1, . . . ,an} we construct Φn+1 ∈KΣ with the base set {a1, . . . ,an,an+1} as follows.
Step 1. Choose a new point an+1 /∈ Φn , let ιn+1 be the trivial one-element structure on the base set
{an+1} whose relations are all empty, and let Φ(0)n+1 = ιn+1 unionsq Φn; in other words, we obtain
Φ
(0)
n+1 by adding an isolated point to Φn . In case n = 0 one can easily check that Φ(0)1 ∈PΣ ,
while in case n > 0 we have Φ(0)n+1 ∈PΣ because PΣ is closed for unionsq, as stipulated by (A).
Step 2. Let W0 = wAr(L)({an+1}) and W j = wAr(L)({a1, . . . ,a j,an+1}) \⋃ j−1i=0 Wi for all 1 j  n. Let
a¯1, . . . , a¯l1︸ ︷︷ ︸
W0
, a¯l1+1, . . . , a¯l2︸ ︷︷ ︸
W1
, . . . , a¯ln+1, . . . , a¯m︸ ︷︷ ︸
Wn
(4.1)
be the list of all the words in wAr(L)({a1, . . . ,an,an+1}) containing at least one occurrence of
an+1, arranged in such a way that the list starts with the words from W0, followed by the
words from W1, then words from W2, and so on. Within each sublist, however, we order the
words lexicographically with respect to the following linear ordering: a1  a2  · · · an+1.
Step 3. For each j ∈ {0, . . . ,m − 1} we take Φ( j)n+1 and construct Φ( j+1)n+1 on the same base set as
follows. Let k be the length of the tuple a¯ j+1, which is a tuple that contains an+1 and is not
labeled in Φ( j)n+1. Let
M j+1 =
{
R ∈ Lk: Φ( j)n+1〈R, a¯ j+1〉 Ψ for some Ψ ∈KΣ
}
.
Since Φ( j)n+1 ∈ PΣ , the requirement that PΣ has uniform ﬁllings in KΣ (by Condition (A))
yields (Φ( j)n+1)∗ ∈KΣ , so M j+1 =∅. Choose R ∈ M j+1 with probability μk(R | M j+1) and let
Φ
( j+1)
n+1 = Φ( j)n+1〈R, a¯ j+1〉. Clearly, Φ( j+1)n+1 ∈PΣ .
Step 4. By the construction, Φ(m)n+1 is a labeled structure. Therefore, Φ
(m)
n+1 ∈KΣ , and we set Φn+1 =
Φ
(m)
n+1.
Then Φ1 Φ2  · · · is an increasing chain of L-structures from KΣ , so the limit Φ =⋃i1 Φi of this
chain is a labeled L-structure.
We are going to show that Φ is isomorphic to KΣ with probability 1. In order to do so, let us
recall a few standard notions. We say that an L-structure B is a one-point extension of an L-structure
A if B = A ∪ {x} for some x /∈ A. Then it is easy to see that an L-structure K is ultrahomogeneous and
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from K, that is, for all A, B ∈K such that B is a one-point extension of A, and for every embedding
f : A ↪→ K there is an embedding g : B ↪→ K such that g|A = f .
Let A be an L-structure and a0,a1, . . . ,ak ∈ A. The atomic type of a0,a1, . . . ,ak in A, denoted by
atA(a0,a1, . . . ,ak), is the set of all atomic L-formulae ϕ(x0, x1, . . . , xk) such that x0 appears in ϕ and
A |	 ϕ(a0,a1, . . . ,ak). (Note the special status of x0.) For a set τ of atomic L-formulae over variables
x0, x1, . . . , xk and a0,a1, . . . ,ak ∈ A, we write a0 a1,...,ak τ if atA(a0,a1, . . . ,ak) = τ .
Theorem 6. Assume that (A) holds, and let Φ be an outcome of the above probabilistic construction. Then Φ
is isomorphic to KΣ with probability 1.
Proof. We are going to show that Φ realizes all one-point extensions with probability 1. Since the
intersection of a countable family of almost sure events is an almost sure event, it suﬃces to show
that given a Y ∈KΣ , its one-point extension Y ′ ∈KΣ with Y ′ = Y ∪ {y′} and an embedding f : Y ↪→
Φ , the structure Φ with probability 1 realizes a one-point extension of Z = f (Y ) which is isomorphic
to Y ′ .
Let Y = {y1, . . . , yk}, let τ = atY ′ (y′, y1, . . . , yk), let zi = f (yi) so that Z = {z1, . . . , zk}, and let
z¯ = (z1, . . . , zk). Note that τ is ﬁnite since L(Y ′) is ﬁnite by (A). Choose an m in such a way that
Z ⊆ Φm . Then, for a ﬁxed a ∈ Φ \ Φm we have
P (a z¯ τ ) =
∏
ϕ(x0,x1,...,xl)∈τ
ϕ=R(xi1 ,...,xis )
μs
(
R | M(a)j(zi1 ,...,zis )
)
,
where M(a)j(zi1 ,...,zis )
is a set of relation symbols constructed in Step 3 of the construction and with the
convention z0 = a. This probability clearly depends on z¯ and τ .
Claim. P (a z¯ τ ) does not depend on a, as long as a ∈ Φ \ Φm.
Proof (Claim). Take any aα,aβ ∈ Φ \ Φm . (Then α > m and β > m.) Note, ﬁrst, that due to the
particular order enforced by (4.1) in Step 2 of the construction we have j(zi1 , . . . , zis )|z0=aα =
j(zi1 , . . . , zis )|z0=aβ , so let us denote this index simply by ξ . In order to show that P (a z¯ τ ) does
not depend on a when a ∈ Φ \ Φm , it suﬃces to show that in the process of labeling tuples in
Step 3, the set of labels M j+1 to choose from does not depend on the new element. (It does, how-
ever, depend on the choices of labels we have made at steps 1,2, . . . , j, but this is reﬂected in
the fact that P (a z¯ τ ) depends on τ .) More precisely, assume that the substructure of Φ(ξ−1)α in-
duced by Φm ∪ {aα} is isomorphic to the substructure of Φ(ξ−1)β induced by Φm ∪ {aβ} under the
isomorphism that ﬁxes Φm pointwise and takes aα to aβ , and let us show that M
(aα)
ξ = M(aβ )ξ . Take
any S ∈ M(aα)ξ . Then there is a Ψ ∈ KΣ such that Φ(ξ−1)α 〈S, zi1 , . . . , zis 〉  Ψ . From m < α it fol-
lows that Φm  Φ(ξ−1)α 〈S, zi1 , . . . , zis 〉  Ψ . But, Φm and Ψ are labeled structures, so Φm ↪→ Ψ . On
the other hand, Φm ↪→ Φβ−1 since m  β − 1. By the amalgamation property postulated in Condi-
tion (A) the free amalgam Ω = Ψ unionsqΦm Φβ−1 exists and belongs to PΣ . Then it is easy to see that
Φ
(ξ−1)
β 〈S, zi1 , . . . , zis 〉|z0=aβ Ω∗ ∈ KΣ , whence S ∈ M(aβ )ξ . The other inclusion follows by analogous
arguments. 
So, P (a z¯ τ ) = pτ ,z¯ for some real number pτ ,z¯ which does not depend on a. Moreover, pτ ,z¯ >
0 since all the factors on the right-hand side are non-zero by the construction. Let Φ \ Φm =
{am+1,am+2, . . .}. Then
P (∃a ∈ Φ: a z¯ τ ) P (∃a ∈ Φ \ Φm: a z¯ τ ) = 1− P (∀a ∈ Φ \ Φm: a z¯ τ )
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∞∏
i=m+1
P (ai z¯ τ ) = 1−
∞∏
i=m+1
(
1− P (ai z¯ τ )
)
= 1−
∞∏
i=m+1
(1− pτ ,z¯).
Since pτ ,z¯ > 0 does not depend on i (that is, does not depend on ai for i m + 1), it follows that∏∞
i=m+1(1− pτ ,z¯) = 0, so P (∃a ∈ Φ: a z¯ τ ) = 1. 
Example 1. An “inner” probabilistic construction of the rational Urysohn space. A probabilistic construction
of the rational Urysohn space with respect to a wide class of probability measures on Polish spaces
was published in [28]. Vershik constructs successive one-point extensions of ﬁnite metric spaces,
using probabilities assigned to entire one-point extensions. These probability measures can be seen
as “outer” measures since they take into account complete structures.
In this example we will specialize the above general probabilistic construction of labeled structures
to metric spaces and thus obtain an “inner” (in the terminology of [8]) probabilistic construction of
the rational Urysohn space. This construction is more in the fashion of Erdo˝s and Rényi’s probabilis-
tic construction of the random graph since it chooses distances for pairs of elements randomly and
successively, subject only to the triangle inequality.
Let Q>0 denote the set of all positive rational numbers, and let [a,b]Q>0 = [a,b] ∩ Q>0 denote
the set of all positive rational numbers in the real interval [a,b]. Let μ(·) be a discrete probability
measure on Q>0 such that μ(α) > 0 for all α ∈ Q>0. For every α,β ∈ Q such that 0  α  β and
β > 0, the measure μ induces a conditional probability measure μ(· | [α,β]Q>0 ) on Q>0 by
μ
(
ξ | [α,β]Q>0
)=
⎧⎨
⎩
0, ξ /∈ [α,β]Q>0 ,
μ(ξ)∑
γ∈[α,β]
Q>0
μ(γ )
, ξ ∈ [α,β]Q>0 .
Let μ(ξ | α,β) be a shorthand for μ(ξ | [α,β]Q>0).
We will now probabilistically construct a countable metric space Φ (the proof that Φ is isomorphic
to the rational Urysohn space with probability 1 follows from the general construction). Let Φ0 = ∅
be the empty structure. Given Φn = (Xn,dn) with X = {a1, . . . ,an} we construct Φn+1 = (Xn+1,dn+1)
as follows:
• choose a new point an+1 /∈ Xn , let Xn+1 = Xn ∪ {an+1} and let
dn+1(an+1,an+1) = 0;
• choose a q ∈Q>0 with probability μ(q) and assign
dn+1(a1,an+1) = dn+1(an+1,a1) = q;
• assume that dn+1(a1,an+1), . . . ,dn+1(a j−1,an+1) have been chosen; let
α j = max
{∣∣dn+1(ap,an+1) − dn(ap,a j)∣∣: 1 p  j − 1}
and
β j = min
{
dn+1(aq,an+1) + dn(aq,a j): 1 q j − 1
};
clearly, β j > 0 since dn(aq,a j) > 0 for all 1 q  j − 1, so [α j, β j]Q>0 is nonempty; we choose a
q ∈ [α j, β j]Q>0 with probability μ(q | α j, β j) > 0 and assign
dn+1(a j,an+1) = dn+1(an+1,a j) = q.
Then Φ0 ⊆ Φ1 ⊆ Φ2 ⊆ · · · is an increasing chain of ﬁnite metric spaces whose limit is isomorphic to
the rational Urysohn space with probability 1.
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In this section we prove that, under the assumption that (A) holds, the Fraïssé limit KΣ of KΣ has
ample generic automorphisms. The small index property for Aut(KΣ) then follows by Theorem 1.
Proposition 7. Assume that (A) holds. ThenKΣ has the Hrushovski property.
Proof. Take any A ∈KΣ . Since A is ﬁnite and L has bounded arity, L0 = L(A) is also ﬁnite, so Σ0 =
Σ |L0 is ﬁnite due to the assumptions. Let Λ = L0 ∪ {=}. For a formula Φ = ¬(R1(v¯1)∧ · · · ∧ Rn(v¯n)) ∈
Σ0 let VΦ be the set of all the variables that appear in Φ and let ΓΦ be the ﬁnite Λ-structure on
VΦ such that
• ΓΦ |	 Ri(v¯ i) for all i ∈ {1, . . . ,n} such that Ri ∈ L0;
• ΓΦ |	 x = y for all x, y ∈ VΦ such that x = y; and
• these are the only atomic formulae that hold in ΓΦ .
For every pair R1, R2 ∈ L0 of distinct relation symbols of the same arity n let R1,R2 be the ﬁnite
Λ-structure on the base set {1,2, . . . ,n} such that
• R1,R2 |	 R1(1,2, . . . ,n), R1,R2 |	 R2(1,2, . . . ,n);• these are the only atomic formulae that hold in R1,R2 .
Then
F = {ΓΦ : Φ ∈ Σ0} ∪
{
R1,R2 : R1, R2 ∈ L0, R1 = R2,ar(R1) = ar(R2)
}
is a ﬁnite set of Λ-structures.
For an L-structure S , let S ′ be the Λ-structure obtained from S by adding a new relation = to the
L0-reduct S|L0 of S with the obvious interpretation S ′ |	 x = y whenever x, y ∈ S and x = y. Clearly,
if S is a partially labeled L-structure with S |	 Σ , then S ′ is F -free (namely, ΓΦ → S ′ since S |	 Σ ,
and R1,R2 → S ′ since S is partially labeled). Moreover, every partial automorphism of S is a partial
automorphism of S ′ , and in case of A even more is true: due to the fact that L0 = L(A), we have
(*) ϕ is a partial automorphism of A if and only if ϕ is a partial automorphism of A′ .
Let KΣ be the Fraïssé limit of KΣ . Then A′ and K ′Σ are F -free Λ-structures, A′  K ′Σ , and (*)
together with the ultrahomogeneity of KΣ ensures that every partial automorphism of A′ extends to
an automorphism of K ′Σ . Then Theorem 3 yields that there is a ﬁnite F -free Λ-structure B such that
A′  B and every partial automorphism of A′ extends to an automorphism of B . Let B0 = B|L0 be the
L0-reduct of B , and let B1 be the L-structure which is the trivial extension of B0 to L on the same
base set B:
• B1 |	 R(b¯) if and only if B0 |	 R(b¯), for all R ∈ L0 and all tuples b¯ of elements of B; and
• B1 |	 (∀x¯)¬R(x¯), for all R ∈ L \ L0.
Clearly, A  B1. The fact that B is F -free means in particular that R1,R2 → B1 for every pair R1, R2 ∈
L0 ⊇ L(B1) of distinct relation symbols of the same arity, so B1 is a partially labeled L-structure. We
also have ΓΦ → B1 for every Φ ∈ Σ0, so L0 ⊇ L(B1) implies that B1 |	 Σ . Therefore, B1 ∈ PΣ . Since
(partial) automorphisms are bijective, and no new information is added while passing from B0 to B1,
it follows that every partial automorphism of A′ extends to an automorphism of B1, so due to (*)
every partial automorphism of A extends to an automorphism of B1. Let C = B∗1. Since A is a labeled
L-structure it follows that A  C . From Lemma 4 we know that Aut(B1) ⊆ Aut(B∗1), so every partial
automorphism of A extends to an automorphism of B∗1 = C . 
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of n-systems.
Proof. Take any A = (A,α1 : V1 → W1, . . . ,αn : Vn → Wn) and B = (B, β1 : X1 → Y1, . . . , βn : Xn →
Yn) in K(n)Σ . Without loss of generality we can assume that A ∩ B = ∅. By Proposition 7 there exist
A¯, B¯ ∈KΣ , α¯1, . . . , α¯n ∈ Aut( A¯) and β¯1, . . . , β¯n ∈ Aut(B¯) such that A  A¯, B  B¯ , α¯i is an extension of
αi for all i, and β¯i is an extension of βi for all i. Again, we can safely assume that A¯ ∩ B¯ = ∅. The
disjoint union C = A¯ unionsq B¯ belongs to PΣ and it is easy to see that γi = α¯i ∪ β¯i is an automorphism
of C for all i ∈ {1, . . . ,n}. Lemma 4 ensures that γ1, . . . , γn ∈ Aut(C∗), while the fact that A, B , A¯
and B¯ are labeled structures implies that A  C∗ and B  C∗ . Therefore, (C∗, γ1, . . . , γn) ∈K(n)Σ , and
the inclusion maps i A : A → C∗ : x → x and iB : B → C∗ : x → x are embeddings of the corresponding
n-systems. 
Proposition 9. Assume that (A) holds. Then for every n ∈ N, the class K(n)Σ has (CAP) with respect to embed-
dings of n-systems.
Proof. Recall that (K(n)Σ )tot is the class of all total n-systems in KΣ . The Hrushovski property (Propo-
sition 7) means that (K(n)Σ )tot is coﬁnal in K(n)Σ with respect to embeddings of n-systems. Let us show
that (K(n)Σ )tot has the amalgamation property.
Let A = (A,α1, . . . ,αn), B = (B, β1, . . . , βn) and C = (C, γ1, . . . , γn) be three n-systems from
(K(n)Σ )tot, and let f : A ↪→ B and g : A ↪→ C be the embeddings of the corresponding n-systems. With-
out loss of generality we can assume that B ∩ C = A, and that f (x) = x and g(x) = x for all x ∈ A,
so that B unionsqA C is deﬁned on B ∪ C as the base set. Note that, by the assumption, B unionsqA C ∈ PΣ and
that βi |A = γi |A = αi for all i. Then δi = βi ∪ γi , i ∈ {1, . . . ,n}, is well deﬁned and it is easy to see that
δi ∈ Aut(B unionsqA C). Let D = (B unionsqA C)∗ . Lemma 4 ensures that δ1, . . . , δn ∈ Aut(D), while the fact that A
and B are labeled structures implies that B  D and C  D . Therefore, D = (D, δ1, . . . , δn) ∈ (K(n)Σ )tot
and the inclusion maps iB : B → D : x → x and iC : C → D : x → x are embeddings of the correspond-
ing n-systems turning D into an amalgam of B and C over A. 
The combined effect of the previous two propositions and Theorems 1 and 2 is as follows.
Theorem 10. Assume that (A) holds and let KΣ be the Fraïssé limit of KΣ . Then KΣ has ample generic auto-
morphisms, and therefore it has the small index property.
Consequently, the following Fraïssé limits have the small index property:
(1) the random graph R (proved in [15]),
(2) the Henson graph Hm , m 3 (proved in [13]),
(3) the edge-colored random graph over a countable set of colors I (if I is ﬁnite, the strong small
index property was proved in [6]),
(4) the random ω-bounded deterministic transition system over a countable set of transitions I ,
(5) the random I-fuzzy graph, where I is a countable bounded meet-semilattice, and
(6) the rational Urysohn space, and the rational Urysohn sphere of radius 1 (follows from the results
of [17,23]).
Note also that the Fraïssé limits in (3), (4) and (5) in case I is inﬁnite, as well as the Fraïssé limits in
(6) are not ω-categorical, so that they lie outside of the scope of [15, Theorem 1.2].
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In this section we prove that Fraïssé limits of certain classes of labeled structures have strong
uncountable coﬁnality, and consequently (see [7, Proposition 2.2]), the Bergman property. Throughout
the section we assume the following.
Condition (A+). Assume that (A) holds, and that there is a uniform ﬁlling (·)∗ :PΣ →KΣ such that:
• for all A, B,C, D ∈KΣ such that C ∩ D =∅, if f : C ↪→ A and g : D ↪→ B , then f ∪ g : (C unionsq D)∗ ↪→
(A unionsq B)∗; and
• for all pairwise disjoint A, B,C ∈KΣ we have ((A unionsq B)∗ unionsq C)∗ = (A unionsq (B unionsq C)∗)∗ .
It immediately follows from the ﬁrst item that in case B = D = ∅ we have C∗  A∗ whenever
C  A.
Note that the structures presented in Sections 3.1–3.4 and 3.6 all satisfy (A+) since the uniform
ﬁllings presented in these examples fulﬁll the additional requirements of (A+).
Example 2. Let us show that metric spaces with rational distances do not fulﬁll (A+). Suppose that
there is a ﬁlling (·)∗ that satisﬁes the additional requirement of (A+). Let {a} and {b} be trivial one-
point disjoint metric spaces. Then A = ({a} unionsq {b})∗ is a metric space with two points, and let r be
the distance between a and b in A. Now, let X be a ﬁnite metric space such that b /∈ X , |X | 2 and
d(x, y) > 2r for all distinct x, y ∈ X , and let B = (X unionsq {b})∗ . Let f : {a} ↪→ X be arbitrary. Then, by the
assumption, f ∪ id{b} : A ↪→ B . Since f is arbitrary, it follows that dB(x,b) = r for all x ∈ X . Therefore,
the triangle inequality is violated in B . A contradiction.
Recall that if G is a group and W ⊆ G then G is ﬁnitely generated over W if there is a ﬁnite set
F ⊆ G such that W ∪ F generates G . If, in addition, we have G = ({1} ∪ W ∪ F )k for some k ∈N, then
G is ﬁnitely generated of width k over W .
The proof of the following theorem is a generalization of the proof of [21, Theorem 5.8].
Theorem 11. Assume that (A+) holds and let KΣ be the Fraïssé limit of KΣ . Then Aut(KΣ) has strong un-
countable coﬁnality, and consequently, the Bergman property.
Proof. It was proved in [21] (with the aid of [17]) that a Polish group with ample generic elements
has strong uncountable coﬁnality if and only if it is ﬁnitely generated of bounded width over any
nonempty open subset. Since G = Aut(KΣ) is a Polish group having ample generic elements (by The-
orem 10), in order to establish strong uncountable coﬁnality for G it suﬃces to show that G is ﬁnitely
generated of bounded width over any nonempty basic open set.
Consider an arbitrary basic open neighborhood of the identity Stab(x¯), where x¯ = (x1, . . . , xn) is a
tuple in KΣ , and let X = {x1, . . . , xn} KΣ be the corresponding substructure of KΣ . We can safely
assume that xi = x j whenever i = j. Let Y = {y1, . . . , yn} be an isomorphic copy of X under the
isomorphism p : X → Y : xi → yi which is disjoint from X and let y¯ = (y1, . . . , yn). Since (X unionsq Y )∗ ∈
KΣ and since KΣ is universal for KΣ and ultrahomogeneous, we can assume that X  (X unionsqY )∗  KΣ .
By the additional requirement of (A+) we have that p ∪ p−1 : (X unionsq Y )∗ → (Y unionsq X)∗ is an isomorphism
since both (X unionsq Y )∗ and (Y unionsq X)∗ are ﬁnite and of the same cardinality. Therefore, there exists an
 ∈ G which extends p ∪ p−1. Note that (x¯) = y¯ and ( y¯) = x¯, whence
 ◦ Stab(x¯) ◦  = Stab( y¯).
Let us show that G = ( ◦ Stab(x¯))4. The inclusion ⊇ is obvious, so let us show that G ⊆ ( ◦
Stab(x¯))4. Take any g ∈ G , let g(x¯) = z¯ = (z1, . . . , zn) and let Z = {z1, . . . , zn}  KΣ . Let S be the
substructure of KΣ on the set of points X ∪ Y ∪ Z . Let X ′ = {x′1, . . . , x′n} be another isomorphic copy
of X under the isomorphism q : X → X ′ : xi → x′i disjoint from S , and let x¯′ = (x′1, . . . , x′n). As above,
due to universality of KΣ and ultrahomogeneity of KΣ , we can assume that S  (S ∪ X ′)∗  KΣ .
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X ′)∗ . By the same argument, q∪ idY ∪q−1 is an isomorphism from ((X unionsq Y )∗ unionsq X ′)∗ to ((X ′ unionsq Y )∗ unionsq X)∗ .
But ((X ′ unionsq Y )∗ unionsq X)∗ = (X ′ unionsq (Y unionsq X)∗)∗ = ((X unionsq Y )∗ unionsq X ′)∗ using (A+) and the fact that (A unionsq B)∗ =
(A ∪ B)∗ = (B ∪ A)∗ = (B unionsq A)∗ whenever A ∩ B = ∅, because A ∩ B = ∅ implies A unionsq B = A ∪ B .
Therefore, q ∪ idY ∪ q−1 is an automorphism of ((X unionsq Y )∗ unionsq X ′)∗ , so it extends to some h ∈ Aut(KΣ).
Let h(z¯) = z¯′ = (z′1, . . . , z′n), and let Z ′ = {z′1, . . . , z′n} KΣ . Note that h(x¯) = x¯′ , h( y¯) = y¯ and h(x¯′) = x¯.
Since g−1|Z : Z → X is an isomorphism, by (A+) we have that g−1|Z ∪ idX ′ : (Z unionsq X ′)∗ → (X unionsq X ′)∗
is also an isomorphism. Note that, by (A+), (Z unionsq X ′)∗  (S unionsq X ′)∗  KΣ and (X unionsq X ′)∗  (S unionsq X ′)∗  KΣ .
Therefore, there is a k ∈ Aut(KΣ) which extends g−1|Z ∪ idX ′ . Finally, let f = h ◦ k ◦ h−1 ∈ Aut(KΣ).
Then f (x¯) = x¯ and f (z¯′) = x¯′ .
Now,
h ◦ f ◦ h ◦ g(x¯) = h ◦ f ◦ h(z¯) = h ◦ f (z¯′)= h(x¯′)= x¯,
so h ◦ f ◦ h ◦ g ∈ Stab(x¯). Therefore,
g = h−1 ◦ f −1 ◦ h−1 ◦ (h ◦ f ◦ h ◦ g) ∈ Stab( y¯) ◦ Stab(x¯) ◦ Stab( y¯) ◦ Stab(x¯) = ( ◦ Stab(x¯))4.
This shows that G is generated by a single element and of width 4 over any coset of Stab(x¯). Thus
the proof is complete. 
Therefore, the automorphism groups of the following Fraïssé limits have the Bergman property:
(1) the random graph R (follows from the results of [17]),
(2) the Henson graph Hm , m 3 (follows from the results of [17]),
(3) the edge-colored random graph over a countable set of colors I ,
(4) the random ω-bounded deterministic transition system over a countable set of transitions I ,
(5) the random I-fuzzy graph, where I is a countable bounded meet-semilattice, and
(6) the rational Urysohn sphere of radius 1 (proved in [21]).
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