A new procedure of space-time modeling through the Invers of Autocovariance Matrix (IAcM) is proposed. By evaluating the IAcM behaviors on behalf of the Generalized Space-Time Autoregressive (GSTAR) process stationarity, we may find an appropriate model to space-time data series. This method can complete the Space-Time ACF and PACF methods for identifying space-time models. For study case, we apply the GSTAR models to the monthly tea production of some plantations in West Java, Indonesia.
Introduction
An observation at a certain spatial location and time may be commonly influenced by previous-time observations in that location and its neighboring locations. For example, the oil production of a certain well during this month can be affected by the production during the previous months at that same location and at the neighboring wells; the number of today's criminal actions in a city may be influenced by the number of criminal actions that happened during the previous days in that city and the nearest cities; or, then the number of vehicles at a certain intersection within a certain time range is influenced by the number of vehicles at that location and related intersections during the previous time ranges. These examples are the portrait of space-time analysis problems.
Also, we would like to be able to forecast the oil production of that particular well during the coming months; how many criminal actions will happen in the city; and how many vehicles can be found at that particular intersection during the next range times. Knowing these forecasts, people in charge may take the necessary actions. We can do forecasting after obtaining the appropriate model. One way of doing this is space-time modeling.
In this paper we proffer a new procedure for space-time modeling, especially for Generalized STAR (GSTAR) modeling. For this purpose, we modify the Pfeifer and Deutsch three stage-iterative procedure for space-time modeling (see [1] ), which consist of identification, parameter estimation and diagnostic checking. We improve model selection by checking the stationarity of possible models using the IAcM. The IACM has been studied for autoregressive models of time-series by Rahardjo in 2005 [2] . We will explain these processes briefly in Section 3. Before that, we will describe the GSTAR model and spatial weight matrices in Section 2. In Section 4, we employ real data of the monthly tea production in some plantations in West Java. Finally Section 5 contains remarks and conclusions.
Generalized STAR Model
The observation at site i and time t, Y i,t , which is a realization of a stochastic process, follows the GSTAR model if it can be declared as a linier combination of past observations for both time and spatial indices. A (N×1)-dimensional centered process vector
with k is time autoregressive order (k = 1, 2, ..., p), ℓ is spatial autoregressive order (ℓ = 0, 1,..., λ k ), and e t is (N×1)-dimensional vector of errors that assumed have i.i.d normal distribution. The W (ℓ) is ℓ-th order weight matrix which the main diagonal is zero and the sum of each row is one, and ℓ is (NN) diagonal matrix which presents autoregressive parameter of k-th time order and ℓ-th spatial order for each location i = 1, 2, ..., N. We write The ℓ-th spatial order shows the ordered neighbors of a number of spatial locations, while spatial weight
w shows the influence of location j on location i in spatial lag ℓ-th. The locations which are closer to the reference location (s 0 ) will have a smaller spatial lag, which is distinguished by fixed distance d 0 (Figure 1 ). Since the configuration in each spatial lag order is distinct, different spatial lags may give different weight matrices.
Spatial Weights
There are three types of spatial weight: binary, uniform, and non-uniform. Binary weight matrix has values 0 and 1 in off-diagonal entries; uniform weight is determined by the number of sites surrounding a certain site in ℓ-th spatial order; and non-uniform weight gives unequal weight for different sites. The element of the uniform weight matrix is formulated as, 1 is neighbor of in -th order 0 others
n  is the number of neighbor locations with site-i in  -th order. The non-uniform weight may become uniform weight when some conditions are met. One method in building non-uniform weight is based on inverse distance, which is used by Borovkova in 2008 [3] . The weight matrix of spatial lag k is based on the inverse weights for sites i and j whose Euclidean distance lies within a fixed distance range, and otherwise is weight zero.
Stationarity
GSTAR models are invertible since the vector of observations t Y could be expressed as a weighted linear combination of past observations with weights that converge to zero. In order for a GSTAR model to represent a stationary process, one in which the covariance structure of t Y does not change with time, certain conditions should be met. We obtain the stationary conditions of the first and second order of GSTAR models using its IAcM by the following propositions. 1 always has positive value and is only equal to null if 1 is a null vector. We write,
The absolute eigen value of A must be less than one, which means that the GSTAR(1;  1 ) process is stationary. Q.E.D.
The stationarity condition in Proposition 1 and 2 meets the stationarity condition that was formulated by Wei [5] for Vector AR models. Furthermore for GSTAR(2;  1 ,  2 ) models, we define (NN)-dimensional matrix
Proposition 3 GSTAR(2;  1 ,  2 ) models are stationary if the determinants of all the leading principal submatrices of its IAcM are positive.
Proof. Using a similar procedure as with Proposition 2 and by letting 2 = 1,1 , … , ,1 , 1,2 , … , ,2 ′, we may consider Proposition 3 as proved. Q.E.D
These stationarity conditions can provide a significance contribution to the process of identifying possible GSTAR models.
Identification Process GSTAR Model
A GSTAR model is a generalization of a STAR model with respect to its parameters. In a STAR model, the parameters are assumed to be the same for every location, while a GSTAR model assumes that different locations have different parameter values. Although both have different assumptions concerning the parameters, they still have the same procedures in doing the identification process of space-time models.
Space Time ACF and PACF
The STACF and STPACF had been employed by Pfeifer and Deutsch [1] in identifying Space-Time Autoregressive Moving Average (STARMA) models. Since STARMA and GSTAR models have many things in common, STACF and STPACF may be applied in identifying GSTAR models. The STACF is obtained by standardizing the autocovariance function of lag time s for observations with lag spatial k-th and ℓ-th,
Since equation (4) is a scalar then we write 
can be estimated by using the sample covariance,
with   L  as the spatial lag operator of spatial order  -th, so that
the STPACF for spatial order λ is the last coefficient of ℎℓ (ℓ = 0,1,…, λ and h = 1,2,…) in space-time Yule Walker equation as defined in [1] . 
Space time model selection may be obtained by observing autocorrelation behavior among time lags and spatial lags which are represented by the cut off and tail off pattern of the STACF and STPACF.
IAcM as a Part of GSTAR Modeling
In this paper we propose a new procedure for GSTAR modeling by involving stationarity investigation through the IAcM characteristics as presented in 
Case Study
For our case study we used the data of the monthly tea production of six plantation sites (N = 6) in West Java, Indonesia (Purbasari, Santosa, Sedep, Papandayan, Cisaruni, and Dayeuh Manggung), from January 1992 to December 2010 (T = 228). We executed space-time modeling by using Matlab and started by centering the processes in order to obtain the null mean of the processes. The coordinates of the observed plantations and the distances between them are displayed in a symmetric (N×N)-dimensional matrix of which the main diagonal is null (see Figure 3 ).
From Figure 3 we can draft the numbers of spatial lag order and its members, and also the weight matrices for each spatial lag. We can build the range of spatial lag based on the fixed radius system in Figure 1 Table 1 . Table 1 The weight matrices for spatial lag ℓ-th, ℓ = 1,2,3,4. For ℓ = 0, the weight matrix (0) = . The sum of each row must be equal to one with a null main diagonal.
Uniform
Euclidean -Uniform Biner 
The appropriate weight of the matrices in Table 1 has similar values. This is acceptable because they have the same criterion for determining the spatial lag interval. This happens because there are only six observed sites, which should be categorized into four levels of spatial authority ( p = 4). Since there is subjective judgment involved in building the weight matrices, we should pay more attention to the rules, especially when the ratio between the number of locations and the number of spatial lags is close to 1:1. In these cases, it will be more difficult to obtain appropriate and obedient weight matrices. The first stage in GSTAR modeling is to identify possible models by computing the STACF and STPACF values as in equation (6) and (7). These values arepresented in Table 2 . From Table 2 , the STACF values for all spatial lags already have cut off after first time lag. This alert us to consider Moving Average (MA) factors in the models. But if we plot those values for larger time lags, it seems like sinusoidal graphs are coming out. This means that we can temporarily neglect the MA factors and more focus on the STPACF values that represent autoregressive terms. This is also because this paper discusses about the GSTAR modeling.
The STPACF values are cut off after the first and second lag time for zero, second, and third spatial lag. From these lags (both spatial and time) we obtain some possible models, namely: GSTAR(1;0), GSTAR(1;1), GSTAR(1;3), GSTAR(2;1,1), GSTAR(2;1,3), etc.
The next step is parameter estimation with the least squares method. To execute this step we should rearrange the GSTAR model to be a linear structure, Y=X+e, with 
for ≥ 1 and , (0) = , (see [3] ). Based on Proposition 1 to 3, the model that produce at least one negative value of the leading principal submatrix determinant value in the IAcM, will be eliminated from appropriate model candidates. Looking at Figure 4 , we notice that models of which at least one of its leading principal matrix has negative determinant are: GSTAR(2;0,2), GSTAR(2;0,3), GSTAR(2;1,3), GSTAR(2;3,1), GSTAR(2;3,2), and GSTAR(2;3,3). We may leave these models and move forward to the next stage, diagnostic checking (Model Validation 2).
In diagnostic checking stage, the residuals of rest possible models are compared. Models with least mean square of residuals (MSR) is recommended as the appropriate models. MSR is formulated as,
is a (NT×1)-dimensional vector of estimated observations that follows GSTAR( ; 1 , … , ) process. The model with the smallest MSR value, GSTAR(2;3,0), can be proposed as the most appropriate model for this case and be employed to execute the short forecasting. Since there are some models that have close MSR values, we will perform an additional step. We let the forecasting stage serve as an advanced checking diagnostic stage. For efficiency, we choose the five possible models that produced the lowest MSR from Table 3 . Those models are: GSTAR(2;3,0), GSTAR(1;3), GSTAR(2;2,0), GSTAR(2;1,0), and GSTAR(1;2). For the forecasting stage, we prepared the ten latest data, collected from January to October 2011. In the advanced checking diagnostic stage, we estimate these data using the five selected models in order to obtain what we call forecastestimated observations. These forecast-estimated observations will be compared with real observations using (9), so that we have the MSR of the forecastestimated observations. The results of the MSR can be seen in Table 4 . Based on the smallest MSR value, we have GSTAR(2;3,0) as the most appropriate model. For convenience, we display a quantile-quantile plot of residuals data versus normal distribution data in Figure 5 . Since the plot close to linear, we may say that the residuals have normal distribution.
In order to do forecasting of (t+1) th observations, the GSTAR(2;3,0) may be presented as the following equation. The GSTAR(2;3,0) model tells us that a location will be influenced by itself until the second time lag, while its neighbors can exert influence during the first time lag within three spatial lags.
The plots of the 28 latest observations and the 10 next forecasted observations, the total MSR of which is 108.9293, are shown in Figure 6 . The forecastestimated plots display similar patterns and are close enough to the real observations.
Conclusions
An IAcM is suggested to be used in selecting the approriate space-time models in completion of STACF and STPACF values. Using an IAcM decreases the subjectivity of the judgment about which models are appropriate. In the case study of the monthly tea production of six plantations in West Java, we found that GSTAR(2;3,0) is the most appropriate model. We also observed that three types of matrices (uniform, euclidean, and binary) will have the same influence on the modeling process, since the ratio between the number of spatial lags and observed locations is close to one. They are supposed to have different results if the number of observed locationsis much higher than the number of observed spatial lags.
