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Abstract
In this paper, we discuss the following third order functional differential equations
x ′′′(t) = f (t, x(t), (Fx)(t), x ′(t), (Gx ′)(t), x ′′(t), (Hx ′′)(t)), t ∈ [0, 1],
subject to the boundary conditions
x(0) = 0, x ′′(0) = 0, x ′(1) =
m−2∑
i=1
αi x
′(ηi ),
where f : [0, 1] × R6 −→ R, F,G, H are three operators, αi (i = 1, . . . ,m − 2) ≥ 0, 0 < η1 < η2 < · · · < ηm−2 < 1.
Under some appropriate conditions, some existence and multiplicity results are given for the problem at resonance by using a priori
estimates and the topological degree theory of Mawhin.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
In the past few years, there has been increasing interest in the study of the existence of solutions of boundary value
problems (for short BVPs) at resonance for nonlinear ordinary differential equations; to identify a few, we refer the
reader to [1–10] and the references therein. For example, Gupta [1] studied the existence of solutions for the following
boundary value problem at resonance :
x ′′(t) = f (t, x(t), x ′(t))+ e(t), t ∈ (0, 1), x(0) = 0, x ′(1) = x(η),
x ′′(t) = f (t, x(t), x ′(t))+ e(t), t ∈ (0, 1), x(0) = 0, x ′(1) =
m−2∑
i=1
αi x
′(ηi ),
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Gupta used the Leray–Schauder continuation theorem. Feng and Webb [2] discussed the following second-order
three-point boundary value problem at resonance:
x ′′(t) = f (t, x(t), x ′(t))+ e(t), t ∈ (0, 1), x ′(0) = 0, x(1) = αx(η),
x ′′(t) = f (t, x(t), x ′(t))+ e(t), t ∈ (0, 1), x(0) = 0, x(1) = αx(η),
They used the coincidence degree theory of Mawhin.
Ma [3] studied existence and multiplity results for the following boundary value problem:
x ′′′ + k2x ′ + g(x, x ′) = p(t), x ′(0) = x ′(pi) = x(η) = 0,
Ma combined the well-known Lyapunov–Schmit procedure with the continuum theory for O-epi maps. In the case
k = 1, the existence was considered by Nagle and Pothoven [4]. Under some conditions, Gupta [5] studied the
existence of following boundary value problem: x ′′′ + pi2x ′ + g(t, x, x ′, x ′′) = p(t), x ′(0) = x ′(1) = x(η) = 0.
Recently, in [6,7], we discussed third order and n-th multi-point boundary value problems at resonance.
Racha˚nkove´ and Staneˇk [10] studied boundary value problems at resonance for the second order functional
differential equation with Neumann conditions and periodic conditions. Tsamatos [11] considered the following
differential equations:
x ′′′(t) = f (t, x(t), x(δ1(t)), x ′(t), x(δ2(t)), x ′′(t), x(δ3(t))), t ∈ [0, 1],
subject to some boundary conditions, where f : [0, 1] × R6 −→ R is a function satisfying Carathe´odory conditions.
Liu [12] discussed the equation which was studied in [11] with more general boundary value conditions.
Inspired by the above work, we shall discuss a third order boundary value problem for functional differential
equations. Let X be the Banach space of C1-functions on [0, 1] with the sup norm ‖ · ‖. Denote by D the set of all
operators T : X −→ X which are continuous and bounded (i.e. T (Ω) is bounded for any bounded Ω ⊂ X ).
In this paper, we consider the following third order functional differential equations
x ′′′(t) = f (t, x(t), (Fx)(t), x ′(t), (Gx ′)(t), x ′′(t), (Hx ′′)(t)), t ∈ [0, 1], (1.1)
subject to the boundary conditions
x(0) = 0, x ′′(0) = 0, x ′(1) =
m−2∑
i=1
αi x
′(ηi ), (1.2)
where f : [0, 1] × R6 −→ R, F,G, H ∈ D, αi (i = 1, . . . ,m − 2, ) ≥ 0, 0 < η1 < η2 < · · · < ηm−2 < 1.
The special case of (1.1) is the following differential equation
x ′′′(t) = g(t, x(t), x ′(t), x ′′(t)), t ∈ [0, 1], (1.3)
where g : [0, 1] × R3 −→ R satisfies Carathe´odory conditions.
The aim of this paper is to establish some existence and multiplicity results for the third order functional boundary
value problem (1.1) and (1.2) at resonance (i.e.,
∑m−2
i=1 αi = 1) by using a priori estimates and the topological degree
theory of Mawhin [11].
The layout of this paper is as follows. In Section 2, we briefly state some notation and an abstract existence result.
In Section 3, we establish the criteria for the existence of solutions of BVP (1.1) and (1.2) for the bounded nonlinearity
f . In Section 4, we give the existence results of BVP (1.1) and (1.2) for a generally unbounded nonlinearity f .
In Section 5, we study the multiplicity results of BVP (1.1) and (1.2).
2. Preliminary
Let Y , Z be real Banach spaces and let L : dom L ⊂ Y −→ Z be a linear operator which is a Fredholm map of
index zero (that is, Im L , the image of L , Ker L , the kernel of L is finite dimensional with the same dimension as the
Z/Im L .) and P : Y −→ Y , Q : Z −→ Z be continuous projectors such that Im P = Ker L , Ker Q = Im L and
Y = Ker L ⊕ Ker P , Z = Im L ⊕ Im Q. It follows that L|dom L∩Ker P : dom L ∩ Ker P −→ Im L is invertible; we
denote the inverse of that map by KP . Let Ω be an open bounded subset of Y such that dom L ∩ Ω 6= ∅; the map
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N : Y −→ Z is said to be L-compact on Ω if the map QN (Ω) is bounded and KP (I − Q)N : Ω −→ Y is compact.
Let J : Im Q −→ Ker L be a linear isomorphism.
Definition 1. We say that a function h : [0, 1] × R6 −→ R satisfies Carathe´odory conditions, if
(i) the map y 7→ h(t, y) is continuous for a.e. t ∈ [0, 1];
(ii) the map t 7→ h(t, y) is measurable for all y ∈ R6, and
(iii) for each c > 0 there exists ψc ∈ L1[0, 1], such that |y| ≤ c implies |h(t, y)| ≤ ψc(t) for a.e. t ∈ [0, 1].
Throughout this paper, we assume that the following condition (H) holds:
(H) Functions f : [0, 1]× R6 −→ R and g : [0, 1]× R3 −→ R all satisfy Carathe´odory conditions, F,G, H ∈ D
and
∑m−2
i=1 αi = 1.
Theorem A (Mawhin Continuation Theorem [13]). Let Ω ⊂ Y be an open bounded set and L be a Fredholm operator
of index zero and let N be L-compact on Ω . Assume that
(i) for each λ ∈ (0, 1), every solution x of Lx = λNx is such that x 6∈ ∂Ω ;
(ii) QNx 6= 0 for every x ∈ Ker L ∩ ∂Ω ;
(iii) deg(J QN ,Ω ∩ Ker L , 0) 6= 0, where Q : Z −→ Z is a projection as above with Im L = Ker Q.
Then the operator equation Lx = Nx has at least one solution in dom L ∩ Ω .
Notation 1. For constants r1, r2, L1, L2 ∈ R, r1 ≤ r2, L1 ≤ 0 ≤ L2, operators F,G, H ∈ D, nonnegative Lebesgue
integrable (on [0, 1]) function ϕ and the bounded set Ω ⊂ X , we denote
ρ(F,Ω) = sup{‖Fx‖ : x ∈ Ω}
(r1, r2)X = {x : x ∈ X, r1 ≤ x(t) ≤ r2, for t ∈ [0, 1]}
(r1, r2; F,G)4 = {(x, u, w, σ ) : (x, u, w, σ ) ∈ R4, r1 ≤ x ≤ r2, |u| ≤ ρ(F, (r1, r2)X ), |w| ≤ ρ(G, (r1, r2)X )}
(r1, r2; F,G)6 = {(x, u, v, w, τ, σ ) : (x, u, v, w, τ, σ ) ∈ R6, r1 ≤ x ≤ r2,
|u| ≤ ρ(F, (r1, r2)X ), r1 ≤ v ≤ r2, |w| ≤ ρ(G, (r1, r2)X )}
(r1, r2, L1, L2; F,G, H)4 = {(x, u, w, σ ) : (x, u, w, σ ) ∈ R4, r1 ≤ x ≤ r2,
|u| ≤ ρ(F, (r1, r2)X ), |w| ≤ ρ(G, (r1, r2)X ), |σ | ≤ ρ(H, (L1, L2)X )}
(r1, r2, L1, L2; F,G, H)5 = {(x, u, v, w, σ ) : (x, u, v, w, σ ) ∈ R5, r1 ≤ x ≤ r2, |u| ≤ ρ(F, (r1, r2)X ),
r1 ≤ v ≤ r2, |w| ≤ ρ(G, (r1, r2)X ), |σ | ≤ ρ(H, (L1, L2)X )}.
3. Existence results for bounded nonlinearity f
Theorem 1. Assume that
(A1) there exist r1, r2 ∈ R and ϕ ∈ L1([0, 1]) such that r1 ≤ r2 and
f (t, x, u, r1, w, 0, σ ) ≤ 0 ≤ f (t, x, u, r2, w, 0, σ )
for a.e. t ∈ [0, 1] and for each (x, u, w, σ ) ∈ (r1, r2; F,G)4, and
| f (t, x, u, v, w, τ, σ )| ≤ ϕ(t)
for a.e. t ∈ [0, 1] and for each (x, u, v, w, τ, σ ) ∈ (r1, r2; F,G)6.
Then BVP (1.1) and (1.2) has a solution u such that
r1 ≤ u(t) ≤ r2, r1 ≤ u′(t) ≤ r2, |u′′(t)| ≤
∫ 1
0
ϕ(s)ds, for t ∈ [0, 1]. (3.1)
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To use the Mawhin Continuation Theorem, we consider the differential equation
x ′′′(t) = λ fn(t, x(t), (Fx)(t), x ′(t), (Gx ′)(t), x ′′(t), (Hx ′′)(t)), λ ∈ [0, 1], t ∈ [0, 1]. ((3.2λ)n)
Denote Y = C2[0, 1], Z = L1[0, 1] as the Banach space with the usual norms and set for n ∈ N , AC2([0, 1]) =
{x : [0, 1] −→ R|x, x ′′ are absolutely continuous on [0, 1]}, and L is the linear operator from dom L ⊂ Y to Z with
dom L =
{
x : x ∈ AC2[0, 1], x(0) = x ′′(0) = 0, x ′(1) =
m−2∑
i=1
αi x
′(ηi )
}
,
and Lx = x ′′′, x ∈ dom L . We define N : Y −→ Z by setting
Nx = fn(t, x(t), (Fx)(t), x ′(t), (Gx ′)(t), x ′′(t), (Hx ′′)(t)), t ∈ [0, 1].
Then BVP (1.1) and (1.2) can be written as
Lx = λNx, λ ∈ [0, 1].
In what follows, we introduce the auxiliary functions fn : [0, 1] × R6 −→ R for each n ∈ N as follows:
fn(t, x, u, v, w, τ, σ ) =

f (t, x¯, u¯, r2, w¯, 0, σ )+
v − r2 − 1n
v − r2 + 1 , v > r2 +
1
n
;
f (t, x¯, u¯, r2, w¯, τ, σ )+ pn(x, u, r2, w, τ, σ ), r2 < v ≤ r2 + 1n ;
f (t, x¯, u¯, v, w¯, τ, σ ), r1 ≤ v ≤ r2;
f (t, x¯, u¯, r1, w¯, τ, σ )− pn(x, u, r1, w, τ, σ ), r1 − 1n ≤ v < r1;
f (t, x¯, u¯, r1, w¯, 0, σ )+
v − r1 + 1n
r1 − v + 1 , v < r1 −
1
n
,
(3.3)
where
pn(x, u, ri , w, τ, σ ) = [ f (t, x¯, u¯, ri , w¯, 0, σ )− f (t, x¯, u¯, ri , w¯, τ, σ )](v − ri )n, i = 1, 2;
x¯ =
r2, x > r2;x, r1 ≤ x ≤ x2;r1, x < r1.
u¯ =
{
u, |u| ≤ ρ(F, (r1, r2)X );
ρ(F, (r1, r2)X )sign u, |u| > ρ(F, (r1, r2)X ).
w¯ =
{
w, |w| ≤ ρ(G, (r1, r2)X );
ρ(G, (r1, r2)X )sign w, |w| > ρ(G, (r1, r2)X ).
In order to prove Theorem 1, we need the following lemmas.
Lemma 1 (A Priori Estimates). Assume that (A1) holds and BVP ((3.2λ)n) , (1.2) has a solution u for some λ ∈ (0, 1]
and n ∈ N. Then the following estimates are fulfilled
r1 − 1n ≤ u(t) ≤ r2 +
1
n
, r1 − 1n ≤ u
′(t) ≤ r2 + 1n , |u
′′(t)| ≤
∫ 1
0
ϕ(s)ds, t ∈ [0, 1]. (3.4)
Proof. Suppose for contradiction that the estimate r1 − 1n ≤ u′(t) ≤ r2 + 1n is not true. Then there exists t ∈ [0, 1],
such that u′(t) > r2 + 1n or u′(t) < r1 − 1n . Without loss the generality, we suppose that the first case holds. Let
max{u′(t) : t ∈ [0, 1]} := u′(t0)
(
>r2 + 1n
)
, for a t0 ∈ [0, 1].
Then u′′(t0) = 0, which is clear for t0 ∈ (0, 1) and follows from boundary conditions (1.2) for t0 = 0. If t0 = 1, from
the condition
∑m−2
i=1 αi = 1 and (1.2), we show that there exists some j ∈ {1, 2, . . . ,m−2}, such that x ′(η j ) > x ′(1),
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which contradicts t0 = 1. Then t0 ∈ [0, 1). With a little work one can show that there is an interval (δ1, δ2) ⊂ [0, 1]
such that u′(t) > r2 + 1n for t ∈ (δ1, δ2) and∫ δ2
δ1
u′′′(s)ds ≤ 0. (3.5)
On the other hand, by (3.3) and (A1), we get∫ δ2
δ1
u′′′(s)ds = λ
∫ δ2
δ1
fn(s, u(s), (Fu)(s), u
′(s), (Gu′)(s)ds, u′′(s), (Hu′′)(s))
= λ
∫ δ2
δ1
[
fn(s, u(s), (Fu)(s), r2, (Gu′)(s), 0, (Hu′′)(s))+
u′(s)− r2 − 1n
u′(s)− r2 + 1
]
ds
> 0,
which contradicts (3.5). Similarly, we can verify that the estimates r1 − 1n ≤ u′(t) is hold. Moreover, since u(0) = 0,
the estimates r1 − 1n ≤ u(t) ≤ r2 + 1n is easily obtained by integration.
Now we show that the following inequality (3.6) is fulfilled:
| fn(t, u(t), (Fu)(t), u′(t), (Gu′)(t), u′′(t), (Hu′′)(t))| ≤ ϕ(t), for a.e. t ∈ [0, 1]. (3.6)
From the first and second estimates in (3.4) and the definition of fn in (3.3), we show that (3.6) holds for three cases:
case (i): r2 < u′ ≤ r2 + 1n ; case (ii): r1 ≤ u′ ≤ r2; case (iii): r1 − 1n ≤ u′ < r1. We only illustrate case (i); the others
cases are similarly proved. For r2 < u′ ≤ r2 + 1n ,
| fn(t, u(t), (Fu)(t), u′(t), (Gu′)(t), u′′(t), (Hu′′)(t))|
=
∣∣∣ f (t, u(t), (Fu)(t), r2, (Gu′)(t), u′′(t), (Hu′′)(t)) + [ f (t, u(t), (Fu)(t), r2, (Gu′)(t), 0, (Hu′′)(t))
− f (t, u(t), (Fu)(t), r2, (Gu′)(t), u′′(t), (Hu′′)(t))](u′(t)− r2)n
∣∣∣
≤ | f (t, u(t), (Fu)(t), r2, (Gu′)(t), u′′(t), (Hu′′)(t))|[1− (u′(t)− r2)n]
+| f (t, r2, (Fu)(t), r2, (Gu′)(t), 0, (Hu′′)(t))|(u′(t)− r2)n
≤ ϕ(t)[1− (u′(t)− r2)n] + ϕ(t)(u′(t)− r2)n = ϕ(t).
Since inequality (3.6) and u′′(0) = 0, integrating ((3.2λ)n) from 0 to t , we obtain the estimates |u′′(t)| ≤
∫ 1
0 ϕ(s)ds
in (3.4). 
Lemma 2. L is a Fredholm map of index 0 and N is L-compact on Ω for any open bounded set Ω ⊂ Y .
Proof. Firstly, we show that L is a Fredholm map of index 0. It is clear that
Ker L = {x ∈ dom L : x = ct, c ∈ R, t ∈ [0, 1]}.
Now we show that
Im L =
{
y ∈ Z :
m−2∑
i=1
αi
∫ 1
ηi
∫ s
0
y(τ )dτds = 0
}
. (3.7)
The problem
x ′′′ = y (3.8)
has a solution x(t) which satisfies boundary conditions (1.2) if and only if∫ 1
0
y(s)ds = 0. (3.9)
2658 Z. Du / Computers and Mathematics with Applications 55 (2008) 2653–2661
In fact, if (3.8) has a solution x(t) which satisfies boundary conditions (1.2), then we have
x(t) = x ′(0)t +
∫ t
0
∫ s
0
∫ τ
0
y(v)dvdτds.
According to x ′(1) =∑m−2i=1 αi x ′(ηi ), we obtain∑m−2i=1 αi ∫ 1ηi ∫ s0 y(v)dτds = 0.
On the other hand, if (3.9) holds, setting
x(t) = ct +
∫ t
0
∫ s
0
∫ τ
0
y(v)dvdτds,
where c is an arbitrary constant, then x(t) is a solution of (3.8) and satisfies (1.2). Hence (3.7) is valid. Clearly, Im L
is closed in Z and dim Ker L = co dim Im L = 1. Thus L is a Fredholm operator of index zero.
Now we consider the continuous projects
P : Y −→ Y, x 7−→ x(0)t
Q : Z −→ Z , y 7−→
m−2∑
i=1
αi
∫ 1
ηi
∫ τ
0
y(τ )dτds.
Then the generalized inverse (to L) KP : Im L −→ dom L ∩ Ker P can be written as
KP (y) =
∫ t
0
∫ s
0
∫ τ
0
y(v)dvdτds.
Thus,
QN : Y −→ Z , x 7−→ 2
1−
m−2∑
i=1
αiη
2
i
m−2∑
i=1
αi
∫ 1
ηi
∫ s
0
fn(τ, ·)dτds, (3.10)
KP (I − Q)N : Y −→ Y, x 7−→
∫ t
0
∫ s
0
∫ τ
0
fn(v, ·)dvdτds
− t
3
3(1−
m−2∑
i=1
αiη
2
i )
m−2∑
i=1
αi
∫ 1
ηi
∫ s
0
fn(τ, ·)dτds,
where
fn(τ, ·) = fn(τ, u(τ ), (Fu)(τ ), u′(τ ), (Gu′)(τ ), u′′(τ ), (Hu′′(τ ))),
and fn(v, ·) has the similar meaning.
Since F,G, H ∈ D and from (3.3), (A1), we obtain
| fn(t, x, u, v, w, τ, σ )| ≤ ϕ(t), for a.e. t ∈ [0, 1] and each (x, u, v, w, τ, σ ) ∈ R6.
By the Lebesgue dominated convergence theorem, we show that QN and KP (I − Q)N are continuous. Furthermore,
QN (Ω) and KP (I − Q)N (Ω) are relatively compact for any open bounded set Ω ⊂ Y . Hence N is L-compact on Ω
for any open bounded set Ω ⊂ Y . 
Lemma 3. Assume that (A1) hold; then for each n ∈ N, BVP ((3.2λ)n) , (1.2) has a solution u satisfying (3.4).
Proof. We only need to show that all conditions of Theorem A are satisfied.
For n ∈ N , let P, Q and KP be as in the proof of Lemma 2 and let
Ω =
{
x : x ∈ Y, r1 − 2n ≤ x
′(t) ≤ r2 + 2n , |x
′′(t)| ≤
∫ 1
0
ϕ(s)ds + 1, for t ∈ [0, 1]
}
.
From Lemma 2, N is L-compact on Ω and then Lemma 1 implies that condition (i) of Theorem A is fulfilled.
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To check condition (ii) of Theorem A, we assume that x ∈ Ker L ∩ ∂Ω ; then x ′ = r1 − 2n or x ′ = r2 + 2n . So
x = (r1 − 2n )t or x = (r2 + 2n )t by x(0) = 0. By (3.10), (3.3) and (A1), we have
QN
((
r1 − 2n
)
t
)
=
∫ 1
0
fn
(
s,
(
r1 − 2n
)
s,
(
F
((
r1 − 2n
)
s
))
(s), r1 − 2n ,
(
G
(
r1 − 2n
))
(s), 0, (H(0))(s)
)
ds
=
∫ 1
0
[
f
(
s, r1,
(
F
((
r1 − 2n
)
s
))
(s),r1,
(
G
(
r1 − 2n
))
(s), 0, (H(0))(s)
)
− 1
n + 2
]
ds
≤ − 1
n + 2 < 0, (3.11)
QN
((
r2 + 2n
)
t
)
=
∫ 1
0
fn
(
s,
(
r2 + 2n
)
s,
(
F
((
r2 + 2n
)
s
))
(s), r2 + 2n ,
(
G
(
r2 + 2n
))
(s), 0, (H(0))(s)
)
ds
=
∫ 1
0
[
f
(
s,
(
r2 + 2n
)
s,
(
F
((
r2 + 2n
)
s
))
(s),r2,
(
G
(
r2 + 2n
))
(s), 0, (H(0))(s)
)
+ 1
n + 2
]
ds
≥ 1
n + 2 > 0, (3.12)
This shows that condition (ii) of Theorem A is satisfied.
Let J : Im Q −→ Ker L be a linear isomorphism given by J (c) = ct , ∀c ∈ R, t ∈ [0, 1]. From inequalities (3.11)
and (3.12), we obtain that
deg(J QN ,Ω ∩ Ker L , 0) 6= 0.
Then condition (iii) of TheoremA also holds. So the assertion of our Lemma 3 follows from TheoremA and Lemma 1.
The proof of Theorem 1 is now an easy consequence of the above lemmas.
Proof of Theorem 1. For n ∈ N , we consider the sequence of BVP {((3.2λ)n), (1.2)}. By Lemma 3, we get an
appropriate sequence of solutions un for (3.4) (with u = un). Then by (3.3) and (3.4), one has
|u′′′n (t)| = | fn(t, u(t), (Fu)(t), u′(t), (Gu′)(t), u′′(t), (Hu′′)(t))| ≤ ϕ(t)
for a.e. t ∈ [0, 1] and each n ∈ N . By the Ascoli–Arzela Theorem, there exists a subsequence {ukn } of {un} converging
in C2([0, 1]) to a u. The function u satisfies (3.1), and hence it is a solution of BVP (1.1) and (1.2) from (3.3). 
Corollary 1. Assume that there exist r1, r2 ∈ R, ϕ ∈ L1([0, 1]) such that r1 ≤ r2 and
g(t, x, r1, 0) ≤ 0 ≤ g(t, x, r2, 0), for a.e. t ∈ [0, 1] and each x ∈ [r1, r2],
|g(t, x, y, z)| ≤ ϕ(t), for a.e. t ∈ [0, 1] and each (x, y, z) ∈ [r1, r2] × [r1, r2] × R.
Then BVP (1.1) and (1.2) has a solution u such that (3.1).
4. Existence results for a generally unbounded nonlinearity f
Theorem 2. Assume that
(A2) there exist r1, r2, L1, L2 ∈ R and µ, ν ∈ {−1, 1} such that r1 ≤ r2, L1 ≤ 0 ≤ L2, and
f (t, x, u, r1, w, 0, σ ) ≤ 0 ≤ f (t, x, u, r2, w, 0, σ )
for a.e. t ∈ [0, 1] and for each (x, u, w, σ ) ∈ (r1, r2, L1, L2; F,G, H)4, and
ν f (t, x, u, v, w, L1, σ ) ≤ 0 ≤ µ f (t, x, u, v, w, L2, σ )
for a.e. t ∈ [0, 1] and for each (x, u, v, w, σ ) ∈ (r1, r2, L1, L2; F,G)5.
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Then BVP (1.1) and (1.2) has a solution u such that
r1 ≤ u(t) ≤ r2, r1 ≤ u′(t) ≤ r2, L1 ≤ u′′(t) ≤ L2, for t ∈ [0, 1]. (4.1)
Proof. Define the auxiliary functions f¯µν : [0, 1] × R6 −→ R as follows:
f¯µν(t, x, u, v, w, τ, σ ) =

f (t, x, u, v, w, L2, σ¯ )+ µ τ − L2
τ − L2 + 1 , τ > L2;
f (t, x, u, v, w, τ, σ¯ ), L1 ≤ τ ≤ L2;
f (t, x, u, v, w, L1, σ¯ )+ ν τ − L1L1 − τ + 1 , τ < L1,
(4.2)
where
σ¯ =
{
σ, |σ | ≤ ρ(H, (L1, L2)X );
ρ(H, (L1, L2)X )sign σ, |σ | > ρ(H, (L1, L2)X ).
Then f¯µν fulfils assumption (A1) with
ϕ(t) = 1+ sup{| f (t, x, u, v, w, τ, σ )| : (x, u, v, w, τ, σ ) ∈ R6, r1 ≤ x ≤ r2, |u| ≤ ρ(F, (r1, r2)X ),
r1 ≤ v ≤ r2, |w| ≤ ρ(G, (r1, r2)X ), L1 ≤ τ ≤ L2, |σ | ≤ ρ(H, (L1, L2)X )}.
We consider the differential equation
x ′′′(t) = f¯µν(t, x(t), (Fx)(t), x ′(t), (Gx ′)(t), x ′′(t), (Hx ′′)(t)), t ∈ [0, 1]. (4.3)
Theorem 1 implies that BVP (4.3) and (1.2) has a solution u such that inequalities (3.1). Now we show that the solution
u also satisfies inequalities (4.1).
We need to show that the estimate L1 ≤ u′′(t) ≤ L2 is fulfilled. Otherwise, we set
max{u′′(t) : t ∈ [0, 1]} := u′′(t0) > L2 ≥ 0, for a t0 ∈ [0, 1].
Then from boundary conditions (1.2), t0 ∈ (0, 1). So there exists δ > 0 such that L2 < u′′(t) ≤ u′′(t0) for each t
belonging to the interval with the end points t0 and t0 + µδ, and∫ t0+µδ
t0
u′′′(s)ds = u′′(t0 + µδ)− u′′(t0) ≤ 0. (4.4)
On the other hand, by (4.2) and (A2), we get∫ t0+µδ
t0
u′′′(s)ds =
∫ t0+µδ
t0
f¯µν(s, u(s), (Fu)(s), u
′(s), (Gu′)(s), u′′(s), (Hu′′)(s))ds
= µ
∫ t0+µδ
t0
[
µ f (s, u(s), (Fu)(s), u′(s), (Gu′)(s)ds, L2, (Hu′′)(s))+ u
′′(s)− L2
u′′(s)− L2 + 1
]
ds
> 0,
which contradicts (4.4). Hence u′′(t) ≤ L2 on [0, 1]. Similarly, we can verify that the estimates L1 ≤ u′′(t) on
[0, 1] hold. From u satisfying (3.1) and (4.2), we show that the solution u is a solution of BVP (1.1), (1.2) and
satisfies (4.1). 
Corollary 2. Assume that there exist r1, r2, L1, L2 ∈ R and µ, ν ∈ {−1, 1} such that r1 ≤ r2, L1 ≤ 0 ≤ L2, and
g(t, x, r1, 0) ≤ 0 ≤ g(t, x, r2, 0), for a.e. t ∈ [0, 1], and each x ∈ [r1, r2], (4.5)
and g(t, x, y, L i ) don’t change their signs for a.e. t ∈ [0, 1] and each (x, y) ∈ [r1, r2] × [r1, r2], i = 1, 2. Then
BVP (1.1) and (1.2) has a solution u such that (4.1).
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5. Multiplicity results
Theorem 3. Assume that
(A3) there exist r1, r2, r3, r4, L1, L2 ∈ R and µ, ν ∈ {−1, 1} such that r1 ≤ r2 < r3 ≤ r4, L1 ≤ 0 ≤ L2.
For a.e. t ∈ [0, 1] and each (x, u, w, σ ) ∈ (r1, r4, L1, L2; F,G, H)4, f (t, x, u, ri , w, 0, σ ) ≤ 0 ≤
f (t, x, u, r j , w, 0, σ ), i = 1, 3, j = 2, 4. And for a.e. t ∈ [0, 1], each (x, u, v, w, σ ) ∈ (r1, r4, L1, L2; F,G)5,
ν f (t, x, u, v, w, L1, σ ) ≤ 0 ≤ µ f (t, x, u, v, w, L2, σ ). Then BVP (1.1) and (1.2) has two different solutions
u1 and u2 such that
r1 ≤ u1(t) ≤ r2, r1 ≤ u′1(t) ≤ r2, L1 ≤ u′′1(t) ≤ L2, for t ∈ [0, 1]. (5.1)
r3 ≤ u2(t) ≤ r4, r3 ≤ u′2(t) ≤ r4, L1 ≤ u′′1(t) ≤ L2, for t ∈ [0, 1]. (5.2)
We can show the result by using Theorem 2 twice.
Proof. By Theorem 2, there exists a solution u1 of BVP (1.1) and (1.2) satisfying (4.1) (with u = u1) and by the same
theorem there exists another solution u2 of BVP (1.1) and (1.2) satisfying
r3 ≤ u2(t) ≤ r4, r3 ≤ u′2(t) ≤ r4, L1 ≤ u′′1(t) ≤ L2, for t ∈ [0, 1].
Since r2 < r3, we get u1 6= u2. 
Corollary 3. Assume that there exist r1, r2, r3, r4, L1, L2 ∈ R and µ, ν ∈ {−1, 1} such that r1 ≤ r2 < r3 ≤ r4,
L1 ≤ 0 ≤ L2. For a.e. t ∈ [0, 1], each x ∈ [r1, r4], i = 1, 3, j = 2, 4, g(t, x, ri , 0) ≤ 0 ≤ g(t, x, r j , 0), and for a.e.
t ∈ [0, 1], each (x, y) ∈ [r1, r4] × [r1, r4], i = 1, 2, g(t, x, y, L i ) don’t change their signs. Then BVP (1.1) and (1.2)
has two different solutions u1 and u2 such that (5.1) and (5.2).
Remark 1. In Theorems 1–3, and Corollaries 1–3, if we take r1 ≥ 0, then we obtain some associated positive solution
existence results.
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