The correlation between multiplicities in two separated rapidity windows, the socalled long-range correlation (LRC), is studied in the framework of the model with independent identical emitters. It's shown that the LRC coefficient, defined for the scaled (relative) variables, nevertheless depends on the absolute width of the forward rapidity window and does not depend on the width of the backward one. The dependence of the LRC coefficient on the forward rapidity acceptance is explicitly found with only one theoretical parameter. The preliminary comparison with ALICE 7 TeV pp collisions data shows that the multiplicity LRC in the data can be described in the framework of the suggested approach.
Introduction
In processes of the multiple production in pp and AA collisions at high energies one can study the correlation between multiplicities n F and n B of charged particles in two rapidity windows ("forward" and "backward") separated by some gap -the so-called long-range rapidity correlation (LRC). In present paper we consider this correlation in the framework of the model with independent identical emitters.
To analyze the correlation one usually introduces the correlation function (regression) f (n F ) ≡ n B n F and studies the mean multiplicity in the backward window as a function of the multiplicity in the forward window. In the case of linear regression one defines the correlation coefficient b abs , characterizing a strength of the correlation, by the following way:
But the value of such defined correlation coefficient obviously depends on the lengths of forward ∆y F and backward ∆y B rapidity windows, because the n F and n B depends on these lengths.
To eliminate this trivial dependence on the widths of rapidity windows we define the correlation coefficient b rel using the scaled (relative) variables:
Clear that b abs and b rel are simply connected b rel = n F n B b abs and for symmetric ∆y B = ∆y F windows n B = n F and b rel = b abs . For nonlinear correlation function f (n F ) it seems reasonable [1] - [3] to define the correlation coefficients as follows Def.1:
2 Model
In the model with independent identical emitters [4] one assumes that the probability P (n B , n F ) to observe simultaneously the n F charged particles in the forward rapidity window and the n B particles in the backward one is given by the expression:
where we have used short notations:
In the formula (4) the w(N) is the probability to have N emitters in the given event and the p(B i , F i ) is the probability that i-th emitter produces the F i charged particles in the forward rapidity window and the B i particles in the backward one.
In the case of long-range correlations (LRC) with a sufficiently large rapidity gap between windows the model supposes that every emitter (string) produces particles independently in the forward and backward windows:
So the correlation arises only due to event-by-event fluctuations of the number of emitters. In paper [1] using methods developed in [4] for various distributions in some approximation the following formula for the defined (3) correlation coefficient b rel was obtained:
Here the κ is the ratio of two scaled variances:
where N and D N = N 2 − N 2 are the mean number of emitters and the event-by-event variance of the number of emitters. The µ F and
F are the mean multiplicity produced by one emitter in the forward window and the corresponding variance. For Poisson distributions, for example, V N = V µ F = 1 and κ = 1, then the b rel (6) depends only on µ F . Clear that the µ F depends on the width of the forward rapidity window. For the forward window in the plateau region one can assume
where µ 0F is the average multiplicity produced by one emitter in the forward window per a unit of rapidity. Then by (6) we have for the correlation coefficient:
where a = κµ 0F is the only theory parameter. Note that in the case of limited azimuth acceptance ∆ϕ F in the forward rapidity window one has to use the formulas
instead of (8) and (9). So we see from formula (6) that the multiplicity LRC coefficient b rel even defined for scaled variables (3) nevertheless depends through µ F on the length and the azimuth acceptance of the forward rapidity window ∆y F , ∆ϕ F and does not depend on the length and the azimuth acceptance of the backward one ∆y B , ∆ϕ B . The reason is that the regression procedure is being made by the forward window. One can find the physical discussion of this phenomenon in ref. [1] .
Alternative definition
In some papers instead of the definition (3) the following definition of the correlation coefficient is used
For a linear correlation function f (x) these formulae can be obtained by (1) and (2) exactly, but in the case of a nonlinear correlation function the definitions (3) and (11) are not identical (see discussion below). Note that when one extracts the correlation coefficient from the experimental data the definition 1 reduces to the definition 2 but with a narrow interpolation interval centered around n F = n F , instead of the whole n F range in (11). Using the definition (11) one can obtain the formula (6) for the correlation coefficient at very general assumptions, because in this case instead of a calculation of the correlation function f (x) one needs to calculate only some averages n B n F , n 2 F , n F , n B , which is much more simple.
As an example let us to calculate n 2 F . By (4) and (5) we have
where we have used that for identical emitters for any i:
So we obtain the well known formula for the variance D n F in the denominator of the (11):
Similarly one finds for the correlator n B n F − n B n F in the numerator of the (11):
Substituting (13) and (14) in (11) we comes again to the expression (6) for the correlation coefficient.
Comparison of the definitions
In the case of a nonlinear regression one can expand the correlation function in powers of the deviation of the n F from its mean value n F :
Clear that by the first definition (3):
If we now apply the second definition (11), we get another expression for the correlation coefficient:
Comparing (17) with (16) we see that the difference between these two definitions depends on the higher moments of the n F distribution. Consider also a constant f 0 in the expansion (15),
In the case of a nonlinear correlation function one can introduce the coefficient a rel by the following way:
For a linear correlation function this definition coincides with (2) . After some trivial manipulations using (15) one can get:
It follows from this formula that for linear correlation function: a rel = 1. In the next (quadratic) approximation we have: if a rel > 1, then the correlation function is convex upwards: f 2 < 0 and vice versa.
Conclusion
It's shown that the formula obtained in [1] for the long-range multiplicity correlation coefficient in the model with independent emitters:
where the κ is the ratio of two scaled variances:
and µ F is the mean multiplicity produced by one emitter in the forward window, is valid at very general assumptions. As a result the multiplicity correlation coefficient b rel defined for scaled variables nevertheless depends on the width of the forward rapidity window ∆y F and does not depend on the width of the backward one ∆y B . For example, for the forward window in the plateau region, when one can assumes µ F = µ 0F ∆y F , we have
where µ 0F is the average multiplicity produced by one emitter in the forward window per a unit of rapidity. The same is valid for the forward azimuth acceptance -∆ϕ F /2π (see formula (10)). The reason is that the regression procedure is being made by the forward window. One can find the physical discussion of this phenomenon in ref. [1] . The preliminary comparison with ALICE 7 TeV pp collisions data shows that the multiplicity LRC can be described in the framework of the suggested approach at the value of the only theory parameter a = κµ 0F = 1.8. Note that the transverse momentum LRC are absent in the model with independent identical emitters. To describe them one has to take into account the interaction of emitters (a string fusion or other collectivity effects).
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