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ON THE MEASURE AND THE STRUCTURE OF THE FREE BOUNDARY
OF THE LOWER DIMENSIONAL OBSTACLE PROBLEM
MATTEO FOCARDI AND EMANUELE SPADARO
Abstract. We provide a thorough description of the free boundary for the lower dimensional
obstacle problem in Rn+1 up to sets of null Hn−1 measure. In particular, we prove
(i) local finiteness of the (n− 1)-dimensional Hausdorff measure of the free boundary,
(ii) Hn−1-rectifiability of the free boundary,
(iii) classification of the frequencies up to a set of dimension at most (n− 2) and classification
of the blow-ups at Hn−1 almost every free boundary point.
1. Introduction
Thin obstacle-type problems naturally appear in several models of applied sciences, such as
contact mechanics (cf. the classical Signorini problem) and, as pointed out more recently, in free
boundary problems for fractional diffusions, such as quasi-geostrophic flows, American options’
pricing, anomalous diffusions etc. . . Due to their character of prototypical nonlinear and non-local
equations, in the recent years this class of problems has been intensively studied, culminating
in several important contributions and breakthroughs (cf., e.g., [4, 11, 5, 12, 23, 14, 29, 7, 20,
3]). Nevertheless, many important questions are not yet answered, most importantly the ones
concerning the global structure of the free boundary, which according to the available results in
the literature is not excluded to have infinite measure or to be fractal, already in the simplest
model cases.
Here we answer to this and to other related questions, such as the uniqueness of blow-ups and
the structure of the free boundary for solutions to the thin obstacle problem, giving a complete
description of the top-stratum of the free boundary up to a set ofHn−1-measure zero. These results
are new also in the framework of the classical Signorini problem in elasticity (for the antiplane case)
and they are obtained by a combination of analytical and geometric measure theory arguments
which can be suitably exploited also for similar free boundary type problems.
1.1. The problem. In this article we consider a class of lower dimensional obstacle problems. In
order to state them, for any subset E ⊂ Rn+1 we set
E+ := E ∩
{
x ∈ Rn+1 : xn+1 > 0
}
and E′ := E ∩
{
xn+1 = 0
}
.
For any point x ∈ Rn+1 we will write x = (x′, xn+1) ∈ Rn × R. Moreover, Br(x) ⊂ Rn+1 denotes
the open ball centered at x ∈ Rn+1 with radius r > 0, and Br(x) its closure (we omit to write
the point x if the origin). For every R > 0, we denote by AR the set of functions in the weighted
Sobolev space H1(BR, |xn+1|aLn+1), with a ∈ (−1, 1), which are even symmetric with respect to
xn+1 and which have positive traces on B
′
R:
AR :=
{
v ∈ H1(BR, |xn+1|
aLn+1) : v(x′, xn+1) = v(x
′,−xn+1) and v(x
′, 0) ≥ 0
}
.
Key words and phrases. Thin obstacle problem, free boundary, rectifiability, blowup, uniqueness.
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The thin obstacle problems we consider are then the following:

u(x′, 0) ≥ 0 for (x′, 0) ∈ B′R,
u(x′, xn+1) = u(x
′,−xn+1) for x = (x′, xn+1) ∈ BR,
div
(
|xn+1|a∇u(x)
)
= 0 for x ∈ BR \
{
(x′, 0) : u(x′, 0) = 0
}
,
div
(
|xn+1|a∇u(x)
)
≤ 0 in the sense of distribution in BR,
u(x) = g(x) for x ∈ ∂BR,
(1.1)
where g ∈ AR is a given boundary value datum. Note that (1.1) are the Euler–Lagrange equations
satisfied by the unique minimizer of the energyˆ
BR
|∇v|2|xn+1|
adx
in the class AR,g := AR ∩
{
g +H10 (BR, |xn+1|
aLn+1)
}
. In particular, in case a = 0 problem (1.1)
corresponds to the well-known scalar Signorini problem. We denote by Λ(u) the coincidence set
of a solution u,
Λ(u) :=
{
(x′, 0) ∈ B′R : u(x
′, 0) = 0
}
,
and by Γ(u) its free boundary, which is the topological boundary of Λ(u) in the relative topology of
B′R. In order to avoid unnecessary complications, in this work we consider the case of zero obstacle
prescribed on flat hypersurfaces only. Nevertheless, the techniques developed in the paper can be
generalized to consider non-constant and non-flat obstacles, as well as for other free boundary
problems (such as the fractional obstacle problem, for which the analogous results of this paper
are going to appear in a future work). Moreover, we set
s :=
1− a
2
throughout the whole paper.
1.2. A short survey of the existing literature. In the last years there has been an intensive
research activity in trying to set up the regularity properties of the solutions to (1.1) and the
corresponding free boundaries. We resume in what follows the state of the art for what concerns
the zero obstacle case. To this aim we introduce the following notation for the rescalings of a
solution u: for every x0 ∈ Γ(u) and r > 0, we set
u¯x0,r(y) :=
r
n+a
2 u(x0 + r y)( ´
∂Br
u2 |xn+1|a dHn
)1/2 ∀ y ∈ BR−|x0|r . (1.2)
By [12, Section 6] the collection of functions {u¯x0,r}r>0 is pre-compact in the weighted Sobolev
space H1loc(R
n+1, |xn+1|
a Ln+1). Their limiting points are called blow-ups of u at x0 and are homo-
geneous functions, whose homogeneity depends only on x0 and not on the extracted subsequence
(for a proof see also Corollary 2.10 and Remark 2.14 below). The set of all blow-ups of a solution
u at x0 is denoted by BU(x0), and their common homogeneity λ(x0) is called the infinitesimal
homogeneity or the frequency of u at x0 (this is indeed the limiting value, as the radius vanishes,
of an Almgren’s type frequency function).
The following statements summarize several results available in the current literature.
A. Optimal regularity of u. The solutions u to (1.1) are one-sided C1,s, s = (1− a)/2. More
precisely, u ∈ Lip(B1) ∩C1,s(B
±
1 ∪B
′
1), as proved by Athanasopoulos and Caffarelli [4] for a = 0,
and by Caffarelli, Salsa and Silvestre [12] for all a ∈ (−1, 1) (see also [21, 22, 9, 28, 36, 37, 35] for
previous results).
B. Free boundary regularity. The free boundary Γ(u) can be split as:
Γ(u) = Reg(u) ∪ Sing(u) ∪Other(u), (1.3)
with these subsets being pairwise disjoint, and more precisely
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(i) Reg(u) is the subset of points in Γ(u) in which blow-ups are (1+ s)-homogeneous. Reg(u)
is relatively open in Γ(u) and it is an analytic (n − 1)-dimensional submanifold of Rn+1
(the C1,α regularity has been shown in [5, 12] – see also [20, 25] for a different proof based
on the epiperimetric inequality; higher regularity follows from [14, 29]);
(ii) Sing(u) is the subset of points in Γ(u) for which the blow-ups are 2m-homogeneous. In
the case of the Signorini problem a = 0, they are also characterized by the fact that their
contact sets have density zero with respect to Hn. Furthermore, in such a case Garofalo
and Petrosyan [23] proved that Sing(u) is contained in a countable union of C1-regular
(n− 1)-dimensional submanifolds.
C. Blow-up analysis. The blow-ups of u at a free boundary point x0 satisfy the ensuing
properties:
(i) BU(x0) ⊆ Hλ(x0), the latter set being the positive cone of λ(x0)-homogeneous local solu-
tions to (1.1) even with respect to xn+1. Moreover, the possible values of the frequency
λ(x0) lie in the set {1 + s} × [2,+∞) (cf. [12]);
(ii) the blow-ups are unique both at every point of Reg(u) (cf. [12]), and at every point of
Sing(u) for the Signorini problem a = 0 (cf. [23]).
Despite these significant achievements, many issues on the analysis of the regularity of the free
boundary and the corresponding blow-ups of solutions to (1.1) remain still unsolved, even for
the scalar Signorini problem. The most striking fact is that nothing is known about the global
nature of the free boundary, which in principle is not known to have the right dimensionality of a
boundary in Rn × {0} (i.e., n− 1), nor it is known to retain any boundary-like structure (as far
as we know, Γ(u) can be even fractal). In particular, there are no results about the subset of free
boundary points Other(u), which are neither regular nor singular (according to the definitions in
literature). On the other hand, explicit examples show that Other(u) is in general not empty, and
indeed it may coincide with the full free boundary (cf. § 8)!
1.3. The main results of the paper. In this paper we answer to some of the questions men-
tioned above, such as that concerning the dimension of the free boundary, and we give a compre-
hensive description of the set Other(u) and Sing(u) in the general case a ∈ (−1, 1) up to a null
Hn−1 set. Our results are already new for the case of the Signorini problem a = 0 and extend in
various directions what was previously known. In particular, the short outcome of our analysis is
the global picture of the free boundary of the thin obstacle problem as an (n− 1)-dimensional set
with locally finite measure (in fact with finite Minkowski content) satisfying almost everywhere
a similar stratification as for the classical obstacle problem (including some uniqueness results of
the blow-ups), cf. [8, 10, 38, 30].
We start off showing that the free boundary is (n−1)-dimensional in a strong measure theoretic
sense.
Theorem 1.1. Let u be a solution to the thin obstacle problem (1.1) in B1. Then, the free
boundary Γ(u) has locally finite (n− 1)-dimensional Minkowski content: i.e., for every K ⊂⊂ B′1
there exists a constant C(K) > 0 such that
Ln+1
(
Tr(Γ(u) ∩K)
)
≤ C(K) r2 ∀ r ∈ (0, 1), (1.4)
where Tr(E) := {x ∈ Rn+1 : dist(x,E) < r} for all E ⊆ Rn.
Next, we prove the following geometric regularity result for the free boundary establishing its
Hn−1-rectifiability.
Theorem 1.2. Let u be a solution to the thin obstacle problem (1.1) in B1. Then, there exist at
most countably many C1-regular submanifolds Mi of dimension n− 1 in Rn+1 such that
Hn−1
(
Γ(u) \
⋃
i∈N
Mi
)
= 0. (1.5)
The last result concerns one of the major open question in the field, namely to determine
the possible values of the frequency λ(x0), or equivalently the smallest set J ⊂ (0,∞) for which
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BU(x0) ⊆ ∪λ∈JHλ for every x0 ∈ Γ(u), recall that Hλ denotes the set of λ-homogeneous solutions
to (1.1). As explained in C. (i) above, it is known that
{2m, 2m− 1 + s}m∈N\{0} ⊆ J ⊆ {1 + s} × [2,∞).
Moreover, by definition λ(x0) = 1+s for all x0 ∈ Reg(u) and λ(x0) ∈ 2N\{0} for all x0 ∈ Sing(u).
In the following theorem we make a step forward to clarify this stage.
Theorem 1.3. Let u be a solution to the lower dimensional obstacle problem (1.1) in B1. Then,
there exists a subset Σ(u) ⊂ Γ(u) with Hausdorff dimension at most n− 2 such that
λ(x0) ∈ {2m, 2m− 1 + s, 2m+ 2s}m∈N\{0} ∀ x0 ∈ Γ(u) \ Σ(u).
In addition, for Hn−1-a.e. point x0 ∈ Γ(u)\Σ(u) with frequency λ(x0) ∈ {2m, 2m− 1+ s}m∈N\{0}
the blow-up of u at x0 is unique and depends on two variables only: namely,
BU(x0) =
{
h¯λ(x0)(x · ex0, xn+1)
}
,
for some ex0 ∈ R
n+1 with |ex0 | = 1 and ex0 · en+1 = 0, and h¯λ(x0) uniquely determined by λ(x0).
1.4. Comments on the main results. A few remarks are in order.
1.4.1. Finite measure. The main consequence of Theorem 1.1 is that the free boundary has locally
finite Hn−1 measure:
Hn−1
(
Γ(u) ∩K
)
< +∞ ∀ K ⊂⊂ Rn. (1.6)
Nevertheless, the estimate on the Minkowski content is significantly stronger: among the other
consequences, (1.4) implies, for instance, that the free boundary is nowhere dense. In addition,
Theorem 1.2 establishes that the free boundary is a Hn−1-rectifiable set, a piece of information
which cannot be deduced nor implies the estimate on the Hausdorff measure (1.6).
The estimate on the Hausdorff dimension of the free boundary can be deduced independently
from Theorem 1.1 and Theorem 1.2 by a different and more direct stratification argument (cf. The-
orem 8.1).
1.4.2. Structure of the free boundary. Theorem 1.2 extends the analysis of the structure of the
free boundary points to a subset of full measure of Sing(u) ∪ Other(u). Note that the structure
of the points in Sing(u) for a 6= 0 had not been dealt with before in the literature. Nevertheless,
Theorem 1.2 does not imply the pointwise results in B. (i) & (ii) for Reg(u) and Sing(u), for the
latter set if a = 0, because we prove a measure theoretic regularity property for Γ(u), namely its
Hn−1-rectifiability (cf. (1.5)).
1.4.3. Frequency. Points with frequencies 2m − 1 + s and 2m + 2s, with m ∈ N \ {0, 1}, belong
to Other(u), though it is not known whether they do exhaust such a set or not in general. In
other words, the problem of classifying all possible frequencies for free boundary points is settled
by Theorem 1.3 only up to sets of dimension at most n− 2, but it remains open pointwise.
Moreover, if on one hand there are examples of free boundary points with frequency 2m and
2m−1+s, on the other hand there are no examples of points with frequency 2m+2s. In dimension
n = 1 one can show that such points do not exist, that is Other(u) = {2m− 1 + s}m∈N\{0,1} and
also that Σ(u) = ∅ (see § 8 – the case a = 0 has been discussed in [23]). In higher dimensions it
is then natural to conjecture the same results.
The reason why we are unable to rule out points with frequencies 2m+2s if n ≥ 2 is related to
the existence of (2m+2s)-homogeneous solutions with contact set Λ = Rn×{0}, which potentially
could arise as blow-ups in a free boundary point (with the free boundary disappearing in the limit).
This possibility might seem an apparent and striking discrepancy with the measure estimate and
the structure result of Theorems 1.1 and 1.2 and make these results in some sense surprising (see
§ 8.3 for further comments).
Finally, the estimate on the Hausdorff dimension of Σ(u) follows from its inclusion in the subset
of points of Γ(u) whose blow-ups have at most (n− 2) directions of invariance, for such a set the
dimensional estimate is actually sharp (cf. Theorem 8.1).
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1.4.4. Blow-ups. The uniqueness of blow-ups provided by Theorem 1.3 at points of the free bound-
ary with frequency 2m and 2m−1+s univocally describes the infinitesimal behaviour of the solution
u. In particular, it shows that the solutions look locally like a homogeneous function of a single
horizontal variable and of xn+1. Note that, for any different choice of the renormalization of the
rescalings (1.2), either the limit does not exist or it is a multiple of h¯λ, thus justifying the notion
of unique limiting profile.
For the prospective points with frequency 2m+2s, as a by-product of the results in Appendix A,
we are also able to classify all possible blow-ups.
1.5. Concerning the proofs. Our analysis is based on geometric measure theory techniques,
which exploit and develop some ideas recently introduced in the context of minimal surfaces
theory. The point of view we adopt is new in the theory of free boundaries and we believe it has
many potentialities for other related problems.
The proof is based on the ideas and the techniques recently introduced by Naber–Valtorta
[31, 32] in the context of minimal surfaces and harmonic maps. The main ingredients of our study
are (a variant of) Almgren’s frequency function and the Peter Jones’ number β
(n−1)
µ pertaining to
a suitable measure µ supported on the free boundary Γ(u) (the terminology mean flatness is also
adopted in literature to term the β-numbers, since they provide an integral control of the flatness
of the support of the underlying measure µ, see [2]). The starting point is the striking observation
by Naber–Valtorta [31, 32] that the square power of the mean flatness can be controlled by an
average of the oscillations of a monotone density. Indeed, when this happens, a careful covering
argument [31, 32], and recently developed rectifiability criteria by David–Toro [13], Azzam–Tolsa
[6] and Naber–Valtorta [31, 32] lead to the local finiteness and the rectifiability of the singular sets
of minimal surfaces and harmonic maps (see also the paper by De Lellis, Marchese, Spadaro and
Valtorta [16] for an extension to a special case in higher co-dimension).
For our analysis of the thin obstacle problem, we generalize and develop these approaches. The
starting point is an estimate of the mean flatness with respect to a Borel measures µ supported on
the free boundary with the spatial oscillation of Almgren’s frequency function (cf. Proposition 4.2).
Note that the case of the frequency function is different from the mass ratio of a minimal surface,
because the renormalization factor is intrinsically defined by the solution itself (usually a variant
of the L2-norm at the boundary of a ball), instead of being purely dimensional. This requires
a novel estimate for the frequency of the solutions to the lower dimensional obstacle problem,
which is based on a different set of spatial variations and is proven in Proposition 3.3: here we
follow closely ideas of [16], where an analogous estimate is proved in the context of multiple-valued
functions as a result of this spatial variations of the frequency.
A careful analysis of the rigidity properties of homogeneous solutions to the thin obstacle
problem (1.1) (cp. Proposition 5.6) is then necessary for our argument. To this aim, as in general
no growth estimate from below for solutions from the free boundary are at disposal, it is mandatory
for us to introduce the set of nodal points.
Using such rigidity results and the mentioned estimate on the mean flatness via the frequency
we use the covering argument and the discrete Reifenberg theorem by Naber–Valtorta in [31, 32]
in order to infer Theorem 1.1. Then, Theorem 1.2 is obtained by means of the rectifiability
criterion recently established by Azzam–Tolsa [6] and indipendently by Naber–Valtorta in [31, 32],
while Theorem 1.3 is a consequence of Almgren’s stratification principle (see, e.g., [19]) and the
classification of homogeneous solutions of the PDE (1.1) given in § 8 and § A.
1.6. Structure of the paper. We start off introducing several preliminaries in § 2. More pre-
cisely, in § 2.1 we collect the results concerning the regularity of the solutions to the thin obstacle
problem. In § 2.2 we introduce the variant of the frequency function we are going to use and we
derive several useful properties. We then show in § 3 how to deduce from these an oscillation
estimate of the frequency. The aforementioned control of the flatness of the free boundary (de-
fined in terms of the Peter Jones’ numbers), with the oscillation of the frequency is established in
Proposition 4.2. Next, § 5 is devoted to the classification results for homogeneous solutions to the
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PDE in (1.1) under several conditions and to study the rigidity properties of almost homogeneous
solutions. Full proofs of the classification are provided in the Appendix A.
We then proceed with the proofs of Theorems 1.1, 1.2 and 1.3 in § 6, § 7 and § 8, respectively. In
the corresponding section we recall the analytical results that we exploit in the proofs, namely the
discrete Reifenberg theorem by Naber–Valtorta [31, 32], the rectifiability criterion by Azzam–Tolsa
[6], and Almgren’s stratification principle following the abstract version provided in our paper in
collaboration with Marchese [19].
2. Preliminaries on the thin obstacle problem
In this section we recall some of the known results on the thin obstacle problem.
2.1. Optimal regularity. The following is the main existence and regularity theorem by Caf-
farelli, Salsa and Silvestre [12].
Theorem 2.1. For every g ∈ A1, there exists a unique solution u to the thin obstacle problem
(1.1) in B1. Moreover, ∂xiu ∈ C
s(B1) for i = 1, . . . , n, |xn+1|a∂xn+1u ∈ C
α(B1), 0 < α < 1 − s,
and there exists a constant C2.1 > 0 such that
‖∇τu‖Cs(B1/2) + ‖sign(xn+1) |xn+1|
a∂xn+1u‖Cα(B1/2) ≤ C2.1 ‖u‖L2(B1,|xn+1|aLn+1), (2.1)
where ∇τu = (∂x1u, . . . , ∂xnu) is the horizontal gradient.
Remark 2.2. The estimates in [12, Proposition 4.3] are given in terms of the C0 norm of u on the
right hand side of the inequality. Nevertheless, u+ := max{u, 0} and u− := max{−u, 0} satisfy
div(|xn+1|a∇u±(x)) ≥ 0 in D′(B′1). Therefore, by the L
∞-estimate in [17, Theorem 2.3.1] we have
that
‖u+‖C0(B3/4) + ‖u
−‖C0(B3/4) ≤ C ‖u‖L2(B1,|xn+1|aLn+1), (2.2)
and then (2.1) follows by combining [12, Proposition 4.3] and (2.2).
Remark 2.3. For later purposes we also need the estimate
sup
x∈Bρ
|∇u(x) · x| ≤ C ρ−
n+1+a
2 ‖u‖L2(B2ρ,|xn+1|aLn+1), (2.3)
which follows straightforwardly from (2.1).
In particular, the function u is analytic in
{
xn+1 > 0
}
∩ B1 (see, e.g., [26]) and the following
boundary conditions holds.
Corollary 2.4. Let u be a solution to the thin obstacle problem (1.1) in B1. Then,
lim
xn+1↓0+
xan+1∂n+1u(x
′, xn+1) = 0 for (x
′, 0) ∈ B′1 with u(x
′, 0) > 0, (2.4)
lim
xn+1↓0+
xan+1∂n+1u(x
′, xn+1) ≤ 0 for (x
′, 0) ∈ B′1, (2.5)
u(x) div(|xn+1|
a∇u(x)) = 0 in D ′(B1). (2.6)
Proof. Set for simplicity f(x′, 0) := limxn+1↓0+ x
a
n+1∂n+1u(x
′, xn+1), and note that by Theorem 2.1
we have that f ∈ Cα(B′1), 0 < α < 1− s. By the even symmetry of u, for every ϕ ∈ C
1
c (B1) even
symmetric we get the following: let T := −div(|xn+1|
a∇u(x)) in D ′(B1), then
T (ϕ(x)) = 2
ˆ
B+1
∇u(x) · ∇ϕ(x) |xn+1|
a dx
= 2 lim
ǫ↓0
ˆ
{xn+1≥ǫ}∩B1
∇u(x) · ∇ϕ(x) |xn+1|
a dx
(1.1)
= −2 lim
ǫ↓0
ˆ
{xn+1=ǫ}∩B1
∂n+1u(x
′, ǫ)ϕ(x′, ǫ) ǫadx′
= −2
ˆ
B′1
f(x′, 0)ϕ(x′, 0) dx′.
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This shows that
div(|xn+1|
a∇u(x)) = −2 f(x′, 0)Hn B′1.
Thus, (2.4) and (2.5) follow directly from (1.1). Moreover, u(x) div(|xn+1|a∇u(x)) is well-defined
as a measure, and using (1.1) we also infer (2.6), because f(x′, 0)u(x′, 0) = 0 for all (x′, 0) ∈
B′1. 
2.2. The frequency function. As firstly noticed by Athanasopoulos, Caffarelli and Salsa in [5],
one of the main quantities which are relevant to the analysis of the solutions to the thin obstacle
problem is Almgren’s frequency function. Several variants of the frequency function have been
introduced in the literature. For our purposes, we use the analog of that introduced in [15] in the
context of higher co-dimension minimal surfaces.
Let φ : [0,+∞)→ [0,+∞) be the function given by
φ(t) :=


1 for 0 ≤ t ≤ 12 ,
2 (1− t) for 12 < t ≤ 1,
0 for 1 < t.
We define the frequency of a solution u to (1.1) at a point x0 ∈ B′R by
Iu(x0, r) :=
rDu(x0, r)
Hu(x0, r)
∀ r < R− |x0|,
where
Du(x0, r) :=
ˆ
φ
( |x−x0|
r
)
|∇u(x)|2 |xn+1|adx,
and
Hu(x0, r) := −
ˆ
φ′
(
|x−x0|
r
)
u2(x)
|x−x0|
|xn+1|
a dx.
Note that the frequency is well-defined as long as Hu(x0, r) > 0. As Hu(x0, r) = 0 implies u ≡ 0
by the analyticity of u in BR \ B′R, we infer then that the frequency is always well-defined for
non-trivial solutions u. For later convenience, we introduce also the notation
Eu(x0, r) :=
ˆ
−φ′
(
|x−x0|
r
)
|x−x0|
r2
(
∇u(x) · x−x0|x−x0|
)2
|xn+1|a dx.
In what follows, when x0 = 0 we shall omit to write the base point x0 in the notation of Iu, Du,
Hu an Eu.
Remark 2.5. The principal advantage of the frequency function Iu(x0, r) is that it retains some
average information of the solution u on the annulus Br \Br/2(x0), whereas the classical Almgren’s
frequency function only involves the L2 norm of u on the sphere ∂Br(x0).
Remark 2.6. If u is a solution to the thin obstacle problem in BR, then for every r ∈ (0, R− |x0|),
x0 ∈ B′R and for every c > 0, the function v : B1 → R
v(y) := c u(x0 + r y)
solves (1.1) in B1 with respect to its own boundary conditions. Moreover, Iv(0, ρ) = Iu(x0, ρ r)
for every ρ ∈ (0, 1). This shows that the frequency function is scaling invariant, and in the sequel
we will use this property repeatedly.
2.3. Monotonicity of the frequency. The following is a simple variant of the well-known mono-
tonicity of the frequency (cf. [11]).
Proposition 2.7. Let u be a solution to the thin obstacle problem (1.1) in BR. Then, for all
x0 ∈ Γ(u) ∩B′R, the map (0, R− |x0|) ∋ r 7→ Iu(x0, r) is nondecreasing and
Iu(x0, r1)− Iu(x0, r0) =
ˆ r1
r0
2 t
H2u(x0, t)
(
Hu(x0, t) Eu(x0, t)−D
2
u(x0, t)
)
dt (2.7)
for 0 < r0 < r1 < R − |x0|. Moreover, Iu(x0, ·) = κ for every t ∈ (r0, r1) if and only if u is
κ-homogeneous with respect to x0.
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Proof. We start off collecting some useful identities:
Du(x0, t) = −
1
t
ˆ
φ′
( |x−x0|
t
)
u(x)∇u(x) · x−x0|x−x0| |xn+1|
a dx, (2.8)
H ′u(x0, t) :=
d
dt
Hu(x0, t) =
n+ a
t
Hu(x0, t) + 2Du(x0, t), (2.9)
D′u(x0, t) :=
d
dt
Du(x0, t) =
n+ a− 1
t
Du(x0, t) + 2Eu(x0, t). (2.10)
To show (2.8), (2.9) and (2.10), we assume without loss of generality that x0 = 0. For (2.8) we
consider the vector field V (x) := φ
( |x|
t
)
u(x)∇u(x) |xn+1|a. Clearly V has compact support, and
V ∈ C∞(Rn+1 \B′1,R
n) by Theorem 2.1. Moreover, for xn+1 6= 0
V (x) · en+1 = φ
( |x|
t
)
ux0(x)
∂ux0
∂xn+1
(x) |xn+1|
a ,
thus, limy↓(x′,0) V (y) · en+1 = 0. Indeed, if (x
′, 0) ∈ Λϕ(u) it suffices to take into account the
one-sided C1,α regularity of u in Theorem 2.1 to conclude
lim
y↓(x′,0)
u(y)|yn+1|
a = 0.
Instead, if (x′, 0) /∈ Λϕ(u) we use (2.4) in Corollary 2.4. Thus, the distributional divergence of V
is the L1 function given by
divV (x) = φ
( |x|
t
)
|∇u(x)|2 |xn+1|a + φ′
( |x|
t
)
u(x)∇u(x) · xt |x| |xn+1|
a.
Therefore, (2.8) follows from the divergence theorem by taking into account that V is compactly
supported.
Next (2.9) is a consequence of (2.8) and the direct computation
H ′u(t) =
d
dt
(
−tn+a
ˆ
φ′(|y|)
u2(t y)
|y|
|yn+1|
a dy
)
=
n+ a
t
Hu(t)− 2 t
n+a
ˆ
φ′(|y|)
u(t y)∇u(t y) · y
|y|
|yn+1|
a dy
(2.8)
=
n+ a
t
Hu(t) + 2Du(t).
Finally, to prove (2.10) we consider the vector field
W (x) =
(
|∇u|2
2
x− (∇u · x)∇u
)
φ
(
|x|
t
)
|xn+1|a.
By Theorem 2.1 we have thatW ∈ C0c (B1,R
n)∩C∞(B1\B′1,R
n). Moreover, Corollary 2.4 implies
that W (x′, 0) · en+1 = 0 for all (x′, 0) ∈ B′1. Thus divW has no singular part in B
′
1, and we can
compute pointwise
divW (x) = φ′
( |x|
t
)
· xt |x|
(
|∇u|2
2 x− (∇u · x)∇u
)
|xn+1|a + φ
( |x|
t
)
n+a−1
2 |∇u(x)|
2|xn+1|a.
Therefore, we infer that
0 =
ˆ
divW (x) dx =
ˆ
φ′
(
|x|
t
)
|x|
2 t |∇u(x)|
2|xn+1|a dx+ t Eu(t) +
n+a−1
2 Du(t),
and we conclude (2.10) by direct differentiation
D′u(t) = −
ˆ
φ′
(
|x|
t
)
|x|
t2 |∇u(x)|
2|xn+1|a dx.
By collecting (2.9) and (2.10), we finally compute the derivative of log Iu(t):
I ′u(t)
Iu(t)
=
1
t
+
D′u(t)
Du(t)
−
H ′u(t)
Hu(t)
= 2
Eu(t)
Du(t)
− 2
Du(t)
Hu(t)
.
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In particular, identity (2.7) follows at once by multiplying by Iu(t) and by integrating over (r0, r1).
In addition, by the Cauchy–Schwarz inequality, r 7→ Iu(r) is non-decreasing. Finally, if Iu(t) = k
for every t ∈ (r0, r1), then
Hu(t)Eu(t) = D
2
u(t) ∀ t ∈ (r0, r1).
In particular, by the equality case in the Cauchy–Schwarz inequality, we deduce that there exists
a constant λ ∈ R such that
∇u(x) · x = λu(x) ∀ x ∈ Br1 \Br0/2,
i.e. u(x) = |x|λu(x/|x|) for all x ∈ Br1 \ Br0/2. It then follows that λ = k and by analyticity we
conclude that u is k-homogeneous in the whole BR. 
From the monotonicity of the frequency, we infer the following consequences.
Corollary 2.8. Let u be a solution to the thin obstacle problem (1.1) in BR. Then, for all
x0 ∈ Γ(u) ∩B′R and 0 < r0 < r1 < R− |x0|, we have
Hu(x0, r1)
rn+a1
=
Hu(x0, r0)
rn+a0
e
2
´ r1
r0
Iu(x0,t)
t dt. (2.11)
In particular, if A1 ≤ I(x0, t) ≤ A2 for every t ∈ (r0, r1), then
(r0, r1) ∋ r 7→
Hu(x0, r)
rn+a+2A2
is monotone decreasing, (2.12)
(r0, r1) ∋ r 7→
Hu(x0, r)
rn+a+2A1
is monotone increasing. (2.13)
Moreover, ˆ
Br(x0)
|u|2|xn+1|
a dx ≤ rHu(x0, r). (2.14)
Proof. The proof of (2.11) (and hence of (2.12) and (2.13)) follows from the differential equation
(2.9). The proof of (2.14) is now a direct consequence:ˆ
Br(x0)
|u|2|xn+1|
a dx =
∑
k∈N
ˆ
B
r/2k
\B
r/2k+1
(x0)
|u|2|xn+1|
a dx
≤
∑
k∈N
r
2k
Hu
(
x0, r/2k
)
≤ rHu(x0, r),
where in the last inequality we used that Hu(x0, s) ≤ Hu(x0, r) for s ≤ r by (2.13). 
2.4. Lower bound on the frequency and compactness. We first show that the frequency of
a solution to (1.1) at free boundary points is bounded from below by a universal constant.
Lemma 2.9. There exists a dimensional constant C2.9 > 0 such that, for every solution u to the
thin obstacle problem (1.1) in BR and for every x0 ∈ Γ(u), we have
Iu(x0, r) ≥ C2.9 ∀ r ∈ (0, R− |x0|). (2.15)
Proof. By the co-area formula for Lipschitz functions we check that
Hu(x0, r) = 2
ˆ r
r
2
dt
t
ˆ
∂Bt(x0)
|u(x)|2 |xn+1|
a dHn(x), (2.16)
and
Du(x0, r) =
ˆ r
2
0
dt
ˆ
∂Bt(x0)
|∇u(x)|2|xn+1|
a dHn(x)
+
2
r
ˆ r
r
2
ˆ
∂Bt(x0)
(r − t)|∇u(x)|2 |xn+1|
a dHn(x).
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An integration by parts then gives
Du(x0, r) =
2
r
ˆ r
r
2
dt
ˆ
Bt(x0)
|∇u(x)|2 |xn+1|
a dx. (2.17)
Therefore, we can conclude the lower bound (2.15) by using the Poincare´ inequality in [12,
Lemma 2.13]
1
t
ˆ
∂Bt(x0)
|u(x)|2 |xn+1|
a dHn(x) ≤ C
ˆ
Bt(x0)
|∇u(x)|2 |xn+1|
a dx. 
We can then give the following compactness result which will be instrumental for the analysis
we develop. To this aim it is mandatory to introduce the nodal set of u:
N (u) :=
{
(x′, 0) ∈ B′R : u(x
′, 0) = |∇τu(x
′, 0)| = lim
t↓0+
ta∂n+1u(x
′, t) = 0
}
.
Notice that Γ(u) ⊆ N (u) by Corollary 2.4.
Corollary 2.10. Let (uk)k∈N be a sequence of solutions to the thin obstacle problem (1.1) in
B1, with supk Iuk(1) < +∞, Huk(1) ≤ 1 and 0 ∈ Γ(uk) for every k ∈ N. Then, there exist a
subsequence (ukj )j∈N ⊂ (uk)k∈N and a solution u0 to the thin obstacle problem in B1 such that as
j →∞
ukj → u0 in H
1
loc(B1, |xn+1|
a Ln+1), (2.18)
∇τukj → ∇τu0 in C
α
loc(B1), ∀ α < s, (2.19)
sign(xn+1) |xn+1|
a∂xn+1ukj → sign(xn+1) |xn+1|
a∂xn+1u0 in C
α
loc(B1), ∀ α < 1− s, (2.20)
ukj → u0 in C
α
loc(B1), ∀ α < min{1, 2s}. (2.21)
Moreover, if there is a sequence of points xkj ∈ Γ(ukj ) such that xkj → x0 ∈ B1, then
x0 ∈ N (u0). (2.22)
Proof. For every t < 1, we have thatˆ
Bt
|∇uk(x)|
2 |xn+1|
a dx ≤
Duk(1)
2(1− t)
=
Iuk(1)Huk(1)
2(1− t)
≤
M
2(1− t)
,
where we have set for convenience M := supk Iuk (0, 1). Moreover, from (2.14) we have that
‖uk‖L2(B1,|xn+1|a Ln+1) ≤ Huk(1) ≤ 1. The sequence (uk)k∈N is equi-bounded inH
1(Bt, |xn+1|a Ln+1)
for every t < 1. Therefore, (2.18) – (2.21) follow from Theorem 2.1 (cf. also [12, Lemma 4.4]).
Moreover, since xkj ∈ Γ(ukj ) ⊆ N (ukj ), (2.22) follows from (2.19)–(2.21). 
2.5. Blow-up profiles. An important consequence of the monotonicity of the frequency in Propo-
sition 2.7 is the existence of blow-up profiles. For u : BR → R solution of (1.1) we introduce the
rescalings
ux0,r(y) :=
r
n+a
2 u(ry + x0)
H1/2(x0, r)
∀ r ∈ (0, R− |x0|), ∀ y ∈ BR−|x0|
r
. (2.23)
Proposition 2.11. Let u be a solution to the thin obstacle problem (1.1) in BR. Then, for every
x0 ∈ Γ(u) and for every sequence of numbers (rj)j∈N ⊂ (0, 1 − |x0|) with rj ↓ 0, there exists a
subsequence (rjk )k∈N and function u0 ∈ H
1
loc(R
n+1, |xn+1|
aLn+1) such that u0 satisfies (1.1), u0
is homogeneous of degree I(x0, 0
+) and
ux0,rjk → u0 in C
0
loc(R
n+1) ∩H1loc(R
n+1, |xn+1|
aLn+1). (2.24)
Proof. For every ℓ > 0, by Remark 2.6 we have Iux0,rj (ℓ) = Iu(x0, rj ℓ) ≤ Iu(x0, 1− |x0|). There-
fore, from Corollary 2.8 we infer that there exists a constant C = C(ℓ) > 0 such that
Hux0,rj (ℓ) ≤ C Hux0,rj (1) = C ∀ rj < ℓ
−1(R− |x0|).
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We can then use Corollary 2.10 and a diagonal argument to infer the existence of a subsequence
(rjk )k∈N and a solution u0 such that (2.24) holds. We only need to show that u0 is homogeneous.
To this aim we notice that, by taking into account Lemma 2.9, we have for every ℓ > 0
Iu0(ℓ) = lim
k→∞
Iux0,rjk
(ℓ) = lim
k→∞
Iu(x0, rjk ℓ) = Iu(x0, 0
+) ≥ C2.9,
In particular, by Proposition 2.7 we conclude the homogeneity of u0 of degree Iu(x0, 0
+). 
Corollary 2.12. Let u be a solution to the thin obstacle problem (1.1) in BR . Then,
Iu(x0, r) ≥ 1 + s ∀ x0 ∈ Γ(u), ∀ r ∈ (0, R− |x0|). (2.25)
Proof. We consider the rescaling ux0,rj and a blow-up limit u0. By Proposition 2.11 we know that
u0 is homogeneous of degree Iu(x0, 0
+). Since solutions to (1.1) are C1,s(BR) (cf. [12]), we easily
conclude that Iu(x0, 0
+) ≥ 1 + s and (2.25) follows by monotonicity. 
Remark 2.13. In general the limiting profile u0 is not known to be unique. Uniqueness for Hn−1-
almost every free boundary point with infinitesimal homogeneity 2m and 2m − 1 + s will be
established in Theorem 1.3, while uniqueness at every regular point follows from [12] (see also
[20, 25] for an approach via the epiperimetric inequality) and at every singular point for s = 1/2
from [23].
Remark 2.14. It is more common in the literature to define the blow-up rescalings u¯x0,r as in
(1.2). Nevertheless, by the same computations above, one can show that the height function
hu(x0, t) :=
´
∂Bt(x0)
u2 dHn satisfies the analogous monotonicity properties of Corollary 2.8 (see
[12]) and moreover by (2.16) it is comparable to Hu(x0, t) (with a constant depending only on
an upper bound of the frequency). In particular, this implies that the blow-ups with respect to
these two different renormalizations only differ by a constant and all the results concerning them
(e.g. the uniqueness) can be indifferently proven for either of the two definitions.
Due to our definition of the frequency, in the sequel we will always consider the rescalings
defined in (2.23).
3. Main estimates on the frequency
In this section we prove the principal estimates on the frequency that we are going to exploit
in the sequel.
Lemma 3.1. For every A > 0 there exists C3.1 = C3.1(A) > 0 such that, if u is a solution to the
thin obstacle problem (1.1) in B2r(x0), with r > 0, x0 ∈ Γ(u) and Iu(x0, 2r) ≤ A, then for every
x ∈ B′r/2(x0)
1
C3.1
≤
Hu(x0, r)
Hu(x, r)
≤ C3.1 and
1
C3.1
≤
Du(x0, r)
Du(x, r)
≤ C3.1, (3.1)∣∣∣Iu(x0, r)− Iu(x, r)∣∣∣ ≤ C3.1. (3.2)
Proof. By rescaling it is enough to consider the case x0 = 0, r = 1 and Hu(0, 1) = 1 (cf. Re-
mark 2.6). In oder to prove (3.1), we argue by contradiction: assume there exists functions uk
and points xk ∈ B
′
1/2 contradicting the first inequality (3.1), i.e.
lim
k→+∞
Huk(xk, 1) ∈ {0,+∞}.
Note that, since Iuk(0, 2) ≤ A, it follows from (2.12) that Huk(0, 2) ≤ 2
n+a+2A. In particular,
we can apply Corollary 2.10 and (up to passing to a subsequence, not relabeled), there exist u∞
and x∞ ∈ B¯1/2 such that uk → u∞ in H
1
loc(B2, |xn+1|
aLn+1) and xk → x∞ ∈ B¯′1/2, with u∞
solution to the thin obstacle problem in BR for every R < 2. By the strong convergence of uk
to u∞ we then deduce that Hu∞(x∞, 1) ∈ {0,∞} ∩ R = {0}. Given that u∞ is analytical in
B2 \ {xn+1 = 0}, by unique continuation we conclude that u∞ ≡ 0 in B2, against the assumption
Hu∞(0, 1) = limkHuk(0, 1) = 1.
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The second inequality in (3.1) is proven by the same argument. Indeed, under the same as-
sumption Hu(0, 1) = 1, considering that 0 ∈ Γ(u), we have that Du(0, 1) = Iu(0, 1) ∈ [1 + s, A].
Therefore, given a sequence uk contradicting the claim, we deduce the existence of a solution u∞
such that 0 = Du∞(0, 1) = limkDu∞(0, 1) ∈ [1 + s, A], which is impossible.
Finally, (3.2) follows straightforwardly from (3.1):
∣∣∣Iu(0, 1)− Iu(x, 1)∣∣∣ = ∣∣∣Du(0, 1)
Hu(x, 1)
(
Hu(x, 1)
Hu(0, 1)
−
Du(x, 1)
Du(0, 1)
) ∣∣∣ (3.1)≤ C.

Lemma 3.2. For every A > 0 there exists C3.2 = C3.2(A) > 0 such that, if u is a solution to
the thin obstacle problem (1.1) in B2r1(x0) ⊂ R
n+1 with x0 ∈ Γ(u) and Iu(x0, 2r1) ≤ A, then for
every r0 ∈ (r1/8, r1)ˆ
Br1 (x0)\Br0(x0)
(
∇u(z) · (z − x0)−Iu(x0, r0)u(z)
)2 |zn+1|a
|z − x0|
dz
≤ C3.2Hu(x0, 2 r1)
(
Iu(x0, 2 r1)− Iu(x0, r0)
)
. (3.3)
Proof. By rescaling, it suffices to prove the lemma for x0 = 0 and r1 = 1. We start off with the
following computation:
2
ˆ
Bt\Bt/2
(
∇u(z) · z − Iu(t)u(z)
)2 |zn+1|a
|z|
dz
=
ˆ
−φ′
( |z|
t
)(
∇u(z) · z − Iu(t)u(z)
)2
|zn+1|
a
|z| dz
= t2Eu(t)− 2 t Iu(t)Du(t) + I
2
u(t)Hu(t)
=
t2
Hu(t)
[
Eu(t)Hu(t)−Du(t)
2
]
(2.7)
=
t
2
I ′u(t)Hu(t). (3.4)
We now use the following integral estimate (whose elementary proof is left to the readers)
ˆ
B1\Br0
f(z)dz ≤ r−10
ˆ 2
r0
ˆ
Bt\Bt/2
f(z) dz dt ∀ f ≥ 0, r0 ≤ 1, (3.5)
in order to deduceˆ
B1\Br0
(
∇u(z) · z − Iu(r0)u(z)
)2 |zn+1|a
|z|
dz
(3.5)
≤ r−10
ˆ 2
r0
ˆ
Bt\Bt/2
(
∇u(z) · z − Iu(r0)u(z)
)2 |zn+1|a
|z|
dz dt
≤ 2 r−10
ˆ 2
r0
ˆ
Bt\Bt/2
[(
∇u(z) · z − Iu(t)u(z)
)2
+
(
Iu(t)− Iu(r0)
)2
u2(z)
] |zn+1|a
|z|
dz dt
(3.4)
≤ r−10
ˆ 2
r0
tHu(t)
2
I ′u(t) dt+ 2 r
−1
0
(
Iu(2)− Iu(r0)
)2 ˆ 2
r0
Hu(t) dt. (3.6)
Now recall that by (2.13) we have that Hu(t) ≤ Hu(2) for all t ≤ 2. Hence, from (3.6) we getˆ
B1\Br0
(
∇u(z) · z − Iu(r0)u(z)
)2 |zn+1|a
|z|
dz
≤ r−10 Hu(2)
ˆ 2
r0
I ′u(t) dt+ 4r
−1
0 Hu(2)
(
Iu(2)− Iu(r0)
)2
≤ C Hu(2)
(
Iu(2)− Iu(r0)
)
,
where we used that r0 ≥
1
8 and and Iu(2) ≤ A. 
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3.1. Oscillation estimate of the frequency. We introduce the following notation for the radial
variation of the frequency at a point x ∈ Γ(u): given 0 < ρ < r, we set
∆rρ(x) := Iu(x, r) − Iu(x, ρ).
The following lemma shows how the spatial oscillation of the frequency in two nearby points at
a given scale is in turn controlled by the radial variations at comparable scales. Here, we exploit
for the thin obstacle problem an argument introduced in [16, Theorem 4.2] for multiple-valued
functions.
Proposition 3.3. For every A > 0 there exists C3.3(A) > 0 such that, if ρ > 0, R > 6 and
u : B4Rρ(x0) → R is a solution to the thin obstacle problem (1.1) in B4Rρ, with x0 ∈ Γ(u) and
Iu(x0, 4Rρ) ≤ A, then
∣∣Iu(x1, Rρ)− Iu(x2, Rρ)∣∣ ≤ C3.3
[(
∆
2(R+2)ρ
(R − 4)ρ/2(x1)
)1/2
+
(
∆
2(R+2)ρ
(R − 4)ρ/2(x2)
)1/2]
, (3.7)
for every x1, x2 ∈ B′ρ.
Proof. 1. Without loss of generality, we show the proposition for x0 = 0 and ρ = 1. The proof
is based on estimating the tangential derivative of the frequency function x 7→ Iu(x, t) for a fixed
radius t > 0. Thus, we start off noticing that the functions x 7→ Hu(x, t) and x 7→ Du(x, t) are
differentiable and, for every e ∈ Rn+1 with e · en+1 = 0, we have that
∂eHu(x, t) = −2
ˆ
φ′
( |y|
t
)
u(y + x) ∂eu(y + x)
|yn+1|
a
|y| dy, (3.8)
and
∂eDu(x, t) = 2
ˆ
φ
( |y|
t
)
∇u(y + x) · ∇(∂eu)(y + x) |yn+1|a dy
= −2 t−1
ˆ
φ′
( |y|
t
)
∂eu(y + x)∇u(y + x) ·
y
|y| |yn+1|
a dy, (3.9)
where the second equality follows from the divergence theorem applied to the vector field V (y) :=
φ
( |y|
t
)
∂eu(y + x) |yn+1|a∇u(y + x) (note that V ∈ C0c (Bt(x)) and by Theorem 2.1 and by Corol-
lary 2.4 the divergence of V does not concentrate on B′1). We consider next e := x2 − x1, and
set
Ei(z) := ∇u(z) · (z − xi)− Iu(xi, t)u(z) for i = 1, 2,
∆I := Iu(x1, t)− Iu(x2, t) and ∆E(z) := E1(z)− E2(z).
Then, we have that ∂eu(z) = ∆I · u(z) + ∆E(z) and from (2.8), (3.8) – (3.9) we get also
∂eDu(x, t) = 2∆I ·Du(x, t) − 2 t
−1
ˆ
φ′
( |y|
t
)
∆E(y + x) ∇u(y + x) · y|y| |yn+1|
a dy,
and
∂eHu(x, t) = 2∆I ·Hu(x, t)− 2
ˆ
φ′
( |y|
t
)
∆E(y + x) u(y + x) |yn+1|
a
|y| dy.
In particular, by direct computation
∂eI(x, t) =
t
Hu(x, t)2
(
Hu(x, t) ∂eDu(x, t)−Du(x, t) ∂eHu(x, t)
)
=
2
Hu(x, t)
ˆ
−φ′
( |y|
t
)
∆E(y + x)
(
∇u(y + x) · y − Iu(x, t)u(y + x)
)
|yn+1|
a
|y| dy. (3.10)
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2. We use now (3.10) with t = R and x ∈ B′1. Note that, since x ∈ B
′
1, by (2.1) – (2.3), (2.14)
and (3.1) we infer that
M := sup
y∈BR
|∇u(y + x) · y − Iu(x,R)u(y + x)|
≤ sup
z∈BR+1
(
|∇u(z) · z|+ |∇τu(z)|
)
+ Iu(x,R)‖u‖C0(BR+1)
≤ C R−
n+a
2 H
1/2
u
(
0, 2R+ 2
)
,
for some constant C = C(A) > 0. Hence, we have that
∂eIu(x,R) ≤
2M
Hu(x,R)
ˆ
−φ′
( |y|
R
)(
|E1(y + x)|+ |E2(y + x)|
) |yn+1|a
|y| dy. (3.11)
In order to estimate the integral term in (3.11), we notice that
BR(x) \BR/2(x) ⊂ BR+2(x) \BR/2−2(xi) ∀x ∈ B
′
1, for i = 1, 2;
thereforeˆ
BR\BR/2
|Ei(y + x)|
|yn+1|a
|y|
dy ≤
2 (R+ 2)
R
ˆ
BR+2(xi)\BR/2−2(xi)
|Ei(z)|
|zn+1|a
|z − xi|
dz
≤ C R
n+a
2
(ˆ
BR+2(xi)\BR/2−2(xi)
E2i (z)
|zn+1|
a
|z − xi|
dz,
)1/2
, (3.12)
where we used R > 6 and a direct computation to estimateˆ
BR+2(xi)\BR/2−2(xi)
|zn+1|
a
|z − xi|
dz ≤ C Rn+a,
for a dimensional constant C > 0. We are in the position to apply Lemma 3.2:ˆ
BR+2(xi)\BR/2−2(xi)
E2i (z)
|zn+1|a
|z − xi|
dz ≤ C3.2(A)Hu
(
xi, 2R+ 4
)
∆
2(R+2)
R/2−2 (xi). (3.13)
Using (3.11) – (3.13), we get
∂eIu(x,R) ≤ C
(
∆
2(R+2)
R/2−2 (x1)
)1/2
+ C
(
∆
2(R+2)
R/2−2 (x2)
)1/2
, (3.14)
having used (2.11) and (3.1) to infer that
Hu
(
0, 2R+ 2
)1/2
Hu
(
x,R
)−1
Hu
(
xi, 2R+ 4
)1/2
≤ C(A)
Hu(0, 2R+ 4)
Hu(0, R)
≤ C(A).
In this respect, recall that x, xi ∈ B′1 and R > 6, so that we are in the position to apply Lemma 3.1.
The conclusion now follows by integrating (3.14) along the segment {x1 + r e : r ∈ [0, 1]}. 
4. Mean-flatness and frequency function
4.1. Mean-flatness. We are going to use the following generalization of the Jones’ β-numbers
introduced in [27], also called mean-flatness, which have been already extensively used in the
literature (cf., for example, [2, 6, 16, 31, 32] and the list of references therein). We adopt the
standard notation dist(y, E) := infx∈E |y − x| for the distance of a point y from a given subset
E ⊂ Rn+1.
Definition 4.1. Given a Radon measure µ in Rn+1, p ∈ [1,+∞) and k ∈ {0, 1, . . . , n}, for every
x0 ∈ Rn and for every r > 0, we set
β(k)µ,p(x, r) := inf
L
(
r−k−p
ˆ
Br(x)
dist(y,L)pdµ(y)
) 1
p
, (4.1)
where the infimum is taken among all affine k-dimensional planes L ⊂ Rn+1.
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In the case p = 2 we have the following elementary characterization. Let x0 ∈ Rn+1 and r > 0
be such that µ(Br(x0)) > 0, and let us denote by x¯x0,r the barycenter of µ in Br(x0), i.e.
x¯x0,r :=
1
µ(Br(x0))
ˆ
Br(x0)
xdµ(x).
Let moreover Bx0 : R
n+1×Rn+1 → R be the symmetric positive semi-definite bilinear form given
by
Bx0(v, w) :=
ˆ
Br(x0)
(
(x− x¯x0,r) · v
) (
(x− x¯x0,r) · w
)
dµ(x) ∀ v, w ∈ Rn+1.
By standard linear algebra there exists an orthonormal basis of vectors in Rn+1 which diagonal-
izes the bilinear form Bx0 : namely, there exist {v1, . . . , vn+1} ⊂ R
n+1 (in general not uniquely
determined) such that
(i) {v1, . . . , vn+1} is a Euclidean orthonormal basis, i.e. vi · vj = δij ;
(ii) Bx0(vi, vi) = λi, for some 0 ≤ λn+1 ≤ λn ≤ · · · ≤ λ1;
(iii) Bx0(vi, vj) = 0 for i 6= j.
The characterization is then the following: the infimum in the definition of β
(k)
µ,2 is reached by all
the affine planes L = x¯x0,r + Span{v1, . . . , vk} andˆ
Br(x0)
(
(x− x¯x0,r) · vi
)
xdµ(x) = λi vi ∀ i = 1, . . . , n+ 1, (4.2)
β
(k)
µ,2(x0, r) =
(
r−k−2
n+1∑
l=k+1
λl
) 1
2
. (4.3)
In the ensuing sections we are going to consider only the case k = n− 1 and p = 2: in order to
simplify the notation we will always write βµ for β
(n−1)
µ,2 .
4.2. Control of the mean-flatness via the frequency. The main link between Jones’ β-
numbers and the geometric properties of the free boundary is given by the following observation:
the mean-flatness of an arbitrary measure µ supported on Γ(u) is controlled by the integration with
respect to µ of suitable radial oscillations of the frequency. This follows closely the approach by
Naber–Valtorta [31, Theorem 7.1] for harmonic maps and minimal surfaces. Because of the intrin-
sic renormalization of the frequency function here we need to use the estimate in Proposition 3.3
as done in [16] for multiple-valued functions.
Proposition 4.2. For every A > 0 and R > 5, there exists a constant C4.2(A,R) > 0 with
this property. Let r > 0, u ∈ H1(B(4R+10)r(x0), |xn+1|
aLn+1) be a solution to the thin obstacle
problem (1.1) in B(4R+10)r(x0), with x0 ∈ Γ(u) and I(x0, (4R + 10)r) ≤ A, and let µ be a finite
Borel measure with spt (µ) ⊆ Γ(u); then
β2µ(p, r) ≤
C4.2
rn−1
ˆ
Br(p)
∆
(2R+4) r
(R−5) r/2(x) dµ(x) ∀ p ∈ Γ(u) ∩Br. (4.4)
Proof. 1. We can assume without loss of generality that x0 = 0 and that p ∈ Γ(u) ∩ Br is such
that µ(Br(p)) > 0 (otherwise, there is nothing to prove). Let x¯ = x¯p,r be the barycenter of µ
in Br(p) and let {v1, . . . , vn+1} be any diagonalizing basis for the bilinear form Bp introduced in
§ 4.1, with corresponding eigenvalues 0 ≤ λn+1 ≤ λn ≤ · · · ≤ λ1. Note that, since by assumption
spt (µ) ⊂ Γ(u) ⊂ Rn × {0}, we can assume without loss of generality that vn+1 = en+1, λn+1 = 0
and hence βµ(p, r) = (r
−n−1λn)
1/2 by (4.3). Therefore, without loss of generality we may also
assume that λn > 0.
From (4.2) and the definition of barycenter we deduce that, for every i ∈ {1, . . . , n}, for every
z ∈ B(2R+5)r and for every constant α ∈ R, we have
−λi vi · ∇u(z) =
ˆ
Br(p)
(
(x − x¯) · vi
) (
(z − x) · ∇u(z)− αu(z)
)
dµ(x).
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For the rest of the proof we set
α :=
1
µ(Br)
ˆ
Br(p)
Iu(x, (R − 1) r)dµ(x).
Using Ho¨lder inequality we deduce that
λ2i |vi · ∇u(z)|
2 ≤
ˆ
Br(p)
(
(x− x¯) · vi
)2
dµ(x)
ˆ
Br(p)
(
(z − x) · ∇u(z)− αu(z)
)2
dµ(x)
§4.1 (ii)
= λi
ˆ
Br(p)
(
(z − x) · ∇u(z)− αu(z)
)2
dµ(x). (4.5)
Denoting with ∇τu = (∂1u, . . . , ∂nu) the tangential gradient, and recalling that
rn+1β2µ(p, r) = λn and 0 = λn+1 < λn ≤ . . . ≤ λ1,
by integrating over B(R+1)r(p) \ BRr(p) the previous inequality with respect to the measure
|zn+1|aLn+1 we get
rn+1β2µ(p, r)
ˆ
B(R+1)r(p)\BRr(p)
|∇τu(z)|
2|zn+1|
adz = λn
ˆ
B(R+1)r(p)\BRr(p)
|∇τu(z)|
2|zn+1|
adz
≤
ˆ
B(R+1)r(p)\BRr(p)
n∑
i=1
λi|vi · ∇u(z)|
2|zn+1|
a dz
(4.5)
≤ n
ˆ
B(R+1)r(p)\BRr(p)
ˆ
Br(p)
(
(z − x) · ∇u(z)− αu(z)
)2
dµ(x) |zn+1|
adz
≤ n
ˆ
Br(p)
ˆ
B(R+2)r(x)\B(R−1)r(x)
(
(z − x) · ∇u(z)− αu(z)
)2
|zn+1|
adz dµ(x). (4.6)
Next we estimate the two sides of (4.6).
2. For what concerns the l.h.s. of (4.6), we claim the following: there exists a constant C =
C(A,R) > 0 such that
Du(p, (R+ 2)r) ≤ C
ˆ
B(R+1)r(p)\BRr(p)
|∇τu(z)|
2|zn+1|
adz. (4.7)
We argue by contradiction. If the claim were not true, after a suitable rescaling replacing u with
up,r, we could find a sequence of solutions uk to the thin obstacle problem in B2R+4 with 0 ∈ Γ(uk),
such that Iuk(R + 3) ≤ A
′ := A+ C3.1(A), Huk(R + 2) = 1 andˆ
BR+1\BR
|∇τuk(z)|
2|zn+1|
adz ≤
Duk(R + 2)
k
,
(recall that B(2R+4)r(p) ⊂ B(4R+10)r and by Lemma 3.1 we have Iu(p, (R + 3)r) ≤ A
′). By
Corollary 2.8 we have that Huk(R+3) ≤ ((R+ 3)/(R+ 2))
n+a+2A′ and hence by Corollary 2.10, (up
to subsequences, not relabeled) uk converge in H
1(BR+2, |xn+1|aLn+1) to a solution u0 to the thin
obstacle problem in BR+2 with Hu0(R+ 2) = 1 andˆ
BR+1\BR
|∇τu0(z)|
2|zn+1|
adz = 0.
We deduce from the latter equality that u0 depends only on the variable xn+1 (recall that u0 is
analytic in B+1 ). In particular, u0(x) = −c |xn+1|
2s for some c > 0, and
Iu0(t) = 2s < 1 + s ≤ Iuk (t) ∀ t ∈ (0, R+ 2), ∀ k ∈ N,
where we used Lemma 2.9. This contradicts limk Iuk(t) = Iu0(t) and concludes the proof of (4.7).
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3. Now we estimate the r.h.s. of (4.6) from above. By the triangular inequality we have that
r.h.s. of (4.6) ≤
≤ 2n
ˆ
Br(p)
ˆ
B(R+2)r(x)\B(R−1)r(x)
(
(z − x) · ∇u(z)− Iu(x, (R − 1)r)u(z)
)2
|zn+1|
a dz dµ(x)
+ 2n
ˆ
Br(p)
ˆ
B(R+2)r(x)\B(R−1)r(x)
(
Iu(x, (R − 1)r) − α
)2
u2(z)|zn+1|
a dz dµ(x).
For every x ∈ spt (µ) ∩Br(p), (3.2) in Lemma 3.1 yields
Iu(x, (R + 2)r) ≤ Iu(0, (R+ 2)r) + C3.1(A) ≤ A+ C3.1(A) = A
′,
since Br(p) ⊆ B2r and u is defined on B(2R+4)r(p) ⊂ B(4R+10)r. By using Lemma 3.2, we can
estimate the first integral above as follows:ˆ
B(R+2)r(x)\B(R−1)r(x)
(
(z − x) · ∇u(z)− Iu(x, (R − 1)r)u(z)
)2
|zn+1|
a dz
≤ (R+ 2) r
ˆ
B(R+2)r(x)\B(R−1)r(x)
(
(z − x) · ∇u(z)− Iu(x, (R − 1)r)u(z)
)2 |zn+1|a
|z − x|
dz
(3.3)
≤ C3.2(A
′) (R+ 2) rH
(
x, (2R+ 4)r
)
∆
(2R+4)r
(R−1)r (x)
≤ C(A) (R + 2) rH
(
p, (2R+ 4)r
)
∆
(2R+4)r
(R−1)r (x), (4.8)
in the last inequality we have used Lemma 3.1 (because |p−x| < r and u is defined in B(4R+8)r(p) ⊂
B(4R+10)r). On the other hand, using Jensen’s inequality and Proposition 3.3 (recall that spt (µ) ⊆
Γ(u)), we deduce thatˆ
Br(p)
(
Iu(x, (R − 1)r) − α
)2
dµ(x)
≤
1
µ(Br(p))
ˆ
Br(p)
ˆ
Br(p)
(
Iu
(
x, (R − 1)r
)
− Iu
(
y, (R− 1)r
))2
dµ(y) dµ(x)
(3.7)
≤
2C23.3(A
′)
µ(Br(p))
ˆ
Br(p)
ˆ
Br(p)
(
∆
2(R+1)r
(R−5)r/2(x) + ∆
2(R+1)r
(R−5)r/2(y)
)
dµ(y) dµ(x)
≤ C
ˆ
Br(p)
∆
2(R+1)r
(R−5)r/2(x) dµ(x). (4.9)
Finally, note thatˆ
B(R+2)r(x)\B(R−1)r(x)
u2(z)|zn+1|
a dz
(2.14)
≤ (R+ 2) rHu
(
x, (R + 2)r
)
(3.1)
≤ C (R+ 2) rHu
(
p, (R+ 2)r
)
, (4.10)
where once again in the last inequality we have used Lemma 3.1.
4. We can now collect the estimates (4.7) – (4.10) to get
rn+1β2µ(p, r)Du(p, (R + 2)r) ≤ C(A,R) r Hu
(
p, (2R+ 4)r
) ˆ
Br(p)
∆
2(R+1)r
(R−5)r/2(x) dµ(x)
(2.11)
≤ C(A,R) r Hu
(
p, (R+ 2)r
) ˆ
Br(p)
∆
2(R+1)r
(R−5)r/2(x) dµ(x).
From Iu(p, (R+ 2)r) ≥ 1 + s (cf. Corollary 2.12), one can then infer (4.4). 
5. Homogeneous and almost homogeneous solutions
For the proof of the main theorems, we need to discuss some results concerning homogeneous
and almost homogeneous solutions to the thin obstacle problem (1.1).
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5.1. Spines of homogeneous solutions. We denote by Hλ the space of all (non-trivial) λ-
homogeneous solutions to the thin obstacle problem (1.1),
Hλ :=
{
u ∈ H1loc
(
R
n+1, |xn+1|
a Ln+1
)
\ {0} : u(x) = |x|λ u
(
x/|x|
)
, u|B1 solves (1.1)
}
,
and set H :=
⋃
λ≥1+sHλ. The restriction λ ≥ 1 + s is imposed in view of Corollary 2.12. Recall
next the definition of spine of homogeneous solutions (see, e.g., [19]).
Definition 5.1. Let u ∈ H be a homogeneous solution. The spine S(u) is the maximal subspace
of invariance of u:
S(u) :=
{
y ∈ Rn × {0} : u(x+ y) = u(x) ∀ x ∈ Rn+1
}
.
Simple characterizations of the spine are provided in the next result.
Lemma 5.2. Let u ∈ H be given. The following are equivalent conditions:
(i) x ∈ S(u),
(ii) u is homogeneous with respect to x, i.e. Iu(x, r) = Iu(x, 0
+) for all r > 0,
(iii) Iu(x, 0
+) = Iu(0, 0
+).
Proof. The very definition of spine yields straightforwardly that (i) implies (ii) and (iii). To see
that (ii) implies (iii), we consider the functions u0,rk as defined in (2.23), for a sequence of radii
rk ↑ +∞ such that u0,rk converge to some u∞ in H
1
loc(R
n+1, |xn+1|aLn+1). Then, by Remark 2.6
we infer that∣∣Iu(x, 0+)− Iu(0, 0+)∣∣ (ii)= lim
k→+∞
|Iu(x, rk)− Iu(0, rk)| = lim
k→+∞
∣∣∣Iu0,rk (x/rk, 1)− Iu0,rk (0, 1)
∣∣∣
= |Iu∞(0, 1)− Iu∞(0, 1)| = 0.
Similarly, (iii) implies (ii): let rk ↑ +∞ be a sequence as above, then using u ∈ H we get
lim
k→+∞
∣∣Iu(x, rk)− Iu(x, 0+)∣∣ ≤ lim
k→+∞
|Iu(x, rk)− Iu(0, rk)|+
∣∣Iu(x, 0+)− Iu(0, 0+)∣∣
(iii)
= lim
k→+∞
|Iu(x, rk)− Iu(0, rk)| = 0.
In particular, taking into account the monotonicity of the frequency, we infer that Iu(x, r) =
Iu(x, 0
+) for every r > 0, i.e. (ii). Finally, we are left to show that (ii) and (iii) imply (i). By (ii)
and (iii) we have that
u(y + x) = tλ u
(y
t
+ x
)
∀ y ∈ Rn, ∀ t > 0,
with λ = Iu(0, 0
+). Hence, for every y ∈ Rn × {0} we have
u(y) = u(x+ y − x) = 2λ u
(
x+ (y − x)/2
)
= 2λ u
(
(y + x)/2
)
= u(y + x). 
5.2. Classification of solutions with maximal dimension of the spine. There are no ho-
mogeneous functions u ∈ H with spine of dimension n, because the only non-trivial solutions of
(1.1) even with respect to xn+1 and depending only on the variable xn+1 are of the form c |xn+1|2s
with c < 0. The latter functions have homogeneity 2s < 1 + s, that is not allowed for functions
in H. Therefore, the maximal dimension of the spine of a function in H is at most n − 1. We
say that u ∈ Htop if u ∈ H and dimS(u) = n − 1, and we set Hlow := H \ Htop otherwise. All
functions in Htop are classified in the following list.
Lemma 5.3. u ∈ Htop if and only if there exists a uniquely determined λ-homogeneous function
hλ : R
2 → R, with λ ∈ {2m, 2m− 1 + s, 2m+ 2s}m∈N\{0}, such that
u(x) = c hλ(x · e, xn+1) and Hhλ(x1,xn+1)(0, 1) = 1,
for some c > 0 and e ∈ Rn × {0} with |e| = 1. In particular, if u ∈ Htop then N (u) = S(u), and
more precisely: if u(x) = c hλ(x · e, xn+1), then
(I) if λ = 2m: Λ(u) = Γ(u) = N (u) = S(u) =
{
x · e = xn+1 = 0
}
;
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(II) if λ = 2m − 1 + s: Λ(u) =
{
x · e ≤ 0, xn+1 = 0
}
and Γ(u) = N (u) = S(u) =
{
x · e =
xn+1 = 0
}
;
(III) if λ = 2m+ 2s: Λ(u) =
{
xn+1 = 0
}
, Γ(u) = ∅ and N (u) = S(u) =
{
x · e = xn+1 = 0
}
.
The proof of Lemma 5.3 is a consequence of the full characterization of the homogeneous solu-
tions v : R2 → R to the thin obstacle problem. Introducing polar co-ordinates v(ρ cos θ, ρ sin θ) =
ρλ y(θ) with y : [0, π]→ R, the system (1.1) can be written in the form:
y′′(θ) + acotg θ y′(θ) + λ (λ + a) y(θ) = 0, (5.1)
with the following four possible boundary conditions:
y(0) > 0, y(π) > 0 and lim
θ↓0+
(sin θ)1−2sy′(θ) = lim
θ↓π−
(sin θ)1−2sy′(θ) = 0, (5.2)
y(0) = 0 < y(π), lim
θ↓0
(sin θ)1−2sy′(θ) ≤ 0 and lim
θ↑π
(sin θ)1−2sy′(θ) = 0, (5.3)
y(π) = 0 < y(0), lim
θ↓0
(sin θ)1−2sy′(θ) = 0 and lim
θ↑π
(sin θ)1−2sy′(θ) ≥ 0, (5.4)
y(0) = y(π) = 0, lim
θ↓0
(sin θ)1−2sy′(θ) ≤ 0 and lim
θ↑π
(sin θ)1−2sy′(θ) ≥ 0. (5.5)
The four cases (5.2) – (5.5) determine the corresponding exponents λ and the solutions hλ as in
(I), (II), (III) of the lemma. The proof in general requires the use of the associated Legendre
functions and is postponed to the appendix where we establish also other complementary results
that are mandatory for the analysis in Section 8 (cf. Proposition A.1). Here we give the details
for the simplest case of the Signorini problem s = 1/2, i.e. a = 0.
Proof of Lemma 5.3 for s = 1/2. If a = 0, the general integral of (5.1) is
y(θ) = A1 cos(λθ) +A2 sin(λθ),
with A1, A2 ∈ R. We can then discuss the four possible cases.
(I) For (5.2) we have that y′(0) = 0 implies A2 = 0 and A1 6= 0, and y′(π) = 0 gives λ ∈ N.
Considering that y(0) > 0 we find A1 > 0, and by y(π) > 0 one gets λ = 2m with
m ∈ N \ {0}.
(II) For (5.3), we have that y(0) = 0 gives A1 = 0 and A2 6= 0. In turn y′(0) ≤ 0 implies
A2 < 0. Thus, y
′(π) = 0 yields cos(λπ) = 0, i.e. λ = m+ 1/2 for m ∈ N \ {0}, and finally
m is odd since y(π) > 0. One proceeds analogously in case (5.4).
(III) Finally, for (5.5), we have that y(0) = y(π) = 0 implies A1 = 0, A2 6= 0 and λ ∈ N.
Considering that y′(0) ≤ 0 ≤ y′(π) we conclude that A2 < 0 and λ odd.
In all the cases the nonzero coefficient Ai is chosen suitably in order to satisfy the normalization
condition Hhλ(1) = 1. The statements concerning Γ(u), Λ(u), N (u) and S(u) are now direct
consequences of the explicit formulas for the solutions. 
For the lowest frequency 1+s, actually all homogeneous solutions have maximal spine as proved
by Caffarelli, Salsa and Silvestre in [12], this result can be equivalently stated by the inclusion
H1+s ⊆ H
top. (5.6)
5.3. Almost homogeneous solutions. We next introduce the notion of almost homogeneous
solutions.
Definition 5.4. Let η > 0 and R > 1 be given constants. A solution u : BR → R to thin obstacle
problem (1.1) is called η-almost homogeneous if 0 ∈ Γ(u) and
Iu(1)− Iu
(
1/2
)
≤ η.
The following lemma justifies this terminology.
Lemma 5.5. For every δ, A > 0 and R > 1 there exists η > 0 with the following property:
let u be a η-almost homogeneous solution with Iu(R) ≤ A and Hu(R) = 1; then, there exists a
homogeneous solution w ∈ H such that∥∥u− w∥∥
H1(BR−1,|xn+1|aLn+1)
≤ δ. (5.7)
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Proof. We argue by contradiction: assume there exist δ, A,R as in the statement and a sequence
(uk)k∈N of k
−1-homogeneous solutions in BR with Iuk(R) ≤ A such that
Huk(R) = 1 and inf
w∈H
∥∥uk − w∥∥H1(BR−1,|xn+1|a Ln+1) > δ > 0. (5.8)
We can then apply Corollary 2.10 and find a subsequence (not relabeled) and a solution u0 to the
obstacle problem in BR such that uk → u0 in H1(BR−1, |xn+1|a Ln+1). Note that
Hu0(R− 1) = lim
k→+∞
Huk(R − 1)
(2.12)
≥
(R− 1
R
)n+a+2A
lim
k→+∞
Huk(R) =
(R− 1
R
)n+a+2A
.
In particular, u0 is non-trivial and
Iu0(1)− Iu0
(
1/2
)
= lim
k→+∞
(
Iuk(1)− Iuk
(
1/2
))
= 0.
By Proposition 2.7 we infer that u0 is homogeneous of degree Iu0(1) = limk↑+∞ Iuk(1) ≥ 1 + s,
because 0 ∈ Γ(uk). Therefore, u0 ∈ H and this contradicts (5.8). 
Next we show a rigidity result which will be used crucially in the estimate of the Hausdorff
measure of the free boundary.
Proposition 5.6. For every τ, A > 0 there exists η5.6(τ, A) > 0 with this property. Let u : B4 → R
be a η5.6-almost homogeneous solution to the thin obstacle problem with Iu(0, 4) ≤ A. Then, the
following dichotomy holds:
(i) either for every point x ∈ Γ(u) ∩B2 we have
|Iu(x, 1)− Iu(0, 1)| ≤ τ, (5.9)
(ii) or there exists a linear subspace V ⊂ Rn × {0} of dimension n− 2 such that
y ∈ Γ(u) ∩B2, Iu(y, 1)− Iu
(
y, 1/2
)
≤ η5.6 =⇒ y ∈ Tτ (V ), (5.10)
recall the notation Tτ (V ) := {x ∈ Rn+1 : dist(x, V ) < τ}.
Proof. The proof is by contradiction. We assume that there exist τ, A as in the statement and a
sequence (uk)k∈N of k
−1-almost homogeneous solutions in B4 with Iuk(4) ≤ A contradicting the
statement, i.e. both (i) and (ii) simultaneously fail: namely, there exists xk ∈ Γ(uk) ∩ B2 such
that
|Iuk(xk, 1)− Iuk(0, 1)| > τ, (5.11)
and for every linear subspace V ∈ Rn × {0} of dimension n − 2 there exists yk ∈ Γ(uk) ∩ B2 (a
priori depending on V ) such that
Iuk(yk, 1)− Iuk
(
yk, 1/2
)
≤ k−1 and yk 6∈ Tτ (V ). (5.12)
By eventually rescaling the functions of the sequence, we can assume without loss of generality
that Huk(0, 4) = 1. In particular, it follows from Lemma 5.5 that
lim
k→+∞
inf
w∈H
‖uk − w‖H1(B3,|xn+1|a Ln+1) = 0. (5.13)
Up to passing to a subsequence (not relabeled) we distinguish to cases:
(a) either there exists wk ∈ Htop such that limk ‖uk − wk‖H1(B3,|xn+1|a Ln+1) = 0;
(b) or there exists δ > 0 such that
inf
w∈Htop
‖uk − w‖H1(B3,|xn+1|a Ln+1) ≥ δ > 0 ∀ k ∈ N. (5.14)
In case (a) we show that (5.11) cannot hold. Indeed, by Corollary 2.10 there exist a homogeneous
function w0 ∈ Htop (note thatHtop is closed under locally strongH1 convergence), a point x0 ∈ B¯2
and a subsequence (not relabeled) such that
lim
k→+∞
(
‖uk − w0‖H1(B3,|xn+1|a Ln+1) + ‖wk − w0‖H1(B3,|xn+1|a Ln+1)
)
= 0
xk → x0 ∈ N (w0) ∩ B¯2.
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In particular,
|Iw0(x0, 1)− Iw0(0, 1)| = lim
k→+∞
|Iuk(xk, 1)− Iuk (0, 1)| ≥ τ.
Note that w0 6≡ 0, because Hw0(0, 3) = limkHuk(0, 3) ≥ (3/4)
n+a+2A thanks to (2.12) in Corol-
lary 2.8. This implies that Iw0(x0, 1) = Iw0(0, 1), since x0 ∈ N (w0) = S(w0) being w0 ∈ H
top and
Lemma 5.3, which gives the desired contradiction.
In case (b), by combining (5.13) and (5.14), and by the compactness in Corollary 2.10 (up to
passing to a subsequence, not relabeled) there exists v0 ∈ H such that
lim
k→+∞
‖uk − v0‖H1(B3,|xn+1|a Ln+1) = 0.
Moreover, from (5.14) we deduce that v0 ∈ H
low (note that v0 6≡ 0 because we have thatHv0(0, 3) =
limkHuk(0, 3) ≥ (3/4)
n+a+2A by Corollary 2.8). We now show that we have a contradiction to
(5.12) with V any (n−2)-dimensional subspace containing S(v0). Indeed, let yk be as in (5.12) for
such a choice of V ; by compactness, up to passing to a subsequence (not relabeled), there exists
y0 ∈ B¯2 such that
Iv0 (y0, 1)− Iv0
(
y0, 1/2
)
= 0 and y0 6∈ Tτ (V ). (5.15)
Proposition 2.7 implies that Iv0 (y0, r) = Iv0(y0, 0
+) for every r > 0 and by Lemma 5.2 we must
have y0 ∈ S(v0), thus contradicting S(v0) ⊆ V and y0 6∈ Tτ (V ). 
6. The measure of the free boundary
In this section we prove Theorem 1.1 that provides a local estimate of the Minkowski content,
and thus of the Hausdorff measure, of the free boundary in the lower dimensional obstacle problem.
Here we use a modified version of the inductive covering argument in [31, Section 8]. The key
monotone quantity we consider is the maximal function of the frequency
Θu(x, ρ) := sup
y∈B¯ρ(x)∩Γ(u)
Iu(y, ρ). (6.1)
Theorem 1.1 is a direct consequence of the following proposition.
Proposition 6.1. For every L > 0, there exists a constant C6.1(L) > 0 with this property: for
any solution u 6≡ 0 to the thin obstacle problem (1.1) in B2ρ(z) ⊂ Rn+1 with z ∈ Rn × {0}, we
have
Θu(z, ρ) ≤ L =⇒ L
n+1
(
Tr
(
Γ(u) ∩Bρ/2(z)
))
≤ C6.1(L) r
2 ρn−1 ∀ r ∈ (0, ρ). (6.2)
Proof of Theorem 1.1. We are given u a solution to the lower dimensional obstacle problem in B1
and K ⊂⊂ B1. Set δ := 4−1dist(K, ∂B1), let {Bδ(xi)}i∈J , with J a (finite) maximal subset of
points in Γ(u) ∩ K, having mutual distance at least δ. Set L := maxi∈J Θu(xi, 2δ). Then, by
applying Proposition 6.1 to every B2δ(xi), we have that
Ln+1
(
Tr
(
Γ(u) ∩K
))
≤
∑
i∈J
Ln+1
(
Tr
(
Γ(u) ∩Bδ(xi)
))
≤ H0(J)C6.1(L) δ
n−1 r2 =: C r2 ∀ r ∈ (0, 2δ).
We point out that the constant C depends only n, on Iu(1) and on dist(K, ∂B1). Indeed, L
depends on Iu(1) via Lemma 3.1; and since the balls Bδ/2(xi) are disjoint, contained in B1 and
with centers in B′1, we can estimate H
0(J) ≤ (2/δ)n. 
The rest of the section is devoted to the proof of Proposition 6.1.
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6.1. Proof of Proposition 6.1. By rescaling it is enough to consider the case z = 0 and ρ = 1.
We start off with the case of minimal frequency L = 1+s: then, by Corollary 2.12 Θu(0, 1) = 1+s
and thus u ∈ H1+s (cf. (5.6)). In turn, this implies that Γ(u) is a (n− 1)-dimensional hyperplane
of {xn+1 = 0} and (6.2) follows at once.
The proof is then completed by showing that supS = +∞ where
S := {L ∈ R : Proposition 6.1 holds for L}.
The latter claim is in turn implied by the following fact: for every L0 > 1 + s there exists a
constant η(L0) > 0 such that, if L ∈ S and L < L0 then L+ η(L0) ∈ S. In order to specify η(L0)
we need to introduce several dimensional constants; to show the consistency of their choices, we
declare them at the beginning (the readers can skip this list and refer to it each time the constants
are introduced):
• C6.2 := 10
3(n−1)C6.3(n), where C6.3(n) > 1 is the dimensional constant of Theorem 6.3;
• λ = min{10−3, 162−nC−16.2};
• τ = min
{
λ2, 10−20nC4.2(2L0, 45)
−2C−26.2 λ
4n δ26.3(λ)
}
, where C4.2(2L0, 45) is the con-
stant in Proposition 4.2 corresponding to R = 45 and A = 2L0, and δ6.3(λ) is the constant
introduced in Theorem 6.3;
• 0 < η ≤ min
{
η5.6(τ, 2L0), τ, L0
}
, where η5.6(τ, 2L0) is the constant introduced in Propo-
sition 5.6 with parameters, τ and 2L0.
Note that, for ever L < L0 we have that L+ η ≤ 2L0 with such a choice of η.
Then, the proof of Proposition 6.1 consists in showing that (6.2) holds for L + η, supposing
that it has been verified for L < L0. We proceed in several steps.
1. Let u be a solution in B2 of the lower dimensional obstacle problem with Θu(0, 1) ≤ L + η,
and let r ∈ (0, 1) be the size of the tubular neighborhood in (6.2) (recall that ρ = 1 by scaling).
For every x ∈ Γ(u) ∩B1/2 we set sx := max
{
rx, 2r
}
with
rx :=
{
inf
{
t ∈ (0, 1] : Θu(x, t) > L
}
if Iu(x, 1) > L,
1 if Iu(x, 1) ≤ L.
By definition, if Iu(x, 1) > L, then
∃ yx ∈ B¯sx(x) ∩ Γ(u) such that Iu(yx, sx) ≥ L. (6.3)
Let now {xi}i∈J ⊂ Γ(u) ∩ B1/2 be a finite collection of points such that the balls Bsxi/2(xi)
constitute a Vitali covering of Γ(u) ∩B1/2: i.e.
Bsxi/10(xi) ∩Bsxj/10(xj) = ∅ ∀ i 6= j ∈ J and Γ(u) ∩B1/2 ⊂
⋃
i∈J
Bsxi/2(xi). (6.4)
By construction, we have that
(i) Tr
(
Γ(u) ∩Bsxi/2(xi)
)
⊆ Bsxi (xi), for all i ∈ J because 2r ≤ sxi ,
(ii) Θu(xi, sxi) = L if sxi > 2r.
The key estimate is to show that there exists a dimensional constant C¯ > 0 such that
∑
i∈J
sn−1xi ≤ C¯. (6.5)
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Indeed, assuming momentarily (6.5) we can prove (6.2) for L+ η as follows:
Ln+1
(
Tr
(
Γ(u) ∩B1/2
)) (6.4)
≤
∑
i∈J
Ln+1
(
Tr(Γ(u) ∩Bsxi/2(xi))
)
(i)
≤
∑
i∈J : sxi>2r
Ln+1
(
Tr(Γ(u) ∩Bsxi/2(xi))
)
+
∑
i∈J : sxi=2r
Ln+1
(
Bsxi (xi)
)
≤
∑
i∈J : sxi>2r
C6.1(L) r
2 sn−1xi +
∑
i∈J : sxi=2r
ωn+1 (2r)
n+1
≤
(
C6.1(L) + 2
n+1ωn+1
)
r2
∑
i∈J
sn−1xi
(6.5)
≤ C6.1(L+ η) r
2,
with C6.1(L + η) :=
(
C6.1(L) + 2
n+1ωn+1
)
C¯. In the third inequality, we have used (6.2) itself
with bound L on Θu(xi, sxi) in view of (ii).
2. Next we want to prove the claim (6.5). Let λ be the constant introduced at the beginning, we
consider a suitable decomposition of the sets of centers {xi}i∈J :
{xi}i∈J = A
(0) ∪
N(λ)⋃
l=1
A(l),
with A(0) :=
{
xi, i ∈ J : sxi ≥ λ
2
}
, N(λ) = ⌊10nλ−3n⌋ + 1 and A(l) satisfying the following
condition for l > 0:
∀ xi, xj ∈ A
(l), xi ∈ Bsxj/λ(xj) =⇒ sxi ≤ λ
2 sxj . (6.6)
To see that such a decomposition exists, we follow [31, Lemma 5.4] and proceed inductively. We
order the points in A \ A(0) according to a decreasing order of the corresponding radii: i.e.,
A \ A(0) = {pi}i∈J′ with spi+1 ≤ spi . Then, p1 ∈ A
(1) and, if p1, . . . , pi−1 have been sorted out,
we assign pi to some A
(l) so that A(l) does not contain any point pj with j ≤ i− 1, for which
pi ∈ Bspj/λ(pj) and λ
2spj ≤ spi ≤ spj . (6.7)
Note that for every j satisfying (6.7) we have |pi − pj | ≤ spj/λ ≤ spi/λ3, thus pj ∈ Bspi/λ3(pi);
moreover, the balls Bspi/10(pj) with j as in (6.7) are disjoint, as spi ≤ spj and Bspj/10(pj) are
disjoint by construction. Therefore, since N(λ) is strictly bigger than the number of disjoint balls
with radius 1/10 in B1/λ3 and center on B
′
1/λ3 , one can surely find l so that pj 6∈ A
(l) for all j as in
(6.7).
Let us check that (6.6) holds. Indeed, if j < i (i.e. spi ≤ spj ) and pi ∈ Bspj/λ(pj), then the
second condition in (6.7) must fail (being pj ∈ A(l)), i.e. spi < λ
2 spj . On the other hand, if i < j
(i.e. spj ≤ spi), from pi ∈ Bspj/λ(pj), we deduce pj ∈ Bspj/λ(pi) ⊂ Bspi/λ(pi) and, as pj ∈ A
(l), the
second condition in (6.7) must fail, i.e. spj < λ
2 spi . But this is a contradiction because λ < 1/10
and
spi
10
≤ |pi − pj | ≤
spj
λ
< λspi .
3. Next, for l ∈ {0, . . . , N(λ)} we introduce the measures:
µl :=
∑
x∈A(l)
sn−1x δx. (6.8)
To conclude (6.5), we show that there exists a dimensional constant C0 > 0 such that
µl
(
B1/2
)
≤ C0 ∀ l ∈ {0, . . . , N(λ)}. (6.9)
Indeed, from (6.9) we infer (6.5) with the constant C¯ :=
(
N(λ) + 1
)
C0:
∑
i∈J
sn−1xi ≤
N(λ)∑
l=0
µl(B1/2) ≤
(
N(λ) + 1
)
C0 = C¯.
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The case l = 0 is straightforward: since the balls Bλ2/10(x) with x ∈ A
(0) are pairwise disjoint,
contained in B1 and with center x ∈ B′1/2, then H
0
(
A(0)
)
≤ 10
n
λ2n . Being sx ≤ 2 we deduce that
µ0(B1/2) =
∑
x∈A(0)
sn−1x ≤ H
0
(
A(0)
)
2n−1 ≤
20n
λ2n
,
and estimate (6.9) for l = 0 follows as soon as C0 ≥ 20
n
/λ2n.
For the remaining cases, we are going to show the following lemma.
Lemma 6.2. Let µl be the measures in (6.8) with l ≥ 1. Then,
µl
(
Bρ(x)
)
≤ C6.2 ρ
n−1, (6.10)
for every x ∈ spt (µl) and for every ρ ∈ (sx, λ2], where C6.2 > 0 is the dimensional constant
introduced at the beginning.
Lemma 6.2 implies (6.9). Indeed, let us consider a maximal subset of points {xi}i∈J(l) ⊆ A
(l)
with |xi − xj | ≥ λ2 for all i 6= j ∈ J (l). Then, the balls {Bλ2/2(xi)}i∈J(l) are disjoint, contained
in B1 (as λ < 1/2), and with centers xi ∈ B′1/2. Thus, H
0(J (l)) ≤ 2
n
/λ2n and by maximality of the
number of points in {xi}i∈J(l) we have also spt (µ
l) ⊂ ∪
i∈J(l)
Bλ2(xi). Then
µl(B1/2) ≤
∑
i∈J(l)
µl
(
Bλ2(xi)
) (6.10)
≤ H0(J (l))C6.2λ
2(n−1) ≤
2n
λ2
C6.2,
and (6.9) follows with C0 := max
{
2n C6.2/λ2, 20
n
/λ2n
}
.
Proposition 6.1, and hence Theorem 1.1, are now established once we show Lemma 6.2.
6.2. Proof of Lemma 6.2. We fix l ∈ {1, . . . , N(λ)}, and set smin := min
{
sw : w ∈ A(l)},
kmax := ⌊logλ(smin)⌋. Note that kmax ≥ 2 and λ
kmax+1 < smin ≤ λkmax . We prove (6.10) for all
ρ ∈ (max{λk+1, smin}, λk] by induction on k ∈ {2, . . . , kmax} in decreasing order. More precisely,
the base induction step is for k = kmax. In this case, for every point w0 ∈ spt (µ
l) = A(l) with
sw0 ≤ λ
kmax we have that spt (µl)∩Bλkmax (w0) = {w0}, from which (6.10) readily follows. Indeed,
if w ∈ Bλkmax (w0)∩A
(l) is different from w0, then w ∈ Bsw0/λ(w0)∩A
(l) as sw0 ∈ (λ
kmax+1, λkmax ]
and by (6.6) we reach a contradiction
λkmax+1 < smin ≤ sw
(6.6)
≤ λ2sw0 ≤ λ
kmax+2.
We can then proceed inductively: we assume that we have shown (6.10) for every ρ ∈ (smin, λk+1]
for some k ∈ {2, . . . , kmax − 1} and for all w ∈ spt (µl) with sw ≤ λk+1, and then we prove that
µl
(
Bt(w0)
)
≤ C6.2 t
n−1 ∀ t ∈ (λk+1, λk], ∀ w0 ∈ spt (µ
l) with sw0 < t. (6.11)
1. Let t ∈ (λk+1, λk] with k ≥ 2 and w0 ∈ spt (µl) be such that sw0 < t. We set W :=
spt (µl) ∩Bt(w0) and
W (1) :=
{
w ∈W : Iu(w, sw) < L− τ
}
and W (2) :=W \W (1),
where τ is the constant introduced at the beginning. Next we order the points in W (1) in such a
way that W (1) = {ph}h with sph ≥ sph+1 ; and we define inductively z1 := yp1 and for α ≥ 2
zα := ypmα with mα = min
{
h : yph 6∈ ∪
α−1
j=1Bszj (zj)
}
, (6.12)
where the yp’s are the points defined in (6.3) (which exist because ph ∈ A(l) with l ≥ 1 implies
sph < λ
2 < 1, i.e. Iu(ph, 1) > L). Let Z be the set of the selected points zα’s and set szα := spmα
(with a slight abuse of notation), E := ∪zα∈ZBszα (zα) and
µl1 :=
∑
zα∈Z
sn−1zα δzα +
∑
w∈W (2)\E
sn−1w δw.
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The measure µl1 satisfies the following five properties:
∀ p ∈ spt (µl1) ∆
1
sp(p) = Iu(p, 1)− Iu(p, sp) ≤ η + τ ≤ 2 τ, (6.13)
∀ p 6= p′ ∈ spt (µl1) max
{
sp, sp′
}
≤ 20 |p− p′|, (6.14)
spt (µl1) ⊂ B11t(w0), (6.15)
µl
(
Bt(w0)
)
≤ 2µl1(B11t(w0)), (6.16)
µl1
(
Bρ(p)
)
≤ 1012n λ−2n C6.2 ρ
n−1 ∀ p ∈ spt (µl1), ∀ ρ ∈ [sp/20, 10
2λk]. (6.17)
The properties (6.13) and (6.14) follows directly from the definition of µl1. More precisely, for
(6.13) recall the choice η ≤ τ and that by assumption Θu(0, 1) ≤ L+ η. Therefore, the conclusion
follows either by (6.3) if p ∈ Z or otherwise by the very definition of W (2).
For (6.14) we distinguish three cases:
(i) p, p′ ∈ Z. Assume without loss of generality that sp ≤ sp′ , then by the selection procedure
defining Z itself p /∈ Bsp′ (p
′), and thus sp′ < |p− p′|;
(ii) p ∈ Z, p′ ∈W (2) \E. Then p′ /∈ Bsp(p) by definition of E, so that sp < |p−p
′|. Moreover,
if p = yw, with w ∈ W (1), we use (6.4) to infer
sp′ < 10|w − p
′| ≤ 10(|w − yw|+ |yw − p
′|) ≤ 10(sp + |p− p
′|) ≤ 20|p− p′|.
(iii) p, p′ ∈ W (2) \ E. Since B sp
10
(p) ∩B sp′
10
(p′) = ∅ by (6.4), max{sp, sp′} < 10|p− p′|.
For what concerns (6.15), we notice that for all w ∈W by (6.4) we have that sw < 10|w−w0| ≤ 10t,
and therefore
|yw − w0| ≤ |yw − w|+ |w − w0| ≤ sw + |w − w0| ≤ 11|w − w0| ≤ 11t.
Eq. (6.16) and (6.17) are proven in the next two steps. The proof of (6.11) will then be a
consequence of (6.13) – (6.17) only and it will be detailed in step 4.
2. For what concerns (6.16), for every zα ∈ Z we introduce the sets
W zα :=
(
W (2) ∩
(
Bszα (zα) \ ∪
α−1
j=1 Bszj (zj)
))
∪
{
w ∈ W (1) : yw ∈ Bszα (zα) \ ∪
α−1
j=1 Bszj (zj)
}
.
Hence, as by the very definition of E
W (2) ∩ E = ∪α
(
W (2) ∩
(
Bszα (zα) \ ∪
α−1
j=1 Bszj (zj)
))
,
and by that of Z
W (1) = ∪α
{
w ∈ W (1) : yw ∈ Bszα (zα) \ ∪
α−1
j=1Bszj (zj)
}
,
then W = ∪z∈ZW z ∪ (W (2) \ E) and
µl(Bt(w0)) =
∑
z∈Z
µl(W z) + µl
(
W (2) \ E
)
=
∑
z∈Z
µl(W z) + µl1
(
W (2) \ E
)
. (6.18)
We will prove (6.16) by showing that, for every zα ∈ Z, we have
µl(W zα) ≤ 2sn−1zα . (6.19)
Indeed, from (6.19) we immediately deduce that
µl(Bt(w0))
(6.18)
=
∑
zα∈Z
µl(W zα) + µl1
(
W (2) \ E
) (6.19)
≤ 2
∑
zα∈Z
sn−1zα + µ
l
1
(
W (2) \E
)
≤ 2µl1(B11t(w0)).
The key observation to establish (6.19) is the following: let w¯ ∈ W (1) be such that zα = yw¯. Then,
by definition
I(zα, sw¯)− I(w¯, sw¯) > L− L+ τ = τ.
We can then apply Proposition 5.6 in B8sw¯ (zα) with parameters τ , 2L0. Indeed, Iu(zα, 8sw¯) ≤
Θu(0, 1) ≤ L + η ≤ 2L0 (recall that L < L0 and we have chosen η ≤ L0). Moreover, as we have
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imposed η ≤ η5.6(τ, 2L0), we deduce that the first case of the dichotomy of Proposition 5.6 does
not occur: i.e. there exists a (n− 2)-dimensional affine subspace passing through zα such that
∀q ∈ Γ(u) ∩B4sw¯(zα) with ∆
2sw¯
sw¯ (q) ≤ η =⇒ q ∈ T2τsw¯ (V ). (6.20)
Eq. (6.20) is the main ingredient of the proof, because it implies that all the points inW zα different
from w¯ have clustered around a lower dimensional space V , namely
W zα \ {w¯} ⊆ T4λ2sw¯(V ). (6.21)
Indeed, consider a generic point w ∈ W zα \ {w¯}. If w ∈ W (2) ∩ Bszα (zα), then w ∈ B2sw¯ (w¯) and
by (6.6) we have sw ≤ λ2sw¯. In turn this implies that yw ∈ Bsw (w) ⊂ B2szα (zα) and
∆2sw¯sw¯ (yw) ≤ I(yw, 1)− I(yw, sw) ≤ L+ η − L = η. (6.22)
Therefore, by (6.20) we infer that yw ∈ T2τsw¯(V ) and, since τ ≤ λ
2, also w ∈ T2τsw¯+sw(V ) ⊂
T4λ2sw¯ (V ). On the other hand, if w ∈W
(1), then by the selection procedure (recall the decreasing
order of the radii szj ), we have that sw ≤ sw¯: in particular w ∈ Bsw¯ (yw) ⊂ B3sw¯ (w¯). Therefore,
thanks to (6.6) we have also sw ≤ λ2sw¯ and (6.22) holds. By (6.20) yw ∈ T2τsw¯(V ) and hence
w ∈ T4λ2sw¯ (V ), thus showing (6.21).
Then the proof of (6.19) follows from an elementary covering argument. Let Q′ ⊂ W zα \ {w¯}
be a maximal collection of points such that the balls
{
Bλsw¯/20(p)}p∈Q′ are pairwise disjoint: in
particular W zα \ {w¯} ⊂ ∪p∈Q′Bλsw¯/10(p). Let πV : R
n → V be the nearest point projection on V
and note that, since λ ≤ 1/160, we have
Bλsw¯/40(πV (p)) ⊂ Bλsw¯/20(p) ⊂ B4sw¯(zα), ∀ p ∈ Q
′,
where we used that every p ∈ W zα is contained in B3sw¯ (zα), and thus p ∈ B4sw¯ (w¯). Therefore,
Bλsw¯/40(πV (p)) ∩ V are pairwise disjoint for p ∈ Q
′ and contained in B4sw¯(πV (zα)) ∩ V . This
allows us to give an estimate on the cardinality of Q′, namely H0(Q′) ≤ 160n−2/λn−2. In proving
the latter estimate we have crucially used that V has dimension n − 2. Now by the inductive
hypothesis (6.11) we get (6.19):
µl(W zα) ≤ µl({w¯}) +
∑
p∈Q′
µl
(
Bλsw¯/10(p)
)
≤ sn−1w¯ +H
0(Q′)C6.2 (
λ/10)n−1 sn−1w¯
≤ sn−1w¯ + 16
n−2λC6.2 s
n−1
w¯ ≤ 2 s
n−1
w¯ = 2 s
n−1
zα ,
thanks to the choice λ < 162−nC−16.2. We can apply the inductive hypothesis to Bλsw¯/10(p) since
sp ≤ λ2sw¯ < λsw¯/10 ≤ λk+1 (the first inequality holds thanks to (6.6) because for every p ∈ Q′ we
have that p ∈ B4sw¯(w¯), and the last one in view of sw ≤ 10 t ≤ 10λ
k for every w ∈W ).
3. We show next (6.17). Let p, ρ be as in the statement. For every q ∈ spt (µl1) ∩ Bρ(p) let
xq ∈ spt (µ
l) be a point such that yxq = q if q /∈ spt (µ
l) and coinciding with q itself otherwise.
Then,
|xp − xq| ≤ |xp − p|+ |p− q|+ |q − xq| ≤ sp + ρ+ sq
(6.14)
≤ ρ+ 40|q − p| < 41ρ.
Therefore, for every point q ∈ spt (µl1) ∩ Bρ(p) we have that the corresponding point xq belongs
to spt (µl) ∩B41ρ(xp), so that
µl1
(
Bρ(p)
)
≤ µl
(
B41ρ(xp)
)
.
The proof of (6.17) is now a consequence of the inductive hypothesis (6.11) and a covering argu-
ment. Indeed,
(i) if 41ρ ≤ λk+1: we can apply (6.10) directly (since sp ≤ 20ρ by assumption), and infer that
µl
(
Bρ(p)
)
≤ C6.241
n−1ρn−1;
(ii) if 41ρ > λk+1: we cover spt (µl) ∩ B41ρ(xp) with balls Bλk+1/10(w) having centers w ∈
spt (µl) such that half the balls are disjoint. Since ρ ≤ 102λk by assumption (cf. (6.17)) and
the centers are in B′1, the cardinality of the cover can be estimated by (10
5/λ)n. Moreover,
sw ≤ 20 · 41ρ ≤ 105 λk in view of w ∈ B41ρ(xp) (cf. (6.4)), and ρ ≤ 102λk by assumption
(cf. (6.17)) . Hence, in case sw ≤ λk+1 we can use the inductive hypothesis (6.11) to infer
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that µl(Bλk+1/10(w)) ≤ C6.2λ
(k+1)(n−1). Otherwise, if sw > λ
k+1, spt (µl)∩Bλk+1/10(w) =
{w} by (6.4), and thus µl(Bλk+1/10(w)) = s
n−1
w ≤ 10
5(n−1) λk(n−1). In conclusion, recalling
that λk+1 ≤ 41ρ, we infer that
µl1
(
Bρ(p)
)
≤ µl
(
B41ρ(xp)
)
≤ (105/λ)n105(n−1) C6.2λ
k(n−1)
≤ 1012n λ−2n C6.2 ρ
n−1.
4. We are now in the position to infer (6.11) from (6.13)–(6.17), thus concluding the proof of
Lemma 6.2. We start off estimating the generalized Jones’ number for µl1 (for simplicity we
omit the subscripts in their notation): for every ρ ∈ (0, 44t], with t ∈ (λk+1, λk] by (6.11), and
w ∈ spt (µl1), using Proposition 4.2 with parameters A = 2L0 and R = 45 (recall that L0+η ≤ 2L0
and do not confuse the radius R there with the one in this proof) we infer
β2(w, ρ) ≤
C4.2
ρn−1
ˆ
Bρ(w)
∆94ρ20ρ(z)χ[0,20ρ](sz) dµ
l
1(z), (6.23)
having used that sz ≤ 20ρ if z ∈ spt (µl1) ∩ Bρ(w) by (6.14). Integrating (6.23) over BR(w¯) for
w¯ ∈ spt (µl1), with R ∈ (0, 44λ
k] and ρ ∈ (0, R], we get
ˆ
BR(w¯)
β2
(
w, ρ
)
dµl1(w)
(6.23)
≤
C4.2
ρn−1
ˆ
BR(w¯)
ˆ
Bρ(w)
∆94ρ20ρ(z)χ[0,20ρ](sz) dµ
l
1(z) dµ
l
1(w)
≤
C4.2
ρn−1
ˆ
BR+ρ(w¯)
µl1
(
Bρ(z)
)
∆94ρ20ρ(z)χ[0,20ρ](sz) dµ
l
1(z)
(6.17)
≤ C¯(λ)
ˆ
B2R(w¯)
∆94ρ20ρ(z)χ[0,20ρ](sz) dµ
l
1(z). (6.24)
In the second inequality we have used Fubini’s theorem, and we have set for simplicity C¯(λ) :=
C4.2C6.2 10
12n/λ2n. Let us now introduce the following notation for the average oscillation of a
measure µ at scale λ on the ball B̺(w¯):
Oscλµ(w¯, ̺) :=
ˆ
B̺(w¯)
+∞∑
j=0
β2(y, λj ̺) dµ(y).
Then, summing (6.24) for ρ = λjR with j ∈ N and using λ ≤ 10−3, we get
Oscλµl1
(w¯, R) ≤ C¯(λ)
ˆ
B2R(w¯)
⌊logλ(sz/20R)⌋∑
j=0
∆20λ
j−1R
20λjR (z) dµ
l
1(z)
≤ C¯(λ)
ˆ
B2R(w¯)
∆1sz (z) dµ
l
1(z)
(6.13)
≤ 2 τ C¯(λ)µl1(B2R(w¯))
(6.17)
≤ 2n C¯(λ)2 τ Rn−1, (6.25)
by taking into account that sz/20 ≤ ρ < R and 20λ−1R < 1 (being R ≤ 44λk and k ≥ 2). In
addition, we notice that in case R < sw¯/20, estimate (6.25) still holds true. Indeed, in such a case
BR(w¯)∩ spt (µl1) = {w¯} and by definition β(w¯, λ
j R) = 0 for every j ∈ N, so that Oscλµl1
(w¯, R) = 0
Note moreover that (6.25) can be extended to every ball BR(p) with p ∈ B22t(w0) and R ∈
(0, 22t]: indeed, if BR(p) ∩ spt (µl1) = ∅, then Osc
λ
µl1
(p,R) = 0; otherwise, if w ∈ BR(p) ∩ sup(µl1),
then BR(p) ⊂ B2R(w) and
Oscλµl1
(p,R) ≤ 2n+1Oscλµl1
(w, 2R)
(6.25)
≤ 22n+1 C¯(λ)2 τ Rn−1, (6.26)
being β(y, ρ) ≤ 2n+1β(y, 2ρ) for every y and every ρ > 0.
The conclusion of the proof is now an application of the following result by Naber–Valtorta [31,
Theorem 3.4 & Remark 3.9].
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Theorem 6.3 (Naber–Valtorta [31]). There is a dimensional constant C6.3(n) > 0 such that the
following holds. For every λ > 0, there exists δ6.3(λ) > 0 with this property: for every {Bri(xi)}i∈I
finite collection of pairwise disjoint balls in B2 ⊂ Rn and µ :=
∑
i∈I r
n−1
i δxi ,
Oscλµ(x, ̺) ≤ δ
2
6.3(λ) ̺
n−1 ∀ B̺(x) ⊂ B2 =⇒ µ(B1) ≤ C6.3.
Renaming for simplicity the points in the support of µl1 as µ
l
1 =
∑
i s
n−1
pi δpi , we can apply
Theorem 6.3 with xi := (pi − w0)/(11t), ri := spi/(440t), and µ :=
∑
i r
n−1
i δxi . Indeed, from (6.15)
we have that spt (µ) ⊂ B1 and from (6.14) we have that Bri(xi) are pairwise disjoint. Moreover,
from (6.26) and the choice of τ it follows that, for every Br(x) ⊂ B2 we have
Oscλµ(x, r) =
1
(40)2(n−1)(11t)n−1
Oscλµl1
(w0 + 11tx, 11tr)
≤
22n+1
(40)2(n−1)(11t)n−1
C¯(λ)2 τ (11tr)n−1 ≤ δ26.3(λ) r
n−1.
We then conclude that µl1(B11t(w0)) = (440t)
n−1µ(B1) ≤ C6.3 (440t)
n−1 and, by the choice of
the constant C6.2, we conclude (6.10):
µl(Bt(w0))
(6.16)
≤ 2µl1(B11t(w0)) ≤ 2C6.3 (440t)
n−1 = C6.2 t
n−1.
7. Structure of the free boundary Hn−1-a.e.
In this section we give the proof of Theorem 1.2. It is a consequence of Theorem 1.1 and of the
following rectifiability criterion recently established by Azzam–Tolsa [6, Theorem 1.1]. A similar
criterion has also been established independently by Naber–Valtorta in [31, Theorem 3.3].
7.1. Azzam–Tolsa rectifiability criterion. We recall the following definition: a Radon measure
µ in Rn is called k-rectifiable if
(i) µ is absolutely continuous with respect to the Hausdorff measureHk, i.e. for every E ⊂ Rn
Hk(E) = 0 =⇒ µ(E) = 0,
(ii) there exist at most countable many C1 functions fi : R
k → Rn, for i ∈ N, such that
µ
(
R
n \
⋃
i∈N
fi(R
k)
)
= 0.
A set E ⊂ Rn is said Hk-rectifiable if the associated measure Hk E is k-rectifiable.
The following is the rectifiability criterion we are going to exploit: in order to state it, we need
to recall the notion of upper-density of a measure
ϑk,⋆(x, µ) := lim sup
r→0+
µ
(
Br(x)
)
ωk rk
.
Theorem 7.1 (Azzam–Tolsa [6]). Let µ be a finite Borel measure in Rn with ϑk,⋆(x, µ) < +∞
for µ-a.e. x ∈ Rn. Then, µ is k-rectifiable if
ˆ 1
0
(
β
(k)
µ,2(x, r)
)2
r
dr < +∞ for µ-a.e. x ∈ Rn, (7.1)
The following two remarks are in order.
Remark 7.2. In the case E ⊂ Rn is a Borel set with Hk(E) < +∞, then µ := Hk E has upper-
density finite µ-almost everywhere. More precisely, ϑk,⋆(x, µ) ≤ 1 for µ-a.e. x ∈ E (see for instance
[2, (2.43)]).
Remark 7.3. Let λ ∈ (0, 1) be any number. For every λq+1 ≤ r < λq (with q ∈ N) we have that
β
(k)
µ,2(x, r) ≤ C β
(k)
µ,2(x, λ
q) for some constant C = C(λ, k), and hence
ˆ 1
0
(
β
(k)
µ,2(x, r)
)2
r
dr =
∞∑
q=0
ˆ λq
λq+1
(
β
(k)
µ,2(x, r)
)2
r
dr ≤ C
∞∑
q=0
(
β
(k)
µ,2(x, λ
q)
)2
. (7.2)
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We can now prove that Γ(u) is Hn−1-rectifiable.
7.2. Proof of Theorem 1.2. We are given a solution u to the lower dimensional obstacle problem
in B1 and we want to show that Γ(u) ∩ BR is rectifiable for every R < 1. Set δ := (1− R)/2 and
let {Bδ(xi)}i∈J be a finite covering of Γ(u)∩BR, with xi ∈ Γ(u), and set L := maxi∈J Θu(xi, 2δ).
Then, it suffices to show that Γ(u) ∩Bδ(xi) is rectifiable.
After a suitable change of variable (v(x) := u(xi + δ x) – cf. Remark 2.6), we are left to verify
the following statement: let v be a solution to the lower dimensional obstacle problem in B2 with
0 ∈ Γ(v), then Γ(v)∩B1 is rectifiable. To this aim, for every l ∈ N \ {0} we consider the following
sets:
El :=
{
x ∈ Γ(v) ∩B1 : H
n−1
(
Γ(v) ∩Br(x)
)
≤ 2ωn−1 r
n−1 ∀ r ∈
(
0,
1
l
)}
. (7.3)
Note that El ⊆ El+1; and that Theorem 1.1 and Remark 7.2 imply
Hn−1
(
Γ(v) ∩B1 \ ∪
∞
l=1El
)
= 0. (7.4)
Therefore, it is now enough to show that El is Hn−1-rectifiable for any fixed integer l ∈ N; in this
respect we set µl := Hn−1 El. We fix λ ∈ (0, 1/18) and an integer q0 such that λq0−1 ≤ 1. By
applying Proposition 4.2 (with parameter R = 7) we have that
+∞∑
q=q0
ˆ
B1
β2µl
(
y, λq
)
dµl(y) ≤
+∞∑
q=q0
C4.2
λq(n−1)
ˆ
B1
ˆ
Bλq (y)
∆18λ
q
λq (x) dµl(x) dµl(y)
≤
+∞∑
q=q0
C4.2
λq(n−1)
ˆ
B3/2
µl(Bλq (x))∆
18λq
λq (x) dµl(x)
(7.3)
≤ 2ωn−1C4.2
ˆ
B3/2
+∞∑
q=q0
∆λ
q−1
λq (x) dµl(x)
≤ C
ˆ
B3/2
Iv(x, 1)dµl(x) < +∞, (7.5)
where we used: Fubini’s Theorem and 1+λq0 ≤ 3/2 in the second inequality, 18λ < 1 in the third,
and λq0−1 ≤ 1 and µ(B3/2) < +∞ (by Theorem 1.1) in the last line. The conclusion now follows
straightforwardly: indeed, by (7.5) we have that∑
q∈N
β2µ
(
y, λq
)
< +∞ for µl-a.e. y ∈ B1.
In view of (7.2), we can then apply Theorem 7.1 to conclude that El is Hn−1-rectifiable. 
Remark 7.4. The rectifiability of the free boundary can also be deduced by following the argument
of Naber–Valtorta [31, 32], along the proof of the covering argument and the discrete Reifenberg
Theorem: we refer to [31, 32] for more details.
8. Classification of blow-ups Hn−1-a.e.
In this section we give the proof of the last main result of the paper, namely Theorem 1.3. We
recall the rescalings for the blow-up procedure:
ux0,r(y) :=
r
n+a
2 u(ry + x0)
H1/2(x0, r)
∀ r < 1− |x0|, ∀ y ∈ B1. (8.1)
In view of Remark 2.14, the functions u¯x0,r and ux0,r have limits which differ only by a multi-
plicative constant. Therefore, Theorem 1.3 is proven once we show the same conclusions for the
new rescalings (8.1).
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8.1. Stratification of the free boundary. We start off with the first part of Theorem 1.3
regarding the estimate on the dimension of the set of points with frequency λ ∈ {2m, 2m− 1 +
s, 2m + 2s}m∈N\{0}. We use a stratification argument for the nodal set N (u) of a solution u to
the lower dimensional obstacle problem (1.1). This argument goes back to the work of Almgren
[1, § 2.26]; here for convenience we follow [19].
We start recalling the definition of nodal points:
N (u) :=
{
(x′, 0) ∈ B′R : u(x
′, 0) = |∇τu(x
′, 0)| = lim
t↓0+
ta∂n+1u(x
′, t) = 0
}
.
Next we specify the main ingredients of [19, § 3.1] for the thin obstacle problem:
(a) the upper semi-continuous function f : B′1 → R given by
f(x) :=
{
Iu(x, 0
+) if x ∈ N (u),
0 if x 6∈ N (u).
(b) the compact class of conical functions G(x) ⊂ L∞(Rn), for every x ∈ B′1, defined by
G(x) :=
{{
Iw(·, 0+) : w ∈ BU(x)
}
if x ∈ N (u),
{0} if x 6∈ N (u),
recall that BU(x) denotes the set of all blow-ups of u at x.
We need to verify that G(x) is a class of compact conical functions according to [19, Definition 3.3]
(the arguments are analogous to those in [19, § 5.2], we repeat them for readers’ convenience).
(1) An upper semi-continuous function g : Rn → R is said to be conical if g(z) = g(0) implies
that
g(z + λx) = g(z + x) ∀ x ∈ Rn, ∀ λ > 0.
Then, both the zero function and the frequency of homogeneous solutions w are conical
by Lemma 5.2.
(2) A class G of conical functions is called compact if for every sequence (gj)j∈N ⊂ G there
exist a subsequence (gji)i∈N ⊂ (gj)j∈N and g ∈ G such that
lim sup
i→+∞
gji(yi) ≤ g(y) ∀ y ∈ R
n, ∀ (yi)i∈N ⊂ R
n with yi → y. (8.2)
According to item (b), if (gj)j∈N ⊂ G(x) we may assume without loss of generality gj not
identically 0 for j big. Then, gj = Iwj (·, 0
+) and by Lemma 3.1 and Corollary 2.10 there
exists a subsequence wji converging to a homogeneous solution w (recall that Iwj (1) =
Iu(x, 0
+) and Hwj (1) = 1). By a diagonal argument we have that w ∈ BU(x), and (8.2)
follows from
lim sup
i→+∞
Iwji (yi, 0
+) ≤ inf
s>0
lim sup
i→+∞
Iwji (yi, s) = infs>0
Iw(y, s) = Iw(y, 0
+).
We discuss next the structural hypotheses [19, (i) - (ii) § 3.1]:
(i) g(0) = f(x) for all g ∈ G(x), because Iw(0
+) = Iu(x, 0
+) for every blowup w ∈ BU(x);
(ii) for all rj ↓ 0 there exists a subsequence (rji )i∈N ⊂ (rj)j∈N and w ∈ G(x) such that
ux,rji → w; hence, for every y ∈ R
n and for every sequence yi → y, we have
lim sup
i→+∞
Iu(x+ rjiyj, 0
+) ≤ inf
s>0
lim sup
i→+∞
Iu(x+ rjiyj, rji s)
= inf
s>0
lim sup
i→+∞
Iux,rji
(yj , s) = inf
s>0
Iw(y, s) = Iw(y, 0
+).
We are then in the position to apply [19, Theorem 3.4] and conclude that the points whose
blow-ups have spines with dimension not exceeding l ∈ {0, . . . , n} constitute a set of Hausdorff
dimension at most l.
Theorem 8.1. Let u be a solution of the thin obstacle problem (1.1) in BR. For l ∈ {0, . . . , n},
set Σl(u) := {x ∈ N (u) : dimS(w) ≤ l, ∀ w ∈ BU(x)}. Then, Σ0(u) is at most countable and
dimH Σl(u) ≤ l for every l ∈ {1, . . . , n}.
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The first assertion of Theorem 1.3 is now a direct consequence.
Proof of Theorem 1.3: part I. We first show that dimS(w) ≤ n − 1 for every w ∈ BU(x) with
x ∈ N (u). To this aim, we observe that by the definition of nodal set we have that 0 ∈ N (w)
for every w ∈ BU(x) with x ∈ N (u). On the other hand, using the notation in Theorem 8.1,
Σn(u)\Σn−1(u) = ∅ as noticed in Section 5.2. Indeed, the only non-trivial homogeneous solutions
with n-dimensional spine are the functions wc := c |xn+1|2s with c < 0, and by direct computation
N (wc) = ∅.
Therefore, for every x ∈ Γ(u) \ Σn−2(u) there exists at least a blowup w ∈ BU(x) with an
(n−1)-dimensional spine S(w), i.e. with w ∈ Htop. Thus, by the classification of all homogeneous
solutions with maximal spine in Lemma 5.3, the limiting frequency at any point x ∈ Γ(u)\Σn−2(u)
satisfies
Iu(x, 0
+) = Iw(0, 0
+) ∈ {2m, 2m− 1 + s, 2m+ 2s}m∈N\{0}.
Taking into consideration that dimH Σn−2(u) ≤ n− 2 by Theorem 8.1, we conclude the proof. 
8.2. Uniqueness of blow-ups with frequency 2m and 2m − 1 + s. For the second part of
Theorem 1.3 we need an extension of the classification result in Lemma 5.3 to the λ-homogeneous
(even symmetric with respect to xn+1) solutions of{
div(|xn+1|
a∇u) = 0 B1 \ Λ(u)
u = 0 Λ(u),
(8.3)
with λ ∈ {2m, 2m−1+s}m∈N\{0} and {x·e = xn+1 = 0} ⊆ Λ(u) for some unit vector e ∈ R
n×{0}.
The main differences with Lemma 5.3 are that neither the unilateral obstacle condition nor any
invariance assumption of the solutions (i.e. the assignment of the spine) are imposed in this
framework. In the ensuing statement we keep the notation introduced in Lemma 5.3.
Proposition 8.2. Let u : Rn+1 → R be a non-trivial λ-homogeneous weak solution of (8.3),
even w.r.to xn+1, such that λ ∈ {2m, 2m − 1 + s}m∈N\{0} and {x · e = xn+1 = 0} ⊆ Λ(u) for
some unit vector e ∈ Rn × {0}. Then, there exists c > 0 such that u(x) = c h2m(x · e, xn+1) or
u(x) = c h2m−1+s(x · e, xn+1) or u(x) = c h2m−1+s(−x · e, xn+1).
The proof is postponed to Proposition A.3 in the appendix. Given it for granted, we proceed
with the conclusion of the proof of Theorem 1.3.
Proof of Theorem 1.3: part II. By Theorem 1.2 there exist at most countably many C1-regular
submanifolds {Mi}i∈N such thatHn−1(Γ(u)\∪i∈NMi) = 0. We consider the sets Γi(u) := Γ(u)∩Mi
and
Γ′i(u) :=
{
x ∈ Γi(u) : lim
r↓0+
Hn−1(Br(x0) ∩ Γi(u))
ωn−1 rn−1
= 1
}
.
Note that Hn−1(Γi(u)\Γ′i(u)) = 0 for every i ∈ N by Besicovitch’s differentiation theorem (cp. [2,
Theorem 2.22]). We show that for every i ∈ N and for every x0 ∈ Γ′i(u) the conclusion of
Theorem 1.3 holds, namely if I(x0, 0
+) = λ ∈ {2m, 2m− 1 + s}m∈N\{0}, then there exists a unit
vector ex0 with ex0 ⊥ Tanx0Mi at x0 such that
ux0,r → hλ(x · ex0 , xn+1) in H
1
loc(R
n+1, |xn+1|
aLn+1) as r ↓ 0, (8.4)
where hλ are the functions in Lemma 5.3, and Tanx0Mi is the linear tangent space to Mi at x0:
i.e.
v ∈ Tanx0Mi ⇐⇒ ∃ (xl)l∈N ⊂Mi such that lim
l→+∞
xl − x0
|xl − x0|
= v.
To this aim we consider the compact sets
Kr :=
{
y ∈ B1 : x0 + r y ∈ Γi(u)
}
for r ≤ r0 :=
1
2
(1− |x0|).
By Blaschke compactness theorem (cp. [2, Theorem 6.1]) the sequence of sets {Kr}r∈(0,r0] is pre-
compact in the Hausdorff distance on B1: namely, given any sequence (0, r0] ∋ ri → 0, there exists
a subsequence (rik )k∈N and a compact set K0 ⊆ B1 such that we have limk distH(Krik ,K0) = 0,
i.e.
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(a) any point x ∈ K0 is an accumulation point for a sequence (xk)k∈N with xk ∈ Krik ;
(b) if xk ∈ Krik , then any accumulation point of (xk)k∈N belongs to K0.
We proceed now with the proof of (8.4) in three steps.
1. Let rj ↓ 0 be such that distH(Krj ,K0)→ 0 for some compact set K0. Then
Tanx0Mi ∩B1 ⊆ K0.
Assuming this is not the case, there exists an open ball Bρ(y0) ⊂ B1 ⊂ Rn with y0 ∈ Tanx0Mi
such that
(
Γi(u)− x0
)
/rj ∩Bρ(y0) = ∅. In particular, for sufficiently large j we have that
Hn−1
((
Γi(u)− x0
)
/rj ∩B1
)
= Hn−1
((
Γi(u)− x0
)
/rj ∩B1 \Bρ(y0)
)
≤ Hn−1
((
Mi − x0
)
/rj ∩B1 \Bρ(y0)
)
≤
(
1 + o(1)
)
ωn−1
(
1− ρn−1
)
as j → +∞,
since Hn−1
((
Mi − x0
)
/rj ∩ A
)
→ Hn−1
(
Tanx0Mi ∩ A
)
for every open set A ⊂ Rn. This yields
lim sup
j→+∞
Hn−1
(
Γi(u) ∩Brj (x0)
)
ωn−1r
n−1
j
≤ 1− ρn−1,
against the assumption x0 ∈ Γ
′
i(u).
2. In particular, it follows that, if ux0 is any blow-up limit of u at x0 ∈ Γ
′
i(u), then
Tanx0Mi ⊆
{
ux0 = 0
}
. (8.5)
Indeed, set Yr :=
{
ux0,r = 0
}
∩ B1 and note that Kr ⊂ Yr. If Y0 ⊂ B1 is any Hausdorff limit
of a sequence Yrj , then Y0 ⊂
{
ux0 = 0
}
∩ B1, because ux0,rj(zj) → ux0(z0) for every zj ∈ Yrj
with zj → z0 (thanks to the uniform convergence of ux0,rik ). In particular, being Krj ⊂ Yrj , the
conclusion follows from step 1 and the homogeneity of ux0.
3. We now conclude the proof of (8.4). Assume without loss of generality that Tanx0Mi =
{xn = xn+1 = 0}. By Proposition 2.11 we have that BU(x0) ⊆ Hλ with λ = Iu(x0, 0+), and we
distinguish two possibilities (recall also that the blow-ups are renormalized so to haveHux0 (1) = 1):
(1) Iu(x0, 0
+) = 2m. By Proposition 8.2 the blow-up ux0 needs to be h2m(xn, xn+1), because
this function is the only blow-up with frequency 2m and contact set containing Tanx0Mi =
{xn = xn+1 = 0} by (8.5);
(2) Iu(x0, 0
+) = 2m − 1 + 2s. By Proposition 8.2 every blow-up ux0 is given by either
h+ = h2m−1+s(xn, xn+1) or h
− = h2m−1+s(−xn, xn+1).
In order to infer the uniqueness of the blowup in this last case, we exploit the connectedness of
the set of blow-up limits. Namely, assume that there exist ri ↓ 0 and ρi ↓ 0 such that ux0,ri → h
+
and ux0,ρi → h
−; up to passing to subsequences, we may take ri < ρi < ri+1. Then, by continuity
there exists ti ∈ (ri, ρi) such that
‖ux0,ti − h
+‖L2(B1) = ‖ux0,ti − h
−‖L2(B1).
Since the sequence (ux0,ti)i∈N has no subsequence converging either to h
+ or to h−, this gives a
contradiction and concludes the proof of Theorem 1.3. 
8.3. Concerning the optimality of Theorem 1.3. For every e ∈ Rn+1 with |e| = 1 and
e · en+1 = 0, the functions u(x) = h2m(x · e, xn+1) and u = h2m−1+s(x · e, xn+1) are examples
of solutions to the lower dimensional problem (1.1) in any ball BR whose free boundary Γ(u) is
(n− 1)-dimensional and is made of points with frequency 2m and 2m− 1 + s, respectively. Note
that the latters are explicit cases in which Γ(u) = Other(u).
On the other hand, as pointed out in the introduction, at the best of our knowledge there are no
explicit examples of solutions to the lower dimensional obstacle problem (1.1) with free boundary
points with frequency 2m + 2s with m ∈ N \ {0} (note that, although h2m+2s(x · e, xn+1) are
solutions, Γ(h2m+2s) = ∅).
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Such points do not occur in the one dimensional case n = 1. Following the argument of [23,
Remark 1.2.8] for s = 1/2, assume that 0 ∈ Γ(u) is a point with frequency 2m+2s. Then, one can
find a sequence (tk, 0) ∈ R2 with limk tk = 0 such that u(tk, 0) > 0 and, therefore, from (2.4),
lim
x2↓0
xa2∂x2u(tk, x2) = 0. (8.6)
Taking the rescalings u0,tk/2, up to passing to a subsequence (not relabeled) there exists a blowup
w ∈ BU(0) such that (cp. (2.20)):
sign (x2)|x2|
a∂x2u0,tk/2 → sign (x2)|x2|
a∂x2w in C
0
loc(B1).
Note that necessarily w = h2m+2s, because there exists a unique blowup with frequency 2m +
2s. Moreover, from (8.6) we have that limx2↓0 x
a
2∂x2w(1/2, x2) = 0. On the contrary a direct
computation shows that limx2↓0 x
a
2∂x2h2m+2s(1/2, x2) < 0, thus leading to a contradiction and
implying that there cannot exist free boundary points with frequency 2m+ 2s for n = 1.
Potential points with frequency 2m+2s are sometimes referred to in the literature as degenerate
points (see the final section of [23]). It is a tempting conjecture to claim that there are actually
none. If this were the case, Theorem 1.3 would then be optimal, both concerning the uniqueness
of blow-ups at Hn−1-almost all points of the free boundary, and the classification of the frequency
at Hn−2-almost all points of the free boundary.
Appendix A. Homogeneous solutions
In this appendix we collect some results concerning homogeneous solutions to the thin obstacle
problem and more generally to the corresponding system of Euler–Lagrange equations. Therefore,
we consider functions u : Rn+1 → R such that
u(x) = |x|λu
(
x/|x|
)
∀ x 6= 0
for some λ ≥ 1 + s (this restriction being in accordance with the homogeneity of all possible
blow-ups).
A.1. Two-dimensional homogeneous solutions. Here we provide a classification of the ho-
mogeneous solutions to the equation{
div(|x2|a∇u) = 0 B1 \ Λ(u),
u = 0 Λ(u),
(A.1)
in the two dimensional case, i.e. for n = 1. Thus, necessarily, the contact set is a cone, and we
have:
(i) Λ(u) = {x1 = x2 = 0},
(ii) Λ(u) = {x1 ≤ 0, x2 = 0} or Λ(u) = {x1 ≥ 0, x2 = 0},
(iii) Λ(u) = {x2 = 0}.
Correspondingly, we introduce three classes of functions Φm, Ψm and Πm for m ∈ N, that are
explicitly defined as follows:
Φm(x1, x2) :=
⌊m/2⌋∑
k=0
αk x
m−2k
1 x
2k
2 , (A.2)
Ψm(x1, x2) :=
(√
x21 + x
2
2 + x1
)s m∑
k=0
βk
(√
x21 + x
2
2 − x1
)k(√
x21 + x
2
2
)m−k
, (A.3)
Πm(x1, x2) := |x2|
2s
⌊m/2⌋∑
k=0
γkx
2k
2
d2k
dx2k
p(x1), (A.4)
where ⌊·⌋ denotes the integer part of a real number, and
α0 := 1, αk+1 := −
(m− 2k)(m− 2k − 1)
4(k + 1)(k + 1− s)
αk k ∈ {0, . . . , ⌊m/2⌋ − 1},
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βk :=
(m+ 1)k(−m)k
2kk! (1− s)k
k ∈ {0, . . . ,m},
γk :=
(−1)k
4k k! (1 + s)k
k ∈ {0, . . . , ⌊m/2⌋}, p is a m-homogenous polynomial,
and the (increasing) Pochhammer symbol is defined by
(q)l :=
{
1 if l = 0,
q (q + 1) · · · (q + l − 1) if l ∈ N \ {0}.
We establish the ensuing classification result (for related issues see [12, 34]).
Proposition A.1. Let u : R2 → R be λ-homogeneous, even symmetric w.r.to x2, and assume
that u is a weak solution of (A.1). Then, one of the following occurs:
(i) Λ(u) = {x1 = x2 = 0}, λ = m ∈ N \ {0} and u is a multiple of Φm;
(ii) Λ(u) = {x1 ≤ 0, x2 = 0} (resp. Λ(u) = {x1 ≥ 0, x2 = 0}), λ = m + s for some m ∈ N
and u is a multiple of Ψm (resp. of Ψm(−x1, x2));
(iii) Λ(u) = {x2 = 0}, λ = m+ 2s for some m ∈ N and u is a multiple of Πm.
Moreover, if u is a solution to the lower dimensional obstacle problem, then m is even in (i) and
(iii), and m is odd in (ii).
For the proof we need to introduce the hypergeometric function 2F1(α, β; γ; ·) : C→ C defined
by
2F1(α, β; γ; z) :=
∞∑
k=0
(α)k(β)k
(γ)k
zk
k!
, (A.5)
where α, β, γ ∈ C, γ not a negative integer. The power series defining 2F1 is converging for |z| < 1,
and it can be analytically continued elsewhere. In what follows we shall use several properties
of 2F1 for which we refer to the Digital Library of Mathematical Functions, always quoting the
precise formulas employed in the derivation and referring to their enumeration in [33].
We warn the reader that, with a slight abuse of notation, in this section Γ shall denote both
the free boundary of a solution and the Euler’s Gamma-function on the complex plane, extended
to Re(z) ≤ 0 by analytic continuation using the identity Γ(1 + z) = zΓ(z). In particular, Γ turns
out to be a meromorphic function with no zeros and simple poles at z = −m, m ∈ N. Thus, we
adopt the convention that Γ−1(−m) = 0 for all m ∈ N.
Proof of Proposition A.1. Using polar coordinates x1 = r cos θ and x2 = r sin θ with r > 0 and
θ ∈ [0, π], let v(r, θ) := u
(
r cos θ, r sin θ
)
= rλ y(θ). The Euler-Lagrange equation (A.1) then reads
as
La,λ
[
y(θ)
]
:= y′′(θ) + a cotg θ y′(θ) + λ (λ+ a) y(θ) = 0 θ ∈ (0, π), (A.6)
with boundary conditions:
• case (i)
lim
θ↓0+
(sin θ)1−2sy′(θ) = 0 and lim
θ↑π−
(sin θ)1−2sy′(θ) = 0,
• case (ii) (by symmetry we assume Λ(u) = {x1 ≤ 0, x2 = 0})
lim
θ↓0+
(sin θ)1−2sy′(θ) = 0 and y(π) = 0,
• case (iii)
y(0) = 0 and y(π) = 0.
The change of variable y(θ) = (sin θ)s h(cos θ) transforms the ODE for y in (A.6) into an
associated Legendre differential equation for h. More precisely, we get for ν = λ− s and ν ≥ 1
(1− x2)h′′(x) − 2xh′(x) +
(
ν2 + ν −
s2
1− x2
)
h(x) = 0 x ∈ (−1, 1), (A.7)
with the following boundary conditions:
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• case (i)
lim
x↑1
(1 − x2)−
s/2
(
sxh(x) − (1− x2)h′(x)
)
= 0, (A.8)
lim
x↓−1
(1− x2)−
s/2
(
sxh(x) − (1− x2)h′(x)
)
= 0, (A.9)
• case (ii)
lim
x↑1
(1 − x2)−
s/2
(
sxh(x) − (1− x2)h′(x)
)
= 0, (A.10)
lim
x↓−1
(1− x2)
s/2h(x) = 0, (A.11)
• case (iii)
lim
x↑1
(1− x2)
s/2h(x) = 0, (A.12)
lim
x↓−1
(1− x2)
s/2h(x) = 0. (A.13)
The associated Legendre equation can be solved explicitly in terms of the hypergeometric func-
tion 2F1 (cf. (A.5)). A generic solution in the interval (−1, 1) is given by
h(x) = A1 P
s
ν (x) +A2 P
−s
ν (x)
where A1, A2 ∈ R and
P±sν (x) :=
1
Γ(1∓ s)
(
1 + x
1− x
)±s/2
2F1
(
ν + 1,−ν, 1∓ s,
1− x
2
)
, (A.14)
=
1
Γ(1∓ s)
(
1− x2
)∓s/2
2F1
(
∓ s− ν, 1∓ s+ ν, 1∓ s,
1− x
2
)
, (A.15)
(cf. [33, (14.3.1), (14.3.2), Section 15.1 and (15.8.1)]).
1. Dirichlet boundary conditions. We now proceed computing the boundary conditions
in terms of the explicit representations (A.14) and (A.15). First, note that by continuity of
2F1(α, β, γ, ·) and since 2F1(α, β, γ, 0) = 1 for all α, β and γ, we get
lim
x↑1
(1− x2)
s/2P sν (x) =
2s
Γ(1− s)
and lim
x↑1
(1− x2)
s/2P−sν (x) = 0,
from which we get
lim
x↑1
(1− x2)
s/2h(x) = A1
2s
Γ(1− s)
. (A.16)
For the corresponding limit values as x ↓ −1 we use [33, (15.4.20)] to infer
lim
x↓−1
(1− x2)
s/2P−sν (x) =
2s Γ(s)
Γ(s− ν) Γ(1 + s+ ν)
,
and from (A.15) and [33, (15.4.20)]
lim
x↓−1
(1− x2)
s/2P sν (x) =
2s Γ(s)
Γ(−ν) Γ(1 + ν)
,
from which
lim
x↓−1
(1 − x2)
s/2h(x) = A1
2s Γ(s)
Γ(−ν) Γ(1 + ν)
+A2
2s Γ(s)
Γ(s− ν) Γ(1 + s+ ν)
. (A.17)
2. Neumann boundary conditions. For what concerns the boundary conditions involving
the derivative of h we use [33, (15.5.1)] to compute
d
dx
P±sν (x) =
1
Γ(1∓ s)
[
∓ s
(1± x)
s/2−1
(1 ∓ x)s/2+1
2F1
(
ν + 1,−ν, 1∓ s,
1− x
2
)
+
ν(ν + 1)
2(1∓ s)
(
1 + x
1− x
)±s/2
2F1
(
ν + 2, 1− ν, 2∓ s,
1− x
2
)]
.
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Hence, we get
(1− x2)−
s/2
(
sxP±sν (x)− (1− x
2)
d
dx
P±sν (x)
)
= ∓
(1∓ x)1−s
Γ(1∓ s)
·
·
[
s · 2F1
(
ν + 1,−ν, 1∓ s,
1− x
2
)
±
ν(ν + 1)
2(1 + s)
(1± x) · 2F1
(
ν + 2, 1− ν, 2∓ s,
1− x
2
)]
. (A.18)
From the latter formula we immediately conclude that
lim
x↑1
(1 − x2)−
s/2
(
sxP sν (x)− (1 − x
2)
d
dx
P sν (x)
)
= 0,
and
lim
x↑1
(1− x2)−
s/2
(
sxP−sν (x)− (1− x
2)
d
dx
P−sν (x)
)
=
s 21−s
Γ(1 + s)
.
Therefore, we have
lim
x↑1
(1 − x2)−
s/2
(
sxh(x) − (1− x2)h′(x)
)
= A2
s 21−s
Γ(1 + s)
. (A.19)
In addition, from (A.18), from the linear transformation of variable rule for 2F1 in [33, (15.8.4)]
and from [33, Section 15.5], elementary calculations lead to
(1− x2)−
s/2
(
sxP sν (x) − (1− x
2)
d
dx
P sν (x)
)
=
π(1− x)1−s
sin(sπ)Γ(−s− ν) Γ(1− s+ ν) Γ(1 + s)
·
·
(
s · 2F1
(
ν + 1,−ν, 1 + s,
1 + x
2
)
−
ν(ν + 1)
2
(1 + x) · 2F1
(
ν + 2, 1− ν, 1 + s,
1 + x
2
))
+
2s−1π(s+ ν)(1− s+ ν)
sin(sπ)Γ(ν + 1)Γ(−ν) Γ(2− s)
(1− x2)1−s · 2F1
(
1− s− ν, 2− s+ ν, 2− s,
1 + x
2
)
.
In turn, this implies
lim
x↓−1
(1 − x2)−
s/2
(
sxP sν (x) − (1− x
2)
d
dx
P sν (x)
)
=
21−sπ
sin(sπ)Γ(−s− ν) Γ(1 − s+ ν) Γ(s)
.
Finally, by [33, (15.8.1)] we rewrite (A.18) for P−sν as
(1− x2)−
s/2
(
sxP−sν (x)−(1 − x
2)
d
dx
P−sν (x)
)
=
1
Γ(1 + s)
·
[
s(1 + x)1−s2F1
(
ν + 1,−ν, 1 + s,
1− x
2
)
−
ν(ν + 1)
2s(1 + s)
(1− x) · 2F1
(
s− ν, 1 + s+ ν, 2 + s,
1− x
2
)]
,
and infer from [33, (15.4.20)]
lim
x↓−1
(1− x2)−
s/2
(
sxP−sν (x) − (1− x
2)
d
dx
P−sν (x)
)
= −
ν(ν + 1)
2s−1
Γ(1 + s)Γ(1− s)
Γ(2 + ν)Γ(1 − ν)
,
i.e.
lim
x↓−1
(1 − x2)−
s/2
(
sxh(x) − (1− x2)h′(x)
)
= A1
21−sπ
sin(sπ)Γ(−s− ν) Γ(1 − s+ ν) Γ(s)
−A2
ν(ν + 1)
2s−1
Γ(1 + s)Γ(1− s)
Γ(2 + ν)Γ(1− ν)
(A.20)
3. By means of (A.16), (A.17), (A.19) and (A.20) we are able to complete the classification by
discussing all the cases (i) – (iii). We start off with case (i): using (A.19) and (A.20) we deduce
that A2 = 0 and ν + s = m ∈ N (in order to have 1/Γ(−s− ν) = 0). Therefore,
h(x) = A1P
s
ν (x)
(A.15)
=
2sA1
Γ(1− s)
(1 − x2)−
s/2
2F1
(
1 +m− 2s,−m, 1− s,
1− x
2
)
.
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In particular, (1 − x2)
s/2h(x) is a polynomial of degree d ≤ m (or a constant if m = 0), as
(−m)k = 0 for every k ≥ m+ 1. The case m = 0 implies y to be constant and thus u ≡ 0, which
is excluded from the condition Λ(u) = {x1 = x2 = 0}. Hence, m > 0 and y is a polynomial of
degree d in cos θ. As for every k ≥ 0
Lλ,a
[
(cos θ)k
]
=
(
λ(λ+ a)− k(k + a)
)
(cos θ)k + k(k − 1) (cos θ)k−2,
we infer that d = λ = ν + s = m and that y depends only on powers of cos θ with the same parity
as m:
y(cos θ) = am (cos θ)
m + am−2 (cos θ)
m−2 + · · ·+ am−⌊m/2⌋ (cos θ)
m−⌊m/2⌋, am 6= 0.
Therefore, u is an m-homogeneous polynomial of the form in (A.2) and by a direct computation
div
(
xa2∇u(x)
)
=
m−1∑
k=0
(
(m− 2k)(m− 2k − 1)αk + 2(k + 1)(2k + 1 + a)αk+1
)
xm−2k−21 x
2k+a
2 = 0
we conclude the explicit form of the coefficients αk.
Next we discuss case (ii): from (A.19) we get A2 = 0 and from (A.17) we get ν ∈ N. Thus
2F1(ν+1,−ν, 1−s, ·) is a polynomial of degree at most ν = m withm ∈ N\{0}. The corresponding
representation formula in (A.3) follows at once from
u
(
r cos θ, r sin θ
)
= A1 r
m+s (sin θ)s P sν (cos θ)
(A.14)
= A1 r
m+s
m∑
k=0
(m+ 1)k(−m)k
2kk! (1− s)k
(
1− cos θ
)k(
1 + cos θ
)s
.
We discuss case (iii): from (A.16) and (A.17) we get that A1 = 0 and ν − s = m ∈ N and the
representation formula for solutions in (A.4) follows by direct verification (alternatively one can
also derive it from the explicit formula in terms of the hypergeometric function).
4. Finally, we discuss the case of solutions u to the lower dimensional obstacle problem (1.1). In
particular, u solves (A.1), u|B′1 ≥ 0 and the normal weighted derivative satisfies a sign condition.
Thus, the following additional boundary conditions need to be satisfied by y:
lim
θ↓0+
(sin θ)1−2sy′(θ) ≤ 0 and lim
θ↑π−
(sin θ)1−2sy′(θ) ≥ 0,
y(0) ≥ 0 and y(π) ≥ 0.
In turn, these for the function h translate into
lim
x↑1
(1 − x2)−
s/2
(
sxh(x) − (1− x2)h′(x)
)
≤ 0, (A.21)
lim
x↓−1
(1− x2)−
s/2
(
sxh(x) − (1− x2)h′(x)
)
≥ 0, (A.22)
lim
x↑1
(1− x2)
s/2h(x) ≤ 0, (A.23)
lim
x↓−1
(1− x2)
s/2h(x) ≥ 0. (A.24)
We can then discuss the implications of (A.21) – (A.24) for the tree cases (i) – (iii). In case (i),
by (A.16) and (A.23) we get A1 ≥ 0; similarly, by (A.17) and (A.24) we get that Γ(−ν) > 0,
i.e. 2m− 1 ≤ ν ≤ 2m for some m ∈ N \ {0}. Since ν + s ∈ N, we conclude that ν + s = 2m.
In case (ii), using (A.16) and (A.23) we conclude that A1 ≥ 0; moreover, from (A.20) and
(A.22) we infer that Γ(−s− ν) ≥ 0 and therefore 2m+ 1 ≤ ν + s ≤ 2m+ 2 for some m ∈ N. In
particular, since ν ∈ N, we have that ν = 2m+ 1 is odd.
Finally, in case (iii), using (A.19) in (A.21) and (A.20) in (A.22) we deduce that A2 ≥ 0 and
Γ(1− ν) ≤ 0, from which it follows that ν − s = 2m is even. 
Using Proposition A.1 we now complete the proof of the classification of global solutions u ∈
Htop with (n− 1)-dimensional spine in Lemma 5.3.
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Proof of Lemma 5.3. For every u ∈ Htop, we have that u depends on xn+1 and only one in-plane
variable, i.e. u(x) = v(x · e, xn+1) for some v : R2 → R and for some unit vector e ∈ Rn+1 with
e · en+1 = 0. In particular, v is a two-dimensional solution to the lower dimensional obstacle
problem in R2. Therefore, by Proposition A.1 we know that λ ∈ {2m, 2m−1+s, 2m+2s}m∈N\{0}
and v is one of the functions in (A.2) – (A.4). The statements about Γ(u), Λ(u), N (u) and S(u)
follow from the explicit formulas therein. 
A.2. Further classification results. Here we provide a proof to Proposition 8.2. We split the
argument in two parts. We start off classifying in any dimension all λ-homogeneous solutions
(even symmetric with respect to xn+1) of{
−div(|xn+1|a∇u) = 0 B1 \ Λ(u)
u = 0 Λ(u)
(A.25)
such that λ ∈ [1 + s, 2 + s) and having as contact set Λ(u) one of the following
(i) Λ(u) = {xn = xn+1 = 0},
(ii) Λ(u) = {xn ≤ 0, xn+1 = 0},
(iii) Λ(u) = {xn+1 = 0}.
We follow the arguments in [12, Lemma 5.3] and [24, Lemma A.3], in which the case λ = 1 + s
with Λ(u) = {xn ≤ 0, xn+1 = 0} is addressed. To this aim we introduce the following notation:
x = (x′′, xn, xn+1) ∈ Rn−1 × R× R.
Lemma A.2. Let u : Rn+1 → R be a λ-homogeneous solution of (A.25), even symmetric w.r.to
xn+1, with λ ∈ [1 + s, 2 + s) and Λ(u) one of the sets in (i) – (iii) above. Then, the following
occurs:
• in case (i), λ = 2 and there exists a 1-homogeneous polynomial q : Rn−1 → R and a
constant c ∈ R such that
u(x) = q(x′′)xn + cΦ2(xn, xn+1); (A.26)
• in case (ii), λ = 1 + s and there exists a 1-homogeneous polynomial q : Rn−1 → R and a
constant c ∈ R such that
u(x) = q(x′′)
(
xn +
√
x2n + x
2
n+1
)s
+ cΨ1(xn, xn+1); (A.27)
• in case (iii), λ = 1 + 2s and there exists a 1-homogeneous polynomial q : Rn → R such
that
u(x) = |xn+1|
2s q(x′). (A.28)
Proof. 1. In case (i), since Hn(Λ(u)) = 0, it follows from [12, Lemma 5.3] that u is a polynomial.
Therefore, λ = 2 and by symmetry u(x) = q(x′, xn) + αx
2
n+1, with q : R
n → R a 2-homogeneous
polynomial and α ∈ R. Furthermore, by taking into account that Λ(u) = {xn = xn+1 = 0} we
infer that q(x′, xn) = q1(x
′)xn+β x
2
n, with q1 : R
n−1 → R a 1-homogeneous polynomial and β ∈ R.
Thus, u(x) = q1(x
′)xn+ β x
2
n+αx
2
n+1, and imposing that u solves the equation we conclude that
div(|xn+1|
a∇u) = div
(
|xn+1|
a∇(β x2n + αx
2
n+1)
)
= 0.
In particular, from the classification in Proposition A.1, we must have β x2n + αx
2
n+1 = cΦ2, thus
implying (A.26).
2. In case (ii), we consider the tangential derivatives up to the third order ∂iu, ∂iju and ∂ijku
in directions i, j, k ∈ {1, . . . , n− 1}. By the regularity estimate in [17] (cf. also [24, Lemma A.2])
we deduce that ∂iu, ∂iju and ∂ijku ∈ H1loc(R
n+1, |xn+1|a Ln+1) ∩ L∞loc(R
n+1). In particular, since
∂ijku is λ − 3 < 0 homogeneous, it follows that ∂ijku ≡ 0 for all i, j, k ∈ {1, . . . , n− 1}. We then
infer that
∂iju(x
′′, xn, xn+1) = ∂iju(0, xn, xn+1).
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Being ∂iju(0, xn, xn+1) solution to (A.25), the analysis in Proposition A.1 implies that its homo-
geneity λ − 2 is at least s, a condition excluded by the restriction λ < 2 + s. We then conclude
that ∂iju ≡ 0 for all i, j,∈ {1, . . . , n− 1}, thus we get
∂iu(x
′′, xn, xn+1) = ∂iu(0, xn, xn+1),
and
u(x′′, xn, xn+1) = u(0, xn, xn+1) +
n−1∑
i=1
∂iu(0, xn, xn+1)xi. (A.29)
In particular, we infer from Proposition A.1 that the only allowed homogeneity is λ = 1 + s,
u(0, xn, xn+1) = c0Ψ1(xn, xn+1) and ∂iu(x
′′, xn, xn+1) = ciΨ0(xn, xn+1), for some constants ci ∈
R (note that all these functions solve (A.25) with contact set Λ = {xn ≤ 0, xn+1 = 0}). Using the
explicit formulas in Proposition A.1, we conclude (A.27).
3. For case (iii), we can argue analogously as above. In particular, from the (λ−3)-homogeneity
of ∂ijku and λ − 3 < 0, it follows that ∂ijku ≡ 0 for all i, j, k ∈ {1, . . . , n}. Therefore, ∂iju are
functions which are (λ − 2)-homogeneous and depend only on xn+1. By a direct computation we
get from (A.25) that ∂iju = c x
2s
n+1, i.e. λ = 2 + 2s: since λ < 2 + s, we infer that c = 0 and
∂iju = 0 for all i, j = {1, . . . , n}, in turn implying
u(x′, xn+1) = u(0, xn+1) +
n∑
i=1
∂iu(0, xn+1)xi. (A.30)
By taking into account the homogeneity of u and ∂iu and (A.25) (which implies, in particular,
that u(0, xn+1) = 0), one then obtains (A.28). 
We are now ready to prove the general case of Proposition 8.2. Actually, we show a slightly
more general result.
Proposition A.3. Let u : Rn+1 → R be a non-trivial λ-homogeneous function even w.r.to xn+1.
Assume that u is a weak solution of (A.25).
(i) If λ = m ∈ N \ {0, 1} and {x · e = xn+1 = 0} ⊆ Λ(u) for some unit vector e ∈ R
n × {0},
then
u(x) =
m∑
k=0
pk(x
′′)Φm−k(x · e, xn+1), (A.31)
with pk : R
n−1 → R harmonic k-homogeneous polynomial.
(ii) If λ = m + s, with m ∈ N \ {0}, and {x · e = xn+1 = 0} ⊆ Λ(u) for some unit vector
e ∈ Rn × {0}, then
u(x) =
m∑
k=0
p+k (x
′′)Ψm−k(x · e, xn+1) +
m∑
k=0
p−k (x
′′)Ψm−k(−x · e, xn+1), (A.32)
with pk : R
n−1 → R harmonic k-homogeneous polynomial.
(iii) If λ = m+ 2s, with m ∈ N, and Λ(u) = {xn+1 = 0}, then
u(x) = |xn+1|
2s
⌊m/2⌋∑
k=0
γk x
2k
n+1∆
kp(x′) (A.33)
with p : Rn → R any m-homogeneous polynomial and γk :=
(−1)k
4kk! (1+s)k
.
Moreover, if u is a solution to the thin obstacle problem (1.1), then in case (i), respectively (ii), u
turns out to be a positive multiple of h2m(x · e, xn+1), respectively h2m−1+s(±x · e, xn+1).
Proof. Without loss of generality we assume that e = en. The proof proceeds by induction on
m ∈ N, with starting step provided by Proposition A.2.
The cases (i) and (ii) can be treated by the same argument. We consider the horizontal partial
derivatives ∂xju for j ∈ {1, . . . , n − 1}. By the regularity estimate in [17] we have that ∂xju ∈
40 M. FOCARDI AND E. SPADARO
H1loc(R
n+1, |xn+1|a Ln+1) ∩ L∞loc(R
n+1) are solutions to (8.3) with {xn = xn+1} ⊆ Λ(∂iu) and ho-
mogeneity λ−1 = m−1 or λ = m−1+s, according to the two cases. Using the inductive hypothesis
∂iu =
∑m−1
k=0 pi,kΦm−1−k for λ = m or ∂iu =
∑m−1
k=0 p
+
i,kΨm−1−k(·, ·) +
∑m−1
k=0 p
−
i,kΨm−1−k(−·, ·)
for λ = m+ s, for some harmonic k-homogeneous polynomials pi,k and p
±
i,k. Therefore, we infer
that
u(x) = u(0, xn, xn+1) +
ˆ 1
0
n−1∑
i=1
∂xiu(tx
′′, xn, xn+1)xi dt
= u(0, xn, xn+1) +
ˆ 1
0
n−1∑
i=1
m−1∑
k=0
tkpi,k(x
′′)Φm−1−k(xn, xn+1)xi dt
= u(0, xn, xn+1) +
m−1∑
k=0
pk(x
′′)Φm−1−k(xn, xn+1),
and similarly
u(x) = u(0, xn, xn+1) +
m−1∑
k=0
p+k (x
′′)Ψm−1−k(xn, xn+1) +
m−1∑
k=0
p−k (x
′′)Ψm−1−k(−xn, xn+1),
with k p
(±)
k (x
′′) :=
∑n−1
i=1 p
(±)
i,k (x
′′)xi. Using the equation (A.25) (in particular, recall that Φl,Ψl
are solutions of (A.25)), we deduce that the polynomials pk, p
±
k are harmonic and u(0, xn, xn+1)
is itself a solution (i.e. u(0, xn, xn+1) = cΦm(xn, xn+1) or u(0, xn, xn+1) = c1Ψm(xn, xn+1) +
c2Ψm(−xn, xn+1) for some c, c1, c2 ∈ R), thus concluding the proof for the cases (i) and (ii).
In case (iii) with λ = m+2s, we consider instead all the horizontal derivatives of u and use the
inductive hypothesis (A.33) in the form
∂iu(x) = |xn+1|
2s
⌊ (m−1)2 ⌋∑
k=0
x2kn+1qi,m−1−2k(x
′) ∀ i ∈ {1, . . . , n},
where qim−2k are (m− 1− 2k)-homogeneous polynomials. Therefore,
u(x) = u(0, xn+1) + |xn+1|
2s
ˆ 1
0
n∑
i=1
⌊ (m−1)2 ⌋∑
k=0
x2kn+1qi,m−1−2k(tx
′)xi dt
= u(0, xn+1) + |xn+1|
2s
⌊ (m−1)2 ⌋∑
k=0
x2kn+1qm−2k(x),
with (m − 2k)qm−2k(x) =
∑n
i=1 qi,m−1−2k(x
′)xi. Taking into account the homogeneity of u, we
infer that u(0, xn+1) = c|xn+1|m+2s and the exact form for the polynomials qk in (A.33) follows
by using the equation (A.25).
Finally, we discuss the case of solution to the obstacle problem (1.1). In case (i), the unilateral
condition u ≥ 0 on B′1 implies that
u(x′′, xn, 0) =
m∑
k=1
pk(x
′′)xm−kn Φm−k(1, 0) + p0Φm(xn, 0) ≥ 0 ∀ x
′′ ∈ Rn−1 × {0}.
This implies that the polynomials pk with k ∈ {1, . . . ,m} are all zero. Let, indeed, j := min{k ∈
{1, . . . ,m} : pk 6≡ 0} and divide u by xjn > 0: by taking the limit as xn ↓ 0 we infer that pj
is a constant sign homogeneous harmonic polynomial, which holds only if pj ≡ 0, thus giving a
contradiction. Therefore, we conclude u(x) = p0Φm(xn, xn+1) with p0 > 0 for solutions to the
obstacle problem.
For the case (ii), by the same argument we deduce that all polynomials p±k ≡ 0 for k ∈
{1, . . . ,m}, and therefore u(x) = p+0 Ψm(xn, xn+1) + p
−
0 Ψm(−xn, xn+1) with p
±
0 ≥ 0. Since u is a
function of two variables, the conclusion follows now from Lemma 5.3. 
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