The Cosmic Stories: Beginning, Evolution and Present Days of the Universe by Tseliakhovich, Dmitriy
The Cosmic Stories:
Beginning, Evolution, and Present Days of the Universe
Thesis by
Dmitriy Tseliakhovich
In Partial Fulfillment of the Requirements
for the Degree of
Doctor of Philosophy
California Institute of Technology
Pasadena, California
2012
(Defended December 16, 2011)
ii
c© 2012
Dmitriy Tseliakhovich
All Rights Reserved
iii
To my mother, Elena Tseliakhovich
iv
Acknowledgements
The greatest achievement of my life is getting to know and work with the incredible people–
people who against all odds are achieving incredible things, people whose contribution to the
society will be remembered for the generations to come, people who are making this world a
better place every day. I am forever grateful for the honor of association that was bestowed on
me by those people.
This work would never be possible without incredible support of my friend and advisor
Professor Christopher Michael Hirata. His contribution to this thesis goes far beyond the con-
ventional role of a Ph.D. advisor. First, our collaboration led to some extremely interesting and
important results, which took me to the best universities and research institutions of the nation
and opened extremely interesting opportunities for me as a researcher and space scientist. These
results will be described in detail throughout this thesis. More importantly, this thesis got its
chance to be written because Chris recognized my dreams and ambitions that reach far beyond
the realm of astrophysics and cosmology into the world of commercial and social exploration
of space. Chris was able to see the value of my ideas and facilitate my work on my own re-
search while making sure that our joint projects were moving forward at an acceptable pace. On
many occasions Chris went far beyond his normal responsibilities to help me in getting through
some extremely challenging moments that resulted from my natural nonconformity and desire
of getting things done faster and in my way. It goes beyond words how grateful I am for Chris’
support, friendship, and for being the remarkable individual he is. It has been an incredible
pleasure and honor to be working with Chris!
I am completing my thesis in less than 3.5 years from the beginning of my Ph.D. work. This
is possible because of the tremendous pulling force of my dream to open space for large scale
commercial, social, and scientific exploration and because of extraordinary help and support
from my friends who share my ideas and vision. My special thanks go to Richard F. Schaden
and Andy Lee Esq for recognizing the potential of my ideas and encouraging me every step of
the way. There are no words to describe my gratitude to Shaun M. Maguire and Joseph T.
Meyerowitz. Because of them I was able to live through the most challenging days in the past
two years and move forward, knowing that there is no challenge that we will not be able to
overcome together. Shaun and Joe exemplify the absolute climax of integrity, service to the
nation, and unmatched personal standards that serve as a gleaming beacon in my pursuit of
personal growth. I am deeply humbled and honored by the opportunity to be associated with
these extraordinary individuals!
vI would like to thank Professor Harry Atwater for all his help and support. Harry serves
as a unique example of productivity, efficiency, and unmatched personal standards. Learning
from him and observing his leadership style has been one of the most stimulating experiences of
the past two years. Harry runs one of the most extended and broad operations at Caltech with
more than 50 graduate students and postdocs. And yet, he found time to listen to my ideas and
agreed to help me in building my vision and dream. This is the trait of a true visionary, and I
am deeply indebted for his support. Through his work Harry is creating the future of American
leadership in the fields of alternative energy, novel materials, and technology in general. I really
hope that our future collaboration and joint research will result in exciting discoveries that will
benefit Harry’s group, Caltech and the nation.
Getting a doctoral degree from Caltech is a profound milestone in my life. In fact, it is
a dream I have had for more than 10 years now. Nothing in my life would be the way it is,
including the completion of this degree, without two giants whose impact on my life can never
be properly assessed and to whom I am indebted beyond a slightest chance of ever returning
the favor. My life has been forever changed when Dr. Mario Livio of the Space Telescope
Science Institute first read my letter asking to accept me as a summer student at the Space
Telescope Science Institute. Since then Mario has mentored me and helped me in getting to
Caltech with his support, advice and recommendations. Everything I have achieved in the field
of astrophysics started with his support, recognition and help. The second moment that changed
the direction of my life was a 5-minute “pitch” to Dr. Peter Diamandis who became my mentor,
my inspiration and a great role model for me.
I would like to extend my thanks to brilliant scientists who worked with me on multiple
projects during my Ph.D. First of all, my special thanks go to Professor Avi Loeb who recog-
nized and supported my ideas both in the field of astrophysics and commercial space exploration.
Visiting Professor Loeb’s Institute for Theory and Computation at Harvard-Smithsonian Center
for Astrophysics was one of the most exciting and interesting experiences in my astrophysics
career. I learned a lot from Avi on how to build, maintain and lead extraordinary research
institutions – it was an outstanding learning experience. Moreover, Professor Loeb’s help with
getting time on the Odyssey Cluster at Harvard allowed me to complete my final Ph.D. project
much faster than would otherwise be possible. The greatest lesson I learned from my collab-
oration with Avi comes from a clay tablet sitting in his office in Cambridge: “It is nice to be
important, but it is more important to be nice”. Professor Loeb is the very embodiment of this
statement, and it is a great pleasure to know him!
Papers that I authored during my Ph.D. work would never come to life without help and
invaluable contribution from my collaborators: Professor Rennan Barkana, with whom Chris
and I have been working on the application of the relative velocity effect to the problem of the
formation of the first galaxies, stars and minihalos; Professor Anje Slosar, who collaborated with
me and Chris on a challenging topic of non-Gaussianity and the theory of inflation; Dr. Kevin
Heng, who has been working with Chris and me on the topic of Balmer-dominated shocks and
vi
physics of supernovae remnants. It has been a great pleasure working and learning from these
great scientists.
I would like to thank professor Richard Ellis for his support and encouragement throughout
my Ph.D. work. Richard’s lectures where the most enjoyable and educating part of my learning
experience during the Ay120 series and later during the two semesters of my TA experience.
Professor Ellis has an extraordinary talent of encouraging the best in people around him. Richard
exudes proficiency and the vibe of a true astrophysicist, a person fully devoted to exploring the
mysteries of our universe. Knowing Professor Ellis is one of the major reasons that makes the
astrophysical community so special to me.
I would like to thank extremely efficient and professional people who helped me in dealing
with logistical issues during my work at Caltech. It has been a phenomenal pleasure working
with Shirley Hampton on getting all my endless receipts and traveling document in order. I
greatly appreciate help rendered by Natalie Gilmore and her always supporting attitude. I
would like to thank Chris Mach for the IT help and hardware support. I would also like to
thank Tiffany Kimoto, for her support and for always finding a way to squeeze me into Harry
Atwater’s busy schedule.
I would like to thank all of my friends and peer students from the astrophysics department
and specifically Ryan Trainor, Swarnima Monohar, Shriharsh Tendulkar, Tim Morton and Vera
Gluscevic. It has been a tremendous pleasure to know you. As I have been saying over the past
three years: “You guys are the real stars!”
My special thanks go to all my friends from the Singularity University and specifically to
David Roberts and Dr. Dan Barry. It is a great honor to know you and have a chance to spend
time learning from you! It is hard to overemphasize the importance of the SU family in my life,
and I am looking forward to contributing my ideas and efforts to the development of the SU
and helping it to fulfill its mission of positively impacting more than one billion people in the
next ten years!
Finally, the most important “thank you” goes to my family and especially to my Mom, Elena
Tseliakhovich. You made me who I am, you have been with me every step of the way, no matter
how many miles lay between us. Your love and support kept me going through the toughest
times of my life, and I am forever grateful for your love and unwaivering trust in me.
vii
Abstract
This work presents three studies of independent astrophysical phenomena which cover a full
timeline of the universe from the epoch of inflation to the present day. Along with our results
we provide concise overviews of the considered phenomena and outline major open questions.
The first part of this work is focused on the epoch of inflation. We analyze the evolution
of early density fluctuations which originate during inflation and connect physical fields driving
inflation with observable parameters. We study several inflationary scenarios, specifically one
field inflation, in which the only field present during that epoch is the inflaton field and two
field inflation, in which along with the inflaton field the epoch of inflation is effected by the sec-
ond scalar field–curvaton field. Single field inflationary models predict nearly Gaussian initial
conditions and hence a detection of non-Gaussianity would be a signature of more complex infla-
tionary scenarios. In this work we study the effect of primordial non-Gaussianity on the cosmic
microwave background (CMB) and on large-scale structure in a two-field inflationary model in
which both the inflaton and curvaton fields contribute to the primordial density fluctuations.
We show that in addition to the previously described enhancement of the galaxy bias on large
scales, this setup results in large-scale stochasticity. We provide joint constraints on the local
non-Gaussianity parameter f˜NL and the ratio ξ of the amplitude of primordial perturbations
due to the inflaton and curvaton using WMAP and Sloan Digital Sky Survey (SDSS) data.
The second and largest part of this study is focused on the formation of the first cosmic
structures and the effect of relative velocity between dark matter and baryonic fluids. In that
part we discuss a very important and previously unnoticed effect which significantly changes the
process of structure formation in the early universe. At the time of recombination, baryons and
photons decoupled and the sound speed in the baryonic fluid dropped from relativistic, ∼ c/√3,
to the thermal velocity of the hydrogen atoms, ∼ 2×10−5c. This is less than the relative velocity
of baryons and dark matter computed via linear perturbation theory, so we infer that there are
supersonic coherent flows of the baryons relative to the underlying potential wells created by the
dark matter. As a result, the advection of small-scale perturbations (near the baryonic Jeans
scale) by large-scale velocity flows is important for the formation of the first structures. This
effect involves a quadratic term in the cosmological perturbation theory equations and hence
has not been included in studies based on linear perturbation theory. We show that the relative
motion suppresses the abundance of the first bound objects, even if one only investigates dark
matter halos, and leads to qualitative changes in their spatial distribution, such as introducing
scale-dependent bias and stochasticity. We further discuss possible observable implications of
viii
this effect for high-redshift galaxy clustering and reionization. Specifically we discuss in detail
the effect of the relative velocity on the gas content in the early galaxies, minihaloes and the
first stars. This part of the thesis also includes a concise overview of the recent studies that
investigated various aspects of the relative velocity effect and showed its importance for topics
ranging from star formation to precision cosmology.
The third and final part of the thesis covers interaction between expanding shocks of the su-
pernovae explosions with the interstellar medium. The shocks of supernovae remnants represent
a unique cosmic environment which allows detailed studies of plasma physics and high-energy
astrophysics phenomena in conditions unreachable in the Earth-based laboratories. Specifically,
shocks of supernovae remnants are associated with production of cosmic rays–the most ener-
getic particles that we can observe. In our study we are specifically focused on the science of
Balmer-dominated shocks (BDS)–a subset of collisionless, fast shocks dominated by hydrogen
line emission with both broad and narrow components. The unique feature of BDS is that they
are directly observable and their observations provide an opportunity for direct testing of the
phase space structure and ion velocity distribution inside of shocks.
Understanding of physical phenomena occurring inside of astrophysical shocks requires pre-
cise knowledge of cross sections for high-nl proton-hydrogen collisions. Until now scientists have
been using approximations for these cross sections which fall short of the precision needed for
robust analysis of the observed data and can no longer satisfy needs of the astrophysical commu-
nity. Guided by the demand in high-precision calculations of the cross sections we developed and
implemented a robust method for direct solution of the Schroedinger partial differential equa-
tion on a grid. In this work we provide a detailed description of our computational algorithm
for calculating cross sections in high-nl proton-hydrogen collisions and show results for n ≤ 4.
We describe the code we developed, show the results of consistency tests and describe possible
extensions. Finally, we show how our results are applied to the studies of Balmer-dominated
shocks and specifically how the precise cross sections for n ≤ 4 can be used in computing Balmer
decrement–the ratio of Hα and Hβ line intensities.
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1Chapter 1
Introduction
“Space is big. Really big. You just won’t believe how vastly, hugely,
mind-bogglingly big it is...” Hitchhiker’s Guide to the Galaxy.
1.1 Introduction
We are living in an exciting time for astrophysics and cosmology. New facilities have stimu-
lated incredible discoveries and allowed us to see the Universe in unprecedented detail. With
observational facilities like the Hubble Space Telescope and Keck Observatory we managed
to peer into the time when the formation of the first stars and galaxies took place. With
the results from COBE [1], WMAP [2, 3, 4], plethora of ground-based CMB projects like BI-
CEP [5] and BOOMERANG [6], the 2dF/SDSS [7, 8] surveys and several high-redshift super-
novae searches [9, 10, 11] we managed to put tight constraints on the cosmological parameters
and develop a “Concordance Model” [12, 13] capable of providing a consistent framework for
most of the observed cosmic phenomena. At the same time exponential growth of comput-
ing opened doors for development of advanced cosmological and astrophysical simulations (e.g.,
GADGET [14]) which in a short time progressed to the point where we can consistently simulate
the distribution of matter and evolution processes on both horizon and galactic scales.
Yet, the current time is extremely challenging and in many ways pivotal for the field and
for the astrophysics community. It is the time to realize the the old ways of doing things will
no longer lead to the same results. Today, the only way to stay relevant and make progress is
to constantly innovate and question the old assumptions and practices. It is becoming more
and more obvious that the old funding model, old collaboration models and old ways of leading
the research are not working any more. We are witnessing fundamental changes in the way
scientific research is done and in the mechanisms through which the research is funded. NASA
is undergoing a dramatic restructuring process which will most certainly reduce the total budget
as well as the budget for fundamental research. National priorities require aligning scientific
budgets with the needs of advancing technological superiority of the nation, and this should and
will inevitably lead to significant restructuring of the funding mechanisms for the fundamental
research fields such as astrophysics, cosmology and theoretical physics.
2Figure 1.1: Exponential evolution of supercomputing power [15]. This plot shows explosive
growth of the floating point operations performed by specific supercomputing clusters as a
function of time and clearly emphasizes the trend in HPC evolution.
In the light of these changes it is extremely important to better utilize existing resources and
to find new ways for leveraging exponential trends in evolution of information technologies and
computing. Primarily, it is imperative to use explosive growth of high-performance computing
(HPC) illustrated in figure 1.1 [15], and at the same time significantly bolster the effort on
developing more effective and accurate theoretical models and algorithms. It has never been
more important to think outside-the-box and come up with models which will allow continued
progress in the light of rapidly changing logistical framework. It is also important to search
for synergies between the needs of astrophysical community and broader needs of the nation.
Such synergies clearly exist and will allow us to leverage technical expertise of scientists in
addressing urgent socioeconomic needs. Furthermore, it is becoming more and more important
to align the efforts of various communities of scientists that focus their efforts on far-reaching
fundamental research. Specifically, the progress of fundamental science strongly depends on our
ability to remove the artificial barriers between physics, astrophysics and applied mathematics
establishing new mechanisms for efficient cross-pollination of ideas. In this thesis we provide
three specific examples of the work that fully embraces this type of thinking and shows possible
ways to implement new approaches and modes of operation.
We start by looking into the problem of the early Universe which provides a unique opportu-
nity to bridge astrophysical observations and theoretical models with the models developed by
the particle physics community. Our work is relevant to the progress of both astrophysics and
3particle physics and provides a great example of synergy between the two fields. Exploitation of
this synergy is extremely important for a number of reasons. First, it provides an opportunity
to attract funding by increasing scientific return of a given research project. Second, effective
use of astrophysical observations is one of the very few possible ways for the particle physics
community to make progress on the experimental front. It is clear that we are not going to see
another large-scale particle physics collider in the coming decade, and hence, the early universe
is the only way to study high-energy physics that goes beyond the energies accessible with the
Large Hadron Collider (LHC). Finally, partnership between the two communities provides an
outstanding opportunity for cross-pollination of ideas and development of new methods and
tools that can only appear when the skill sets of the two groups are combined.
The very early universe is believed to have gone through a period of exponential expansion
that rendered observable universe homogeneous, isotropic and flat (i.e., with vanishing curva-
ture). While the detailed particle physics mechanism responsible for this exponential expansion,
or inflation, is not known, the basic picture makes a number of predictions that have been
confirmed by observation. It is believed that inflation was driven by a scalar particle or field
called the inflaton. At the end of inflation inflaton decayed into lighter particles, producing
extremely small matter density fluctuations with nearly Gaussian distribution (see [16] for a
detailed review). This basic scenario, which was first introduced by Alan Guth [17] provides a
viable explanation of the origin of our universe, however, it also raises a number of extremely
interesting and important questions. Was inflaton the only particle present during inflation?
How does the inflaton fit into the extended Standard Model of particle physics? Through what
channels did inflaton decay into the particles (such as protons, neutrons, electrons, etc.), which
comprise observable matter today?
These and many other related questions can be addressed only by a combination of astro-
physical observations, theoretical work in cosmology, and theoretical work in particle physics. It
would be extremely hard to reproduce the inflaton field in the laboratory, and currently available
observational results are clearly insufficient to provide satisfactory answers. Making progress
toward better understanding of the inflationary epoch requires robust analysis of multiple sce-
narios and utilization of all available data. In this work we are combining results from the
large-scale structure (LSS) observations with the WMAP observations of the cosmic microwave
background (CMB) to produce constraints on an inflationary scenario with two fields: inflaton,
driving inflation, and curvaton, which contributes to the generation of the primordial density
fluctuations. Our results extend existing constraints and provide important insights into future
opportunities for the research in this field.
Our second project exhibits the importance of out-of-the-box thinking and is related to
the formation of the first cosmic structures such as early galaxies and stars. In that work we
critically examine existing ΛCDM model, which is known to work extremely well in most cases,
and identify a weak point which comes from a set of unjustified assumptions. In correcting
this weak point we introduce an important effect of relative velocity between dark matter and
4baryonic fluids which significantly changes our understanding of how the first structures form
and evolve in the early universe. The relative velocity effect which originates at the epoch of
recombination is nominally a second-order effect and thus has been consistently overlooked in
the models based on the first-order perturbation theory. However, under careful examination, it
appears that terms responsible for relative velocity become nonperturbative at scales where the
first galaxies and stars form, and hence must be taken into account if accurate results are to be
obtained. This relative velocity effect is currently actively studied by a large number of research
teams in universities across the world, and its importance clearly emphasizes significance of
critical reassessment of our ingrained assumptions and conventions.
Relative velocity effect is important for robust understanding of the processes of early struc-
ture formation. This topic represents an extremely exciting research direction highly prioritized
by the astrophysics community. The first priority outlined in the Decadal Survey [18] is “under-
standing of how the first stars and galaxies formed and started to shine”. Detailed and robust
understanding of the mechanisms and processes which are effecting formation of the first halos,
galaxies and stars is necessary for correct interpretation of data coming out of high-redshift
surveys and observations studying the reionization epoch. The distribution of early objects is
fundamentally important for correct extraction of cosmological parameters out of the studies
that target matter distribution on various scales. Specifically, it is important for correct inter-
pretation of the Baryonic Acoustic Oscillations (BAO) and observations of the Lymanα forest.
Furthermore, accurate knowledge of the matter distribution and evolution processes in the Uni-
verse at high redshifts (z > 10) is critical for interpretation of the upcoming 21 cm experiments
such as Low Frequency Array (LOFAR) [19, 20], Murchinson Widefield Array (MWA) [21] and
PAPER [22]. The results of this work may also turn out to be important for our attempts
to understand properties of dark matter from analysis of the small-scale matter power spec-
trum [23, 24]. The research presented in this part of the thesis shows a clear example of the
importance of subtle and often disguised effects for the future discoveries in this field.
Finally, in the third part of the thesis we utilized the power of supercomputing in address-
ing an extremely exciting problem of shocks that originate in the supernovae explosions and
propagate into the interstellar medium (ISM). This work is yet another example of the synergy
between physics and astrophysics. In this case, accurate measurements of the emission lines
originating from the shocks allow detailed studies of the plasma physics phenomena which are
extremely hard to reproduce in the Earth-based laboratories, yet are extremely interesting from
the theoretical and experimental perspectives. In this study we combine the power of high
performance computing (HPC) with the new computational algorithm to develop a solution to
the problem of precision cross section calculations that was almost intractable a few years ago.
The results obtained in our work will be instrumental for interpretation of the recent integral
field unit (IFU) observations of the Balmer-dominated shocks (BDS) surrounding supernovae
SN1006, as well as of the earlier observations of the BDS with the Hubble Space Telescope and
a variety of ground-based telescopes.
5The work presented in the third part of this thesis significantly extends the state of the art
in precision calculations of high-nl proton-hydrogen collisions necessary for interpretation of the
IFU spectrometry results and will dramatically bolster scientific output of that observational
effort. Until recently most of the theoretical work in this field was based on very approximate
cross sections and on the order of magnitude scaling relations. Our results will eliminate the
need of using approximations and provide an important tool for analysis of physical processes
inside of the supernovae shocks as well as in other astrophysical settings which require precise
understanding of collisional processes between ionized and neutral hydrogen atoms. This work
resulted in a large database of cross section open to scientific community as well as a code,
BDSCx, which can be used for solving a variety of problems related to particle collisions.
1.2 Chapter Summaries
In chapter 2 we discuss physics of the very early Universe focusing on the theory of inflation and
possible ways to constrain various inflationary parameters. We show various opportunities to
study extremely challenging particle physics questions through astrophysical observations and
discuss potential new discoveries that can come from observations of the microwave background
radiation and large-scale distribution of matter. Next, in chapter 3, we consider the epoch of
reionization and introduce the effect of relative velocity of dark matter and baryonic fluids.
This important and previously unnoticed effect modifies the way first galaxies and stars form
and introduces changes into spatial distribution of early structures. We show why this effect
is important and why it was previously neglected by the astrophysics community. We further
discuss consequences of the relative velocity effect and show specific examples where this effect
is important from both theoretical and observational standpoints. Specifically, in chapter 4 we
discuss the effect of relative velocity between dark matter and baryonic fluids on the formation of
the first galaxies, minihaloes and stars. We also briefly discuss the plethora of follow-up papers
that followed initial introduction of the relative velocity effect. In chapter 5 we are discussing
the physics of astrophysical shocks and introduce a numerical formalism and associated code
which allows precise calculations of the cross sections for proton-hydrogen collisions. We are
discussing application of our results to the physics of Balmer-dominated shocks and emphasize
the importance of our results for high-precision analysis of particle collisions inside of those
shocks.
6Chapter 2
The Nascent Universe∗
2.1 Inflation and non-Gaussianity
One of the most important questions that cosmology faces today is the origin of structure in the
universe. The generally accepted paradigm is that of inflation [25, 26, 27, 28], which is a period
of the cosmic evolution during which the scale factor, which describes the size of the Universe, is
growing exponentially. One of the major predictions of the theory of inflation is that it produces
small adiabatic perturbations that evolve into the observed cosmic structure after inflation is
over. The inflationary paradigm is extremely powerful as it remedies most of the problems
of the original Big Bang scenario such as the flatness problem, the horizon problem, and the
monopole problem [29]. The inflationary paradigm also has a set of other predictions that are
well confirmed by current observations. On the other hand, although the generic predictions of
inflation are quite clear, the nature of specific physical processes that govern inflation are still
poorly understood.
The major obstacle in understanding inflation is that it cannot be directly observed either
in the laboratory or with telescopes. This problem is at the same time a virtue of inflation
as it allows to indirectly probe physics at energies and timescales that are far beyond the
reach of current facilities. By comparing astrophysical observations with predictions of various
inflationary models, one can expect to distinguish between different extensions of the Standard
Model of particle physics [30]. Understanding of the reheating phase of the inflation, during
which baryonic and dark matter particles are generated, can provide a link between scalar fields
driving inflation and the observable Universe that consists of dark and baryonic matter. Studying
various inflationary scenarios and their predictions opens a window into the theories beyond the
Standard Model of particle physics and creates a unique, although indirect, opportunity to study
particles and particle interactions at energies far exceeding those accessible at contemporary and
near future collider facilities.
One of the many possible ways to deeper understand inflation is by studying the primordial
density fluctuations. The usual inflationary model of a slowly rolling inflaton field requires that
∗The material in this chapter was adapted from Non-Gaussianity and large-scale structure in a two-field
inflationary model, D. Tseliakhovich, C. Hirata, and A. Slosar, Phys. Rev. D 82, 043531 (2010). Reproduced
here with the permission of the publisher, copyright (2010) by the American Physical Society. Additional material
has been added into the introductory section of the chapter.
7the perturbations are highly Gaussian [31, 32, 33, 34] and almost scale invariant. Therefore
detection of non-Gaussianity in either the cosmic microwave background (CMB) spectrum or
the large-scale structure (LSS) distribution would be a clear evidence that the physics driving
inflation is more complicated than the standard inflaton scenario.
Non-Gaussianity naturally arises in inflationary models with more than one field [35, 36,
37, 38]. One of the most studied models is the curvaton model [38, 39, 40, 41, 42, 43], in
which initial perturbations are generated by the curvaton field after inflation is over. In this
model significant non-Gaussianity can be generated since the predicted curvature perturbation
is proportional to the square of the curvaton field (as distinct from single-field inflation, where
the required smoothness of the inflaton potential renders the curvature perturbation very nearly
linear in the field fluctuations).
There are several important reasons for considering multi field inflationary models. The
first one is a straightforward argument that today we are observing a universe comprised of
multiple particles which are described by a variety of interacting fields. It is “natural” to assume
that multiple fields were also present during the initial period of exponential expansion. This
argument is supported by various extensions of the Standard Model of particle physics, such as
supersymmetry, which allow multiple scalar fields to be present during inflation [44]. Another
reason to explore theories that expand the simple inflaton scenario comes from still negative
results of the experiments searching for gravitational wave signatures predicted by the simple
inflaton model. It is predicted that tensor perturbations originating in the single-field inflation
should produce gravitational waves which in turn imprint observable features into the cosmic
microwave background (CMB) polarization maps [45, 46, 47]. The most recent observations of
the CMB have not revealed the expected signal [48] and hence the search for viable alternative
models is well justified.
Non-Gaussianity represents one of the key observables that could potentially discriminate
among competing inflationary scenarios. Most attempts to constrain non-Gaussianity have used
the so-called “local-type” or fNL parameterization [49] in which one includes a quadratic term
into the primordial potential, Φ = φ+fNLφ
2. In this parametrization both linear and quadratic
terms in the potential originate from the same Gaussian field, e.g., a curvaton field, and the
contributions from perturbations in other fields (e.g., the inflaton field responsible for inflation
itself) are negligible.
The signature of local-type non-Gaussianity in the CMB has been described at length [50]. It
has also been established that fNL has an effect on the galaxy bispectrum [51, 52, 53]. The effect
on the large-scale galaxy power spectrum has been considered only recently [54, 55, 56, 57, 58],
but it rapidly became clear that the method was competitive, stimulating work on N -body
simulations of halo formation in non-Gaussian cosmologies [59, 60, 61, 62]. Recent constraints
have been derived from the CMB bispectrum as measured by WMAP [63, 64, 65, 66, 67, 68, 69]
and from large-scale structure in the Sloan Digital Sky Survey (SDSS) [55]. Recently, ∼ 3σ
evidence for excess clustering consistent with non-Gaussianity has been identified in the NRAO
8VLA Sky Survey (NVSS) [70].
In this study we extend the formalism to include the case where both the inflaton and
curvaton contribute significantly to the curvature perturbation. Perturbations generated by the
inflaton field are purely Gaussian, while curvaton fluctuations can result in non-Gaussianity if
the conversion from curvaton fluctuation δσ to primordial potential Φ contains quadratic terms.
The ratio of inflaton to curvaton contributions ξ is arbitrary: the framework of the curvaton
model allows it to take on any positive value. Usually one takes ξ  1 since in the opposite
limit (ξ  1) the curvaton has no observable effect on the primordial perturbations. Here we
investigate the consequences of general ξ–including values of order unity–for the CMB and LSS.
The type of non-Gaussianity generated could be called “local-stochastic,” in that it results from
local nonlinear evolution of the inflaton and curvaton fields (and thus the primordial bispectrum
will have the local-type configuration dependence), but that the full nonlinear potential Φ is not
a deterministic function of the linear potential.
Studying non-Gaussianity is particularly important in the face of the current generation of
CMB projects [45] such as the Planck satellite as well as ongoing and future LSS projects. To
fully exploit the potential of the future probes, it is imperative to investigate theoretically the
range of types of non-Gaussianities that can be produced in unconventional inflation (e.g., multi
field models), and understand what effect they have on the CMB and LSS.
2.2 Non-Gaussian Initial Perturbations in Two-Field In-
flationary Models
We consider a model of inflation where both the inflaton and the curvaton contribute to the
primordial density perturbations. This configuration can exhibit a rich set of phenomenology,
including both non-Gaussianity and various mixtures of adiabatic and isocurvature perturbations
[71, 72, 73, 74, 75, 76]. In this study, we will restrict ourselves to the case where the dark matter
decouples after the curvaton decays and its energy density is thermalized. This ensures that no
dark matter isocurvature perturbation is produced, and the only observable perturbation is the
curvature perturbation ζ that is conserved between curvaton decay and horizon entry.
The simplest case is that of two noninteracting scalar fields: the inflaton ϕ and the curvaton
σ. The latter is taken to have a quadratic potential,
Vσ(σ) =
1
2
m2σ2. (2.1)
During inflation, the inflaton dominates the energy density of the Universe, whereas the curvaton
is effectively massless (m  H) and pinned by Hubble friction to a fixed value σ¯ (aside from
perturbations to be described later). Quantum fluctuations generate a spectrum of perturbations
δϕ and δσ in both the inflaton and curvaton fields:
Pδϕ(k) =
H2∗
2k3
, and Pδσ(k) =
H2∗
2k3
, (2.2)
9where H∗ is the Hubble rate evaluated at the horizon crossing for a given mode, i.e., when
k = aH, and the post-horizon-exit field perturbations are defined on the uniform total density
slice. The ϕ and σ perturbations are nearly Gaussian and uncorrelated.
The inflaton perturbation is parallel to the unperturbed trajectory in (ϕ, σ)-space and hence
is an adiabatic perturbation; indeed it behaves the same way that perturbations behave in
single-field inflation. The curvaton perturbation however is an isocurvature perturbation and
can have complicated dynamics. In the simplest version of the curvaton scenario, the curvaton
begins to oscillate after the end of inflation when the Hubble rate drops to H ∼ m. As a massive
scalar with zero spatial momentum, its energy density subsequently redshifts as ρσ ∝ a−3. Of
interest to us is the fact that for quadratic potentials (equation 2.1) this energy density is also
proportional to the square of the curvaton field σ = σ¯ + δσ, i.e.,
δσ ≡ δρσ
ρ¯σ
= 2
δσ
σ¯
+
δσ2 − 〈δσ2〉
σ¯2
, (2.3)
where the subtraction of the variance arises from the O(δσ2) expansion of ρ¯σ ∝ σ¯2 + 〈δσ2〉. The
quadratic term allows the curvaton to generate a non-Gaussian density perturbation. In the
radiation-dominated era, the curvaton’s contribution to the energy density increases as Ωσ ∝ a,
thereby enhancing the importance of δσ. The decay of the curvaton and the thermalization of
its energy density result in a non-Gaussian adiabatic perturbation.
The δN formalism [77] extended into the nonlinear regime [34] quantitatively provides the
curvature perturbation to second-order in the field perturbations (δϕ, δσ); this is (equation 26
of Langlois et al. [75]),
ζ = −H∗δϕ
ϕ˙∗
+
2r
3
δσ
σ∗
+
2r
9
(
3
2
− 2r − r2
)
δσ2
σ2∗
, (2.4)
where the subscript ∗ denotes evaluation at horizon exit, and r is related to the fraction of the
energy density in the curvaton when it decays:
r =
3ρσ
4ρrad + 3ρσ
∣∣∣∣
decay
. (2.5)
The primordial potential perturbation in the Newtonian gauge is then given by the usual
expression Φ = 35ζ (e.g., [78]; but note that in large-scale structure non-Gaussianity studies the
opposite sign convention is adopted, so that Φ > 0 corresponds to overdensities).
We may put the primordial potential in a form more closely related to that of large-scale
structure non-Gaussianity studies:
Φ(x) = φ1(x) + φ2(x) + f˜NL[φ
2
2(x)− 〈φ22〉], (2.6)
where φ1 and φ2 are the parts of the linear primordial potential corresponding to the inflaton
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and curvaton fields respectively. Their power spectra are given by
k3
2pi2
Pφ1(k) =
9
25
(
H2∗
2piϕ˙∗
)2
, (2.7)
and
k3
2pi2
Pφ2(k) =
4r2
25
(
H∗
2piσ∗
)2
. (2.8)
The non-Gaussianity parameter is
f˜NL =
5
6r
(
3
2
− 2r − r2
)
. (2.9)
(We use the tilde since the label “fNL” is usually used to denote the non-Gaussianity parameter
appearing in the primordial bispectrum.)
It is convenient to specify the relative contribution of the inflaton and curvaton fields to the
primordial potential using the ratio of standard deviations ξ = σ(φ1)/σ(φ2). Thus a fraction
ξ2/(1 + ξ2) of the power comes from the inflaton and a fraction 1/(1 + ξ2) from the curvaton.
This ratio is
ξ(k) =
∣∣∣∣3σ∗H∗2rφ˙∗
∣∣∣∣ = 32r
∣∣∣∣ σ∗(dφ/dN)∗
∣∣∣∣ , (2.10)
where N is the number of e-folds remaining in inflation. Thus the observable features of this
model are specified by the primordial power spectrum PΦ(k) and by the two new parameters f˜NL
and ξ (in principle ξ will have a scale dependence d ln ξ/d ln k of order the slow roll parameters,
but unless non-Gaussianity is detected at high statistical significance this cannot be measured).
We will work with these parameters from here forward.
2.3 The CMB Bispectrum
The effect of local-type non-Gaussianity on the CMB bispectrum has a long history, both in
purely adiabatic models as considered here, and in locally non-Gaussian isocurvature models
[79, 80]. We evaluate the CMB bispectrum using our set of parameters here.
The CMB constraints on primordial non-Gaussianity come from the measurements of the
CMB angular bispectrum [49],
Bm1m2m3`1`2`3 ≡ 〈a`1m1a`2m2a`3m3〉 , (2.11)
where a`m is the CMB temperature fluctuation expanded in spherical harmonics:
a`m ≡
∫
d2nˆ
∆T (nˆ)
T¯
Y ∗`m(nˆ). (2.12)
If the primordial fluctuations are adiabatic scalar fluctuations, then a`m can be easily expressed
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in terms of the primordial potential Φ and the radiation transfer function g`(k):
a`m = 4pi(−i)`
∫
d3k
(2pi)3
Φ(k)g`(k)Y
∗
`m(kˆ). (2.13)
From equation (2.6) it follows that in the Fourier space primordial potential can be decomposed
into parts associated with the linear potential perturbations φ1 and φ2, and with the nonlinear
coupling f˜NL:
Φ(k) = φ1(k) + φ2(k) + φNL(k). (2.14)
Here φNL(k) is the f˜NL-dependent part,
φNL(k) ≡ f˜NL
∫
d3p
(2pi)3
φ2(k + p)φ
∗
2(p). (2.15)
Using Wick’s theorem we calculate the bispectrum of the total potential, BΦ(k1, k2, k3). It
contains one contribution from allowing each of the Φ(ki) to have a contribution from f˜NL; in
the case where this is k3:
〈[φ1(k1) + φ2(k1)][φ1(k2) + φ2(k2)]φNL(k3)〉 =
2(2pi)3δ(3)(k1 + k2 + k3)
f˜NL
(1 + ξ2)2
PΦ(k1)PΦ(k2), (2.16)
where PΦ(k) is the power spectrum of the total potential. The total bispectrum is the sum of
this and the similar contributions where f˜NL contributes to k1 and to k2:
BΦ(k1, k2, k3) = 2
f˜NL
(1 + ξ2)2
[PΦ(k1)PΦ(k2) +
PΦ(k1)PΦ(k3) + PΦ(k2)PΦ(k3)]. (2.17)
For constraining non-Gaussianity it is convenient to introduce two new variables: x1 =
f˜NL/(1 + ξ
2)2 and x2 = 1/(1 + ξ
2). Using the bispectrum of Φ(k), we can finally write the CMB
angular bispectrum (via a calculation similar to reference [49]):
Bm1m2m3`1`2`3 = 2Gm1m2m3`1`2`3
∫ ∞
0
r2dr
×[bL`1(r)bL`2(r)bNL`3 (r) + bL`1(r)bNL`2 (r)bL`3(r) + bNL`1 (r)bL`2(r)bL`3(r)], (2.18)
where Gm1m2m3`1`2`3 is the Gaunt integral, and we use
bL` (r) ≡
2
pi
∫ ∞
0
k2dk PΦ(k)g(k)j`(kr) (2.19)
and
bNL` (r) ≡
2x1
pi
∫ ∞
0
k2dk g(k)j`(kr). (2.20)
We see from equation (2.17) that CMB bispectrum measurements of f locNL that assume a
purely curvaton contribution (ξ = 0) are actually measuring x1 in the more general case.
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Figure 2.1: The allowed range (2σ) of f˜NL as a function of x2 derived from the WMAP data [66].
As discussed in the text, f˜NL becomes unconstrained as x2 → 0 because in this case the statistics
describing the density distribution is dominated by the inflaton field and is nearly Gaussian.
Clearly, when the curvaton field dominates the perturbation power (x2 ≈ 1), we have fNL =
f˜NL, and our f˜NL constraints are identical to the constraints on models with negligible inflaton
perturbation. However, as the contribution from the inflaton field increases (x2 → 0) the
role of the contribution of the curvaton field to the primordial curvature perturbation becomes
negligible and the statistics describing the density distribution becomes very nearly Gaussian.
In that case f˜NL becomes completely unconstrained (figure 2.1) and we can no longer make
robust predictions regarding the presence of the second field on the basis of the non-Gaussianity
observations alone. The CMB bispectrum is therefore not capable of breaking the degeneracy
between f˜NL and ξ. The use of other constraints is necessary. In this study, we will use large-
scale structure, although we note that in principle the CMB trispectrum might also be useful
for this purpose, since it scales as f˜2NL/(1 + ξ
2)3 = x21/x2 and thus in combination with the
bispectrum would allow the (f˜NL, ξ) degeneracy to be broken.
2.4 Local non-Gaussianity in Peak-Background Split For-
malism
In this section we outline the inflationary scenario in which both inflaton and curvaton fields
are contributing to the initial curvature perturbation and derive the power spectrum of galaxies
using the peak-background split formalism [71].
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We decompose the density field into a long-wavelength and short-wavelength pieces:
ρ(x) = ρ¯(1 + δl + δs). (2.21)
The linear density field here is a sum of two independent Gaussian components δ = δ(1) + δ(2)
originating from the inflaton and curvaton fields, respectively.
The local Lagrangian density of halos now depends on the large scale matter perturbations
of both Gaussian fields:
n(x) = n¯[1 + b1δ
(1)
l + b2δ
(2)
l ]. (2.22)
We will see that bi can be scale-dependent (k-dependent), which means that in position space it
should be thought of as a (possibly nonlocal) operator acting on the density field, i.e., b2δ
(2)
l (x)
is the convolution of δ
(2)
l (x) with the Fourier transform of b2(k).
We can express the bias parameters in terms of the number density function
bi = n¯
−1 ∂n
∂δ
(i)
l
. (2.23)
It is easy to check that the bias for the δ1 field is just the usual Lagrangian bias that applies to
Gaussian cosmologies; for example, in the Press-Schechter model [81] it is b1 = bg ≡ δc/σ2δ − δ−1c
with δc = 1.686 quantifying the spherical collapse linear over-density. To calculate b2 we note
that short-wavelength modes δs in an overdense region determined by δl can be written as
δs = α
[
(1 + 2f˜NLφ
(2)
l )φ
(2)
s + f˜NL(φ
(2)
s )
2 + φ(1)s
]
≡ α
[
X1φ
(2)
s +X2(φ
(2)
s )
2 + φ(1)s
]
, (2.24)
where X1 = 1 + 2f˜NLφ
(2)
l and X2 = f˜NL. Here α is the transfer function that converts the
potential into the density field, δ(k) = α(k)Φ(k). In general one may think of α as an operator
defined by its action in Fourier space, i.e., when applied to a real-space function such as φ(x),
we have
αφ(x) ≡
∫
d3k
(2pi)3
α(k)eik·x
∫
d3y e−ik·yφ(y). (2.25)
The specific function α(k) is given by equation (7) of Slosar et al. [55]:
α(k; z) =
2c2k2T (k)D(z)
3ΩmH20
, (2.26)
where T (k) is the linear transfer function with conventional normalization T (0) = 1, and D(a)
is the growth function normalized to D(z) = (1 + z)−1 at high redshift. The inverse operator
α−1 is obtained by the replacement α(k)→ α−1(k) = 1/α(k).
This shows that local number density in the non-Gaussian case depends not only on δl, but
also on X1, X2, and hence b2 becomes
b2 = n¯
−1
[
∂n
∂δ
(2)
l (x)
+ 2f˜NLα
−1 ∂n
∂X1
]
, (2.27)
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where the derivative is taken at the mean value X1 = 1.
We can further simplify this expression by considering a rescaling of the power spectrum on
the small scales due to the presence of non-Gaussianity. In a “local” region of some size R, and
for small-scale Fourier modes k  R−1 within this region, there is a local power spectrum
P locals (k) =
ξ2 + (1 + 2f˜NLα
−1δ(2)l )
2
1 + ξ2
P globals (k)
≡ X0P globals (k), (2.28)
from which we obtain the rescaling of σ8:
σlocal8 = σ8
√
X0. (2.29)
Using these expressions we can change the derivatives in equation (2.27) to finally obtain
b2(k) = bg +
2f˜NL
1 + ξ2
α−1(k)
∂ lnn
∂ lnσlocal8
. (2.30)
For further calculations we assume the mass function to be universal, i.e., we assume that it
depends only on the significance function ν(M) ≡ δ2c/σ2(M):
n(M,ν) = M−2νf(ν)
d ln ν
d lnM
. (2.31)
This assumption is much more general than the Press-Schechter picture, e.g., it holds for the
Sheth-Tormen mass function [82] as well. Universality implies that
∂ lnn
∂ lnσlocal8
= δcbg, (2.32)
from which we derive
b2(k) = bg +
2δcf˜NL
1 + ξ2
bgα
−1(k). (2.33)
The standard Gaussian bias in Eulerian space is given by b ≡ bg + 1. The halo overdensity
in Eulierian space in the non-Gaussian case is then obtained by multiplying equation (2.22) by
1 + δl; to first order,
δh ≡ n(x)
n¯
− 1 = δl + b1δ(1)l + b2δ(2)l
= [1 + b1(k)]δ
(1)
l + [1 + b2(k)]δ
(2)
l . (2.34)
We can now write down the halo power spectrum in the form:
Phh(k) =
(1 + b1)
2ξ2 + [1 + b2(k)]
2
1 + ξ2
P lin(k). (2.35)
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Finally, plugging in b1(k) = b and using equation (2.33) for b2(k), we obtain
Phh(k) =
ξ2b2 + [b+ 2(b− 1)f˜NLδc(1 + ξ2)−1α−1(k)]2
1 + ξ2
P lin(k). (2.36)
In the limit of ξ → 0, i.e., when the contribution from the inflaton field is negligible we recover
the standard expression for the power spectrum with the curvaton generated non-Gaussianity
(equation 32 of [55]).
(It should be noted that the non-Gaussianity also introduces small corrections to the scale-
independent part of the bias, because the small-scale fluctuations that must collapse to form a
massive halo have a non-Gaussian density distribution. This effect has been seen in simulations
with fNL-type non-Gaussianity, where it is negative for fNL > 0, resulting in a slight reduction
of the non-Gaussian bias enhancement at large k, and even a change in sign of the fNL effect
at very small scales [59, 61]. However, since current studies of non-Gaussianity using LSS allow
the scale-independent bias to be a free parameter, they are not sensitive to this effect; it would
only be important if the Gaussian contribution to the bias were inferred independently, e.g.,
from measurements of halo mass and the mass-bias relation.)
A further consequence of this model that does not arise in the case with only curvaton
perturbations is large-scale stochasticity. In particular, the squared correlation coefficient,
χ(k) =
P 2hm(k)
Phh(k)Pmm(k)
, (2.37)
deviates from unity on the largest scales. We can see this by writing the cross power spectrum
Phm(k) as
Phm(k) =
(1 + b1)ξ
2 + [1 + b2(k)]
1 + ξ2
P lin(k). (2.38)
In the linear Gaussian theory, one would have χ = 1, whereas in our case we have
χ(k) =
{(1 + b1)ξ2 + [1 + b2(k)]}2
(1 + ξ2){(1 + b1)2ξ2 + [1 + b2(k)]2} . (2.39)
Note that if f˜NL 6= 0, on large scales |b2(k)|  1, b1 and hence
lim
k→0+
χ(k) =
1
1 + ξ2
= x2. (2.40)
An example of the onset of scale-dependent bias and stochasticity is shown in figure 2.2; note
that this type of stochasticity effect exists only for x2 6= 1.
It is important to note that stochasticity can arise even for x2 = 1 in two ways. One is that
on small scales, there is a breakdown of linear biasing. However, since our constraints on non-
Gaussianity arise from the largest scales in the survey (mainly the l < 25 quasar data points)
this effect can be neglected. The other is halo shot noise (e.g., [83]), which arises from the fact
that halos containing multiple galaxies (or quasars) can produce a large “1-halo” contribution
to the correlation function at small separations. When transformed to Fourier space at large
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scales (small k), this results in additional contribution to the power spectrum of
lim
k→0+
P1 halo(k) =
∫
4pir2ξ1 halo(r) dr, (2.41)
where ξ1 halo(r) is one-halo correlation function. In principle since P (k) ∝ k on large scales, the
halo shot noise term (∝ k0) may become important; since it is random and not determined by
the underlying long-wavelength modes of the density field, it also produces stochasticity.
However, the halo shot noise is expected to be a very small contribution for our data sets. A
simple way to see this is to note that the ratio of the halo shot noise to the usual shot noise is
equal to twice the ratio of 1-halo pairs to the number of galaxies (this follows from equation (2.41)
and the definition of the correlation function). For the quasar sample, a simple counts-in-pixels
analysis of the catalog suggests that 0.6% of the quasars are in pairs (the Healpix pixels [84]
used are 3.5 arcmin in size, i.e., much larger than haloes at z > 1), suggesting that the halo shot
noise term is Cl,1halo ∼ 0.012/n¯2D. This is two orders of magnitude smaller than the error bars
on the lowest-l quasar autopower point displayed in Slosar et al. [55] and hence negligible.
2.5 Galaxy Angular Power Spectrum
Additional constraints on the primordial non-Gaussianity come from the observations of the
Large Scale Structure (LSS), and in particular from large galaxy surveys such as SDSS. These
constraints are primarily driven by extremely large scales, corresponding to wave numbers
k < 0.01 Mpc−1. The data sets used for LSS constraints include spectroscopic and photo-
metric Luminous Red Galaxies (LRGs) from SDSS, photometric quasars from SDSS and cross-
correlation between galaxies and dark matter via Integrated Sach-Wolfe effect. Detailed de-
scription of the data used for LSS constraints can be found in [85, 55] and here we will only
emphasize the redshift ranges of the most important data sets we used.
The photometric LRGs data set was constructed and discussed in detail in [86]. The sample
was sliced into two redshift bins with 0.2 < z < 0.4 and 0.4 < z < 0.6. Our spectroscopic LRG
power spectrum comes from [87] and is based on a galaxy sample that covers 4000 square degrees
of sky over the redshift range 0.16 < z < 0.47. Quasars for our constraints were photometrically
selected from the SDSS quasar catalog consisting of UVX objects [88] and DR3 catalog [89].
Quasars in our sample fall into two redshift bins with 0.65 < z < 1.45 and 1.45 < z < 2.0.
The tightest LSS constraints on primordial non-Gaussianity involve purely photometric sam-
ples (where one observes the two-dimensional projection of the galaxy distribution with a set of
color cuts) since this allows the largest volume to be probed with the highest number density.
At low k, where the effects of primordial non-Gaussianity on the power spectrum are largest,
there is less of an advantage to having the large number of modes (∝ k3max instead of k2max)
achievable via spectroscopy. In order to obtain constraints on the f˜NL and ξ parameters from
LSS we need to modify equation (2.36) to give the angular power spectrum.
To obtain the angular power spectrum, we project the galaxy density field δg,3D along the
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Figure 2.2: The bias and stochasticity of galaxies at z = 1 in a model with x1 = 30 and x2 = 0.5
(f˜NL = 120). The solid lines show a tracer with b = 2 and the dashed lines a tracer with b = 3.
The background cosmology and power spectrum are those of WMAP5.
18
line of sight nˆ and take into account redshift distortions [90, 91, 92]:
1 + δg(nˆ) =
∫
dy f(s)[1 + δg,3D(y, ynˆ)] . (2.42)
Here, s = y+H−1v · nˆ is the redshift distance, f(s) is the normalized radial selection function,
and we have explicitly written the mean contribution to the density field. We further note that
peculiar velocities are generally small compared to the size of the redshift slice and hence we
can Taylor expand selection function as
f(s) ≈ f(y) + 1
aH
df
dy
v(ynˆ) · nˆ . (2.43)
At large scales where the density perturbations are 1, we may ignore second-order terms, i.e.,
we may ignore the product of the velocity term in equation (2.43) with the δg,3D(y, ynˆ) term
in equation (2.42). This allows us to split δg into two terms as δg = δ
0
g + δ
r
g . In terms of the
Fourier transformed fields, we can write δ0g and δ
r
g as
δ0g(nˆ) =
∫
dy f(y)
∫
d3k
(2pi)3
δg,3D(y,k)e
−ik·nˆy, (2.44)
and
δrg(nˆ) =
∫
dy
df
dy
∫
d3k
(2pi)3
1
aH
v(y,k) · nˆe−ik·nˆy . (2.45)
The velocity can be related to the density perturbation using linearized continuity equation:
H−1v(y,k) = −iΩ
0.6
m
b
δg(y,k)
k
k2
. (2.46)
We can further transfer redshift dependence of δg into a growth function D(y) and expand
δ’s in Legendre polynomials P`(x) using the following identity:
e−ik·nˆy =
∞∑
`=0
(2`+ 1)i`j`(ky)P`(kˆ · nˆ) , (2.47)
where j`(s) is the spherical Bessel function of order `. We obtain
δ0g(nˆ) =
∫
d3k
(2pi)3
∞∑
`=0
(2`+ 1)P`(kˆ · nˆ)δ0g,` , (2.48)
where δ0g,` is the observed galaxy transfer function [analogous to the CMB radiation transfer
function g`(k)]:
δ0g,` = i
`
∫
dy f(y)δg,3D(k)D(y)jl(ky). (2.49)
Similarly, we can write δrg,` as
δrg,` = i
`
∫
dy
df
dy
δg,3D(k)D(y)
Ω0.6m
kb
j′l(ky) . (2.50)
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Now we use equation (2.34) to express δg,` in terms of the overdensities generated by inflaton
and curvaton fields:
δ0g,` = i
`
∫
dy f(y)D(y)([1 + b1(k)]δ
(1)
`
+[1 + b2(k)]δ
(2)
` )j`(ky), (2.51)
and
δrg,` = i
`
∫
dy
df
dy
D(y)
(
δ
(1)
l + δ
(2)
l
) Ω0.6m
k
j′l(ky) . (2.52)
Using these expressions together with equation (2.36), it is straightforward to calculate an-
gular power spectrum C`, which can be conveniently divided into three terms:
C` = C
gg
` + C
gv
` + C
vv
` , (2.53)
corresponding to the pure real-space galaxy density contribution (gg), the redshift space distor-
tion term (vv), and the cross-correlation (gv). These components of the angular power spectrum
are expressed in terms of the three-dimensional linear matter power spectrum ∆2k and x1, x2
parameters, introduced in the previous section:
Cgg` = 4pi
∫
dk
k
∆2k(|W 0` (k)|2(1− x2) + |W 1` (k)|2x2),
Cgv` = 8pi
∫
dk
k
∆2k
(
< [W 0∗` (k)W r` (k)] (1− x2) +
+ < [W 1∗` (k)W r` (k)]x2), and
Cvv` = 4pi
∫
dk
k
∆2k|W r` (k)|2, (2.54)
where the window functions are given by
W 0` (k) =
∫
bD(y)f(y)j`(ky) dy,
W 1` (k) =
∫
(b+ ∆b)D(y)f(y)j`(ky) dy, and
W r` (k) =
∫
Ω0.6m (r)D(y)f(y)
[ 2`2 + 2`− 1
(2`− 1)(2`+ 3)j`(ky)
− `(`− 1)
(2`− 1)(2`+ 1)j`−2(ky)
− (`+ 1)(`+ 2)
(2`+ 1)(2`+ 3)
j`+2(ky)
]
dy. (2.55)
Here b is the standard Gaussian bias, while ∆b is a correction that applies to contributions from
the curvaton field only:
∆b = 3
x1
x2
(b− 1)δc Ωm
k2T (k)D(r)
(
H0
c
)2
. (2.56)
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2.6 Constraints
To constrain x1 and x2 parameters using large-scale structure we use the code developed and first
implemented in Slosar et al. [55]. We included the same data: the 5-year WMAP bispectrum
x1 = 51±30 (1σ) [66]; and the SDSS data (spectroscopic and photometric luminous red galaxies,
the photometric quasar sample, and the integrated Sachs-Wolfe effect via cross-correlation).
We further included ancillary data to constrain the background cosmological model and break
degeneracies with the non-Gaussianity parameters (x1, x2): the CMB power spectrum [93, 94,
95, 96, 97] and supernova data [98].
The Markov chain results are displayed in figure 2.3 where the probability density distribution
is plotted on the (x1, x2) plane. Dark regions show regions with the highest likelihood and the
contours outlines 68%, 95% and 99.7% confidence levels. As the role of the curvaton field in
the primordial density perturbation decreases, i.e., x2 → 0 (ξ → ∞), the upper limit on x1
decreases. This is because at small x2, LSS becomes much more sensitive to x1, as one may see
from the x2 in the denominator of equation (2.56); the |W 1` (k)|2 term in equation (2.54) scales
as x21/x2. In particular, if a local-type CMB bispectrum is ever robustly detected (x1 6= 0) then
the nondetection of excess large-scale clustering in SDSS would immediately set a lower limit
on x2.
2.7 Discussion
This study has extended the analysis of non-Gaussianity constraints into two-field inflationary
models. In most previous studies of non-Gaussianity, it was assumed that primordial density
perturbations were generated either by inflaton field, in which case they are perfectly Gaussian,
or only by the second field (for example curvaton) which contains quadratic part and generates
non-Gaussian initial conditions. It is important, however, to realize the possibility of an inter-
mediate case where part of the curvature perturbation is derived from quantum fluctuations
of the inflaton field, while an additional part is associated with a second field and converted
to an adiabatic perturbation upon its decay. This results in a peculiar type of non-Gaussian
initial condition (which we may call “local-stochastic” since the field φ2 entering in the nonlinear
term is correlated with but not identical to the linear potential) that is both observable and
distinguishable from the curvaton-only “local-deterministic” or fNL form. This type of non-
Gaussianity has two parameters: a nonlinear coupling coefficient f˜NL, and the ratio ξ of inflaton
to curvaton contributions to the primordial density perturbation spectrum. We connect these
parameters with parameters characterizing inflationary fields in equations (2.9) and (2.10).
Using the power spectrum and bispectrum constraints from SDSS and WMAP we are able
to constrain these parameters. Adding two sets of constraints together allows us to break
the degeneracy in the (f˜NL, ξ) parameters that exists with the CMB bispectrum alone. If
non-Gaussianity in the CMB is ever detected, and the bispectrum has the local configuration
dependence, this will enable us to measure the relative contributions of the inflaton and curvaton.
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Figure 2.3: Constraints in the (x1, x2) plane, including both the CMB bispectrum and the galaxy
power spectrum.
We have found that in contrast to the local-deterministic non-Gaussianity, whose main ef-
fect on large-scale structure is a scale-dependent increase in the bias, the local-stochastic non-
Gaussianity can introduce stochasticity between the matter and halo distributions. It can also
lead to relative stochasticity between halos of different masses, since equation (2.39) depends
on the Gaussian bias bg of the halos (e.g., χ → 1 if bg → 0). The potential use of these effects
to directly test the hypothesis of multiple fields contributing to the primordial perturbations is
left to future work.
Acknowledgments
The authors are grateful to Shirley Ho for providing the large-scale structure samples used in
this study. D. T. and C. H. were supported by the U.S. Department of Energy (DE-FG03-92-
ER40701) and the National Science Foundation (AST-0807337). C. H. was supported by the
Alfred P. Sloan Foundation. This work was supported in part by the U.S. Department of Energy
under Contract No. DE-AC02-98CH10886.
22
Chapter 3
Relative Velocity Effect and the
Formation of the First Cosmic
Structures∗
In this chapter we move to a much later universe and look into physical processes occurring
after recombination that influence formation of the first halos, minihalos, galaxies and stars.
We introduce a very important and previously unnoticed effect caused by coherent supersonic
flows of dark matter and baryonic fluids after the epoch of recombination, which significantly
modifies the way first cosmic structures form and evolve.
Chris Hirata (CH) and Dmitriy Tseliakhovich (DT) discovered this effect, dubbed the rela-
tive velocity or Vbc effect, in spring 2010 while discussing DT’s primary thesis research direction.
DT’s long standing interest in structure formation and connection between dark matter micro-
physics and potentially observable features in the matter power spectrum on very small scales
steered the discussion into the realm of small-scale structure and evolution of primordial density
perturbations. The quest to better understand small-scale structure and early evolution of den-
sity perturbations lead the authors to look into the nonlinear effects starting at the very earliest
times, and during one of the discussions CH offered to look deeper into potential consequences
of the bulk velocity flows of baryons relative to dark matter which originate during the epoch
of recombination. Subsequent analysis performed by DT and CH showed the importance of the
discovered effect and formed a foundation for detailed analysis of its consequences by DT, CH
and many other scientists.
At the time of recombination, baryons and photons decoupled and the sound speed in the
baryonic fluid dropped from relativistic, ∼ c/√3, to the thermal velocities of the hydrogen atoms,
∼ 2× 10−5c. This is less than the relative velocities of baryons and dark matter computed via
linear perturbation theory, so we infer that there are supersonic coherent flows of the baryons
relative to the underlying potential wells created by the dark matter. As a result, the advec-
tion of small-scale perturbations (near the baryonic Jeans scale) by large-scale velocity flows is
∗The material in this chapter was adapted from Relative velocity of dark matter and baryonic fluids and the
formation of the first structures, D. Tseliakhovich and C. Hirata, Phys. Rev. D 82, 083520 (2010). Repro-
duced here with permission, copyright (2010) by the American Physical Society. Material has been significantly
expanded to include a more detailed introduction and provide a broader overview of the topic of structure
formation.
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important for the formation of the first structures. This effect involves a quadratic term in the
cosmological perturbation theory equations and hence has not been included in studies based on
linear perturbation theory. However, detailed consideration of the relative velocity terms show
that they become nonperturbative at scales where the very first structures form and hence must
be taken into account if accurate results are to be obtained. We show that the relative motion
suppresses the abundance of the first bound objects, even if one only investigates dark matter
halos, and leads to qualitative changes in their spatial distribution, such as introducing scale-
dependent bias and stochasticity. We conclude this chapter by discussing possible observational
implications of the relative velocity effect for high-redshift galaxy clustering and reionization.
3.1 First Cosmic Structures
The early Universe was extremely homogeneous and isotropic, with small adiabatic density
perturbations likely seeded during an epoch of inflation [99, 100, 101]. The subsequent evolution
of the Universe is well described by a model containing baryons, cold dark matter (CDM), and
a cosmological constant (Λ). This inflationary ΛCDM paradigm, with only six parameters, is
simultaneously consistent with a wide range of cosmological observables [13, 102].
One of the key features of the ΛCDM scenario is the hierarchical formation of structure:
since the matter power spectrum ∆2(k) is an increasing function of wavenumber k, the smallest
perturbations collapse first, followed by their assembly into larger and larger structures. The
formation of the first structures has recently become a major research area: aside from the
intrinsic interest in understanding the first galaxies, these objects are believed to be responsible
at least partially for the reionization of the intergalactic medium [103, 104], and they are sensitive
to the small-scale power spectrum of the dark matter, which is a powerful probe of dark matter
microphysics.
The evolution of density perturbations in the early Universe is generally described using
linear perturbation theory, which treats overdensities and velocity fields as small quantities and
hence neglects second-order terms. Several previous works have extended this theory down
to the postrecombination baryon Jeans scale [105, 106]. Interest in direct observations of the
high-redshift Universe via absorption in the redshifted 21 cm line [107] has motivated more
detailed investigation of the clustering of baryons during the epoch between recombination
and reionization [108, 109], including the entropy and ionization fluctuations in the baryons
[110, 111, 112]. A deficiency of linear perturbation theory is that it does not describe the
collapse of perturbations to form bound halos, although analytical models such as the Press-
Schechter formalism [113, 114] are often used to estimate the halo mass function and clustering.
In order to go beyond linear perturbation theory, one may use spherically symmetric Lagrangian
hydrodynamic models [115] or high-resolution three-dimensional hydrodynamic simulations to
follow the infall of baryons into the first halos [116, 117]. Since it is inherently nonperturbative
this approach can, with incorporation of appropriate chemistry and cooling processes, even be
followed all the way to the formation of the first stars [118, 119, 120].
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The principal purpose of this chapter and of the Physical Review paper which we published in
2010 [121] is to point out a new nonlinear effect in the growth of small-scale density perturbations
that is active even at z ∼ 1000. The idea is that prior to recombination, the baryons are
tightly coupled to the photons resulting in a standing acoustic wave pattern [122]. Modern
linear perturbation theory treatments including the CDM [123, 124] show a consequent relative
velocity of the baryons and CDM since the latter does not suffer Thomson scattering and merely
follows geodesics of the cosmic space-time. At the time of recombination, the root-mean-square
(RMS) relative velocity is 30 km s−1, and this is coherent over a scale of several megaparsec
comoving (the Silk damping scale [125]). When the baryons recombine and are no longer tied
to the photons, their sound speed drops to ∼ 6 km s−1, and hence there is a highly supersonic
relative velocity between baryons and CDM. This means that near the baryonic Jeans scale,
perturbations in the baryons and CDM are advected relative to each other in less than a Hubble
time (and hence less than their growth time). This effect is investigated herein, and we find that
it both suppresses the growth of small-scale structure, and leads to qualitatively new effects in
the clustering of the first bound baryonic objects.
The suppression effect does not appear to have been present in previous analyses. Since
it results from the coupling of large-scale and small-scale modes, it is nonlinear and hence
not present in linear perturbation theory. Since the large-scale modes involved are associated
with the acoustic oscillations of the photon-baryon fluid, they are not properly modeled by
hydrodynamic simulations whose box size is smaller than the acoustic horizon (∼ 140 Mpc
comoving).
Understanding of the physical processes that determine the collapse of the first dark matter
halos and subsequent accumulation of baryonic matter in those halos is of paramount importance
for interpretation of future data on reionization, high-redshift galaxies, and possibly dark matter
substructure. This chapter and initial paper [121] introduce the formalism and focus on the
key features of the relative velocity effect, while a more detailed study of various applications,
performed by the author and other research teams, as well as the future work on the relative
velocity effect are discussed in the following chapter.
This chapter is organized as follows. In section 3.2 we introduce the effect and calculate
the Mach number of the relative motion of dark matter and baryonic fluids at the time of
recombination. We show that accounting for the relative motion leads to a suppression of the
matter power spectrum near the baryon Jeans scale. In section 3.3 we compute the abundance
and clustering properties of the first halos taking account of the relative motion. The treatment
is simple (it uses the linear Gaussian random field model for the large-scale density and velocity
perturbations in cells of size a few megaparsec, and then uses an analytic model to compute the
density of small halos in each cell), but it captures the qualitative result of the relative motion
effect and provides clear direction for future more detailed studies. We briefly summarize our
results and outline possible future work in section 3.4.
The numerical results and plots shown in this chapter assume a cosmology with present-day
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baryon density Ωb,0 = 0.044, CDM density Ωc,0 = 0.226, dark energy density ΩΛ,0 = 0.73,
Hubble constant H0 = 71 km s Mpc
−1, and adiabatic primordial perturbations of variance ∆2ζ =
2.42× 10−9.
3.2 Growth of Small-Scale Structure Including Relative
Velocity of Baryons and CDM
Before recombination, baryons are tightly coupled to photons via Thomson scattering and the
sound speed is that appropriate for a radiation-dominated plasma, ∼ c/√3. Perturbations in
the CDM component can grow, however, because the CDM experiences no drag against the
radiation. As the universe expands and cools electrons recombine with protons and the universe
becomes transparent [126, 127]. This also leads to a kinematic decoupling of the baryons from
the radiation, so that the baryons can fall into the potential wells created by the CDM. The
effective redshift of decoupling is zdec ≈ 1020, which is slightly later than the surface of last
scattering for microwave background photons because the baryons have lower inertia than the
photons during this epoch [128].
3.2.1 Basic Setup
In the postrecombination gas, the baryonic sound speed is
cs =
√
γkTb
µmH
, (3.1)
where γ = 5/3 for an ideal monoatomic gas, µ = 1.22 is the mean molecular weight including
a helium mass fraction of 0.24, mH is the mass of the hydrogen atom, and Tb is the kinetic
temperature of the baryons. Here Tb is determined by a competition between adiabatic cooling
and Compton heating from the CMB; we obtain it using the Recfast code [129, 130] and
parametrize it as
Tb(a) =
TCMB,0
a
[
1 +
a/a1
1 + (a2/a)3/2
]−1
, (3.2)
with a1 = 1/119, a2 = 1/115, and TCMB,0 = 2.726 K.
While the baryonic velocity drops precipitously during recombination, dark matter veloc-
ity remains unaffected, and after recombination dark matter motion with respect to baryons
becomes significant. The relative velocity can be written as
vbc(k) =
kˆ
ik
[θb(k)− θc(k)], (3.3)
where kˆ is a unit vector in the direction of k, and θ ≡ a−1∇ · v is the velocity divergence.
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Figure 3.1: The coherence scale of vbc is determined by the range of scales over which ∆
2
vbc(k)
is nonzero. Here we plot ∆2vbc(k), the variance of the relative velocity perturbation per ln k, as
a function of wavenumber k. The power spectrum drops rapidly at k > 0.5 Mpc−1, indicating
that the relative velocity is coherent over scales smaller than a few megaparsec comoving.
The variance of this relative velocity is
〈v2bc(x)〉 =
∫
dk
k
∆2ζ(k)
[
θb(k)− θc(k)
k
]2
=
∫
dk
k
∆2vbc(k), (3.4)
where ∆2ζ(k) = 2.42× 10−9 is the initial curvature perturbation variance per ln k [131]. Integra-
tion of equation (3.4) at the time of recombination (zrec = 1020) shows that dark matter moves
relative to the baryons with rms velocities of ∼ 30 km s−1 corresponding to a Mach number of
M ≡ vbc/cs ∼ 5. This supersonic relative motion allows baryons to advect out of the dark
matter potential wells and significantly suppresses the growth of structure at wave numbers
higher than
kvbc ≡ aH〈v2bc〉1/2
∣∣∣∣
dec
=
kJ
M ∼ 40 Mpc
−1. (3.5)
The relative contributions to vbc from different scales are shown in figure 3.1. One can
clearly see that there is no contribution to the relative velocity from the largest scales, which
were outside the sound horizon at the time of decoupling, and that the dominant contribution
arises from the acoustic oscillation regime, which have typical velocities of a few times c∆ζ and
suffer no Hubble damping at early epochs when ργ  ρb [123]. At the smallest scales, the
acoustic oscillations in the baryons are damped by photon diffusion, and the CDM velocities
are suppressed by Hubble drag during the radiation era. Thus we expect that vbc contains
contributions from scales ranging from the Silk damping length up to the sound horizon. This
leads us to the conclusion that there is a separation of scales: the scales at which the first
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baryonic objects will form (∼ 10 kpc) is much smaller than the coherence length of the relative
velocity field associated with acoustic oscillations (few megaparsec). This will be critical for our
use of moving-background perturbation theory to follow early structure formation.
3.2.2 Fluid Equations
After recombination the small-scale inhomogeneities in the photons and neutrinos are rapidly
washed out by free streaming, and the dark energy is not yet dynamically significant. Also
on small scales we can ignore the general relativistic (higher order in aH/k) terms. Thus we
can write the evolution equations as the pressureless Navier-Stokes equations for the CDM, the
Navier-Stokes equations including pressure for the baryons, and the Poisson equation for the
gravitational potential (e.g., [132]):
∂δc
∂t
+ a−1vc · ∇δc = −a−1(1 + δc)∇ · vc,
∂vc
∂t
+ a−1(vc · ∇)vc = −∇Φ
a
−Hvc,
∂δb
∂t
+ a−1vb · ∇δb = −a−1(1 + δb)∇ · vb,
∂vb
∂t
+ a−1(vb · ∇)vb = −∇Φ
a
−Hvb − a−1c2s∇δb,
a−2∇2Φ = 4piGρ¯mδm. (3.6)
Here Φ is total gravitational potential and subscripts c, b, and m stand for dark matter, baryons
and total matter respectively.
A more complete treatment would also follow the baryon entropy [110] and ionization fraction
[111] perturbations. We have not done this here, but we note that the moving background
perturbation theory approach described here could be extended to accommodate these additional
variables.
The standard way to do large-scale structure perturbation theory is to Taylor-expand in
powers of the primordial perturbations, e.g., δc = δ
(1)
c + δ
(2)
c + δ
(3)
c + .... One may then use
the linear terms in the above equation to describe the behavior at order n; for n ≥ 2, the
quadratic terms in equation (3.6) may be treated as a source for the order-n perturbation,
written hierarchically in terms of orders < n [133, 134, 135, 136]. This approach can even be
extended to include both baryons and CDM [137]. In our case, this is not appropriate: since
there are relative bulk flow velocities between the baryons and CDM with Mach numbers of
order 10, it follows that for perturbations at the baryonic Jeans scale the baryon and CDM
components will be advected relative to each other by up to several perturbation wavelengths.
Whether the standard perturbation series will converge in this case is an open question; even if
it does, we expect that many orders in perturbation theory would be required. Therefore, we
desire an alternative method to follow the growth of the smallest structures.
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3.2.3 Moving-Background Perturbation Theory (MBPT)
Our preferred method of following the earliest structures is to do a perturbation analysis on
a background where the baryons move relative to the CDM. The idea is that in the absence
of density perturbations, but in the presence of a bulk relative velocity, there exists an exact
solution to equation (3.6):
vc(x, t) = v
(bg)
c (t),
vb(x, t) = v
(bg)
b (t), and
Φ = δc = δb = 0, (3.7)
where v
(bg)
c and v
(bg)
b are constant with position and have temporal dependence ∝ 1/a(t).
Without loss of generality, one may boost to a different reference frame and set one of these
(e.g., v
(bg)
b ) equal to zero.
Since the relative velocity of the baryons and CDM is coherent over scales of several comoving
megaparsec, whereas the scales of direct interest for us are at a few baryonic Jeans lengths (∼ 10
comoving kpc), the above moving background is an appropriate zeroeth-order solution in any
small (∼ 1 Mpc) region of the Universe. Thus we can imagine the Universe as composed of
many individual patches, each of which has a different relative velocity v
(bg)
bc . Small fluctuations
on this background grow due to gravitational instability; their early stages of collapse can be
modeled using linear perturbation theory around equation (3.7) using the local value of v
(bg)
bc .
Perturbing around equation (3.7), and writing the perturbation variables ub,c,
vb(x, t) = v
(bg)
b (t) + ub(x, t), (3.8)
and similarly for uc, we may transform equation (3.6) into a system of equations involving ub,c
instead of vb,c. Working only to first order in the new perturbation variables {δc,uc, δb,ub,Φ}
we find:
∂δc
∂t
+ a−1v(bg)c · ∇δc = −a−1∇ · uc,
∂uc
∂t
+ a−1(v(bg)c · ∇)uc = −
∇Φ
a
−Huc,
∂δb
∂t
+ a−1v(bg)b · ∇δb = −a−1∇ · ub,
∂ub
∂t
+ a−1(v(bg)b · ∇)ub = −
∇Φ
a
−Hub
−ac2s∇δb, and
a−2∇2Φ = 4piGρ¯mδm. (3.9)
It is convenient to transform these equations into Fourier space and use the last equation
to eliminate Φ. We may also rewrite the velocity equations in terms of the divergence θ, with
ui(k) = −iak−2kθi(k) (i = b or c), since under the approximation of barotropic flow of the
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baryons the vorticity remains zero until the development of structure formation shocks. We
may also work in the bulk baryon frame, i.e., we may set
v
(bg)
b = 0, and v
(bg)
c = −v(bg)bc (t). (3.10)
This reduces our system of equations to
∂δc
∂t
=
i
a
v
(bg)
bc · kδc − θc,
∂θc
∂t
=
i
a
v
(bg)
bc · kθc −
3H2
2
(Ωcδc + Ωbδb)− 2Hθc,
∂δb
∂t
= −θb, and
∂θb
∂t
= −3H
2
2
(Ωcδc + Ωbδb)− 2Hθb + c
2
sk
2
a2
δb. (3.11)
Note that Ωc,b are evaluated at the appropriate redshift rather than taking on their present-day
values. Our code evolves these equations, albeit with the scale factor a as the independent
variable, which can be accomplished using the replacement ∂/∂t = aH ∂/∂a. It is important to
note the time dependence v
(bg)
bc ∝ 1/a(t) when evolving equation (3.11).
On large scales k  kvbc ∼ 40 Mpc−1 used for galaxy clustering and even for Lyman-α forest
studies, the vbc terms in equation (3.11) are negligible. However, at k & kvbc, the advection
terms become comparable to or larger than the Hubble expansion rate, and they must be taken
into account. Note that this is true even if one’s interest is only in the CDM perturbations, since
the baryons contribute 17% of the energy density and hence their perturbations are important in
equation (3.11). (As an extreme example, below the Jeans scale k > kJ, the growth of structure
in the CDM switches from the “standard” δ ∝ a growth to a slower growth δ ∝ a
√
25−24Ωb/4−1/4
[138, 110].)
3.2.4 Small-Scale Transfer Function and Matter Power Spectrum
The usual way to describe the small-scale distribution of matter is to derive a transfer function
T (k) that maps primordial to final potentials, and then to write the matter power spectrum
Pm(k), equal to the primordial power spectrum times |T (k)|2 (times normalization factors [29]).
We may solve the transfer functions including the relative velocity effect by solving the system
of equations, equation (3.11). We evolve these from the redshift of recombination, where initial
conditions are determined using Cmbfast [139], to z = 40. The resulting transfer function,
evaluated at z = 40, is clearly a function of the local relative velocity v
(bg)
bc and also of the angle
ϑ between the direction of the wave vector k and v
(bg)
bc .
We may determine a local isotropically averaged power spectrum Ploc,m(k; vbc) by averaging
over the direction of k, i.e., we write
Ploc,m(k; vbc) = Pζ(k)
1
2
∫ pi
0
∣∣∣∣δm(k; vbc)ζ(k)
∣∣∣∣2 sinϑ dϑ, (3.12)
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Figure 3.2: Power spectrum of matter distribution in the first order CDM model (solid line) and
with the vbc (dashed line) at the redshift of z = 40.
where ζ(k) is the primordial curvature perturbation and Pζ(k) is its power spectrum. This power
spectrum depends only on the magnitude of vbc (we drop the superscript
(bg) to reduce clutter).
In order to determine an overall effect on the small-scale matter power spectrum we need to
average over a large number of coherence regions with different vbc. The latter arises from linear
perturbation theory on large scales and hence is well described by a three-dimensional Gaussian
distribution with variance per axis,
σ2vbc =
1
3
〈
|vbc(x)|2
〉
. (3.13)
We may then average equation (3.12) to obtain a globally averaged matter power spectrum.
Intuitively, we expect the relative velocity effect to suppress the small-scale power spectrum,
since the moving baryons have pressure ∼ ρbv2bc in the CDM frame. This suppression is shown
in figure 3.2 where we plot ∆2m(k) ≡ [k3/(2pi2)]Pm(k) for the cases with and without the effect of
relative velocity. The power is most strongly suppressed around the Jeans scale kJ = aH/cs ∼
200 Mpc−1, where a difference of ∼ 15% is computed.
The effect of vbc is not limited to the suppression of power on small scales, but rather has an
important implication for the distribution of the first bound structures with respect to matter
distribution as well as for the number densities of the first halos. To study these effects we ran
a set of simulations in which the large-scale density and velocity fields were generated according
to linear perturbation theory. We then used analytical (Press-Schechter) arguments to predict
the number of halos formed in each cell of our cosmological box. This hybrid approach is
computationally feasible on a single desktop computer since it does not have to numerically
follow the small-scale modes, and should capture the rough magnitude of the effect. However,
ultimately a simulation that follows the full nonlinear evolution of the small-scale modes will
be required. The key reason for using approximate methods in the present study, as opposed
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to a full hydrodynamic numerical simulation, is our desire to introduce the concept of relative
velocity effect in the simplest and most intuitive way while allowing more detailed study to be
performed by other research groups in an unbiased manner.
3.3 The Abundance and Clustering of Early Halos
We now investigate the formation of the first baryonic objects, taking account of the relative
velocity effect. This is a difficult problem, which we only partially solve in this study: one has
acoustic oscillations in the photon-baryon plasma that travel ∼ 140 Mpc, and simultaneously
one must resolve the baryon Jeans scale. We provide a computation based on the formalism
described above: we generate a realization of a Gaussian random primordial perturbation on a
three-dimensional grid, and then to each cell we assign an overdensity δl (where the “l” referes
to long-wavelength modes) using periodic boundary condition and a relative velocity vbc derived
from the linear density field. Initial values of δl are obtained using the linear perturbation theory,
as there is no significant difference between the theory with and without relative motion effect
before the time of recombination when the values of δl are formed. Then, within each cell, we use
the peak-background split to compute the number density of halos. The new twist is that the
small-scale power spectrum is modulated by the large-scale vbc. (In some ways, this is similar to
the modification of the peak-background split used for local fNL-type non-Gaussianity studies
[140, 141], except that in our case the modulation of the small-scale power spectrum is a result
of the advection process and arises even in standard ΛCDM cosmology with Gaussian adiabatic
initial conditions.) This of course depends on an analytic model for the halo mass function; we
have used the Press-Schechter model [113, 114]. The validity of Press-Schechter for any precise
calculation is dubious–particularly since it is being applied here with an anisotropic local power
spectrum–but we expect that the qualitative results (a scale-dependent enhancement in the bias
and stochasticity at large scales, with acoustic oscillations in each) would still arise in a more
accurate treatment.
3.3.1 Peak-Background Split
The collapse of the first halos can be conveniently treated in the framework of the peak-
background split formalism [142], in which the growth of small-scale inhomogeneities depends
on the large-scale overdensity. One can split the density field into a long-wavelength piece δl
and a short-wavelength piece δs:
ρ(x) = ρ¯ [1 + δl(x) + δs(x)] . (3.14)
In any region, the number density of halos of any given type generally depends on the large-
scale overdensity δl, and on the statistics of the small-scale perturbations δs (in particular, their
local power spectrum). In the usual case where the small- and large-scale perturbations are
independent, the number density becomes purely a function of the large-scale overdensity plus
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a stochastic component  with 〈(x)〉 = 0; Taylor expanding in δl gives
n(x) = n¯ [1 + b0δl(x)] + (x). (3.15)
The bias is then
b0 = n¯
−1 ∂n
∂δl
. (3.16)
This argument leads to a generically scale-independent bias at sufficiently large scales (with the
addition of a Poisson or halo-shot-noise term [143, 144]).
When the relative motion of dark matter and baryons is introduced the growth of small scale
overdensities becomes dependent on the local value of the relative velocity. Equation (3.15) then
generalizes to
n(x) = n [δl(x), vbc(x)] + (x). (3.17)
At Mach numbers of order 10, it is not clear whether we can Taylor expand in vbc. Therefore,
our strategy will be to recompute n(x) in each cell, using the Press-Schechter conditional mass
function, i.e., the number of halos per unit comoving volume per lnM :
N(M |δl, vbc) = ρ¯√
2pi
δsc − δl
σ2
∣∣∣∣ dσdM
∣∣∣∣ (1 + δl) exp[− (δsc − δl)22σ2 ], (3.18)
where δsc is critical overdensity of spherical collapse, M is the halo mass and N(M |δl, vbc) has
units of Mpc−3.The factor 1 + δl is the conversion from the Lagrangian volume element (in
which the Press-Schechter formalism is native) to the Eulerian volume element. Here σ2 is the
variance of the density field smoothed with the top-hat window function,
σ2(M,vbc) =
∫
∆2m(k,vbc)|W (k,R)|2
dk
k
, (3.19)
where for ∆2m(k,vbc) we use the isotropically averaged local matter power spectrum. In princi-
ple, one should follow here the formation of halos in a statistically anisotropic density field. This
will ultimately require a hydrodynamic (or at least N -body) simulation to achieve results that
can be used for detailed analysis. However, for the moment we use the Press-Schechter formal-
ism; the top-hat window function in Fourier space can be written as W (k,R) = 3j1(kR)/(kR),
where the smoothing scale R is determined by the halo mass M = 43piR
3.
In our case–unlike the usual case of purely Gaussian density perturbations–σ2(M) and hence
dσ/dM are explicit functions of relative velocity and hence will change from place to place.
3.3.2 Simulation Parameters
Our fiducial box size is 13653 Mpc3. The box is divided into smaller boxes each of the size of
coherence length for the relative velocity field, ∆ = 3 Mpc. Initial (i.e., at zdec) density and
velocity distributions are generated using the Cmbfast power spectrum computations [139] and
smoothed with a Gaussian window function with scale length kscale = pi/(
√
3 ∆). The smoothing
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is necessary to avoid aliasing and spurious effects from the finite resolution of the simulation.
For each small box we generate initial values of vbc and large-scale overdensity δl at the time
of recombination using Cmbfast. Halo number densities in each cell are then inferred from
equation (3.18).
In figure 3.3, we show an example output from this procedure. The top panel shows the
matter density contrast and the bottom two panels the halo density contrast for Mhalo = 10
6M
without (middle panel) and with (bottom panel) the relative motion effect at the redshift of
z = 40. Note that the structures in matter and halo overdensities, while correlated, are not
identical. Comparison of the halo density contrasts for two different cases clearly shows the
importance of relative velocity effect on the formation of first bound objects.
3.3.3 Halo Abundance
To illustrate the effect of relative velocity on the abundance of small halos, we calculate number
densities of collapsed halos with and without relative velocity. The decrease in number density
is quantified by
∆N =
N¯vbc − N¯0
N¯0
, (3.20)
where N¯0 and N¯vbc are average number densities of halos without the effect of vbc and with
it. The comparison of the two cases shows that the number density of halos is suppressed by
more than 60% at the mass scale of M ∼ 106M, as can be seen in figure 3.4. Note that the
strongest suppression occurs for halo masses of 106.3M, corresponding to top-hat scales of 20
kpc comoving, i.e., near k−1vbc. We emphasize that the results provided in the figure are based
on the Press-Schecter formalism and are a good qualitative guide, but should not be interpreted
quantitatively.
3.3.4 Bias, Stochasticity and the Large-Scale Distribution of Early
Halos
The introduction of relative motions modifies the correlation between the first halos and the
matter distributions rendering bias parameter scale dependent. Because of the nonlinear terms
in the evolution equations, dark matter and baryonic matter evolve out of phase and the growth
of the overdense regions become dependent on both δl and vbc.
To quantify this effect we calculated halo overdensity using number densities of halos in each
of the small boxes from our simulation:
δn(M,x) =
N(M,x)− N¯(M)
N¯(M)
. (3.21)
Next, we calculate power spectra of halos of various masses:
(2pi)3δD(k− k′)Phh(k|M) = 〈δn(M,k)δn(M,k′)∗〉, (3.22)
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Figure 3.3: Top panel: The matter density contrast δm on a two-dimensional slice of the three-
dimensional simulation box. The halo density contrast δn for Mhalo = 10
6M on the same slice
with Vbc = 0 (middle panel) and with Vbc 6= 0 (bottom panel). All panels are at z = 40.
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Figure 3.4: Top panel: The number density of dark matter halos produced in our simulation box
without the effect of relative velocity (solid line) and with the effect (dashed line). Bottom panel:
The relative decrease in the number density of halos as a function of the halo mass. Number
densities in our simulation correspond to the redshift of z = 40.
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where δD is the Dirac δ-function.
The difference between this case and the case neglecting vbc can be illustrated by defining a
bias correction parameter ∆b(k):
Phh(k) = b
2
0
[
1 +
∆b(k)
b0
]2
Pmm(k), (3.23)
where b0 is a Gaussian scale independent bias, which in the Press-Schechter formalism is given
by
b0 =
δsc
σ2
− 1
δsc
+ 1. (3.24)
Using these results along with the matter power spectrum, we can obtain the scale-dependent
component of the bias parameter ∆b which is plotted in the top panel of figure 3.5 for various
halo masses. The plot shows that for halos with mass M ∼ 104–108M there is a significant
increase of the bias. The effect of vbc becomes less important for heavier and lighter masses
which can be expected from the analysis of power suppression in figure 3.2. This is principally a
consequence of the fact that for very massive halos the baryons advect through a distance that is
only a small fraction of the halo scale R, and hence this advection does not affect the formation
of the halo; whereas for the lowest-mass halos, whose scale R is smaller than the baryon Jeans
length, the baryons can be treated as homogeneous irrespective of their velocity.
To further understand the importance of vbc we calculate the stochasticity of the halos
relative to the matter. In the bottom panel of figure 3.5 we plot the stochasticity χ as a function
of wave number k for various halo masses. The stochasticity is defined as
χ =
P 2hm(k)
Phh(k)Pmm(k)
, (3.25)
where the cross power spectrum Phm is defined via (2pi)
3δD(k− k′)Phm(k) = 〈δh(M,k)δ∗m(k′)〉.
In the linear theory, without consideration of the vbc effect one would have χ = 1 (modulo
Poisson corrections as described above).
We checked the convergence of our results by running the simulation with varying box sizes
and varying ∆. Specifically we tried runs with ∆ = 4 Mpc, and found changes of less than 1%
in the stochasticity and bias over the range 0.2 < k < 1 Mpc−1 at Mhalo = 104M, whereas
using ∆ = 6 Mpc produces change greater than 5% and distorts functional forms of both bias
and stochastisity at k > 0.1 Mpc−1. Similarly, increasing the box size to 22753 Mpc3, with
fixed ∆ did not produce observable change in χ and ∆b, whereas decreasing the box size to
10003 Mpc3 changes our results by ∼ 5% at k < 0.1 Mpc−1. As a test, we repeated the analysis
setting vbc = 0 to recover the “standard” picture with a scale-independent halo bias and the
stochastisity consistent with the linear theory prediction. Specifically, we found that at k < 0.2
Mpc−1 the stochastisity is 0.98 < χ < 1. The small deviation from unity can be explained by
the fact that mapping from the overdensity δl to the number density of halos N(M |δl, vbc) is
not exactly linear even in Press-Schecter model.
We also would like to mention that figure 3.5 exhibits strong oscillations of ∆b which corre-
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Figure 3.5: The correction to the bias parameter ∆b (top panel) and the stochasticity χ = r2hm
(bottom panel) for various halo masses at z = 40. The solid curve corresponds to Mh = 10
4M;
the thick-solid to Mh = 10
5M; the dashed to Mh = 106M; the dot-dashed to Mh = 107M;
and the dotted to Mh = 10
8M. In the first-order CDM model ∆b = 0 and χ = 1 on large scales.
The enhancement of bias on small scales k > 0.3 Mpc−1 is due to the nonlinear dependence of
halo abundance on δl.
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Figure 3.6: Scaled halo-halo power spectrum Phh(k)/b
2
0(Mh) at the redshift of z = 40 for various
halo masses. The solid curve corresponds to Mh = 10
4M; the thick-solid to Mh = 105M; the
dashed to Mh = 10
6M; the dot-dashed to Mh = 107M; and the dotted to Mh = 108M.
spond to the BAO in the matter power spectrum. This means that the signal of the BAO in the
halo power spectrum for these halo masses is very different from that of the dark matter. To
illustrate this point we plot the actual scaled halo power spectrum Phh(k)/b
2
0(Mh) (figure 3.6)
for different halo masses covering the range from Mh = 10
4 to Mh = 10
8 that shows the behav-
ior of the BAO signal. Although these are very low-mass halos compared to those probed by
BAO surveys (M > 1011M), they are the seeds of present day galaxies, and their subsequent
evolution might alter the BAO signal in the galaxy power spectrum at lower redshifts. As with
other interesting applications of the relative velocity effect we relegate detailed analysis of the
this problem to a future study.
3.4 Conclusions and Prospects
We have shown that the relative velocity of baryonic and dark matter fluids plays an important
role in the formation and evolution of small-scale structure of the early universe. In light of the
increasing interest in reionization, high-redshift galaxy clustering, and dark matter substructure,
it is imperative to understand the evolution of small-scale structure and all physical effects that
contribute to this evolution. Here we discuss the possible implications and next steps in exploring
the relative velocity effect.
Early galaxies may be observed in the next decade, either directly via the James Webb Space
Telescope or indirectly through the near-infrared background and its fluctuations. Due to the
relative velocity effect, the large-scale clustering of these galaxies should show scale-dependent
bias and (if sufficient statistics are available to split the galaxy population into multiple samples)
relative stochasticity between different samples of galaxies. For example, in our calculation at
z = 15, halos of mass 108M show an increase of ∆b = 0.73 over the no-velocity result of
b0 = 4.6 at k = 0.02 Mpc
−1. Whether this effect will be detectable depends on the as-yet-
unknown luminosity function of the highest-redshift galaxies, and whether the relative velocity
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effect can be separated from the scale-dependent bias produced by reionization [145, 146].
Since reionization is believed to be driven by the formation of the first halos massive enough
to contain gas and produce stellar photoionizing radiation [147], the relative velocity effect will
delay reionization. However, this effect is degenerate with the mapping from halo mass to
the number of massive stars formed, and given the modest (factor of ∼ 2) effects investigated
here we do not expect that the effects can be disentangled from the reionization history alone.
More interesting would be an investigation of the spatial structure of reionization and of the
related high-redshift 21 cm signal, which has been investigated analytically and in simulations
[148, 149, 150, 151, 152]. The scale-dependent bias and stochasticity we find here for early halos
may have a significant effect on the structure (power spectrum, topology, and correlation with
the matter density field) of early reionization bubbles.
If the pre-reionization 21 cm signal [107] is ever observed, and cosmological information
extracted, the relative velocity effect will be very important: the smallest scale fluctuations in
the baryons are modified at the tens of percents level. Indeed, since the 21 cm signal is nonlinear
in the baryon density (in the limit where the hydrogen spin temperature is closely coupled to the
CMB temperature, the signal is proportional to n2 times the temperature-dependent collision
cross section [153]), it is likely that even the large-scale fluctuations would be affected because
regions with increased small-scale baryon power spectra will show more absorption. The locally
anisotropic nature of the small-scale baryonic perturbations would also represent an issue for
weak lensing of the 21 cm field [154, 155, 156, 157] and/or non-Gaussianity searches [158, 159].
A full analysis of the effect on the 21 cm power spectrum and non-Gaussian statistics is deferred
to future work.
Finally, the ΛCDM cosmology predicts that early dark matter halos in the affected range
of scales (mainly ∼ 104–108M) are assimilated into larger structures. Some of these early
halos may still be present today as dark matter substructure, which has attracted a great deal
of interest since the subhalo mass function is in principle sensitive to the primordial small-
scale CDM power spectrum and hence to possible deviations from “vanilla” CDM behavior
(e.g., warm dark matter, or particles that are kinetically coupled to baryons at high redshift).
Unfortunately, the overall power suppression effect we describe is probably not detectable via
substructure since the transition from an initial CDM power spectrum through the formation and
survival of substructure is still not quantitatively understood (e.g., [160, 161, 162]). However,
the power suppression effect is modulated by the relative velocity field, which comes primarily
from large-scale modes in the primordial density fluctuations (k ∼ 0.1 Mpc−1) and hence can
be reconstructed from large-scale structure surveys. Therefore it would be valuable for future
work to investigate whether the vbc effect can be detected by differential measurements that
compare the substructure abundance in strong lens systems where the lens halos have similar
mass but different reconstructed vbc. It is also important to mention that the suppression of
the formation of the first halos, which seed present day galaxies, and the decrease in the high-k
power spectrum might help alleviating the known problem of the overabundance of substructure
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of dark matter halos in the ΛCDM model (the missing satellite problem). This effect might also
be important for predictions of the annihilation signal from dark matter particles. We relegate
detailed investigation of these questions to the future study.
In summary, we have shown that in the post recombination Universe, there are bulk relative
motions between the baryons and dark matter that are supersonic and are coherent over scales
of several comoving megaparsecs. The combined growth of small-scale structure (between the
baryon Jeans length λJ andMλJ, whereM is the Mach number of relative motion) is suppressed
due to the baryons advecting out of the potential wells created by the dark matter. We find
at lower redshifts (e.g., z ∼ 40) a suppression of the power spectrum by ∼ 10% on scales of
50–500 Mpc−1 that is highly spatially variable. The suppression results in some reduction in the
abundance of early halos, but more importantly changes their spatial structure, leading to scale-
dependent bias and stochasticity of the first halos. These latter effects may be large for early
low-mass, high-bias halos, e.g., we find squared correlation coefficients χ = r2hm as small as ∼ 0.2
at z = 40. Whether this unusual clustering pattern affects the spatial morphology of reionization
depends on the importance of low-mass halos and hence is unknown at this time, although we
note that future 21 cm observations combined with simulations that distribute their sources of
ionizing radiation in different ways may shed some light on this issue. Farther in the future,
the power suppression effect would certainly be significant for the interpretation of any pre-
reionization 21 cm signal. In any case, our analysis highlights the importance of reconsidering
“standard” notions of structure formation (e.g., linear bias of halos on large scales) as we enter
new physical regimes at high redshift.
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Chapter 4
Applications of the Relative
Velocity Effect∗
The relative velocity effect introduced in the previous chapter has drawn significant attention
from the astrophysics community and resulted in a large number of follow up projects which
investigated various applications of the effect. In this chapter we discuss a number of applications
studied by our group as well as others. Specifically we focus on the effect of the relative velocity
on the evolution of the first galaxies, minihalos and the first stars in the early Universe.
We study the gas content and analyze the effect of relative velocity on the properties of halos
over a wide range of halo masses and redshifts. We calculate accurately the linear evolution of
the baryon and dark matter fluctuations, and quantify the resulting effect on halos based on
an analytical formalism that has been carefully checked with simulations in the case with no
relative velocity. We estimate the effect on the abundance of early halos and the gas fraction
in them. We find that the relative velocity effect causes several changes: (i) the characteristic
mass that divides gas-rich and gas-poor halos is increased by roughly an order of magnitude,
from 2×104M to about 2×105M; (ii) this characteristic mass has a large scatter (full width
at half maximum is ∼1.5× 105M at z = 20); (iii) the fraction of baryons in star-less minihalos
is suppressed by a factor of 3.3 at z = 20; (iv) the fraction of baryons in halos that can cool
and form stars is suppressed by a factor of 1.5 at z = 20; and (v) there are enhanced spatial
variations of these various fractions.
Further we study the impact of this relative motion on the distribution of the star-forming
halos and on the formation redshift of the very first stars. We discuss recent efforts by a number
of research groups to simulated the relative velocity effect and include a new aspect of the relative
velocity effect found in the simulations by fitting their results to obtain the spatially-varying
minimum halo mass needed for molecular cooling. We emphasize that the relative velocity
effect has three separate components: suppression of the halo abundance, suppression of the
gas content within each halo, and boosting of the minimum cooling mass. We show that the
gas suppression primarily affects the smaller minihalos that cannot form stars, while the other
∗The material in this chapter was adapted from Suppression and spatial variation of early galaxies and
minihalos, D. Tseliakhovich, R. Barkana and C. Hirata, Mon. Not. R. Astron. (2011). Reproduced here with
permission of the publisher. Material in this chapter is significantly expanded compared to the original paper to
include more detailed explanations, and additional plots. We also extended the discussion section to include the
most recent results on the topic.
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two effects together produce order unity fluctuations in stellar density. In addition, we estimate
the redshift of the first star to be z ∼ 65, which includes a delay of ∆z ∼ 5 due to the relative
velocity.
4.1 Relative Velocity and the Formation of the First Cos-
mic Structures
One of the most important questions in astrophysics today is understanding the formation and
evolution of the first bound structures. This question is actively studied through theoretical
and observational work as well as through advanced numerical simulations. Significant theo-
retical and observational efforts are devoted to understanding properties of the first galaxies
and minihalos, at what redshifts they form and how they influence the epoch of reionization.
Observations, most notably of the cosmic microwave background (CMB), have established the
basic parameters for the initial conditions for structure formation [163], thus providing a foun-
dation for theoretical work on the first structures. At the same time advances in computation
have made it possible to simulate the formation of the first stars [164, 165, 166, 167, 168, 169].
Meanwhile, several efforts are underway to probe the structure of the intergalactic medium
(IGM) during the reionization epoch using the 21 cm line of hydrogen, and second-generation
experiments may be able to explore the early stages of reionization.
In studying the formation of the first structures it is convenient to identify two major classes
of the early-type objects. The first class consists of large halos in which the gas can cool and form
stars; these are the presumed sites of the first dwarf galaxies, which represent the first sources of
metals in the Universe, and provide ultraviolet photons that begin the decoupling of the hydrogen
spin temperature from the CMB [170] and eventually start the epoch of reionization. The second
class consists of smaller halos (“minihalos”) that are too small for molecular cooling, but still
affect the epoch of reionization by acting as sinks for ionizing photons [171, 172, 173, 174] and
may generate a 21 cm signal from collisional excitation of H i (e.g., [175, 176]). It is important
to understand both the abundance and distribution of halos, as well as the precise boundaries
separating halos that undergo cooling and star formation, those that collect baryons in their
potential wells but do not cool, and the lightest halos that exist only as dark matter structures
and do not collect gas.
In this work we study the formation of the first galaxies and minihalos in the light of an
important effect of the relative velocity of dark matter and baryonic fluids [121] that was pre-
viously overlooked. This effect leads to power suppression on scales that correspond to the first
bound halos between 104 M and 108 M and delays the formation of the first objects. More
importantly this effect introduces scale-dependent bias and stochasticity, leading to significant
qualitative changes in the distribution of the first objects. The relative velocity effect is espe-
cially important on the small scales where the first stars and galaxies form. Introduction of this
effect dramatically changes the gas distribution inside the first halos and changes the charac-
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teristic mass of gas-rich objects. N. Dalal, U. L. Pen, and U. Seljak [177] recently calculated
analytically the effect on the gas content of halos and found a large effect on the fluctuations
of the Lyman-α background at high redshifts. Their analysis, however, was based on a very
simplified model of which halos can form stars and in what abundance. In this study we carry
out a detailed analytical study of the distribution of gas and stars in the first halos.
Furthermore, in this study we use a more robust set of initial conditions compared to [121]
and remove a number of simplifying assumptions. We emphasize important role of proper initial
conditions following a detailed study by [178], who showed that three commonly used initial
condition setups lead to significantly different abundances and properties of the first star-forming
gas clouds as well as the first minihalos.
The rest of this chapter is organized as follows. Section 4.2 reviews the relative velocity
effect (section 4.2.1) and improves the analysis of [121] to account for spatial variation of the
sound speed (section 4.2.2). Section 4.3 then investigates the early halos and their gas content,
focusing on computation of the filtering mass (section 4.3.1) and then examining the fraction of
baryons in minihalos and in larger halos that can cool, including an analysis of spatial variations
in the baryon budget (sections 4.3.2 and 4.3.3). We summarize our results in section 4.4 and
provide an overview of the latest results on the relative velocity effect including simulations and
advanced analytical studies.
The numerical results and plots shown in this chapter assume a cosmology with present-day
baryon density Ωb,0 = 0.044, CDM density Ωc,0 = 0.226, dark energy density ΩΛ,0 = 0.73,
Hubble constant H0 = 71 km s
−1 Mpc−1, and adiabatic primordial perturbations of variance
∆2ζ(k?) = 2.42× 10−9 at k? = 0.002 Mpc−1, and with slope ns = 0.96.
4.2 Initial Conditions for Halo Formation
In this section we detail the formalism necessary for generation of correct initial conditions taking
into account two important effects that are often overlooked in the literature. First of all we
introduce the effect of relative velocity of dark matter and baryonic fluids after recombination.
This effect, first studied in [121], is nominally a second-order effect in the perturbation theory
of density evolution and hence has been ignored in studies based on the linear theory. Secondly,
we emphasize the importance of a correct treatment of the sound speed variations in the time
between recombination and z ∼ 200 due to residual Compton heating of the electrons on the
CMB photons. As we show later in the chapter, both effects play a significant role during the
epoch of first halo formation and dramatically impact gas fractions in the first bound objects.
4.2.1 Relative Velocity of Dark Matter and Baryonic Fluids
Before recombination, the baryons are tightly coupled to the photons and the sound speed is
highly relativistic, ∼c/√3. As the universe expands and cools the electrons recombine with
the protons and the universe becomes transparent, leading to a kinematic decoupling of the
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baryons from the radiation around zdec ≈ 1000. After recombination the sound speed of the
baryons drops precipitously down to thermal velocities, whereas the dark matter velocity remains
unaffected, and after recombination the dark matter motion with respect to the baryons becomes
supersonic. The relative velocity can be written as
vbc(k) =
kˆ
ik
[θb(k)− θc(k)], (4.1)
where kˆ is a unit vector in the direction of k, and θ ≡ a−1∇ · v is the velocity divergence (we
use comoving coordinates).
The variance of this relative velocity is
〈v2bc(x)〉 =
∫
dk
k
∆2ζ(k)
[
θb(k)− θc(k)
k
]2
=
∫
dk
k
∆2vbc(k), (4.2)
where ∆2ζ(k) = 2.42 × 10−9 is the initial curvature perturbation variance per ln k. Integration
of equation (4.2) at the time of recombination† (zrec = 1020) shows that the dark matter moves
relative to the baryons with root-mean-square velocity of ∼30 km s−1 corresponding to a Mach
number ofM≡ vbc/cs ∼ 5. This supersonic relative motion allows baryons to advect out of the
dark matter potential wells and significantly suppresses the growth of structure at wave numbers
higher than
kvbc ≡ aH〈v2bc〉1/2
∣∣∣∣
dec
=
kJ
M ∼ 40 Mpc
−1, (4.3)
were kJ is the Jeans wave number.
As shown in [121] the relative velocity of the baryons and cold dark matter (CDM) is coherent
over scales of several comoving Mpc and the velocity in each coherence region is well described
by a three-dimensional Gaussian probability distribution with variance
σ2vbc =
〈
|vbc(x)|2
〉
. (4.4)
(Note that this is the total variance, i.e.,, including velocities in all 3 directions; the variance per
axis is smaller by a factor of 3.)
To see how the relative motion of baryons and dark matter affect the formation of the first
objects, we need to solve a system of evolution equations that incorporate this effect. The
system of equations describing a high-k perturbation mode in the presence of a background
†Technically the effective redshift of kinematic decoupling [179], since recombination is an extended process.
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relative velocity is
∂δc
∂t
=
i
a
v
(bg)
bc · kδc − θc,
∂θc
∂t
=
i
a
v
(bg)
bc · kθc −
3H2
2
(Ωcδc + Ωbδb)− 2Hθc,
∂δb
∂t
= −θb, and
∂θb
∂t
= −3H
2
2
(Ωcδc + Ωbδb)− 2Hθb + c
2
sk
2
a2
δb. (4.5)
The vbc terms are nominally second-order in perturbation theory, and hence one may wonder
why they, rather than other second-order terms, are included. The reason is that the expansion
parameter for these terms is not the density perturbation δ, but rather the ratio of the advection
terms (e.g., v
(bg)
bc kδc/a in the δc equation) to the linear terms (e.g., ∂δc/∂t ∼ δc/H). This ratio
is
v
(bg)
bc k
aH
. (4.6)
One can see that this expansion parameter increases as one goes to smaller scales and is of order
unity at k ∼ kvbc. Thus the vbc terms become nonperturbative at small scales k > kvbc, and
when treating these small scales one must keep these terms even if they are formally higher
order in the perturbation theory.
4.2.2 Complete Heating Model
The system of equations of equation (4.5) assumes a spatially uniform sound speed which is a
good first-order approximation. However, as shown in [180], it underestimates baryon density
fluctuations by more than 30 percent at z = 100 and 10 percent at z = 20 for large wavenumbers.
A fully correct treatment of baryon density evolution requires analysis of the Compton heating
from the CMB on the sound speed and fluctuations in the temperature distribution. Following
[180], we rewrite the sound speed term of the last equation of equation (4.5) as
c2sk
2
a2
δb → k
2
a2
kBT¯
c2µmH
(δb + δT), (4.7)
where δT is the temperature perturbation which evolves as
dδT
dt
=
2
3
dδb
dt
+
xe(t)
tγ
a−4
{
δγ
(
T¯γ
T¯
− 1
)
+
T¯γ
T¯
(
δTγ − δT
)}
. (4.8)
The second term on the right-hand side accounts for the Compton scattering of the CMB photons
on the residual electrons from recombination. Here xe(t) is the electron fraction relative to the
total number density of gas particles‡, T¯γ = [2.725 K]/a is the mean CMB temperature, and
t−1γ ≡
8
3
ρ0γ
σT c
me
= 8.55× 10−13yr−1, (4.9)
‡This is different from the recombination literature, which often takes xe to be normalized to the number of
hydrogen nuclei. At low redshifts these differ by 8 per cent due to the presence of helium.
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where σT is the Thomson scattering cross section, ρ
0
γ is the photon energy density at z = 0,
and T¯ is the average temperature of the baryons, which can be calculated using the first law of
thermodynamics:
dT¯
dt
= −2HT¯ + xe(t)
tγ
(T¯γ − T¯ ) a−4. (4.10)
Accounting for Compton heating of the residual electrons by the CMB photons is especially
important on small scales (k > 1 Mpc−1), which are also impacted by the relative motion effect.
4.3 First Halos and Their Gas Content
Both of the effects discussed above have a significant impact on the evolution of density per-
turbations on small scales and affect the formation of the first dark matter halos, as well as
the subsequent accretion of the baryons and the formation of the first stars. We investigate the
specific effects by studying the change in the characteristic mass scale that divides gas-rich and
gas-poor halos produced by the relative velocity of the dark matter and baryonic fluids.
4.3.1 Filtering Mass
In the ΛCDM universe, virialized dark matter halos form hierarchically on extremely small
scales at very early times and start accreting baryons into their potential wells. If halos are
heavy enough, accretion proceeds to the point where baryons start cooling through molecular
line emission, condensing into the first stars and galaxies. This accretion is counteracted by the
bulk motion of baryons with respect to dark matter as well as by the thermal gas pressure. The
combination of the two effects leads to the presence of the minimal halo mass scale at which
baryons are still able to effectively accrete onto a halo.
To study the effect of halo formation and baryonic accretion it is convenient to consider a
large ensemble of patches of the size of the relative velocity coherence scale (∼ 3 Mpc across).
Each patch has certain mean density and bulk velocity, determined by linear initial conditions
at the time of recombination. Bulk velocity for each patch is drawn from a Gaussian random
distribution with the variance determined by equation (4.4), whereas mean density is generated
using Cmbfast ([139]) power spectrum. We follow the evolution of density perturbations in each
patch from the time of recombination to some later redshift z, including the spatial variation of
the baryonic speed of sound due to Compton heating from the CMB [180].
By evolving the system of equations (4.5) with the correct sound speed term of equation (4.7)
in each patch, characterized by a fixed value of vbc, we calculate the baryonic and dark matter
power spectra. Their ratio is constant on large scales (small k), and drops at high k due to
the suppression of growth by the baryonic pressure. Gneding and Hui [181] originally defined a
“filtering” scale (essentially a time-averaged Jeans scale) that they used to identify the largest
scale on which the baryon fluctuations are substantially suppressed compared to those of the
dark matter. We use the generalized definition from [182], in which the baryon-to-total ratio is
47
1 5 10 50 100 5001000
0.10
0.50
0.20
0.30
0.15
0.70
k
∆
b
∆
to
t
Figure 4.1: Perturbation ratio δb/δtot vs. comoving wavenumber k evaluated at z = 20 for the
cases of vbc = 0 (solid curve), vbc = 1σvbc (dashed curve), and vbc = 2σvbc (dotted curve). In
all cases overdensities are isotropically averaged over the direction of k with respect to vbc.
expanded to linear order in k2, and written in the following form:
δb
δtot
= 1− k
2
k2F
+ rLSS, (4.11)
where the total density perturbation δtot = fbδb + fdmδdm (in terms of the cosmic baryon and
dark matter mass fractions fb and fdm), and the k-independent rLSS term (which is negative)
describes the relative baryon-to-total difference in the limit of large-scale structure, i.e.,, where
both the vbc effect and the thermal pressure of the gas are negligible (and restricted also to
scales below the baryon acoustic oscillations).
In figure 4.1 we plot isotropically averaged perturbation ratio δb/δtot by averaging over the
direction of k with respect to vbc. On large scales the ratio is very close to constant, and using
equation (4.11) we can deduce the value of rLSS at various redshifts. For example, rLSS = −0.054
at z = 20. Here we note that since rLSS is determined by the values of δb/δtot at large scales (low
values of k) its value remains unaffected by the relative velocity effect. We plot the evolution of
the rLSS with redshift in figure 4.2.
The filtering scale kF is obtained by fitting equation (4.11) to the calculated values of the
ratio δb/δtot from figure 4.1. This allows us to define the filtering mass in terms of the filtering
wavenumber:
MF =
4pi
3
ρ¯0
(
pi
kF
)3
, (4.12)
where ρ¯0 is the mean matter density today. We note that this relation is
1
8 of the definition
originally used by [183], who also used a nonstandard definition of the Jeans mass.
The filtering mass plays an extremely important role in understanding the evolution of the
first halos, as it provides a good approximation for the boundary between gas-rich halos and
halos that do not contain substantial quantities of gas. Traditionally one would assume that
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Figure 4.2: Evolution of the |rLSS| with redshift.
the separation between gas-rich and gas-poor objects is represented by the Jeans scale, which is
the minimum scale on which a small gas perturbations will grow due to gravity overcoming the
pressure gradient. However, the Jeans scale is related only to the evolution of the perturbations
at a given point in time and does not account for significant variation of the Jeans mass with
time. The filtering mass on the other hand reflects the baryonic pressure effects integrated over
the entire history of the Universe, and provides a much better approximation to the boundary
between gas-rich and gas-poor halos.
An extensive study of the filtering mass properties and evolution history in models without
the relative velocity effect was performed in [180] and [182]. The properties of the filtering mass,
however, are significantly modified in the regions where the bulk motion of baryons with respect
to dark matter potential wells is significant. In regions with high values of vbc baryons tend to
advect out of the collapsing dark matter halos, significantly increasing the filtering mass. We
demonstrate this in figure 4.3 where we plot the evolution of the filtering mass with redshift in
the regions with vbc/σvbc = 0, 1, and 2. We also show the globally averaged case by integrating
the filtering mass over the full probability distribution of the relative velocity, given by:§
Pvbc(v) =
(
3
2piσ2vbc
)3/2
4piv2 exp
(
− 3v
2
2σ2vbc
)
. (4.13)
As noted earlier, the variance per axis is σ2vbc/3.
In figure 4.3 we also compare the filtering mass with the Jeans mass defined as
MJ =
4pi
3
ρ¯0
(
pi
kJ
)3
, (4.14)
where kJ =
√
2/3aH/cs is the Jeans scale (defined by setting the right-hand side of equa-
tion (4.5) to zero, without the relative velocity term, and neglecting here the correction of
§This is the distribution of the magnitude of vbc, where the vector vbc is the result of linear perturbations
and hence is drawn from a multivariate Gaussian. It thus happens to be the same as the Maxwell-Boltzmann
distribution, even though the bulk velocities of baryons have nothing to do with thermal motions of particles.
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Figure 4.3: Evolution of the filtering mass with redshift in the regions with vbc = 0 (thin solid
line), vbc = 1σvbc (dashed line), vbc = 2σvbc (dotted line) and global average case (thick solid
line). We also show the evolution of the Jeans mass MJ (dot-dashed line).
vbc/σvbc P (> vbc) kF (Mpc
−1) MF (M)
4 2.1× 10−10 85 7.75× 106
3 5.9× 10−6 113 3.37× 106
2 7.4× 10−3 166 1.07× 106
1 0.392 298 1.85× 105
0 1 591 2.39× 104
Table 4.1: Filtering scale and filtering mass for the isotropic averaging of the direction of k with
respect to vbc at z = 20.
equation (4.7)). Figure 4.3 shows that the filtering mass reaches a maximum value at redshift
z ∼ 40 (and generally varies only slightly throughout the plotted redshift range), whereas the
Jeans mass continuously decreases with time due to the drop in the sound speed of the gas as
the Universe cools.
The filtering mass represents a time averaged Jeans mass and hence it decreases at the low
redshifts, however, right after recombination baryonic perturbations on small scales are highly
suppressed and they only catch up gradually, causing the filtering mass to increase from low
initial values. We emphasize that in the regions with a high value of the relative velocity the
filtering mass is significantly larger than in the regions with small values of vbc and hence the
formation of gas-rich objects in those regions proceeds quite differently than in the regions with
vbc ∼ 0. The filtering scale and mass (from equations (4.11) and (4.12)) in regions with varying
values of vbc are given in table 4.1, and the filtering masses at z = 20 and z = 40 are plotted in
figure 4.4. In figure 4.5, we also show the dependence of the filtering mass on the angle θ between
the direction of vbc and that of the wavevector k in regions where vbc = 2σvbc at z = 20; the
plot shows that the main contribution to the filtering mass comes from the regions where the
wavenumber k and the relative velocity vector vbc are parallel (or anti parallel).
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Figure 4.4: This figure shows the filtering mass MF as a function of the relative velocity of the
dark matter and baryonic fluids at z = 20 (solid line) and z = 40 (dashed line).
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Figure 4.5: Dependence of the filtering mass on the angle θ between the directions of vbc and
the wave-vector k (solid line), and the isotropically averaged value of MF (dashed horizontal
line), in regions where vbc = 1σvbc at z = 20.
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4.3.2 Gas Content of the First Galaxies and Minihalos
We now investigate the amount of gas that falls into early halos, and how much of this gas is
capable of cooling. Here we use analytical approximations–namely the relation between the gas
mass fraction fg and filtering mass MF , and the [184] mass function–that have been calibrated
against simulations with statistically isotropic initial conditions and no bulk relative velocity.
In our case with vbc 6= 0 the power spectra are both reduced and slightly anisotropic, but
we expect these approximations to still be a useful guide since statistical anisotropy (e.g., θ-
dependent filtering mass) can only appear at second-order in scalars such as the halo mass
function or gas content.
There is no a priori reason to suppose that the filtering mass, which is defined based on
linear perturbations, can also accurately describe properties of highly nonlinear, virialized ob-
jects. Qualitatively we may argue that if pressure significantly opposes gravity during the halo
formation process (which for some time is accurately described by linear theory) then it will
significantly suppress the amount of gas in the final virialized halo. N. Gnedin [183] suggested
based on simulations during cosmic reionization that the filtering mass accurately fits the mass
for which a halo contains half the mean cosmic baryon fraction fb, and fitted the simulation
results to the following formula:
fg = fb,0
[
1 +
(
2α/3 − 1
)(MF
M
)α ]−3/α
, (4.15)
where fb,0 is the gas fraction in the high-mass limit. In this function, a higher α causes a sharper
transition between the high-mass (constant fg) limit and the low-mass limit (assumed to be
fg ∝ M3). This formula has subsequently been found to agree with hydrodynamic simulations
[185, 178] if we set α ≈ 0.7 and fb,0 = fb(1+3.2rLSS) [186], and use the filtering mass as defined
in equation (4.12) (which differs from [183], as noted earlier). Thus, at each redshift, in each
patch of the Universe we may calculate the local value of MF and from it the gas fraction in
halos of various total mass. In figure 4.6, we plot the gas fraction as a function of halo mass
in regions with varying values of relative velocity at z = 20. It is clear that halos that would
be gas-rich in the Universe with no vbc effect become gas-poor in the regions where the relative
velocity is high. We also see that on average, introduction of the vbc effect significantly lowers
the gas fraction in all halos with Mh < 10
7M.
In order to find the total amount of gas in galaxies, we must integrate over the halo mass
function in each patch. We start with the vbc = 0 case. Standard models for halo formation are
based on spherical collapse calculations, in which the linear overdensity must reach a critical
threshold δc(z) for the corresponding region to form a collapsed halo at redshift z. The halo
abundance depends on the statistics of fluctuations on various scales, which can be parameterized
by the function S(R), the variance of fluctuations in spheres of radius R (S is also a function of
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Figure 4.6: Change in the gas fraction fg at z = 20 as a function of halo mass for regions with
vbc = 0 (thin solid line), vbc = 1σvbc (dashed line), vbc = 2σvbc (dotted line), vbc = 4σvbc
(dash-dotted line) and isotropically averaged case (thick solid line, nearly coincident with the
dashed line above Mhalo ∼ 106M).
redshift). S(R) can be written as
S(R) =
∫
∆2m(k)|W (k,R)|2
dk
k
, (4.16)
where ∆2m(k) is the isotropically averaged local matter power spectrum and W (k,R) is the
window function corresponding to spheres of radius R. In this work we use top-hat window
function which can be written as
W (k,R) = 3
[
sin(kR)
(kR)3
− cos(kR)
(kR)2
]
≡ 3j1(kR)
(kR)
. (4.17)
We define f(δc(z), S) dS to be the mass fraction contained at z within halos with mass in the
range corresponding to S to S + dS. We convert between halo mass M and (initial comoving)
radius R using the cosmic mean density: M = 43piR
3ρ¯0. The halo abundance is then
dn
dM
=
ρ¯0
M
∣∣∣∣ dSdM
∣∣∣∣ f(δc(z), S), (4.18)
where dn is the comoving number density of halos with masses in the range M to M + dM . In
the model of [187],
fPS(δc(z), S) =
1√
2pi
ν
S
e−ν
2/2, (4.19)
where ν = δc(z)/
√
S is the number of standard deviations that the critical collapse overdensity
represents on the mass scale M corresponding to the variance S.
However, the Press-Schechter mass function fits numerical simulations only qualitatively, and
in particular it substantially underestimates the abundance of the rare halos that host galaxies
at high redshift. The halo mass function of [184], which fits numerical simulations much more
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Figure 4.7: Dependence of σ(vbc|Mh) on the relative velocity vbc at z = 20 for a fixed mass of
the collapsed halos: Mh = 10
7M (solid line), Mh = 106M (dot-dashed line), Mh = 105M
(dashed line), and Mh = 10
4M (dotted line).
accurately, is given by
fST(δc(z), S) = A
′ ν
S
√
a′
2pi
[
1 +
1
(a′ν2)q′
]
e−a
′ν2/2, (4.20)
with best-fit parameters [188] a′ = 0.75 and q′ = 0.3, and where the normalization to unity is
ensured by taking A′ = 0.322.
The critical density of collapse δc(z) is independent of mass and equals 1.69 in the Einstein
de-Sitter limit, valid over a wide range of redshifts. Its value decreases at low redshift due to
the cosmological constant, but more relevant for this study is the decrease at very high redshift
due to the effects of the baryons and radiation. The decrease is by ∼ 0.05(1 + z) per cent from
the Einstein de-Sitter value [189, 182], a small effect that is however greatly amplified by the
fact that galaxies at the highest redshifts form in halos that correspond to very rare density
fluctuations.
In our approach we must calculate how the halo mass function varies in different regions. The
Press-Schechter model has been extended [190] to describe the variation of the halo abundance
in regions of various density, and we can generalize this to include the bulk velocity by including
the variation of the function S(R) with vbc. To demonstrate this dependence we plot in figure 4.7√
S ≡ σ(vbc|Mh) as a function of the relative velocity at a fixed halo mass Mh. We see that
the variance of the density perturbations decreases with increasing vbc, leading to a delay in
the collapse of dark matter halos. We also find that the change in σ is larger for halos of low
mass since the power spectrum on scales much larger than the filtering mass is unaffected by
the relative velocity.
We can summarize the important effects of the change in halo abundance and halo gas
content at a given mass scale by calculating various gas fractions at each redshift. This can
be done by using the Sheth-Tormen mass function and accounting for the changes due to the
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relative velocity effect. We calculate the fraction of the total matter density in halos above a
certain mass scale by
ftot(> Mh) =
∫ ∞
Mh
M
ρ¯0
dn
dM
dM , (4.21)
and the fraction of the baryon density contained in those halos using equation (4.15):
fgas(> Mh) =
∫ ∞
Mh
M
ρ¯0
dn
dM
fg
fb
dM . (4.22)
We plot both fractions in figure 4.8 at z = 20 for vbc/σvbc = 0, 1, and 2, and for the globally
averaged case, where we take into consideration the global distribution of the vbc. The plot
clearly shows that in regions with high relative velocity the gas fraction in halos is dramatically
suppressed. The global average (which comes out very close to the vbc/σvbc = 1 case) gives a
suppression by a factor of 2.3 of the total gas fraction in halos. In order to separate out the
various effects, we plot one case in which we use the correct halo mass function (as it varies with
vbc) but fix the filtering mass to the vbc = 0 value. We find that the suppression arises from
comparable contributions from the change in halo numbers (about a factor of 1.8) and from the
reduction in the internal halo gas fractions (about a factor of 1.5).
Stars are understood to form at high redshift out of gas that cooled and subsequently con-
densed to high densities in the cores of dark matter halos. Since metals are absent in the
prestellar universe, the earliest available coolant is molecular hydrogen (H2), and thus the mini-
mum halo mass that can form a star is set by requiring the infalling gas to reach a temperature
of several hundred Kelvin required for exciting H2 to the J ≥ 2 rotational levels [191]. This has
been confirmed with high-resolution numerical simulations containing gravity, hydrodynamics,
and chemical processes in the primordial gas [164, 192, 193, 194, 195]. These simulations imply
a minimum halo circular velocity Vc ∼ 4.5 km s−1 for forming a star, where Vc =
√
GM/R in
terms of the halo virial radius R. Using this approach we calculate minimum halo mass for gas
cooling and plot it as a function of redshift in figure 4.9.
The simulations show that in a halo above the minimum mass (which at z = 20 is Mmin ≈
6 × 105M), the gas cools in the dense center and forms at least one star very quickly; this is
understood theoretically since both the cooling time and the dynamical time are a small fraction
of the cosmic age at that time. We are thus interested in the total gas fraction in halos above
this cooling threshold; if there is a fixed star formation efficiency in these halos, then this gas
fraction is directly proportional to the stellar density in each region.
We plot in figure 4.10 the evolution of various gas and total mass fractions as a function of
redshift. Even without the relative velocity effect, there is some (spatially uniform) suppression
predicted for the gas fraction in halos that can cool (i.e.,, a suppression of the overall star
formation) by a factor of 1.2 at z = 20 and 1.5 at z = 40 (relative to the cosmic baryon
fraction); this is due to the fact that the baryon perturbations are still catching up to the dark
matter perturbations at these redshifts, even on large scales (beyond the filtering mass), and
simulations suggest that nonlinear halo formation amplifies the remaining differences [178, 186].
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Figure 4.8: The mass fraction in halos above Mh (upper panel) and the gas fraction in halos of
all masses (lower panel) at redshift z = 20 for the case vbc/σvbc = 0 (thin solid line), 1 (dashed
line), 2 (dotted line), and for the globally averaged case (thick solid line). In the lower panel we
also show the case where we fix the value of MF as calculated for vbc = 0 and use the correct
globally averaged halo mass function including the variation with vbc (dot-dashed line).
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Figure 4.9: Minimum halo mass which allows efficient gas cooling and subsequent star formation.
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The relative velocity effect adds an additional suppression of cosmic star formation by a factor
of 1.4 at z = 20 and 2.1 at z = 40. The relative velocities have a larger effect on the gas in
minihalos, the smaller halos that accrete gas that cannot cool. Since the total mass fraction in
halos continues to increase as we consider smaller and smaller halos masses (figure 4.8), the total
amount of gas in minihalos is very sensitive to the filtering mass, which is what produces the
(gradual) low-mass cutoff in gas accretion onto halos. In the absence of the relative velocities,
the total gas fraction in halos at z = 20 is 1.5× 10−2, consisting of 1.0× 10−2 in minihalos and
5 × 10−3 in galaxies. At z = 40, these gas fractions are 2.4 × 10−5, 2.3 × 10−5, and 1 × 10−6,
respectively. The relative velocities, in the global average, reduce these fractions to 6.4× 10−3,
3× 10−3, and 3.4× 10−3 at z = 20, and 2.8× 10−6, 2.4× 10−6, and 4× 10−7 at z = 40. Note
that the gas fraction above the H2 cooling mass is really an upper limit to the gas fraction that
undergoes star formation. Any significant feedback effect will raise the effective threshold for
star formation, making the total gas fraction in halos correspond almost completely to starless
halos (see discussion in Sec. 4.4).
4.3.3 Probability Distribution Functions
In addition to plotting mean values of various quantities, it is interesting to consider their
variation in different patches across the sky. Above, we have explicitly varied vbc but averaged
over the density fluctuations (note that the density and velocity are uncorrelated at a given
point). However, in order to calculate the full amount of variation of different quantities, i.e.,,
the probability distribution function (PDF), we must explicitly vary both the mean density and
the value of vbc in each region.
In the absence of relative velocities, the extended Press-Schechter model gives the variation
of the Press-Schechter halo mass function in regions of various mean density. No analytical
generalization of this formalism is known for the more accurate Sheth-Tormen model, but [196]
suggested a hybrid prescription that adjusts the abundance in various regions based on the
extended Press-Schechter formula, and showed that it fits a broad range of simulation results.
Generalizing this prescription to include the effect of relative velocity, we set
fbias(δc(z), δ¯RLS , RLS ,M, vbc) =
[
fST(δc(z), S
′(R))
fPS(δc(z), S′(R))
]
×fPS
(
δc(z)− δ¯RLS , S′(R)− S′(RLS)
)
, (4.23)
where the mean overdensity in the patch is δ¯RLS , and for a given halo mass, the variance S
′(R)
is calculated using the power spectrum modified by the local bulk velocity. The subtraction of
S′(RLS) accounts for the fact that δ¯RLS arises from density modes on scales larger than the
patch size, leaving only the remaining variance S′(R) − S′(RLS) for fluctuation modes within
the patch to supply the additional density needed to reach δc(z) and thus form a halo. We
clarify that the difference in variance is computed in a similar way as the variance from the
equation (4.16):
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Figure 4.10: In the left panel we plot the total mass fraction in halos above the cooling mass
(dashed lines) and total gas fraction in halos above the minimum cooling mass (solid lines). In
the right panel we show total gas fraction in halos (dashed lines) and gas fraction in minihalos,
i.e.,, in halos below minimum cooling mass (solid lines). All plots show two cases: no vbc (regular
lines) and the correct case where the vbc effect is taken into account and the isotropic averaging
is performed (thick lines).
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Figure 4.11: The PDF of the filtering mass MF at z = 20 (solid line) and z = 40 (dashed line).
We consider patches of radius RLS = 3 Mpc, and include the variation of vbc as well as the
mean density in each cell.
S′(R)− S′(RLS) =
∫
∆2m(k, vbc)(|W (k,R)|2 − |W (k,RLS)|2)
dk
k
, (4.24)
where now ∆2m(k, vbc) is the isotropically averaged local matter power spectrum modified by
the relative velocity effect.
In our case, the patches in which we will compute the baryon collapse fraction PDF will be
spheres of radius RLS = 3 Mpc (comoving). Note that if used to compute a mass function, the
above formula gives the Lagrangian halo number density, while the Eulerian density is larger by
a factor of 1 + δ¯RLS ; however no such transformation is necessary to compute the local fraction
of gas in halos.
We start by calculating the PDF for the filtering mass MF . In the scenario without vbc we
would have a universal value of MF , however, since various regions of space have different values
of relative velocity of baryonic and dark matter fluids this produces a variation in MF . The
distribution of relative velocities is given by equation (4.13) and it translates into the distribution
of MF using
PMF (MF ) = Pvbc(vbc)
dvbc
dMF
. (4.25)
The PDF of the filtering mass at z = 20 and z = 40 is plotted in figure 4.11. These distribution
functions are essentially determined by the distribution of the relative velocity and exhibit
clear peaks which correspond to values of the filtering mass around the maximum of the vbc
distribution, which occurs at vbc ≈ 1.2σvbc. As noted before (Figs. 4.3 and 4.4), the filtering
mass does not vary much in this redshift range, but at z = 20 it is slightly more sharply peaked
while the PDF at z = 40 extends more toward high values of MF . Filtering mass has a rather
significant scatter with the full width at half maximum of ∼ 1.5 × 105M at the redshift of
z = 20.
To better understand global properties of the first objects we calculate probability distribu-
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tion functions of the total gas fraction in halos as well as the gas fraction in halos above the
minimum cooling mass Mmin. As noted earlier, these gas fractions are affected by the distribu-
tion of relative velocities as well as the distribution of large-scale overdensities δ¯RLS . We consider
the PDF of gas fractions inside spherical patches (“cells”) of radius RLS = 3 Mpc, which are
small enough that vbc can be treated as roughly constant over a cell. We obtain the PDFs by
running a Monte Carlo simulation that generates random values of vbc using equation (4.13)
and of the large-scale overdensity within the cell δ¯RLS using a Gaussian of variance S
′(RLS). In
figure 4.12 we show the PDFs of the gas fractions in halos above and below the minimum cooling
mass Mmin ≈ 6×105M at z = 20. We also show the same distributions for the case with no vbc
effect. The figure shows how minihalos would be dominant at z = 20 (by a factor of 2 compared
to galaxies), but since vbc has a larger effect on the minihalos, it makes the gas content roughly
equal between galaxies and minihalos at that redshift. Each PDF has a non-Gaussian extension
towards high fractions (in fact, the distribution is approximately lognormal). Thus, the peak
of the PDF is significantly lower than the mean value; without the relative velocity it is 0.002
for galaxies and 0.008 for minihalos, and vbc moves it to ∼ 0.0015 for both. Also, the relative
velocities reduce the full width at half maximum from 0.004 (galaxies) and 0.008 (minihalos) to
0.003 for both.
4.4 Discussion and Overview of the Recent Results on the
Relative Velocity Effect
In this chapter we have shown that the relative velocity of baryons and dark matter has a sig-
nificant impact on the properties of the first bound objects and has to be considered in detailed
studies of the epoch of reionization and especially earlier epochs. The supersonic motion of the
baryonic fluid relative to the underlying potential wells created by the dark matter causes advec-
tion of small-scale perturbations by large-scale velocity flows, leading to a significant suppression
of gas accretion during halo formation and dramatically increasing the characteristic mass of
gas-rich objects at high redshifts (z > 10). In particular, instead of this characteristic filtering
mass being close to the Jeans mass of 2 × 104M at z = 20, it varies among various regions
from this value up to ∼ 106M, with a 1σ value (and global average) around MF = 2× 105M,
i.e.,, an order of magnitude higher than without the relative velocity effect.
In our detailed treatment, we included the spatial variation of the baryonic sound speed,
the suppression of baryonic perturbations on large scales, and the effect of the relative velocity,
through the modified power spectrum, both on the halo mass function and the internal gas
fractions in halos. In order to gauge the induced spatial variability, we further calculated the
full probability distribution functions of the characteristic mass and of gas fractions inside of
the first collapsed halos. These results are important for understanding of the relative velocity
effect on large scales, and clearly emphasize the need for more detailed studies of the effect.
Our results significantly extend the work done recently by Dalal, Pen, and Seljak [177],
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Figure 4.12: The PDFs of the gas fraction in halos above the minimum cooling mass (solid line),
and the gas fraction in minihalos, i.e.,, halos below the minimum cooling mass (dashed line) at
z = 20 for the case with the vbc effect (upper panel) and without the effect (lower panel).
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who showed that the relative velocity effect imprints a characteristic shape in the clustering
power spectrum of the earliest structures, with significant power on 100 Mpc scales featuring
highly pronounced baryon acoustic oscillations (BAO). This feature in the power spectrum can
potentially allow probes of physics on kpc scales using observations of the 100 Mpc scales. Dalal,
Pen, and Seljak also argued that the amplitude of the BAO is orders of magnitude larger at
z=20 than previously expected and that this characteristic signature can allow distinguishing
the effects of minihalos on intergalactic gas at times preceding and during reionization.
Our work used a more detailed treatment of the halo formation and gas accretion physics
compared to the work of Dalal, Pen,and Seljak and found a suppression factor due to vbc at
z = 20 of 1.6 and 3.3, for star-forming halos and minihalos, respectively. In their approach they
did not separate these two categories, and found a factor of 2.5 suppression in the collapsed
fraction, which under their approximation can be interpreted as a suppression of star formation.
Our work removed this and many other approximations used in [177]. Comparing to our work,
we expect that their calculation of Lyman-α flux fluctuations is qualitatively correct but may
be somewhat overestimated and requires a more detailed analysis.
4.4.1 Formation of the First Stars
The relative velocity effect also modifies the star formation history, delaying star formation and
causing significant spatial fluctuations. We participated in two detailed studies of the modifi-
cations to the star formation caused by the relative velocity effect led by Rennan Barkana, Eli
Visbal and Anastasia Fialkov [197, 198]. These studies significantly improved our understanding
of the relative velocity effect and showed that effect of relative velocity on the star formation
is not limited to the suppression of halo number density and reduction of gas content in early
halos, but also includes significant boosting of the minimal cooling mass [197].
The formation of the very first stars is expected to be relatively simple compared to the star
formation processes in the present-day universe due to the absence of heavy elements, simplified
gas dynamics in the absence of dynamically relevant magnetic fields and feedback from luminous
objects [191, 199, 164]. The first stars form in halos which become massive enough to accrete
sufficient amount of gas necessary for molecular cooling [191]. The threshold for the formation
of the first stars is characterized by the minimum cooling mass (Mcool) or equivalently by the
minimum circular velocity Vc =
√
GMhalo/Rvir, where Rvir is the virial radius. In a patch with
no relative motion, the mass drops rapidly with redshift, since at higher redshift the gas density
is higher and a given halo mass heats the infalling gas to a higher virial temperature. The drop
in Mmin with increasing redshift in patches without the relative velocity effect is illustrated in
figure 4.9. The results of our investigation presented in previous sections of this chapter and
published in [200] rely on the approximation in which minimum cooling mass does not depend on
relative velocity and is constant at a fixed redshift. The subsequent work led by A. Fialkov [197]
removed that approximation, showing that in regions with large relative velocity Mcool and
corresponding Vc are significantly increased. Specifically it was shown that in a region at the
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root-mean-square value of vbc the higher bulk velocity at high redshift implies that a higher halo
mass is needed for efficient molecular cooling. In particular, at redshift z = 20 a patch with
vbc = 0 will form stars in 3.6× 105M halos, while a patch with the root-mean-square value of
vbc has a minimum cooling mass of 6.0×105M. At z = 60 these numbers become 7.2×104M
and 7.0× 105M respectively. In patches with low bulk velocity we expect stars to form earlier,
since the halos with lower masses are more abundant and form earlier in the hierarchical picture
of structure formation.
In order to quantify the effect of relative velocity on the minimum cooling mass we analyzed
the results of recent small scale numerical simulations of structure formation which we describe
in detail in section 4.4.2. Small-scale simulations performed by Greif et al. [201], Maio et al. [202],
and Stacy et al. [167] allowed fitting the minimum circular velocity necessary for a given halo to
form a bound object as a function of the relative velocity. We introduced a simple, yet physically
well motivated ansatz, describing the dependence of the Vc on the magnitude of relative velocity
in a given region of space:
Vcool(z) =
(
V 2cool,0 + [αvbc]
2
)1/2
, (4.26)
where Vcool,0 is the minimum halo circular velocity required for molecular cooling in the absence
of the relative velocity.
The best fit to numerical simulations, which we refer to as “optimal fit” gives us Vcool,0 =
3.714 km/sec and α = 4.015. The results of the fit are illustrated in figure 4.13. These results
clearly show a substantially increased minimum cooling mass in regions with a significant relative
velocity and emphasize the importance of proper consideration of the relative velocity effect in
the analysis of structure formation. The effect of boosting the minimum cooling mass that
changes the way first structures form is a different effect from the suppression of the amount of
gas, which we introduced in section 4.3.1 and which implies a smaller number of stars in the
halo at a given time; instead in this case there is a substantial delay in the formation of the first
stars within halos. Moreover, this effect is not simply related to the total amount of accreted
gas, since in the cases with a bulk velocity, even if we wait for the halo to accrete the same
total gas mass as its no-velocity counterpart, it still does not form a star (even within the now
deeper potential of a more massive host halo); the delay is substantially longer than would be
expected based on a fixed total mass of accreted gas. The explanation lies with the internal
density and temperature profiles of the gas, which are strongly affected by the presence of the
streaming motion. The resulting delay in star formation can be explained by the fact that the
first stars form from the gas that would have accreted early and formed the dense central cores
in which stars form; this gas tries to accrete early (when vbc is still very large) into a still-small
halo progenitor, so it is affected most strongly by the suppression of gas accretion due to the
bulk velocity.
The central conclusion of the work presented in [197] is that the early star formation is
significantly delayed by three different manifestations of the relative velocity effect: suppression
of the halo abundance, suppression of the gas content within each halo, and boosting of the
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Figure 4.13: Top panel: The minimum halo circular velocity for gas cooling via molecular
hydrogen versus the bulk velocity vbc(z) when the halo virializes. Data are taken from [167]
and [201]. We show our fits to each set of simulation results (dot-dashed and dashed, respec-
tively). We also show our “optimal” fit to SPH simulations (thick solid line), the “fit” to AMR
simulations (regular solid line), and the case of no streaming velocity (dotted line, based on
our optimal fit). The vertical solid line marks the root-mean-square value of vbc(z) at z = 20.
Bottom panel: We show the minimum halo mass for molecular cooling versus redshift, in a
patch with the root-mean-square value of vbc(z) at each redshift z, for each of the fits from
the top panel; in particular, we show (dotted line) the case of no relative motion based on our
optimal fit (i.e.,, Vcool = Vcool,0 = 3.714 km/sec). This figure is adopted from [197] with the
permission of the first author.
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minimum cooling mass. Out of these three manifestations cooling mass boost and the halo
abundance cut effect the star formation in the most significant way. The importance of the
relative velocity on the star formation is best illustrated by considering the formation of the
very first star in the observable universe. By combining our formalism with the theoretical
models developed by Naoz and Barkana we show that the very first star in the observable
universe is delayed by ∆z ∼ 5 and would form around the redshift z = 65 instead of the redshift
z ∼ 70 as predicted by models without the relative velocity effect.
Second collaboration led by E. Visbal also produced exciting results [198] related to the
spatial distribution of the first stars and early galaxies, showing that the very first objects where
formed in a cosmic web which is significantly different from the one expected in simulations
without the relative velocity. By using a fully consistent hybrid approach to produce maps of
the first stars and we showed unique features in the spatial distribution of the first sources of
reionizing radiation and discovered that correct treatment of the initial conditions significantly
modifies large-scale clustering of the first stars and produces clear observable features in all
radiation fields affected by the early stars including 21 cm radiation. Figure 4.14 prepared by
E. Visbal using an expanded version of the code described in chapter 3 compares distribution of
the very first cosmic structures in cases with and without relative velocity effect and provides a
clear intuitive picture of the impact rendered by the relative velocity.
4.4.2 Simulations of the Relative Velocity Effect
Following our initial publication [121], which introduced relative velocity effect, a number of
groups attempted to advance the understanding of the implications of the effect using numerical
simulations. Major simulation efforts include studies by Greif et al. [201], Maio et al. [202],
Stacy et al. [167], and Naoz, Yoshida, and Gnedin [203]. These simulations significantly expand
our understanding of the relative velocity effect and serve as a great foundation for larger and
more detailed future simulations.
Numerical simulations face a great difficulty at high redshift, since they must resolve the
then-typical tiny galaxies while at the same time capture the global galaxy distribution which
is characterized by strong fluctuations on very large scales [204]. The relative velocities are
correlated up to scales above 100 Mpc [198], and they are important at high redshifts where star
formation is dominated by very small halos. Cosmological simulations that cover this range of
scales are not currently feasible, and therefore various approximations and simplifications are
necessary to obtain results that capture the importance of the relative velocity effect. One of
the possible solutions is to consider boxes of the size of coherence scale of the relative velocity
field. This approach allows simulations of halo formation in small patches of uniform relative
velocity, and this is the route taken by most simulations groups that studied relative velocity
effect so far. In table 4.2 we summarize simulation parameters from several studies.
These simulations produced extremely interesting results and clearly demonstrated suppres-
sion of the star formation. Their results, however, vary significantly in estimating the importance
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Figure 4.14: A two-dimensional slice of a volume of ∼384 Mpc on a side at z = 20. We
show the overdensity (bottom right panel), the magnitude of the relative baryon to dark-matter
velocity (bottom left panel), and the gas fraction in star-forming halos, including the effect of
relative velocity (upper left panel) or with the effect of density only (upper right panel). The
relative velocity is given in units of the root-mean-square value. For the gas fraction, the colors
correspond to the logarithm of the fraction normalized by the mean values, 0.0012 and 0.0021
for the case with and without the velocity effect, respectively; for ease of comparison, the scale
in each plot ranges from 1/5 to 5 times the mean. The no-velocity gas fraction map is a biased
version of the density map, while the velocity effect increases the large-scale power and the map’s
contrast, producing larger, emptier voids in the distribution of stars. This figure was adopted
from [198] with the permission of the first author.
Study Box Size Mmin of the Gas Particle Number of particles
Maio et al. [202] 5/h & 0.7/h Mpc 100 M 2× 3203
Stacy et al. [167] 100/h kpc 9 M 2× 1283
Greif et al. [201] 500 kpc 272 M 2× 2563
Table 4.2: Parameters of the simulations of the relative velocity effect produced by various
groups [167], [201], [202]
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of the relative velocity effect and appear at first glance to show a smaller suppression effect than
we predict using analytical tools. This difference is not surprising if we note that these sim-
ulation papers focus on star-forming halos around z ≈ 15, while the largest effects that we
find occur for star-less minihalos at higher redshifts. At z > 20, Maio et al. [202] find tens
of percents difference in the gas fractions, although the statistical errors are large. Stacy et
al. [167] find a delay in gas collapse by ∆a/a = 0.14 for vbc/σvbc = 1 and [201] observed a
delay in star formation by ∆z ∼ 4 for objects forming around z ∼ 15 − 30. Difference in the
results is caused also by different numerical techniques and a set of approximations used by the
authors. Specifically, the difference may come in part due to different treatment of the cooling
process and implementation of molecular and atomic cooling processes. We also note that the
choice of initial conditions should be carefully considered: standard initial condition codes do
not properly treat the separate baryonic and dark matter perturbations or the gas temperature
perturbations, leading to a filtering mass that is too high by a factor of ∼ 2 at vbc = 0 [178]; as
such they may underestimate the effect of relative velocities.
A detailed comparison between theoretical predictions of gas distribution in the first galaxies
and minihalos and results of extensive numerical simulations has been performed by Naoz,
Yoshida, and Gnedin [203]. This study statistically quantified the effect of relative velocity
using large cosmological simulations with different resolutions, particle numbers, and values
of the vbc. Naoz, Yoshida and Gnedin concluded that the total number density of halos is
suppressed by ∼ 20% at z = 25 for vbc = 1σvbc, while for vbc = 3.4σvbc the relative suppression
at the same redshift reaches 50%, remaining at or above the 30% level all the way to z = 11.
They also found high abundance of “empty halos”, i.e.,, halos that have gas fraction below half
of the cosmic mean baryonic fraction f¯b. Specifically, they showed that for vbc = 1σvbc all halos
below 105 M are empty at z ≥ 19.
Along with important conclusions and insights simulation papers produced pictures and
maps which allow visualization of the relative velocity effect and make our understanding of the
underlying processes much more intuitive. A great example of the simulation results is provided
in figure 4.15, which shows the delay in star formation caused by relative velocity effect.
Finally, we note that both simulations and theoretical studies of the relative velocity effect
are complicated by a large number of degeneracies and various feedback effects which may
reduce or mask some of the effect of the relative velocity. For galaxies, local feedback from
star formation may effectively raise the minimum halo mass for star formation (except for the
very first generation of stars). The possibilities include supernova feedback as well as radiative
feedback acting via photoheating and photoevaporation or suppression of H2 formation, although
“positive” feedback due to X-ray ionization enhancing H2 formation has also been suggested
[205, 206]. For minihalos, astrophysical heating, e.g.,, from an early X-ray background, may
heat the gas and raise the filtering mass above the value due to vbc. There are many unknowns,
but these various effects could begin to be significant by z ∼ 20, and very likely by the time
of significant cosmic reionization. Still, the relative velocity between baryons and dark matter
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Figure 4.15: A comparison of three statistically independent minihalos with no streaming ve-
locity (top panels), and with an initial streaming velocity of 3 km s−1 applied at z = 99 from
left to right (middle and bottom panels). The figure shows the density-squared weighted gas
temperature projected along the line of sight when the hydrogen density in the center has just
exceeded nH = 10
9 cm−3 (top and bottom panels), and when the streaming case has evolved
to the same redshift as the no-streaming case (middle panels). In the presence of streaming
velocities, the effective Jeans mass of the gas is increased. The underlying dark matter halo
therefore becomes more massive before the gas can cool, which delays the onset of collapse.
This figure was adopted from [201] with the permission of the authors.
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is the main determinant of the gas content of halos at the highest redshifts. Clearly, detailed
analysis of these feedback effects and consequences of the relative velocity effect for observational
cosmology represents an exciting direction of modern astrophysics and will provide extremely
interesting results in the coming years.
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Chapter 5
Proton-Hydrogen Collisions and
Physics of Balmer-Dominated
Shocks∗
In this chapter we look into a unique cosmic environment which allows detailed investigation
of plasma physics phenomena in conditions unreachable in the Earth-based laboratories. This
unique environment is a shock of a supernovae remnant (SNR) propagating into the interstellar
medium (ISM) with densities around 0.1−1 cm−3. The uniquely low densities of the ISM, which
are typically about 1000 times lower than density of the most high-quality vacuum produced in
terrestrial laboratories, render astrophysical shocks collisionless, meaning that the shocks are not
formed by two-body Coulomb collisions, since the mean free path for these collisions is too large.
Collisionless shocks from the supernovae remnants are associated with production of cosmic rays
which are believed to be accelerated by the Fermi acceleration mechanism [207, 208]. For that
reason SNR shocks represent an exceptional resource for the particle physics and high-energy
astrophysics communities.
In this study we concentrate on a subset of shocks in supernovae remnants called Balmer-
dominated shocks (BDS). These shocks represent a unique laboratory for studying astrophysical
shocks, including processes such as electron heating and cosmic ray acceleration that are not
observationally accessible in other astrophysical settings. BDS are fast (200 – 10000 km/s)
astrophysical shocks with the presence of a strong hydrogen emission with both narrow and
broad components and almost complete absence of forbidden metal lines. BDS are observed
around energetic cosmic pistons such as supernova remnants, pulsars, wind nebulae and novae;
they may also be relevant in gas accretion in young, high-redshift galaxies (see [209] for a review).
Specific observations of the BDS include emission spectra from several supernovae remnants,
such as SN 1006 [210, 211, 212, 213], Kepler Remnant SN 1604 [214, 215, 216], Cygnus Loop [217,
218, 219], Tycho SN 1572 [211, 212, 219], RCW 86 [220, 221, 219] and SN 1987A (see [222] and
references therein). In the case of SNR 1987A hydrogen line emission originates in the reverse
∗The material in this chapter is based on Excitation and charge transfer of hydrogen atoms: an improved
algorithm for n ≥ 4 and E ∼ 10 keV, D. Tseliakhovich, C. Hirata, and K. Heng, to be submitted to Mon. Not.
R. Astron. in January 2012. Material in this chapter is significantly expanded compared to the paper to include
broader overview of the shock physics.
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shock propagating into the rapidly expanding supernovae debris, rather than into stationary ISM
gas as in most of the other observed cases. Balmer-dominated shocks have also been observed
in the pulsar wind nebulae [223].
Investigation of the physical properties of Balmer-dominated shocks represents an exciting
frontier of astrophysics which draws a lot of attention from both the astronomy and physics
communities. The observational importance of Balmer-dominated shocks stems from the fact
that collisional excitation and charge exchange processes occurring inside of those shocks lead
to emission of atomic hydrogen lines with profiles sensitive to the ion velocity distribution.
For that reason BDS can be used for testing the equipartition of energy between ions and
electrons, yielding important insights into the plasma physics of these shock fronts. Furthermore,
observation and modeling of the broad line emission and of the broad-to-narrow intensity ratio
can be effectively used to determine the ratio of electron to proton temperature, β ≡ Te/Tp,
which is critically important for understanding physical mechanisms at work in collisionless
plasmas [209, 210].
Electron-proton temperature equilibration inside of shocks represents an important open
question in plasma physics studies. In the case when there is no energy transfer between the
two species, the temperature ratio equals the mass ratio β ≡ Te/Tp = me/mp ∼ 1/2000. In most
cases however, effects such as plasma waves, magneto-hydrodynamic turbulence and electrostatic
instabilities at the shock front can increase the electron temperature, with the final ratio ranging
from Te/Tp ∼ 0.1 to Te/Tp = 1. One of the goals and motivations behind detailed BDS studies
is to constrain the value of β and fully understand the mechanisms responsible for temperature
equilibration.
Connecting plasma physics phenomena occurring inside of BDS with observed hydrogen lines
requires detailed understanding of high-nl proton-hydrogen collisions. At relative velocities
of vrel & 1000 km s−1, the excitation of hydrogen atoms becomes dominated by interactions
with protons rather than electrons [224]. However, the lack of precise cross sections at these
velocities, either from theory or experiment, has hampered a more accurate diagnostic of the
physical parameters of Balmer-dominated shocks. In particular, the Balmer decrement, which
is the ratio of the Hα to Hβ line intensities, requires the knowledge of accurate proton-hydrogen
excitation and charge transfer cross sections to the excited hydrogen states characterized by
principal quantum number n = 4. Furthermore, the use of higher-order Balmer lines (e.g., Hγ)
or the infrared Paschen and Brackett line series as additional diagnostics of these shocks is not
possible until n > 4 cross sections have been computed.
Recent observations of Balmer-dominated shocks [211, 219, 225] (see also [209] for a detailed
review) in supernovae remnants create a clear demand for high precision cross sections for high-nl
proton-hydrogen collisions. These observations, as well as results which are becoming available
in the near future motivated us to develop a novel algorithm for computing cross sections for
the H + H+ collisional system, including excitation and charge transfer to the n ≥ 2 levels of
hydrogen atom. In this chapter we develop and implement a code named BDSCx which directly
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solves the Schro¨dinger equation with variable (but nonadaptive) resolution and utilizes a hybrid
spatial-Fourier grid. Our novel hybrid grid reduces the number of grid points needed from
∼ 4000n6 (for a “brute force”, Cartesian grid) to ∼ 2000n4 and speeds up the computation by
a factor ∼ 50 for calculations going up to n = 4. We present (l,m)-resolved results for charge-
transfer and excitation final states for n = 2–4 and for projectile energies of 5–80 keV, as well
as fitting functions for the cross sections. We use our results to calculate Hβ line intensities and
the Balmer decrement (the ratio of Hα to Hβ line intensities). We also intend to use our results
in a detailed study of the recent observations of the BDS in SN-1006 performed in collaboration
with S. Nikolic, K. Heng, and G. van de Ven [226].
The rest of this chapter is organized as follows. In section 5.1 we discuss general properties
of shocked media and specific properties of the Balmer-dominated shocks; we also provide a
concise explanation of how one could compute observable parameters of the BDS and emphasize
the importance of knowing precise cross sections of proton-hydrogen collisions. In section 5.2
we provide a detailed description of the theoretical model behind our analysis of high-nl proton-
hydrogen collisions and describe major constraints driving the development of the code for cross
section calculations. Section 5.3 describes the code developed for our calculations and shows the
results of extensive consistency tests. We discuss capabilities and limitations of the code and
provide guidance on how this code can be expanded and used by other groups. In section 5.4,
as well as in appendixes A and B, we provide results of cross section calculations and compare
our results with earlier studies. In section 5.5 we briefly discuss astrophysical applications of
the obtained cross sections with specific focus on Balmer-dominated shocks. Our results are
summarized in section 5.6.
5.1 Physics of Balmer-Dominated Shocks
Shocks are generated wherever matter is accelerated past the sound speed of the medium in
which they are propagating and are present in a large variety of physical media (see [227] for a
review). For example, in astrophysics shocks are encountered in stellar winds, planetary nebulae,
nova ejection, supernova explosions, and accretion of hot intergalactic gas onto galaxies.
To better understand the physics of shocks we consider a simple model in which a shock front,
defined as the region over which the velocity, density, and pressure undergo sudden changes,
moves into a stationary gas medium with the velocity vs. In this case we define the speed of
the gas relative to the shock front as u. When the preshocked gas enters the shock front, its
velocity, density, and pressure changes discretely from u0, ρ0, P0 to u1, ρ1, P1. This transition
is schematically illustrated in figure 5.1. Equations connecting initial values and the values after
the shock front transition are known as jump conditions across a shock and can be derived from
the mass, momentum, and energy conservation requirements. For ideal gas jump conditions can
be written as [228]
ρ1
ρ0
=
u0
u1
=
(γ + 1)M20
(γ + 1) + (γ − 1)(M20 − 1)
, (5.1)
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Figure 5.1: A schematic illustration of a shock wave in which discrete jump in density, velocity,
and pressure occurs at the shock front with zero thickness.
P1
P0
=
2γ
γ + 1
M20 −
γ − 1
γ + 1
. (5.2)
Here, γ is the adiabatic constant (γ = 5/3 for adiabatic monoatomic gas), and M0 is the Mach
number of the shock wave, which is the ratio of the shock speed to the sounds speed of the
gas. Equation 5.1 clearly shows that for strong shocks (M0 →∞) propagating into an ideal gas
velocity jump is u0/u1 → 4.
Jump conditions along with ideal gas law allow complete characterization of the shock in
this approximation. For example, it is straightforward to derive temperature ratio for pre- and
postshock gas and to show that for shock velocities vs ∼ 1000 km/s the postshock gas can be
heated to over 107 K. This simple approximation allows one to clearly see that shock represents
an extremely effective environment for heating of the ISM and provides an opportunity to
study a large variety of phenomena which can not be easily reproduced on Earth. Specifically,
astrophysical shocks represent the most likely environment for cosmic ray acceleration and hence
observations and theoretical studies of the shocks are central for the high-energy astrophysics
as well as for the particle physics communities.
Balmer-dominated shocks (BDS) are specific subset of astrophysical shocks characterized by
strong Balmer and Lyman line emission. BDS are high velocity (& 200–2000 km/s) collisionless,
nonradiative shocks that are most commonly observed around supernovae remnants. The age
of typical BDS observed in supernovae remnants is ∼ 100–1000 years, which is much less than
typical cooling and recombination timescales, and hence BDS do not produce radiation that
can significantly impact the dynamics of the shock fronts. The collisionless nature of Balmer-
dominated shocks is determined by the fact that the length scale of atomic collisions between
particles inside of the shock is much larger than typical scale of gyration in the ISM’s magnetic
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field. This is easy to see by writing down the corresponding length scales:
lcol ∼ 1
nσcol
∼ 1015( n
1cm−3
)−1 cm, (5.3)
lgyro ∼ vsmp
qBISM
∼ 106( vs
1000km/s
)(
BISM
1µG
)−1 cm,
where σcol ∼ 10−15 cm2 is dominated by charge transfer and excitation for shock velocities
∼ 1000 km/s. Because of the collisionless nature of the Balmer-dominated shocks, the tempera-
ture ratio between electrons and protons is determined by collective electromagnetic interactions
(such as electrostatic interactions in the shock front and magneto-hydrodynamic turbulence),
and not by physical collisions [209].
Hydrogen line emission in Balmer-dominated shocks consists of both broad and narrow lines
which come from two distinct populations of hydrogen atoms. As the shock impinges upon the
ISM, some of the cold hydrogen atoms present in the upstream gas get excited through collisions
with energetic protons from the shock and emit a narrow line (∼ 10 km/s) characteristic of the
thermal velocity of the ISM hydrogen. The second population contributing to the BDS line
emission is called “broad neutrals” and consists of hydrogen atoms produced in charge transfer
reactions between neutral hydrogen of the ISM and energetic protons from the shock. Emission
from these “broad neutrals” gives rise to a broad hydrogen line (∼ 1000 km/s) [229, 210]. Other
important, although not unique, observational characteristics of the BDS include absence of
forbidden lines of metals and lack of nonthermal X-ray emission.
The observable quantities of Balmer-dominated Shocks, that allow comparison between the-
ory and observation, are the profiles and intensities of broad and narrow lines, and the velocity
shifts between the two components. An illustration of the BDS from the combined optical and
X-ray images of the supernova remnant RCW86, which emphasizes the observable hydrogen
lines, is provided in figure 5.2. Observable features of the BDS, such as ratio of the broad to
narrow lines, the line profiles and ratios of various hydrogen lines depend on the equilibration
of electron and ion temperatures, on the velocity of the shock, and on optical properties of
the ambient medium (specifically optical depth of the ISM for Lyman photons). Theoretical
explanation and reproduction of these observable characteristics is a primary goal behind de-
velopment of theoretical models and numerical codes for studies of the BDS. Such models had
been under development for several decades [210, 219, 224, 230, 231, 232, 233, 234] and still
represent an active area of research [209, 226].
Below we describe a general mechanism for calculation of the line intensities and show the
importance of knowing cross sections for proton-hydrogen collisions, which are calculated later
in this chapter.
5.1.1 Line Strength and Profiles
Intensities and profiles of emission lines can be calculated by multiplying the rate at which atoms
are excited by a weighting factor determined by a probability of a given line being emitted in
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Figure 5.2: The image shows combined optical and X-ray image of northeastern RCW86 (a
Galactic supernova remnant), adapted from [235]. The blue and pink colors represent the
Chandra broad-band (0.110 keV) and Very Large Telescope (VLT) narrow-band Hα emission,
respectively. The image also illustrates one of the observables in the BDS studies–the two-
component Hα line profile from a with clear broad and narrow components. Images courtesy
of Eveline Helder.
that reaction. For Hα emission, the narrow line emission rate per atom can be written as [224]
Inarrow(Hα) =
C32
1− PE0
m∑
n=3
RE0,n Cn3. (5.4)
Here the Cnn′ are the cascade matrices which give the probability that a hydrogen atom
excited to state n will get deexcited into the state n′ < n via all possible routes (emission of
a photon or collisional deexcitation). RE0,n is the rate coefficient for excitations to the n-state
before charge transfer reaction, and PE0 is the net probability that the atom will be excited into
any level n. This net excitation probability is determined by the total reaction rates per atom
for ionization (RI0), excitation (RE0), and charge transfer (RT0) and can be written as
PE0 =
RE0
RI0 +RE0 +RT0
. (5.5)
The broad line emission is composed of all excitations after the first charge transfer and also
from charge transfer reactions to excited states:
Ibroad(Hα) =
C32
1− PE0
m∑
n=3
[
PT0
PI
(RE,n +RT∗,n) +RT∗0 ,n
]
Cn3, (5.6)
where RE,n is the rate of excitations to state n after any number i ≥ 1 of charge transfer
reactions and RT∗,n is the corresponding rate of charge transfer reactions to excited states [224].
Here again PE0 represents the net probability of excitation, however in this case the particle of
interest is “broad neutral” rather than cold hydrogen atom from the preshocked gas. We note
that Lyman line emission profiles can be computed in a similar way.
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In general, the rate (in units of s−1) at which a hydrogen atom from the ISM will have a
reaction X (where X stands for excitation (E), ionization (I), or charge transfer (T )) after a
collision with ions from the shock propagating at the velocity vsh can be written as
R(vsh;σX) = na
∫ ∫
fa(va) fb(vb) σX(|va − vb|) |va − vb| d3va d3vb. (5.7)
In the case of Balmer-dominated shocks, the ions causing the reaction to occur come from
the shock and can be either protons, electrons or alpha particles. Moving forward with this
integral requires a set of assumptions regarding the content of the shock front and the velocity
distributions of various ionic species inside of the shock. Here we assume incoming ions to have
mass ms, number density ns, temperature Ts, and a Maxwellian velocity distribution function:
fM (v) = (ms/2pikTs)
3/2 exp
(
−msv
2
2kTs
)
, (5.8)
To simplify the derivation, the cold, preshocked hydrogen atoms from the ISM can be described
by a delta function:
f0(vH ,vsh) = δ(vH − vsh). (5.9)
With these assumption we can write down the rate of the reaction X between incoming ions
of the shock front and hydrogen atoms of the ISM as
RX0(vsh;σX) = nsfM,0
∫ ∫
exp
(
−msv
2
2kTs
)
δ(vH − vsh) σX(|vH − v|) |vH − v| d3vH d3v
= 2pinsfM,0
∫ ∞
−∞
∫ ∞
0
exp
[
−ms(v
2
r + v
2
z)
2kTs
]
∆v σX(∆v) vr dvr dvz.(5.10)
In case of Balmer-dominated shocks we are mainly interested in production of Balmer line
photons which originate in transitions from 3s and 3d to 2p levels and from 3p to 2s. In the case
of the 3p to 2s atomic transitions, one needs to take into account possibility of direct transition
from 3p to 1s with the emission of Lyβ photon. This possibility is taken into account by using
appropriate branching ratio coefficient and writing the total Hα cross section in the following
way:
σHα = σ3s + σ3d +B3p,2sσ3p. (5.11)
The branching ratio depends on the physical conditions inside of the shock. If the shock
medium is optically thick to Lyβ photons, than all those photons get reabsorbed by neutral
hydrogen atoms, and the only photons that can escape are those contributing to the Balmer
line. In this case B3p,2s ≈ 1. On the other hand, if the shock is optically thin, the branching
ratio is B3p,2s ≈ 0.12.
Observable line intensities are sensitive to the velocity of the shock, distribution of the
hydrogen atoms and protons in the shock and to the temperatures of different species inside of
shocks. To extract these quantities it is important to measure not only the broad and narrow Hα
lines but also higher lines of hydrogen and different ratios such as Balmer decrement, Hα/Hβ .
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These additional lines and ratios are critical for accurate reconstruction of ion temperature and
velocity distributions and phase space structure of the shock. From the above equations we
see that reconstruction of lines with higher values of quantum number n require excitation and
charge transfer cross sections for high-nl proton hydrogen collisions. Specifically, for analysis
of Hβ line and Balmer decrement we need to know cross section for 4s, 4p and 4d levels of
hydrogen.
Reaction cross sections for excitations and charge transfer in hydrogen atoms are among the
most important quantities in determining reaction rates and thus the observable line intensities
in BDS emission. A glaring and surprising gap in the existing literature, either from theory or
experiment, is that cross sections for the reaction,
H(1s) + H+ → H (n ≥ 4) + H+, (5.12)
are essentially nonexistent at the velocities relevant to Balmer-dominated shocks. In the absence
of these cross sections, some researchers have resorted to using inaccurate scaling laws such as
σnl =
(n0
n
)3
σn0l, (5.13)
where n0 < n, to extrapolate for cross sections with n ≥ 4 using available ones with n0 ≤ 3. This
scaling law is derived using Born approximation and is only approximately valid at intermediate
energies [236]. Besides the inaccuracy associated with such extrapolation, it also leaves open
the question of how to obtain cross sections for levels with l values which do not exist for n0 ≤ 3
(e.g.,, 4f).
Initial attempts to calculate and measure cross sections of hydrogen collisions date back to
the 1960s [237, 238, 239, 240]. On the theoretical side, the success of these efforts has been
hindered by the high computational cost of numerical simulations. On the experimental side, it
has been limited by stringent requirements of creating high vacuum states and the high costs of
preparing and characterizing atomic hydrogen targets.
In calculating cross sections for high-nl proton-hydrogen collisions it is important to consider
several distinct cases. At low velocities, V << 1, collisions between a hydrogen atom and a
proton lead to large deflections of colliding particles and in this case, as in the case of unbound
H+2 molecule, electron wave function deforms adiabatically during the collisional time which
significantly exceeds atomic timescale. In such situations the initial configuration of the collision
system is considerably modified during the collision, and the process must be treated in a way
which reflects the interplay between various quantum states of the electron’s wave function.
This problem has been addressed with the close-coupling approximation which assumes that,
during the atomic collision, the electron wave function transitions between a certain number
of configurations which form the “basis set” of functions (see [230] for a detailed review). The
dominant outcome of the collisions at low energies is the charge transfer between colliding
particles.
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On the other hand at high energies, V >> 1, the collision is relativistic, and the collid-
ing particles follow undeflected straight-line trajectories. This case is well described by Born
approximation in which the incoming proton is seen as a small perturbation of the electron’s
wave function [231]. The dominant outcome of the collision in relativistic regime is excitation
or ionization of the hydrogen atom.
The third case corresponds to intermediate velocities V ∼ 1, where collisional times are
of the order of atomic timescale, and therefore perturbative treatment of the problem is no
longer possible. This is precisely the regime relevant to the Balmer-dominated shocks, and
in this case behavior of the electron wave function is more complicated than at low energies
or relativistic energies. At the intermediate energies (∼ 10 − 100 keV) there is no dominant
outcome for a collision: charge transfer, collisional excitation and ionization are all important
and interconnected. There is no clear intuitive picture of the mechanism for populating various
electron quantum states, and therefore the use of close-coupling approximation is challenging
and requires development of multiple basis sets and extensive convergence tests. Analysis of
the proton-hydrogen collisions at intermediate energies in the close-coupling approximation has
been an active area of research [230, 232, 241, 242, 243, 244, 245, 246, 247]; however, accuracy
of the obtained results is still not fully determined as convergence tests of these methods are
extremely hard, especially if extended over a large range of energies [242, 243].
An alternative method to addressing the problem of proton-hydrogen collisions at inter-
mediate energies is direct solution of the Schro¨dinger differential equation on a numerical
grid [248, 249, 250]. In fact, the grid-based method can be thought of as a finite basis set
method with one basis function for each point on the grid. Over the past decade, several groups
successfully attempted this approach [251, 252], producing results for energies ranging from 10
to 100 keV. Numerical grid methods are easier to convergence test, however they are notoriously
computationally demanding due to the long-range nature of the Coulomb electrostatic force.
This is especially true if one needs to accurately represent states of high n and for that reasons
previous studies with this methods were limited to n ≤ 3.
In most cases, the results obtained in previous studies measure and/or calculate cross sections
of hydrogen collisions in the velocity range ∼ 100–1000 km s−1 only with a precision ∼ 10%–30%
(see [209] and references therein). There is also a substantial disagreement between experimental
results and theoretical calculations (see, for example [241, 253], and references within [209]). In
cases of final states with n > 3, robust theoretical or experimental cross sections in the energy
range relevant to Balmer-dominated shocks studies do not exist at all.
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5.2 Computational Model for Cross Section Calculations
5.2.1 Initial Setup for Precise Cross Section Calculations
Our objective is to determine the cross sections for reactions of the form:
HA(1s) + H
+
B → X. (5.14)
The hydrogen nuclei are assumed to be very massive so that their motion can be treated clas-
sically and one only has to follow the evolution of the electron wave function in the potential
created by the two nuclei. Except for extremely small impact parameter b ≤ m−1p v−2 all poten-
tial energies are negligible compared to the nuclear kinetic energy, so we may use an undeflected
(straight line, constant velocity) trajectory for the nuclei. In this limit one can distinguish the
two nuclei, hence their description as HA and HB. We define the time of closest approach to be
t = 0.
The initial electronic state is that of the 1s orbital of atom A, i.e., |1sA〉. The final states X
under consideration correspond to (i) no reaction (|1sA〉); (ii) excitation (|nlmA〉, n ≥ 2); (iii)
charge transfer (|nlmB〉); and (iv) ionization (everything else). All of these are of interest, even
for high n levels, for example for the Hβ lines the upper level is n = 4 and for the Brα lines the
upper level is n = 5.
We choose a coordinate system such that the relative velocity lies along the z-axis, V = V eˆz,
and the nuclear separation vector lies in the xz-plane. That is, the relative separation is
rA − rB = beˆx + V teˆz. (5.15)
Note that the electron wave function is always symmetric under reflection across the xz-plane.
We will choose the origin of the coordinate system in the x-direction such that xA =
1
2b, and
xB = − 12b. The choice of origin in the z-direction will be discussed later.
The cross section to produce a particular final state X is given by
σX = lim
T→∞
∫ ∞
0
2pib
∣∣∣〈X|Sˆ(−T, T )|1sA〉∣∣∣2 db, (5.16)
where Sˆ(ti, tf) is the time evolution operator. The S-matrix element can in principle be obtained
by evolving |1sA〉 forward in time, |X〉 backward in time, or some combination of both. For
example, one could evolve both states to t = 0, that is one could factor Sˆ as Sˆ(−T, T ) =
Sˆ(0, T )Sˆ(−T, 0) and have Sˆ(0, T ) back-operate on 〈X|. The results in the present study are
based on evolving |1sA〉 forward as this is the most efficient way to generate cross sections for
large numbers of final states.
Computation of the matrix elements requires us to solve the Schro¨dinger equation. Two
general types of methods could be considered: finite basis set methods, and direct solution of
the Schro¨dinger equation on a grid (this is not an exhaustive list). A grid-based method can in
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Dimension Name Expression Value in SI
Length Bohr radius a0 = ~/(mecα) 5.29× 10−11 m
Energy Hartree Eh = α
2mec
2 4.36× 10−18 J
Velocity – αc 2.19× 106 m s−1
Electric field – Eh/(ea0) 5.14× 1011 V m−1
Table 5.1: Connection between the atomic units and the SI units
fact be thought of as a finite basis set method, with one basis function for each point on the
grid. In this work we focus on grid methods because they allow easier convergence tests and
can be applied over a wide range of energies without significant modifications. Numerical grid
methods also allow direct visualization of wave function evolution during the collision.
Throughout this chapter we use atomic units for all quantities, i.e., energy in Hartrees, length
in Bohr radii, velocity in units of αc = 2190 km s−1, and mass in electron masses. Conversions
between the Syste`me Internationale (SI) units and atomic units are provided in table 5.1.
5.2.2 Grid Choice
The most obvious way to implement a grid method is to choose a spacing ∆x and a box size L.
The number of grid points is then N ≈ (L/∆x)3. Unfortunately this will be computationally
prohibitive: if we want to consider a highly excited state of hydrogen nl, then the grid must
go out to at least a radius of 2n2, and preferably much more, so L > 4n2. On the other hand,
to resolve the 1s state properly a fine spacing (below ∼ 0.2) is needed. This leads us to the
conclusion that we need N ∼ 4000n6 grid points, which is prohibitive for states above n ∼ 4.
Clearly, we will need a type of grid that puts resolution where we need it: high resolution
near the protons, and more modest resolution far away. To avoid the complexity of developing
an adaptive code, we will insist on high resolution near the trajectories of the proton and lower
resolution elsewhere. This immediately suggests developing a generalized cylindrical coordinate
system, i.e., introducing a mapping (u, v) ↔ (x, y) and using as our fundamental coordinates
(u, v, z) instead of (x, y, z). A constant grid spacing ∆u = ∆v can then correspond to a variable
spacing in the xy-plane, in accordance with the Jacobian of the transformation. Note that high
resolution (several grid points per Bohr radius) is also required in the region in between the
protons in order to correctly model the 1sA ↔ 1sB tunneling that is primarily responsible for
charge exchange at low and intermediate velocities.
A minimal criterion for such a grid is that it should be able to adequately sample all bound
wave functions with several grid points per cycle. The momentum of a bound wave function
can be as large as
√
2/ρ where ρ is the minimum separation from the nucleus. Therefore the
grid spacing should be at most ∼ √ρ/2 (and preferably better). This requirement could be
relaxed if ρ ≤ 1, where the classical intuition concerning the “maximum momentum of a bound
electron” is invalid; in this regime instead all that is required is to have at least a few grid points
per Bohr radius.
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After considering and rejecting several other choices† we decided on the coordinate system
x = u
√
1 +
u2
u2s
; y = v
√
1 +
v2
4
, (5.17)
where us is a parameter. The Jacobian is
∂x
∂u
=
1 + 2u2/u2s√
1 + u2/u2s
→
 1 |u|, |x|  us,2u/us ≈√8x/us |u|, |x|  us, (5.18)
and
∂y
∂v
=
1 + v2/2√
1 + v2/4
→
 1 |v|, |y|  1,v ≈ √2y |v|, |y|  1. (5.19)
This satisfies our resolution criteria if ∆u is no more than a few tenths, and us is at least as
large as ∼ max(1, b).
We illustrate the proposed approach in figure 5.3 by using a sample case of ∆u = ∆z = 0.2
and comparing our proposed grid to a brute force Cartesian grid with ∆x = ∆z = 0.2. This figure
shows every third point in both x-direction and z-direction, and clearly illustrates benefits of
putting high resolution in the region surrounding colliding particles while reducing the resolution
far from the collision region. The resolution in the physical x-space between colliding particles
is close to ∆x ≈ ∆u = 0.2, while at larger separation the spacing between the grid points in
x-direction significantly increases reaching ∆x ∼ 1.6 at x ∼ 16.
By using a grid spacing of, e.g., 0.2 in (u, v, z) space, and noting that we only have to go out
to maximum values of umax ∼
√
2usn, vmax ∼
√
2n, the number of grid points necessary would
be
N ∼ 1
2
(10
√
2usn)(10
√
2n)(20n2) = 2000u1/2s n
4. (5.20)
This is much more manageable than 4000n6 as found earlier but is probably still too large.
We can make yet another improvement by Fourier-transforming the z-direction. We suppose
that we have a box of size Lz in the z-direction and at each point in the (u, v)-plane we do a
Fourier transform,
Ψ(x, y, z) = L−1z
∑
q
Ψq(u, v)e
2piiq/Lz , (5.21)
where q is an integer. The maximum required value of q is now pz,maxLz/2pi. Here pz,max can
be set to a large value (pz,max ∼ 20) within a few Bohr radii of the atoms (i.e., |u|, |v| less than
a few), but a smaller value (pz,max ∼ 4) at large separations. For the results presented in this
study (cross sections with n = 4 final principal quantum number) it is computationally feasible
to do the calculations at a single qmax. However the code we have written, BDSCx, supports
the use of two values of qmax in different regions of the (u, v) plane. The latter capability will
be required for cross sections to the n ≥ 5 levels of hydrogen. We are currently tuning the
parameters of the code for this purpose, but this chapter presents the n ≤ 4 results with a single
†For example, parabolic cylinder coordinates would have provided the desired resolution for head-on collisions,
but at large impact parameter would have difficulty providing resolution at the locations of both protons.
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Figure 5.3: An example of a grid in xz-plane used in our analysis (left panel) with every third
point plotted in both x- and z-direction, so that the aspect ratio is illustrated correctly. We also
show positions of the moving hydrogen atom (thick dot with the vector) and stationary proton
at z = 0. Distances between grid points in x-direction correspond to equidistant intervals
(∆u = 0.2 in u-space), so that in the region close to the interacting particles ∆x ≈ ∆u = 0.2,
while at large separations spacing in x-direction is significantly increased reaching, for example,
∆x ∼ 1.6 at x ∼ 16. The right panel shows a “brute force” Cartesian grid with ∆x = ∆z = 0.2
(again only every third point is plotted) and allows to clearly see the advantage of our grid
choice.
qmax in order to make these available to the community in a more expedient way.
A peculiar property of this setup is that since we can only track momenta out to pz,max it
actually matters which nucleus we take as moving and which as fixed. One would expect that
the best results would be obtained by taking the H atom as fixed and the H+ ion as moving,
but for charge exchange reactions the definitions of “fixed” and “moving” change. We prefer
to handle charge exchange by applying a boost operation by an amount V (i.e., increment the
values of q by V Lz/2pi) to the wave function of the electron. An alternative would be to evolve
final states |nlmB〉 backward from t = T → 0, apply a boost, and compute an inner product with
the forward-evolved |1sA〉 state. For Hermitian discretized Hamiltonians these two methods are
equivalent.
To properly apply boost operation we consider two reference frames: first, a stationary frame
K with our initial coordinates (u, v, z) and the second is the restframe of a moving atom K′,
which moves with the velocity V in the +z direction. The transformation is
Ψ(r, t) = Ψ′(r−Vt, t)ei(V·r−V 2t/2). (5.22)
5.2.3 Operators
Here we restrict ourselves to orthogonal coordinate systems, i.e., where ∇u · ∇v = 0.
We next need a method to compute inner products, and Hermitian discretizations of the
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kinetic and potential operators. The inner product is simply
〈ϕ|ψ〉 = L−1z
∑
quv
ϕ∗q(u, v)ψq(u, v)
∆u∆v√
guugvv
, (5.23)
where guu = |∇u|2, and gvv = |∇v|2.
The kinetic energy operator is the sum of the operators along the x-, y-, and z-axes. The
z-operator is trivial, being simply a multiplication by 2pi2q2/L2z. The x- and y-operators are
trickier; fortunately, they commute with the Fourier transform in the z-direction so we may
implement them independently on each q-slice of the wave function. We recall that the x- and
y-components of the kinetic energy operator can be written as
〈ϕ|Tˆxy|ψ〉 = 1
2
∫ (
∂ϕ∗
∂x
∂ψ
∂x
+
∂ϕ∗
∂y
∂ψ
∂y
)
d3r =
1
2Lz
∑
q
∫ (
guu
∂ϕ∗
∂u
∂ψ
∂u
+ gvv
∂ϕ∗
∂v
∂ψ
∂v
)
dudv√
guugvv
. (5.24)
Thus we see that the u and v parts of the kinetic energy operator are simply additive, i.e., we
can write Tˆ = Tˆu + Tˆv + Tˆz. The u-part can be recast by discretizing the partial derivative as
∂ψ
∂u
=
ψ(u+ ∆u/2)− ψ(u−∆u/2)
∆u
. (5.25)
Note that this partial derivative is measured not on the grid points, but halfway in between
(i.e., ∆u/2 to the “right” of each grid point, or alternatively along each grid segment). Then
we may write 〈ϕ|Tˆu|ψ〉 as a sum over such grid segments. This gives an approximation to Tˆu,
Tˆuψ(u) =
√
guu(u)gvv(v)
2∆u2
×
{
−
√
guu
(
u+ ∆u2
)
gvv(v)
[ψ(u+ ∆u)− ψ(u)]
+
√
guu
(
u− ∆u2
)
gvv(v)
[ψ(u)− ψ(u−∆u)]
}
. (5.26)
A simple calculation shows that with the discretized inner product of equation (5.23), this
kinetic energy operator is exactly Hermitian. A similar equation holds for Tˆv. Off-grid points
are assumed to have ψ = 0, corresponding to Dirichlet boundary conditions. We note, that
versions of this operator with higher-order accuracy can be constructed by using more than 2
points in the derivative, equation (5.25). An intelligent boundary condition would have to be
chosen at the endpoints, however only the ionized electrons will reach the boundary and they
will reflect off. The higher-order derivatives can be used to reduce spurious oscillations between
ns ↔ np ↔ nd states. We relegate the study of the use of the higher-order derivatives to a
future study.
The potential energy operator is local in three-dimensional position space, but not in (u, v, q)-
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space. The potential at any position is given by
V (r) = − 1√
(x− b/2)2 + y2 + (z − zA)2
−
1√
(x+ b/2)2 + y2 + (z − zB)2
. (5.27)
The most efficient way to implement the potential operator is to FFT ψq(u, v) in the z-direction,
multiply by V (x, y, z), and perform an inverse FFT. ForNz points this implies∼ lnNz operations
per grid point, which is manageable especially since in most cases Nz is small because of the
q-drop procedure.
We note, that this choice of potential term in the Hamiltonian is associated with numerical
difficulties due to its divergent nature near the proton. We eliminate these difficulties by capping
the potential with a continuous function near the origin. We choose
V (r) =
 − 14R
−1
0 (9− 5R−20 r2) r < R0,
−r−1 r ≥ R0,
(5.28)
which was chosen so that the volumetric integral
∫
(Vcapped − Vtrue)d3r = 0. The advantage of
this is that spurious features in the potential near the origin will result in a spurious interaction
Hamiltonian between any two states ψ1 and ψ2 given by
∫
ψ∗1ψ2(Vcapped − Vtrue)d3r, and hence
setting the volumetric integral to zero should yield improved behavior over, e.g., imposing a
simple floor on V . The capping radius is chosen to be R0 = 0.2 for the results shown here. The
capping procedure was tested extensively and shown not to introduce any spurious deviations
from the results with uncapped potential. Details of the testing procedures are discussed in
subsection 5.3.3 and are illustrated in figure 5.6. For all relevant quantities calculated using our
code the difference between capped and uncapped potential is << 1%.
5.3 The Code
5.3.1 Grid Parameters
To implement the proposed algorithm we developed a grid-based code BDSCx, which computes
cross sections of hydrogen-proton collisions with hydrogen starting in |1s〉 state:
|1s〉 = Ψ100 = 1√
pi
e−r. (5.29)
We start and end the collision when the the two particles A and B are separated by a
distance sufficient to fully resolve wave functions of interest. Distance from the edges of the
box is also determined by the requirement to properly resolve nlm states of interest at the
beginning and at the end of the collision. Our choice of the box size parameters is guided by the
charge distribution in the states of interest. In figure 5.4 we plot the charge density r2R2nl(r)
for hydrogen states with n = 1, 2, 3. Here, Rnl(r) are normalized radial eigenfunctions of the
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n b us Lx(Lu) Ly(Lv) Lz Nu Nv Nz
2 1 1 31(8) 30(11) 65 46 62 362
2 5 5 35(18) 30(11) 65 100 62 362
4 1 1 101(15) 100(20) 205 84 112 1140
4 5 5 105(32) 100(20) 205 178 112 1140
5 1 1 143(18) 142(24) 285 100 134 1584
5 5 5 147(38) 142(24) 285 212 134 1584
Table 5.2: Examples of the simulation parameters for collisions involving n = 2, n = 4 and
n = 5 states
hydrogen atom:
Rnl(r) =
√
(n− l − 1)!
4n4[(n+ l)!]3
e−r/n
(
2r
n
)l
L2l+1n−l−1
(
2r
n
)
, (5.30)
where L2l+1n−l−1(2r/n) are the generalized Laguerre polynomials.
We choose the length of the box in the z-direction by requiring charge density decrease of
more than 2 orders of magnitude relative to its maximum value for the state of interest. For
example, to properly resolve the 1s state a particle should be separated from the edge of the
box by more than 5 Bohr radii, whereas for the n = 2 we need more than 15 Bohr radii of
separation. These conservative resolution requirements lead to the size of the box in z direction
given by Lz = 5 + 15× 4 = 65 in the case when only n = 2 states are of interest.
We also use the same conservative requirements for the box size in the x (u)- and y (v)-
directions. The size in the y-direction is fixed as soon as we decide on the upper n state of
interest, while the size in x-direction also depends on the impact parameter b so that Lx = Ly+b.
We further require high resolution near the particles so that ∆u ∼ ∆v ∼ ∆z ∼ 0.18. This
resolution requirement was tested and found to converge with the difference between ∆ ∼ 0.18
and ∆ ∼ 0.16 being less than 0.1 percent. Several examples of input parameters required for
accurate cross section results are provided in table 5.2.
One of the important advantages of the grid approach chosen in our calculations is the ability
to visualize the evolution of the wave functions during the collision. In figure 5.5 we show the
time evolution of electron’s probability density function as the hydrogen atom moves past the
stationary proton with impact parameter b = 2 and velocity V = 1 a.u. We clearly see that
after the collision part electron’s probability density is spread between the two atoms, indicating
possible charge transfer during the impact.
5.3.2 Collisions with Large Impact Parameter
At large values of the impact parameter b the number of required grid points in the u and
v directions increases dramatically. Fortunately, at large separations (b ≥ 5) the cross section
results are well described by the Born approximation if the collision energies are reasonably high
(Ecol ≥ 1 keV). To reduce the amount of numerical computations without sacrificing precision
of the cross section results we use Born approximation to obtain transition probabilities above
b = 5. It is easy to show that in this approximation the transition probability into the X final
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Figure 5.4: Plot on the left shows charge density distribution r2R2nl(r) for 1s (solid), 2s (dashed),
and 2p (dotted) states. Plot on the right shows charge distribution for 3s (solid), 3p (dashed)
and 3d (dotted) states.
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Figure 5.5: Contour plots showing time evolution of the electron probability density as hydrogen
atom moves with V = 1 and b = 2 past the proton at rest. Time in the panels is given in atomic
units.
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state can be written as
|〈X|Sˆ(−T, T )|1s〉|2 =
∣∣∣∣∫ ∞−∞ e−i(EX−E0)t〈X|Wˆ |1s〉dt
∣∣∣∣2 , (5.31)
where Wˆ is the perturbation Hamiltonian operator, which in our case is given by
Wˆ =
1
R
− 1|R− r| , (5.32)
and R is the vector separating the two protons. If one approximates the Hamiltonian as a
dipole, Wˆ ≈ −r ·R/|R|3, as appropriate at large impact parameter, then an analytic solution
for the transition probability is obtained. In the first order, probability of excitation into |X >
can be written as
|〈X|Sˆ(−∞,∞)|1s〉|2 ≈ | − i
∫ ∞
−∞
e−i(Ef−E0)ξ/v × (5.33)
(
b
(b2 + ξ2)3/2
〈X|x|1s〉+ ξ
(b2 + ξ2)3/2
〈X|z|1s〉)dξ
v
|2.
For example, the first order probability of transition into 2p0 state becomes
|〈2p0|Sˆ(−∞,∞)|1s〉|2 ≈
(
32
√
2K0(
3b
8v )
81v2
)2
, (5.34)
where K0(r) is a Bessel function of the second kind.
Note that the Born approximation only allows transitions into the |npA〉 final states (and to
ionized final states).
At collision energies Ecol > 1 keV and impact parameters b > 5 the results produced by
using Born approximation differ from the results obtained by our code by less than 5 percent,
and because of the small value of the transition probabilities at large bs the difference introduced
into cross section results is  1 per cent.
5.3.3 Convergence and Consistency Tests
To test the proper functionality of our code and fully understand the dependence of the results
on the input parameters such as grid resolution, the size of the box within which we keep a large
number of point in q-space, box size and others we ran a large number of tests most important
of which are
1. Time-dependent evolution of an electron in the field of a single proton at rest. In this
case we would expect that the state of a system remains unchanged, i.e., if a system
starts in |1s〉 state it remains there and probabilities of transitions into states with n = 2
vanish within the numerical precision of a discretized Hamiltonian system. Figure 5.6
shows the result of system’s evolution over a few dynamical times (Tdyn = 2pin
3). We
clearly see that the system exhibits small oscillations associated with discretization of the
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Figure 5.6: Deviation of |〈1s|Sˆ(T )|1s〉| from unity as a function of time in a test runs without the
second particle. Thick curves show the evolution of a stationary hydrogen atom located at x =
0.5, y = 0 and z = −20 for the cases with unmodified 1/r potential (solid) and modified potential
of equation 5.28 (dashed). Regular curves show the evolution of a hydrogen moving in the
positive z-direction with V = 1 with unmodified potential (solid) and capped potential (dashed).
Dash-dotted curve shows deviation from the exact energy expectation 〈H0〉 = −1/(2n2) for
stationary hydrogen.
Hamiltonian, however, the results remain close to the expected values for |〈1s|S(T )|1s〉|2
and for the energy expectation 〈H0〉. For example, |〈1s|Sˆ(T )|1s〉|2 ≈ 1 over the full time
period with the precision better than 0.05 percent; energy expectation deviates from the
theoretical prediction 〈H0〉 = − 12n−2 by less than 0.5%. The probability of |1s〉 to |2s〉
transition remains small and oscillates with the period Tosc ∼ 3pi/4 determined by the
energy splitting between n = 1 and n = 2 levels. Furthermore, the precision of the results
increases as we increase the resolution of the grid, allowing us to achieve desired accuracy
of the final results through convergence.
2. The next test incorporates motion of the hydrogen atom. In this case initial wave function
of the electron is phase-shifted by the factor eiV z as discussed at the end of section 5.2.2.
The results of these tests are also shown in figure 5.6. We clearly see that the normalization
of the |1s〉 is properly conserved. We note, however, that the motion of a particle introduces
small additional oscillations into the shapes of the curves.
3. We tested convergence of our cross section results by running our code with three different
resolution values: ∆ = 0.175, 0.19 and 0.22 at collision energy Ecol = 80 keV. The results
converge, with cross section difference between the ∆ = 0.175 and ∆ = 0.19 cases being
less than 3%. We also checked that increasing the box size at a fixed resolution does
not modify our results, which indicates that the results of the boundary interactions are
minimal for the set of parameters used in our runs.
It is important to note that while our cross section results converge within the limits of
simulation accuracy, they still contain inherent uncertainty associated with our discretization
procedure, finite resolution of the numerical grid, finite size of the collision box, approxima-
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Ψnlm Expression Ψnlm Expression
Ψ100
e−r√
pi
Ψ200
e−r/2(2−r)
4
√
2pi
Ψ210
e−r/2rCos(θ)
4
√
2pi
Ψ211 ∓ e
±iφe−r/2rSin[θ]
8
√
pi
Ψ300
e−r/3(27−18r+2r2)
81
√
3pi
Ψ310
e−r/3(4−2r/3)rCos(θ)
27
√
2pi
Ψ311
eiφ−r/3(4−2r/3)rSin(θ)
54
√
pi
Ψ320
e−r/3r2(−1+3Cos(θ)2)
81
√
6pi
Ψ321
eiφ−r/3r2Cos(θ)Sin(θ)
81
√
pi
Ψ322
e2iφ−r/3r2Sin(θ)2
162
√
pi
Ψ400
e−r/4(192−144r+24r2−r3)
1536
√
pi
Ψ410
e−r/4(80−20r+r2)rCos(θ)
512
√
5pi
Ψ411
eiφ−r/4(80−20r+r2)rSin(θ)
512
√
10pi
Ψ420
e−r/4(6− r2 )r2(−1+3Cos[θ]2)
1536
√
pi
Ψ421
eiφ−r/4(6−r/2)r2Cos(θ)Sin(θ)
256
√
6pi
Ψ422
e2iφ−r/4(6−r/2)r2Sin(θ)2
512
√
6pi
Ψ430
e−r/4r3(−3Cos(θ)+5Cos(θ)3)
3072
√
5pi
Ψ431
eiφ−r/4r3(−1+5Cos(θ)2)Sin(θ)
2048
√
15pi
Ψ432
e2iφ−r/4r3Cos(θ)Sin(θ)2
1024
√
6pi
Ψ433
e3iφ−r/4r3Sin(θ)3
6144
√
pi
Table 5.3: The list of normalized hydrogen eigenfunctions Ψnlm up to n = 4.
tion of straight line trajectory for colliding protons, discretization of the transition probability
on a grid of impact parameters b, and use of Born approximation at high values of impact
parameters. Numerical errors associated with these sources are extremely hard to quantify pre-
cisely, although for each individual source the error has been tested and minimized with the
convergence procedure to be below 1%.
In testing we also compared our predictions for low n (n ≤ 3) cross sections with the results
of previous studies and showed that our results are fully consistent with the results presented
in [243], [252], and [241]. We note, however, that the major goal of this study is to introduce
the computational algorithm and the code that allow accurate cross section calculations at
high values of n as well as illustrate the importance of these calculations in studying Balmer-
dominated shocks. Therefore, detailed comparison of our results to the results of other studies
is not performed here and will be presented in future papers.
5.4 Cross Section Results
In this section, we present results for the cross sections for excitation and charge transfer final
states, and (where possible) compare our results to previous computations.
We obtain cross sections by integrating equation (5.16), with |X〉 = |nlm〉. The final state
wave functions in the rest frame of the final atom (A or B) are given by
|nlm〉 = Ψnlm(r, θ, φ) = Rnl(r)Y ml (θ, φ). (5.35)
Here, Rnl(r) are normalized radial eigenfunctions (equation 5.30) and Y
m
l (θ, φ) are spherical
harmonics. We provide explicit expressions for normalized hydrogen eigenfunctions up to n = 4
in table 5.3. If the final atom is moving, then a boost must be applied to the relevant wave
function.
The first results obtained by running our code correspond to collisions involving only n = 1
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Figure 5.7: Upper plot shows probability of charge transfer into 1s state as a function of impact
parameter for Ecol = 40 keV, and the lower plot shows probability of excitation into 2s state.
Diamonds show corresponding results from Kolakowska et al., 98 [251].
and n = 2 states. This problem is the least computationally demanding, and it has a large
amount of data produced by previous studies, allowing for further tests of the code. In figure 5.7
we plot probabilities of excitation to 2s state and charge transfer into 1s state in collisions with
impact energy Ecol = 40 keV. We compare our results with the results obtained in [251] and
show good agreement over the full range of b with slight deviation at small values of impact
parameter caused by higher resolution used in our runs. Our deviation in the case of charge
transfer into 1s state causes higher value of the overall cross section, which is consistent with
the results obtained by other groups–see for example [241] and references therein.
A significant advantage of using direct solution of the Schro¨dinger equation on a grid is
the ability to see the convergence of the probability results. In figure 5.8 we show an example
of probability evolution for excitations into 2s states. This method clearly allows to see the
convergence of the numerical calculation and allows direct comparison of runs with various box
parameters.
In the current study we focus on the introduction of the formalism and the code for high-n
final states as well as on the preliminary illustration of how our results apply to the studies
of astrophysical shocks. We also note that our results are fully consistent with the results
obtained by other groups for low n cases. For example, in figure 5.9 we plot cross section for
charge transfer into 1s state for various collision energies and compare our results with other
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Figure 5.8: Probability of excitations into 2s states as a function of time for 2 different values
of impact parameter b = 0.2 a.u. (solid curve) and b = 0.8 a.u. (dashed curve).
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Figure 5.9: Excitation cross sections (in units of 10−18 cm2) for charge transfer into 1s state.
Stars show results of our calculations, diamonds correspond to Kolakowska (1998), squares show
results from Winter (2009) and plus signs correspond to the results from Kuang and Lin (1996).
theoretical calculations [243, 251, 241].
In this study we limited our cross section calculation to n = 4, which allows us to calculate
Balmer decrement discussed in the next section. Our results, showing cross sections of charge
transfer and excitations are provided in tables 5.4 and 5.5. In appendixes A and B we also
provide Chebyshev polynomial fits to our results for excitations and charge transfer into 3s, 3p,
3d, 4s, 4p, 4d, and 4f states, and plot obtained cross sections along with the results from [251]
and [241]. We note, that the BDSCx code produces the cross sections for transitions into states
with various n, l, and m, allowing for studies of polarization dependent signal. Calculation of
higher n states, as well as more detailed analysis of the q-drop procedure are relegated to the
future work.
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σ/V 2s 2p0 2p±1 3s 3p0 3p±1 3d0 3d±1 3d±2
5 keV 6 3 13 0.35 0.4 0.65 0.18 1.3 0.01
10 keV 4.1 5.7 6.9 0.8 0.6 1.3 0.3 0.6 0.009
20 keV 12.0 15.1 10.4 2.2 1.9 1.8 0.8 0.6 0.07
40 keV 15.8 26.5 19.5 3.7 4.3 3.3 1.1 0.7 0.15
80 keV 11.5 27 23 2.7 4.4 4.1 0.6 0.4 0.18
4s 4p0 4p±1 4d0 4d±1 4d±2 4f0 4f±1 4f±2 4f±3
5 keV 0.1 0.15 0.08 0.1 0.35 0.002 0.03 0.2 0.004 2× 10−4
10 keV 0.39 0.17 0.38 0.16 0.34 .0.003 0.04 0.08 8× 10−4 4× 10−5
20 keV 0.8 0.75 0.58 0.35 0.29 0.03 0.07 0.04 0.005 8× 10−4
40 keV 1.35 1.5 1.1 0.6 0.4 0.07 0.06 0.04 0.007 8× 10−4
80 keV 1.1 1.6 1.5 0.3 0.2 0.08 0.015 0.008 0.003 0.001
Table 5.4: Cross section results for excitation transitions into n = 2, 3 levels.
σ/V 1s 2s 2p0 2p±1 3s 3p0 3p±1 3d0 3d±1 3d±2
5 keV 1092 5.8 2.1 11.5 0.25 0.35 0.6 0.2 1.0 0.008
10 keV 795 18 4.9 13 1.5 0.9 1.5 0.3 1.1 0.05
20 keV 425 39 7.9 6.5 8.7 2.5 1.7 0.35 0.28 0.03
40 keV 120 22 3.6 1.5 6.5 1.3 0.4 0.1 0.03 0.005
80 keV 17 3.5 0.49 0.15 1.1 0.2 0.05 0.01 0.004 5× 10−4
4s 4p0 4p±1 4d0 4d±1 4d±2 4f0 4f±1 4f±2 4f±3
5 keV 0.07 0.2 0.1 0.2 0.3 0.03 0.05 0.2 0.001 2× 10−5
10 keV 0.74 0.39 0.34 0.11 0.50 0.02 0.04 0.02 0.009 1× 10−4
20 keV 2.9 1.2 0.6 0.3 0.17 0.02 0.03 0.02 0.003 6× 10−4
40 keV 2.7 0.65 0.17 0.18 0.02 0.004 0.005 0.0015 1× 10−4 1× 10−5
80 keV 0.5 0.1 0.02 0.007 0.002 0.0003 2× 10−4 6× 10−5 1× 10−5 1× 10−6
Table 5.5: Cross section results (in units of 10−18 cm2) for charge transfer transitions into
n = 2, 3 and 4 levels.
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Figure 5.10: Errors associated with the calculated versus extrapolated (via equation 5.13) cross
sections as a function of the impact energy. Upper panel shows percentage errors for 3s (solid
curve), 3p0 (dashed curve), 3p1 (dotted curve), and 4s (dot-dashed curve) excitations. Lower
panel shows errors for 4p0 (solid curve), 4p1 (dashed curve), 4d0 (dotted curve), 4d1 (dot-dashed
curve), and 4d2 (thick dot-dashed curve) transitions.
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Figure 5.11: The Balmer decrement (Hα/Hβ) as a function of the impact energy for collisional
excitation of hydrogen atoms by protons. Solid line corresponds to Case B, while dashed line
shows Case A.
5.5 Astrophysical Applications
5.5.1 Errors Associated with Extrapolating from Cross Sections with
Lower n-values
In the absence of available cross sections, one is often forced to extrapolate from known cross
sections with lower principal quantum numbers n (e.g.,, [224]), thus generating errors in the
calculation of line profiles and intensities which are unquantifiable. With the benefit of now
being able to calculate excitation cross sections for the H-H+ collisional system, we quantify
the error associated with using the scaling law in equation (5.13) for obtaining cross sections
with n ≥ 3. In figure 5.10, we see that the errors associated with extrapolating for n = 4 cross
sections from n0 = 3 is typically a factor ∼ 2. The less necessary extrapolation of obtaining
n = 3 cross sections from n0 = 2 (since data for n = 3 is available) results in errors of a factor
∼ 5. Since these errors are nonnegligible, they probably dominate any uncertainty associated
with a numerical integration technique used to compute line profiles and intensities. A direct
calculation, such as the one we have performed in this study, is necessary in order to obtain
accurate cross sections and in turn perform a spectral analysis of lines such as Hβ at energies
& 5 keV.
5.5.2 The Balmer Decrement
The Balmer decrement generally refers to the ratio of different lines in the Balmer series: Hα/Hβ,
Hβ/Hγ, etc. It is somewhat insensitive to the electron temperature and (low) densities. For
example, Hα/Hβ has a value of about 2–3 [254], unless collisional excitation of hydrogen atoms
by electrons dominate in which case its value is as high as 8 [255], which only occurs at electron
densities ∼ 104 cm−3 or higher. The relative insensitivity of the Balmer decrement to the
95
atomic processes makes it an appropriate diagnostic for the presence of dust extinction, since
the bluer lines in the Balmer series (e.g.,, Hβ) are subjected to increased extinction and thus
the Balmer decrement attains a value larger than, e.g.,, 2–3 in the case of Hα/Hβ. A high value
of the Balmer decrement may also be attained if the population of excited hydrogen (e.g.,, 2s)
is sufficient to cause self-absorption in the Balmer lines [256, 257]. As examples, the Balmer
decrement has been used as a diagnostic in the study of supernovae (e.g.,, [258]), active galactic
nuclei (e.g.,, [259]) and the Sloan Digital Sky Survey (SDSS) sample of galaxies (e.g.,, [260]).
Since our work was originally motivated by the study of fast astrophysical shocks, we use
them as an example in the calculations presented in this subsection. In particular, we use
the example of Balmer-dominated shocks, which are fast (∼ 1000 km s−1) shocks impinging
upon tenuous media (∼ 1 cm−3). As Balmer-dominated shocks are mostly observed around
young (. 1000 years), Galactic supernova remnants, the production of photons via radiative
recombination is unimportant since the recombination time is ∼ 104 years. The calculation
of line intensities then requires knowledge of how the various atomic levels of hydrogen are
populated via collisions as well as their subsequent rates of radiative decay. For a strong shock
(Mach number greatly exceeding unity), the relative velocity between the electrons/protons and
hydrogen atoms is δv = 3vs/4, where vs denotes the shock velocity. Thus, the shock velocity
can be related to the interaction energy E via
vs =
4
3
√
2E
mH
≈ 1300 km s−1
(
E
5 keV
)1/2
, (5.36)
where mH is the mass of the hydrogen atom. The cross sections presented in the present study
are thus relevant to shocks with vs ≈ 1300–5200 km s−1.
Formally, evaluating the rate at which a given nl level is populated by collisions requires the
calculation of the rate coefficient [224],
R =
∫∫∫ ∫∫∫
F1 (v1) F2 (v2) ∆v σ (∆v) d
3v1 d
3v2. (5.37)
The preceding, six-dimensional integral is evaluated over all of the relative velocities (∆v) be-
tween the velocity distributions of the atoms (F1) and electrons/protons (F2), weighted by the
relevant cross section (σ) of the atomic process being considered.
To gain an intuition for the functional dependence of the Balmer decrement on the interaction
energy E, it is sufficient to consider either individual pairs of particles or particles in Delta-
function distributions. In this case, the rate coefficient reduces to R = σ∆v. The Balmer
decrement is then the sum of the cross sections for the collisional population of each nl level
weighted by the appropriate branching ratio,
Hα/Hβ =
σ (3s) +B3p,2sσ (3p) + σ (3d)
B4s,2pσ (4s) +B4p,2sσ (4p) +B4d,2pσ (4d)
. (5.38)
The branching ratio is simply the Einstein A-coefficient for a given transition normalized by the
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Einstein A-coefficients of all of the transitions allowed by the electric dipole selection rule. For
example, B3p,2s = A3p,2s/(A3p,2s +A3p,1s).
Two extreme limiting cases are typically considered: Case A and Case B [261, 262, 263].
Case B occurs when the neutral hydrogen column density is large enough for Lyman lines to be
optically thick. They undergo multiple scatterings and are eventually degraded into a Balmer
line and Lyα or two-photon emission. Case A occurs when the neutral hydrogen column density
is small enough for Lyman lines to be optically thin and so freely escape the cloud. In a Case
A scenario, we have (e.g.,, [264]),
B3p,2s ≈ 0.1183,
B4s,2p ≈ 0.5841,
B4p,2s ≈ 0.1191,
B4d,2p ≈ 0.7456.
(5.39)
In a Case B scenario, these branching ratios are essentially unity, since B4p,3s ∼ 10−2 and
B4p,3s ∼ 10−3.
In figure 5.11, we show calculations of the Balmer decrement, for both Case A and B, using
equation (5.38). For simplicity, we consider only the collisional excitation (and not charge
transfer) of hydrogen atoms by protons; collisional excitation by electrons is subdominant at
these energies. It is apparent that Hα/Hβ remains somewhat constant at values of 2–3 and
depends weakly on whether Case A or B applies. This implies that even in situations where
Balmer-dominated shocks may contribute to the overall signal of an astrophysical object, the
Balmer decrement remains a useful diagnostic for constraining the degree of dust extinction.
5.6 Summary
In this work we introduced a new formalism for computing precise cross sections for high-nl
proton-hydrogen collisions and developed a numerical code which implements our formalism.
We further used our code to obtain accurate cross sections for collisions between protons and
hydrogen atoms which start in the ground state. Our cross section results focused on the energy
range of direct interest for the studies of Balmer-dominated shocks, and we are currently using
the produced results to prepare a detailed analysis of various physical processing occurring inside
of the shocks. Specifically, we are working to extend a formalism developed in [224] to include
the effects of cosmic rays. By cosmic rays, we refer to energetic protons and electrons produced
in the postshock gas which are able to travel upstream and impart some of their energy to the
preshock gas. The goal is to construct a phenomenological model with only one extra parameter
describing this process.
The code introduced in this chapter has a large number of potential applications in atomic
physics. Using the q-drop procedure and curvilinear coordinates proposed in our work enables
relatively inexpensive calculations of charge exchange and excitation cross sections for proton-
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hydrogen collision with n ≤ 7. In this chapter we focused on the formalism and numerical
implementation of the proposed cross section calculations, while detailed tests of the q-drop
procedure and the cross section results for n > 4 will be reported in the future papers.
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A Fitting Functions for Computed Cross Sections
In order to facilitate broader use of our cross section results, we are providing a fitting functions
which allow a more straightforward utilization of our results. We fit the obtained cross sections
for excitations and charge transfer into 3s, 3p, 3d, 4s, 4p, 4d, and 4f states with a series of
Chebyshev orthogonal polynomials following the practice proposed in [264]. The fitting function
is of the form:
F (x; A) = exp
(
A0
2
+
4∑
i=1
Ai Ci (x)
)
, (A40)
where the coefficients A = Ai for 0 ≤ i ≤ 4 are the fitting parameters. The quantities Ci are
the Chebyshev orthogonal polynomials:
C1 (x) = x, (A41)
C2 (x) = 2x2 − 1, (A42)
C3 (x) = 4x3 − 3x, (A43)
C4 (x) = 8
(
x4 − x2)+ 1. (A44)
The fitting variable x is defined as
x =
ln (E/Emin)− ln (Emax/E)
ln (Emax/Emin)
, (A45)
where E is the relative energy between the proton and hydrogen atom; Emin and Emax are
the respective minimum and maximum energies in our simulation. We use the Newton fitting
algorithm which provides local-optimal fit to the array of available cross section results.
The fitting parameters are provided in tables A6 and A7.
A0 A1 A2 A3 A4
3s 0.704603 1.19152 -0.408371 -0.16998 0.0277847
3p 3.37863 1.06547 -0.094358 -0.0800694 -0.0789251
3d 1.48837 0.0532829 -0.213154 -0.285436 0.266437
4s -1.16343 1.2132 -0.440247 -0.0142552 -0.0816767
4p -0.153539 0.125901 -0.0884664 -0.0897404 -0.0217473
4d 0.942133 1.35938 -0.234833 -0.0107613 -0.0587963
4f -3.6574 -0.874456 -0.10575 -0.325656 -0.109631
Table A6: Fitting coefficients Ai corresponding to excitation transitions into n = 3 and n = 4
states.
B Comparison of Computed Cross Sections with Previous
Work
This appendix provides figures of cross sections for excitation and charge transfer transitions
into 3s, 3p, 3d, 4s, 4p, 4d, and 4f states. Our results are compared with the results of several
other theoretical studies. Along with discrete cross section data points we are providing the
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A0 A1 A2 A3 A4
3s 1.08785 0.982647 -1.40441 -0.241845 0.21499
3p 1.1467 -0.753756 -1.07891 -0.0673582 0.122695
3d -1.60258 -2.49308 -0.778485 0.117194 -0.00765272
4s -0.656038 1.08682 -1.37046 -0.103767 0.0222725
4p -2.42829 -1.9747 -0.959062 -0.178264 -0.13058
4d -0.922396 -0.375844 -1.15834 -0.149067 0.178331
4f -7.64717 -3.27305 -0.887953 -0.37366 0.371682
Table A7: Fitting coefficients Ai corresponding to charge transfer into n = 3 and n = 4 states.
results of our Chebyshev polynomial fits described in appendix A.
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Figure 5.12: Cross sections for excitation (left panel) and charge transfer (right panel) into 3s
state. Stars show results of our calculations, diamonds correspond to Kolakowska (1998), and
squares show results from Winter (2009). Solid line corresponds to our Chebyshev polynomial
fit.
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Figure 5.13: Cross sections for excitation (upper panel) and charge transfer (lower panel) into
3p state. Stars show results of our calculations, diamonds correspond to Kolakowska (1998), and
squares show results from Winter (2009). Solid line corresponds to our Chebyshev polynomial
fit.
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Figure 5.14: Cross sections for excitation (upper panel) and charge transfer (lower panel) into
3d state. Stars show results of our calculations, diamonds correspond to Kolakowska (1998),
squares show results from Winter (2009) and plus signs correspond to the results from Kuang
and Lin (1996). Solid line corresponds to our Chebyshev polynomial fit.
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Figure 5.15: Cross sections for excitation (upper panel) and charge transfer (lower panel) into 4s
state. Stars show results of our calculations. Solid line corresponds to our Chebyshev polynomial
fit.
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Figure 5.16: Cross sections for excitation (upper panel) and charge transfer (lower panel) into 4p
state. Stars show results of our calculations. Solid line corresponds to our Chebyshev polynomial
fit.
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Figure 5.17: Cross sections for excitation (upper panel) and charge transfer (lower panel) into 4d
state. Stars show results of our calculations. Solid line corresponds to our Chebyshev polynomial
fit.
106
*
*
* *
*10 20 30 40 50 60 70 80
0.1
0.2
0.3
0.4
Ecol, keV
Σ
,
10
-
18
cm
2
Excitation into 4f
*
* *
* *10 20 30 40 50 60 70 80
0.0
0.1
0.2
0.3
0.4
0.5
Ecol, keV
Σ
,
10
-
18
cm
2
Transfer into 4f
Figure 5.18: Cross sections for excitation (upper panel) and charge transfer (lower panel) into 4f
state. Stars show results of our calculations. Solid line corresponds to our Chebyshev polynomial
fit.
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