Abstract. The problem of the determination of the charge density from limited information about the charge form factor is an ill-posed inverse problem. A Bayesian probabilistic approach to this problem which permits to take into account both errors and prior information about the solution is presented. We will show that many classical methods can be considered as special cases of the proposed approach. We address also the problem of the basis function choice for the discretization and the uncertainty of the solution. Some numerical results for an analytical model are presented to show the performance of the proposed method.
Introduction
Elastic electron scattering provides a mean of determining the charge density of a nucleus, (r), from the experimentally determined charge form factor, F(q). The connection between the charge density and the cross section is well understood and in plane wave Born approximation F(q) is just the Fourier transform of (r) which for the case of even-even nuclei, which we shall consider, is simply given by F(q) = 4 Z 1 0 r 2 J 0 (qr) (r) dr (1) where J 0 is the spherical Bessel function of zero order and q is the absolute value of the three momentum transfer. Given that the experimental measurements are performed over a limited range at a nite number of values of the momentum transfer q, a unique determination of (r) is not possible since the resulting inverse problem is ill posed.
One of the generally accepted procedures for determining (r) is to expand it in a basis and then determine the expansion coe cients from a least squares (LS) t to the experimentally measured values of F(q) 1, 2, 3, 14, 18] . The following questions then arise: how to choose a basis and how to determine the order of the expansion? Another problem with the LS methods is that increasing the number of terms in the expansion generally leads to non physical oscillations in the charge density in spite of the fact that the charge form factor is well reproduced at the experimentally determined values of q 4, 13] . Finally, due to the fact that the problem is inherently ill posed, a small error in the data (experimental errors or measurement noise) will produce large variations in the solution which is not acceptable in practical situations.
What we are going to do is to show how a Bayesian approach can be helpful to give both correct and reasonable answers to the aforementioned questions and to propose new methods which are more stable with respect to the errors and nally to give procedures to put the correct error bars on the proposed solutions.
Fundamentals of the Bayesian approach
Let us start by discretizing the problem in the usual manner by expanding (r) in a basis n (r):
(r) = P N n=1 a n n (r) r R c 0 r > R c (2) and substituting it in (1) 
we obtain F c = Aa +
where a is a vector containing the coe cients fa n ; n = 1; ; Ng, F c is a vector containing the form factor data fF c (q m ); m = 1; ; Mg and A an (M N) matrix containing the coe cients A m;n given by (4) . Note also that when the vector a is determined, we can calculate = f (r k ); k = 1; ; Kg by = a (6) where is a K N matrix with the elements kn = n (r k ).
The vector is added to take account of the errors in both measurement noise and due to discretization. We assume that the components f m ; m = 1; ; Mg are additive, zero mean (no systematic error), mutually independent (no correlation) and independent of a, and they can only be characterized by their common variance 2 . This hypothesis is reasonable unless we know more about its characteristics. Note that we have not yet discussed the choice of the basis functions n and the determination of the expansion order, N. We will come back to these questions later. Let us now see how the Bayesian estimation approach works.
The main idea behind the Bayesian probabilistic approach is to represent the uncertainty or any lack of knowledge or any di use prior knowledge about a quantity by a probability law. For example, the knowledge (or the hypothesis) that f m ; m = 1; ; Mg are zero mean, mutually independent and that they are only characterized by their common variance 2 can be described by choosing a Gaussian probability distribution for them. One may also use the Maximum Entropy Principle to enforce this choice. This means that we can write p( m ) = b a = arg max a fp(F c ja)g (10) or equivalently b a = arg min a f? ln p(F c ja)g (11) which, in the case of a Gaussian distribution (9) becomes b a = arg min a kF c ? Aak 2 )
and we nd here the LS solutions given by:
The main problem with these solutions is that, very often, the matrix A t A is either singular or at least ill-conditioned, so that the solutions are very sensitive to the errors in the data or even on the round-o errors during the numerical calculation. This posterior law contains all the information we may wish about the solution.
For example, we may want to know what is the probability that a < a a. This can be calculated by
Or, we may be interested only in one of these parameters a n and want to know what is the probability that a n < a n a n . This can be calculated by P(a n < a n a n ) = Z an a n p(a n jF c ) da n (18) where the marginal posterior law p(a n jF c ) can be calculated by p(a n jF c ) = Z Z p(ajF c ) da 1 da n?1 da n+1 da N : (19) We can also simply de ne as the solution the vector b a which corresponds to the mean value of the posterior law {called Posterior mean (PM) estimator: 
or even the vector b a whose components b a n correspond to the maximizer of the marginal posterior law (19) {called Marginal MAP estimator: b a n = arg max an fp(a n jF c )g = arg min an f? ln p(a n jF c )g :
In the following we consider only the MAP estimator (21). Using the probability distributions (9) and (14) in (15) Comparing (13) and (24) we see that, for a given N, the matrix (A t A + I) is always better conditioned than the matrix (A t A) and so the solution (24) always is more stable than the solution (13) .
We may also want some information about the uncertainty of this solution. For this we can use the posterior law p(ajF c ). For example, using the likelihood (9) and the prior law (14), it is easy to show that the posterior law is Gaussian, i.e.
p(ajF c ) = N(b a; b P) with b a given by (24) and b P = (A t A + I) ?1 . We can then use the diagonal elements of the posterior covariance matrix b P to calculate the posterior variances of the estimates, i.e. Var(a n ) = b P nn and so put the error bars on the solution. When the posterior law is not Gaussian, we can always calculate E(a n ) = Z a n p(a n jF c ) da n (25) and Var(a n ) = Z (a n ? E(a n )) 2 p(a n jF c ) da n (26) but in general we may not have explicit expressions for these integrals. We can however do numerical calculation either by approximating the posterior law by a Gauusian law or by a stochastic integral calculation.
One question still remains: how to determine and N? Three approaches are possible:
1. Assign them experimentally from the data using some knowledge on the physics of the problem. For example, the Parseval-type relation between (r) and F c (q):
can be used to estimate 2 a by:
and having an estimate of the noise variance 2 we can determine . (30) We must however be careful to verify that this joint criterion has at least a local optimum. 
Choice of the basis-functions
Two approaches are used to select the basis functions. We call them the operator based parametric approach and the non parametric approach and we will discuss both in detail in the following sections. We propose then a new third approach which tries to eliminate the limitations and to keep the advantages of the previous approaches. We call this third approach physically based parametric.
Operator based parametric approach
The rst approach is to choose special purpose basis functions based on the properties of the operator linking the data to the unknowns. For example in our case, due to the fact that the kernel of the integral operator of the direct problem is a Bessel function, we may also use the Bessel functions as the basis functions for (r) (r) = P N n=1 a n j 0 (q n r) r R c 0 r > R c
This will permit us, using the orthogonality relation 
to nd an explicit expression for the charge form factor as a function of the coefcients a n :
With this choice, note also that, if the form factor F(q) was known exactly at q n = n Rc then the coe cients a n could be calculated analytically by a n = F(q n ) 2 R 3 c J 1 (q n R)] 2 :
In general, however, the cross section is measured at momentum transfers different from q n = n Rc .
Now, assume that we are given M measurements at arbitrary momentum transfers q = fq 1 ; q 2 ; : : : ; q M g and we wish to determine the N expansion coe cients a = fa 1 ; a 2 ; : : : ; a N g. In this case Eq. (36) leads to F c = Aa +
as in (5).
The main advantage of this approach is the fact that a is a small dimension vector and so is the matrix A and we have an explicit analytical expression for calculating its elements.
But at least one main disadvantage to such a choice is that our prior knowledge on a may be limited. For example, if we know that (r) is a positive function we cannot easily incorporate this information in the parameters, a.
Non parametric approach
The second approach is to choose the basis-functions as general as possible and independently of the direct problem operator, for example, either: with chosen appropriately small (maximum needed resolution) to be certain we are able to approximate any function (r) as precisely as desired. But, this means that N will probably be large. This is a disadvantage, but this can be compensated, as we will see further, by the fact that the coe cients a n now have a direct physical meaning: the samples of (r) in the rst case and the mean values of (r) in the intervals (n ? 1) < r n in the second case. This means, for example, that the prior knowledge such as the smoothness or the positivity of the function (r) can be transmitted to the coe cients a n easily.
Let us choose (39) and go further into the details. Replacing (2) with the basis-functions (39) in (1) 
but neither of these solutions may be satisfactory. In (44) it is possible to incorporate the smoothness and the positivity of the function (r) into a more appropriate prior distribution for the components n . For example, to enforce the smoothness of (r) we can assign In this approach we choose special purpose basis functions based on the physics of the problem. For example, in our case, since the charge density is a single-valued function de ned in a nite domain, the Fourier-Bessel (FB) basis functions which satisfy both the orthogonality and the concentration property conditions, can be used for expansion:
(r) = P N n=1 a n j 0 (q n r) r R c 0 r > R c (63) where q n = n Rc . Excepted the original motivation, this choice is exactly the same as in the rst approach and all the relations developed and discussed there can be used.
We may choose other basis functions which are more appropriate to translate our prior knowledge on the desired solution. For example, in our case, we know a priori that, the solution is smooth, positive and a decreasing function. Then we can choose the following function : With this choice we keep the main advantage of the rst approach which is the small dimension of the vector a and the main advantages of the second approach which is the translation of our prior knowledge of the positivity of the function (r). This is due to the fact that if we impose the positivity constraint on the coe cients a n we insure that the solution remains always positive.
In the next section we will illustrate the performance of these di erent solutions for the estimation of the charge density from elastic electron scattering data.
Issues on the uncertainty of the solution
In any scienti c problem solving, a proposed solution should be given in any way with a measure of its uncertainty or con dence. In Bayesian approach, the posterior probability gives us naturally the necessary tool. To see this, let come back to our problem and make a summary. We have a set of data F and we want to estimate (r) or more precisely for some locations r i . Let assume that we have chosen a constant discretization step and so, we want to estimate a vector = f (r i ) i = 1; ; Kg.
We presented two approaches: parametric and non-parametric. In the rst approach, we have In both cases, we are interested to . In the rst approach, we assigned p(a) and p(F ja), calculated the posterior p(ajF ), de ned a solution b a for the parameters a, and nally, a solution b = b a for . In the second, we assigned directly p( ) and p(F j ), calculated the posterior p( jF), and nally de ned a solution b . In both cases, we can use the posterior laws to quantify the uncertainty of the solutions. There are, at least, three approaches:
? Simply generate samples from the posterior law p( jF) using for example a monte carlo method, and show all these samples to see the distribution of the proposed solution.
? Calculate the posterior mean and the posterior variance of the solution at each point either analytically (when possible) or numerically using for example the samples generated by a monte carlo method.
? Calculate the posterior mean and covariance of the solution either analytically (when possible) or approximate it numerically by any quadrature algorithm.
To illustrate this, let consider the cases where all the probability laws are Gaussian. Then, all the calculations can be done analytically. The following summarizes all the steps for the calculation of the solutions and their posterior covariances in the above-mentioned two cases: When the posterior covariance matrix P is calculated, we can use it to give some information about the uncertainty of the solution. For example, we can use its diagonal elements to calculate k = p P kk and use it to error bars on the solution.
Numerical experiments
In order to demonstrate the preceding considerations we make use of the following analytical model. For a charge density given by a symmetric 
Experiments with operator based parametric models
We use these data in the parametric model (34) Then using these coe cients we calculate (r) by (34) and F c (q) by (36). Fc(q)k right]. Two solutions are practically indistinguishable and both not very satisfactory due to a large bias of the solution for small radius r. Note also that both solutions t well the data. 
Conclusion
We considered the problem of the determination of the charge density from a limited number of charge form factor measures as an ill-posed inverse problem. We proposed a Bayesian probabilistic approach to this problem and showed how many classical methods can be considered as special cases of the proposed approach. We addressed also the problem of the basis function choice for the discretization and the uncertainty of the solution. We illustrated the performances of the proposed methods by some numerical results.
