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Abstract. This paper combines two ingredients in order to get a rather surprising result on one of the most
studied, elegant and powerful tools for solving convex intersection problems, the method of alternating projections
(MAP). Going back to names such as Kaczmarz and von Neumann, MAP has the ability to track a pair of
points realizing minimum distance between two given closed convex sets. Unfortunately, MAP may suffer from
arbitrarily slow convergence, and sublinear rates are essentially only surpassed in the presence of some Lipschitzian
error bound, which is our first ingredient. The second one is a seemingly unfavorable and unexpected condition,
infeasibility. For two non-intersecting closed convex sets satisfying an error bound, we establish finite convergence
of MAP. In particular, MAP converges in finitely many steps when applied to a polyhedron and a hyperplane in
the case in which they have empty intersection. Moreover, the farther the target sets lie from each other, the fewer
are the iterations needed by MAP for finding a best approximation pair. Our results are accompanied by insightful
examples and further theoretical discussions.
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1. Introduction. The method of alternating projections (MAP) has a remarkable impact in
so many areas of Mathematics and is one of the main classical tools for solving convex feasibility
problems. A broad class of problems in Applied Mathematics are effectively solved by MAP [17].
Definitely one of a kind, MAP is not only capable of tracking a point in the intersection of given
closed convex sets X,Y ⊂ Rn, it delivers a replacement of an actual solution when X and Y do
not intersect. Such a replacement comes in the form of a couple (x¯, y¯) ∈ X × Y , often called best
pair to X and Y , as it minimizes the euclidean distance between these two sets.
It is well known that MAP converges globally whenever the distance between X and Y is
attainable. It is also worth mentioning that, in view of Pierra’s famous product space reformula-
tion [24], feasibility problems involving a finite number of sets can be narrowed down to seeking
a common point to two sets X and Y .
The present work focus on the inconsistent case X ∩ Y = ∅ and reveals a surprising behavior
of MAP in this setting. Roughly speaking, we come to the conclusion that infeasibility works
in favor of MAP. Quite intuitive when looking at the scenarios displayed in Figure 1, the fact
that infeasibility has a strong positive impact on MAP has apparently not been seen anywhere
in its extensive literature. Actually, we prove that infeasibility added by a standard error bound
condition provides finite convergence of the very pure MAP. More precisely, by assumingX∩Y = ∅
and a suitable error bound condition, we get finite convergence of the MAP sequence defined by
xk+1 := PXPY (x
k) starting at any point x0 ∈ Rn. Finite convergence means that for some non-
negative integer k¯, MAP reaches a best point x¯ ∈ X, that is, xk¯ = x¯ and y¯ = PY (x¯) form a best
pair to X and Y . Here and throughout the text, PX and PY stand for the orthogonal projections
onto X and Y , respectively.
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Let us now look at a collection of illustrations that serves as a summary of our results.
(a) Consistency; linear converge on the left. (b) Inconsistency; k = 10 on the left.
(c) Increased inconsistency; k = 5 on the left. (d) Increased error bound; k = 3 on the left.
Fig. 1: Error bound on the left-hand sides.
Figure 1 displays four scenarios of MAP acting on sets X and Y . We start with a consistent
problem in 1a and analyze two MAP sequences. The one starting from the left converges linearly
to a point in X ∩ Y . This is due to the fact that in this region X and Y form a non-zero angle.
In other words, a Lipschitzian error bound holds. This is not the case on the right hand side
of the picture and therefore MAP only achieves sublinear convergence over there. By lifting X,
we generate inconsistent intersection problems in 1b to 1d. The result is that MAP responds
favorably speed-wise to this translation of X. More than that, MAP improves when increasing
infeasibility and also when the angle mentioned above gets larger. This can be noticed looking at
Figure 1 as a film from 1a to 1d. Lifting X from 1a to 1b makes MAP’s convergence jump from
linear to finite on the left. On the right hand side, MAP leaps its convergence rate from sublinear
to linear. After a further lift of X from 1b to 1c, MAP reaches a best point in 5 iterations instead
of 10 on the left hand side. MAP only needs 3 iterates to get a best pair when improving the
error bound in the left part of 1d.
The message of Figure 1 is fairly clear. As for the aforementioned error bound condition,
it will be formally introduced along the text. We anticipate, though, that it regards one of the
target sets and a corresponding optimal supporting hyperplane. We point out that such an error
bound is automatically globally fulfilled if X is a polyhedron and Y a hyperplane, providing finite
convergence of MAP if, in addition, these particular polyhedral sets have empty intersection.
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Note, however, that polyhedrality is not necessary for finite convergence of MAP, as depicted in
Figure 1.
Before outlining the structure of our paper, we briefly go through some turning points in the
history of MAP. This method has fascinated scientists for nearly a century now and although
many results on this simple tool have been derived, open questions remain. In the early 1930s,
von Neumann firstly studied MAP for subspaces. Yet, his results were only published in 1950 [27],
proving the convergence of MAP to a so called best approximation solution for the intersection of
two subspaces. In 1937, Kaczmarz [22] proposed a MAP related algorithm (known also as Cyclic
projections) to find best approximation solutions of linear systems. In 1959, MAP was extensively
studied for the convex case by Cheney and Goldstein [14], covering also inconsistent feasibility
problems. Precisely the theme of our paper, projection methods for inconsistent inclusions have
a history on its own; see the 2018 review by Censor and Zaknoon [13]. The ability of MAP
to find best pairs is a notable characteristic, making MAP (and its variants) one of the most
used algorithms in Optimization [2, 18, 19, 15, 3, 12, 20, 5, 4, 7, 26, 9, 16]. Although MAP
always converges under the existence of best pairs, the rate of convergence may be arbitrarily
slow [8, 2, 21]. In 1950, Aronszajn [1] found the lower bound for the linear rate of MAP, given
by the square of the cosine of the minimal angle (Friedrichs angle) between two subspaces, which
turns out to be the sharpest one, as proved by Kayalar and Weinert [23] in 1988. For an in depth
related literature on MAP see, for instance, Bauschke and Borwein [5, 7], and Deutsch [17].
The paper is organized as follows. In Section 2 we collect known facts on MAP and some
auxiliary material. Section 3 contains all our ,contributions. It starts with a theorem on finite
convergence of MAP for a polyhedron and a hyperplane under inconsistency. The section con-
tinuous with a lemma that lies at the core of our study. This lemma concerns MAP for a closed
convex set and a hyperplane. Still in Section 3, we derive the main result of our paper, namely,
finite convergence of MAP for two general non-intersecting closed convex sets satisfying an error
bound condition. In Section 4, we present a discussion upon three insightful examples. The first
one consists of a viewpoint on Linear Programming using duality and our theorem on MAP for
polyhedron versus hyperplane. The second example illustrates the key role of the Lipschitzian
error bound in our main theorem. Last, we consider a simple problem giving rise to the question
on whether a Hölder type error bound could make MAP’s rate of convergence go from sublinear
to linear when shifting the target sets apart. Some concluding remarks are presented in Section 5.
2. Background material. Let X,Y ⊂ Rn be closed, convex and nonempty. Remind
that the orthogonal projection of x ∈ Rn onto X is given by PX(x) ∈ X if, and only if,
〈y − PX(x), x− PX(x)〉 ≤ 0, for all y ∈ X. Throughout the text, 〈·, ·〉 stands for the Euclidean
inner product inducing the norm ‖·‖ := √〈·, ·〉. The nonnegative integer numbers will be denoted
by N. The open ball centered in x with radius δ > 0 is the set Bδ(x) := {z ∈ Rn | ‖x− z‖ < δ}.
We define the distance between X and Y by dist(X,Y ) := inf{‖x− y‖ | x ∈ X, y ∈ Y }.
When one of the sets is a singleton, for instance X = {x}, we use the notation dist(x, Y ). A best
approximation pair (BAP) relative to X and Y is a pair (x¯, y¯) ∈ X × Y attaining the distance
between X and Y , that is, dist(x¯, y¯) = dist(X,Y ). The set of all BAP relative to X and Y is
denoted by bap(X,Y ) ⊂ X × Y and, accordingly, we define the sets
bapY (X) := {x ∈ X | (x, y) ∈ bap(X,Y )} = {x ∈ X | dist(x, Y ) = dist(X,Y )}
and
bapX(Y ) := {y ∈ Y | (x, y) ∈ bap(X,Y )} = {y ∈ Y | dist(y,X) = dist(X,Y )}.
Note that bapY (X) (respectively bapX(Y )) is the subset of points in X (respectively Y ) nearest of
Y (respectively X). In the consistent case, that is, when X ∩Y is nonempty, we have bapX(Y ) =
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bapY (X) = X ∩ Y . As we are interested in the inconsistent case, henceforth, we suppose that
X ∩ Y = ∅. In this context we define the displacement vector as d := Pcl(X−Y )(0). So, ‖d‖ =
dist(X,Y ) and dist(X,Y ) is attained if, and only, if d ∈ X − Y . In particular, dist(X,Y ) is
attained whenever X − Y is closed.
Given any point x ∈ Rn, define the terms of the sequence (xk)k∈N by
(2.1) x0 = x, xk+1 = PXPY (xk),
for every k ∈ N. The sequence (xk)k∈N is the alternating projection sequence starting at x0 = x.
Cheney and Goldstein [14] famously specify conditions under which a MAP sequence is guaranteed
to converge to a best approximation pair. In particular, it suffices that one of the sets is compact
or one of the sets is finite-dimensional. The general result was summarized and enlarged in [6,
Lemma 2.2] as follows.
Fact 2.1 (BAP sets). Denote Fix(PXPY ) = {x ∈ Rn | PXPY (x) = x}. Then,
(i) bapY (X) = Fix(PXPY ).
(ii) bapY (X) and bapX(Y ) are closed convex sets.
(iii) If bapY (X) or bapX(Y ) is nonempty then dist(X,Y ) is attained. Moreover, let d be the
displacement vector. Then
PY (x¯) = x¯− d, ∀x¯ ∈ bapY (X),
and bapY (X)− d = bapX(Y ),bapY (X) = X ∩ (Y + d),bapX(Y ) = (X − d) ∩ Y.
In the the next fact, we abuse notation and use 〈X, y〉 ≤ 0 to denote that 〈x, y〉 ≤ 0,∀x ∈ X.
Fact 2.2 (BAP pairs). Let x ∈ Rn be given. Then, if dist(X,Y ) is attained, with d being
the displacement vector, then
PbapX(Y )(x) = PbapY (X)(x)− d,
and 〈X − bapY (X), d〉 ≥ 0 and 〈Y − bapX(Y ), d〉 ≤ 0.
Fact 2.3 (Convergence of MAP [6, Theorem 4.8]). Let (xk)k∈N be a alternating projection
sequence given (2.1). Then,
xk − PY (xk)→ d,
where d is the displacement vector. Moreover,
(i) if dist(X,Y ) is attained then xk → x¯ ∈ bapY (X) and PY (xk)→ y¯ := x¯− d ∈ bapX(Y );
(ii) if dist(X,Y ) is not attained then
∥∥xk∥∥→ +∞.
Next we present some definitions and well-known results concerning polyhedrons, useful in
Theorem 3.1.
Definition 2.4 (Polyhedron). A set Ω ⊂ Rn is said to be a (convex) polyhedron, if it can
be expressed as the intersection of a finite family of closed half-spaces, that is,
(2.2) Ω := {x ∈ Rn | 〈ai, x〉 ≤ αi, ai ∈ Rn, αi ∈ R, for i = 1, . . . ,m}.
Fact 2.5 (Minkowski-Weyl theorem [25, Theorem 3.52]). A set Ω ⊂ Rn is a polyhedron if,
and only if, is finitely generated.
Definition 2.6 (Tangent cone). Let X be a nonempty closed convex set in Rn and x ∈ X.
The tangent cone of X at x is giving by
TX(x) := cl ({λ(y − x) ∈ Rn | y ∈ X,λ ∈ R+}) .
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Fact 2.7 (Tangent cone of polyhedron [25, Theorem 6.46]). If Ω ⊂ Rn is a polyhedron
defined as in (2.2), then the tangent cone TΩ(x), at any point x ∈ Ω, is a polyhedral cone and can
be represented as
TΩ(x) = {w ∈ Rn | 〈ai, w〉 ≤ 0, for i ∈ I(x)},
where ai ∈ Rn defines polyhedron Ω and I(x) := {i | 〈ai, x〉 = αi} is the active indexes set of Ω
at x.
Fact 2.8 (Finitely many tangent cones of a polyhedron [11]). If Ω is a polyhedron, then the
set of all tangent cones {TΩ(x) | x ∈ Ω} has finite cardinality. Moreover, for any x ∈ Ω, there
exists a radius δ > 0 such that TΩ(x) ∩ Bδ(x) = Ω ∩ Bδ(x), that is, Ω coincides locally with any
tangent cone to it.
3. Finite convergence of MAP. This section gathers our contributions. They are kick-
started by the theorem below, stating that MAP converges finitely if applied to a polyhedron Ω
and a hyperplane H such that Ω ∩H = ∅.
Theorem 3.1 (Finite convergence of MAP for polyhedron versus hyperplane under incon-
sistency). Consider two nonempty sets Ω, H ⊂ Rn such that Ω is a polyhedron, H is a hy-
perplane and Ω ∩ H = ∅. Let x0 ∈ Rn be given and (xk)k∈N be the MAP sequence defined by
xk+1 := PCPH(x
k). Then, (xk)k∈N converges in finitely many steps to x¯ ∈ bapH(Ω) := {x ∈ Ω |
‖x− PH(x)‖ = dist(Ω, H)}.
Proof. Fact 2.1 provides that the dist(Ω, H) is attained. Hence, the sequence (xk)k∈N con-
verges to some x¯ ∈ bapH(Ω) (Fact 2.3(i)). For a point x ∈ Ω, let TΩ(x) denote the tangent cone
of Ω at x. Since Ω is a polyhedron, the set of all tangent cones {TΩ(x) | x ∈ Ω} is finite and
each TΩ(x) is a finitely generated (see Facts 2.5, 2.7, and 2.8). In particular, the cardinality of
Γ := {TΩ(x) | x ∈ bapH(Ω)} is finite since bapH(Ω) ⊂ Ω and each tangent cone in Γ has a finite
number of generators. Consider now the collection of all normalized generators with respect to
cones in Γ denoted by W := {w ∈ Rn | ‖w‖ = 1, w belongs to a conic base of some TΩ(x), x ∈
bapH(Ω)}.
Let d be the displacement vector. Fact 2.2 allows us to conveniently categorize the generators
in W . For the disjoint finite sets U := {u ∈ W | ‖u‖ = 1, 〈u, d〉 = 0} and V := {v ∈ W | ‖v‖ =
1, 〈v, d〉 > 0}, we have W = U ∪ V . The finitude and definition of V provide the existence and
positivity of
(3.1) r := min
v∈V
{〈v, d〉}.
The facts that r > 0 and ‖d‖ > 0 are key for the finite convergence of MAP.
We will show that for any z ∈ Rn, with dist(z,bapH(Ω)) ≤ r, we get PΩPH(z) = PbapΩ(H)(z).
Once this is established, we are done because, since xk → x¯ ∈ bapΩ(H), we have that, for all
sufficiently large k, dist(xk,bapH(Ω)) ≤ r.
Take z ∈ Rn arbitrary, but fixed, such that dist(z,bapH(Ω)) ≤ r. In order to shorten the
notation, set z¯ := PbapH(Ω)(z) and zH := PH(z). By Pythagoras’ arguments, one can see that
PbapH(Ω)(zH) = z¯. In fact, let zHd := zH + d and z˜ := PbapH(Ω)(zHd). Then,
‖z − z¯‖2 − ‖z¯ − zHd‖2 = ‖z − zHd‖2 = ‖z − z˜‖2 − ‖z˜ − zHd‖2
≥ ‖z − z¯‖2 − ‖z˜ − zHd‖2 .
A cancellation gives us ‖z¯ − zHd‖ ≤ ‖z˜ − zHd‖, which implies z˜ = z¯. Similarly, let zˇ :=
PbapH(Ω)(zH) and consider the Pythagoras relations
‖zH − z¯‖2 − ‖z¯ − zHd‖2 = ‖zH − zHd‖2 = ‖zH − zˇ‖2 − ‖zˇ − zHd‖2
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≤ ‖zH − zˇ‖2 − ‖z¯ − zHd‖2 ,
because ‖z¯ − zHd‖ ≤ ‖zˇ − zHd‖. After crossing out ‖z¯ − zHd‖2, we have ‖zH − z¯‖ ≤ ‖zH − zˇ‖,
yielding zˇ = z¯.
Let us now look at the angle between zH − z¯ and vectors in TΩ(z¯). Since z¯ is in bapH(Ω),
all the generators of the tangent cone TΩ(z¯) must be contained in W . Recall that W is split as
U ∪V and, therefore, in order to investigate the sign of 〈w, zH − z¯〉, consider the two cases below:
(a) w is a generator of TΩ(z¯) belonging to U ;
(b) w is a generator of TΩ(z¯) belonging to V .
Case (a). For w to be a generator of TΩ(z¯) belonging to U , it must be a generator of
TbapH(Ω)(z¯), since bapH(Ω) ⊂ H + d. Bear in mind that polyhedrons coincide locally with its
tangent cones (See Fact 2.8). So, for some radius ε > 0, bapH(Ω) ∩ Bε(z¯) = TbapH(Ω)(z¯)∩ Bε(z¯).
Thus, for all t > 0 sufficiently small, z¯+tw ∈ bapH(Ω) and since PbapH(Ω)(zH) = z¯, by projections
onto convex sets, we have 〈z¯ + tw − z¯, zH − z¯〉 ≤ 0, therefore 〈w, zH − z¯〉 ≤ 0.
Case (b). This is the case in which the constant r > 0 defined in (3.1) is going to be employed.
We now have w ∈ V ,
〈w, zH − z¯〉 = 〈w, zH − z¯ + d〉 − 〈w, d〉
= 〈w, z − z¯〉 − 〈w, d〉
≤ ‖w‖ ‖z − z¯‖ − 〈w, d〉
= ‖z − z¯‖ − 〈w, d〉
≤ r − 〈w, d〉 ≤ 0.
where we used the fact that zH+d = z, Cauchy-Schwarz, that w is a unit vector and the definition
of r given in (3.1), respectively. Hence, cases (a) and (b) have shown that 〈zH − z¯, d〉 ≤ 0 for
any normalized generator w of the cone TΩ(z¯). This means that the projection of z onto TΩ(z¯) is
given by z¯. Since z¯ ∈ Ω and Ω ⊂ TΩ(z¯), we get that PΩPH(z) = z¯, finishing the proof.
Definition 3.2 (Optimal supporting hyperplane). Let X,Y ⊂ Rn be closed convex sets
such that X ∩ Y = ∅ and dist(X,Y ) is attained. We say that HX is the optimal supporting
hyperplane to X regarding Y if bapY (X) ⊂ HX and the displacement vector d is orthogonal to
HX .
Fig. 2: Disjoint convex sets X and Y , BAPs and optimal hyperplanes.
This definition, together with Fact 2.1(iii), implies that for two disjoint closed convex sets X,Y ⊂
Rn with attainable distance, bapY (X) = X ∩ (Y + d) ⊂ HX and bapX(Y ) = (X − d)∩ Y ⊂ HY .
Figure 2 illustrates all these sets related to X and Y as well as the displacement vector.
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Definition 3.2 and Figure 2, combined with the proof of Theorem 3.1, inspire the formulation
of an appropriate error bound condition under which we derive finite convergence results for MAP
without asking the target sets to be polyhedral. The next lemma is the first step in this direction.
Featuring a very technical proof, it concerns MAP for a closed convex set versus a hyperplane
and allows us to tackle an even more general setting in the main theorem of this paper. The error
bound under consideration somehow mimics standard ones given in [5, 7] and also relates to the
one presented in [10] for nonzero-residue least squares.
In the following we are going to have a closed convex set X and a hyperplane H with empty
intersection and attainable distance. In this case the optimal supporting hyperplane HX to X
regarding H coincides precisely with H+d, that is, the hyperplane obtained by shifting H by the
displacement vector d.
Lemma 3.3 (Finite convergence of MAP for a convex set versus hyperplane under inconsis-
tency). Let X,H ⊂ Rn be a closed convex set and a hyperplane, respectively, and suppose that
X and H are disjoint with attainable distance. Let x∗ ∈ bapH(X) and let d be the displacement
vector. Now, assume the existence of an error bound ω > 0 and a radius δ > 0 such that, for all
x ∈ Bδ(x∗) ∩X, it holds that
(3.2) ω dist(x,X ∩ (H + d)) ≤ dist(x,H + d).
By setting r := min
{
ω dist(X,H), δ2
}
, we have that
(i) for all z ∈ Br(x∗),
PXPH(z) ∈ bapH(X);
(ii) for any given x0 ∈ Rn, the MAP sequence (xk)k∈N defined by xk+1 := PXPH(xk) converges
to a point x¯ ∈ bapH(X). Moreover, if there exists an index k¯ ≥ 0, such that xk¯ ∈ Br(x∗), then
xk¯+1 = x¯, that is, in this case, MAP converges in at most k¯ + 1 steps.
Proof. It is well-known that MAP converges globally for two closed convex sets with attain-
able distance (see Fact 2.3(i)) and thus, the first part of item (ii) follows. Its second part is a
straightforward consequence of item (i), so we concentrate on the latter.
Take z ∈ Br(x∗), arbitrary, but fixed, with x∗ and r as enunciated in the hypothesis. Set
z¯ := PbapH(X)(z) and zH := PH(z) and define
S := {s ∈ Rn | 〈s− z¯, zH − z¯〉 ≤ 0}.
Since, X ∩H = ∅, we have that zH − z¯ 6= 0 and thus, S is an affine half-space. The keystone of
the proof is to show that
(3.3) X ⊂ S.
If this claim is proved, we get, directly from the characterization of a projection onto a closed
convex set, that z¯ = PX(zH) = PXPH(z), proving item (i). Therefore, let us draw our attention
to proving that (3.3) holds. Assume the contrary, that is, there exists a point w ∈ X which does
not lie in S. Then, for a sufficiently small t ∈ (0, 1], we have x := tw + (1− t)z¯ ∈ Bδ(x∗) ∩X. In
fact, x ∈ X, by convexity. Now, we have that
‖x− x∗‖ = ‖tw + (1− t)z¯ − x∗‖ = ‖t(w − x∗) + (1− t)(z¯ − x∗)‖
≤ t ‖w − x∗‖+ (1− t) ‖z¯ − x∗‖
= t ‖w − x∗‖+ (1− t)∥∥PbapH(X)(z)− PbapH(X)(x∗)∥∥
≤ t ‖w − x∗‖+ (1− t) ‖z − x∗‖
8 R. BEHLING, Y. BELLO-CRUZ AND L.-R. SANTOS
< t ‖w − x∗‖+ (1− t)r
≤ t ‖w − x∗‖+ (1− t)δ
2
< t ‖w − x∗‖+ δ
2
,
where we used the definition of x, the convexity of the norm, the definition of z¯ and the fact that
x∗ ∈ bapH(X), the nonexpansiveness of the projection, the assumption z ∈ Br(x∗), the definition
of r, and the fact that 1 − t < 1, respectively. Let us take a fixed t ∈
(
0,min
{
1, δ2‖w−x∗‖
}]
.
Thus, the correspondent x = tw + (1− t)z¯ ∈ Bδ(x∗) ∩X. Note also that
〈x− z¯, zH − z¯〉 = 〈tw + (1− t)z¯ − z¯, zH − z¯〉
= t 〈w − z¯, zH − z¯〉
> 0,
since t > 0 and w /∈ S. Hence, x /∈ S.
We proceed by showing that this point x does not comply with the error bound condition
(3.2), leading to a contradiction.
Simple Pythagoras’ arguments imply that PbapH X(zH) = z¯ := PbapH X(z), as we will see next.
Let zHX := PHX (z) and z˜ := PbapH(X)(zHX ), where HX is the optimal supporting hyperplane to
X regarding H. Reminding that, in this case, HX = H + d, we get zHX = zH + d. Then,
‖z − z¯‖2 − ‖z¯ − zHX‖2 = ‖z − zHX‖2 = ‖z − z˜‖2 − ‖z˜ − zHX‖2
≥ ‖z − z¯‖2 − ‖z˜ − zHX‖2 .
Crossing out ‖z˜ − zHX‖2 yields ‖z¯ − zHX‖ ≤ ‖z˜ − zHX‖, which gives us z˜ = z¯. Similarly, let
zˇ := PbapH(X)(zH) and consider the Pythagoras relations
‖zH − z¯‖2 − ‖z¯ − zHX‖2 = ‖zH − zHX‖2 = ‖zH − zˇ‖2 − ‖zˇ − zHX‖2
≤ ‖zH − zˇ‖2 − ‖z¯ − zHX‖2 ,
because ‖z¯ − zHX‖ ≤ ‖zˇ − zHX‖. After a cancellation, we get ‖zH − z¯‖ ≤ ‖zH − zˇ‖, providing
zˇ = z¯.
The fact that PbapH(X)(zH) = z¯ implies that 〈s− z¯, zH − z¯〉 ≤ 0, for all s ∈ bapH(X), and we
conclude by definition of S that bapH(X) ⊂ S. On the other hand, recall that bapH(X) ⊂ HX
(see Definition 3.2). In particular,
(3.4) bapH(X) ⊂ S ∩HX .
Now, let us define xˆ := PS∩HX (x). Since x /∈ S, we have 〈x− z¯, zH − z¯〉 > 0 and because
xˆ lies on the boundary of the affine half-space S, it holds that 〈xˆ− z¯, zH − z¯〉 = 0. Hence,
〈x− xˆ, zH − z¯〉 = 〈x− z¯, zH − z¯〉+ 〈z¯ − xˆ, zH − z¯〉 > 0. Moreover,
0 < 〈x− xˆ, zH − z¯〉 = 〈x− xˆ, zH − (z¯ − d)− d〉
= 〈x− xˆ, zH − (z¯ − d)〉 − 〈x− xˆ, d〉
≤ ‖x− xˆ‖ ‖zH + d− z¯‖ − 〈x− xˆ, d〉
= ‖x− xˆ‖ ‖PHX (z)− PHX (z¯)‖ − 〈x− xˆ, d〉
≤ ‖x− xˆ‖ ‖z − z¯‖ − 〈x− xˆ, d〉
< ‖x− xˆ‖ r − 〈x− xˆ, d〉 ,(3.5)
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where the second inequality is by Cauchy-Schwarz, the third is by the nonexpansiveness of pro-
jection and the last one follows from ‖z − z¯‖ ≤ ‖z − x∗‖ < r. Therefore,
(3.6) 〈x− xˆ, d〉 < r ‖x− xˆ‖ ≤ ω ‖d‖ ‖x− xˆ‖ ,
by (3.5) and the definition of r.
Now, let xH := PH(x) and xHX := PHX (x) = xH + d. Then,
(3.7) 〈x− xˆ, d〉 = 〈x− xHX + xHX − xˆ, d〉 = 〈x− xHX , d〉+ 〈xHX − xˆ, d〉 = 〈x− xHX , d〉 ,
as xˆ, xHX ∈ HX and d ⊥ HX . Due to the fact that HX is a hyperplane, x − xHX is collinear
to d, so Cauchy-Schwarz holds sharply, that is, |〈x− xHX , d〉| = ‖x− xHX‖ ‖d‖. Moreover, since
x ∈ X, the inner product 〈x− xHX , d〉 is nonnegative and thus 〈x− xHX , d〉 = ‖x− xHX‖ ‖d‖,
which combined with (3.6) and (3.7) provides
‖x− xHX‖ ‖d‖ < ω ‖d‖ ‖x− xˆ‖ .
This inequality, together with bapH(X) ⊂ S ∩HX , as proved in (3.4), yields
dist(x,H+d) = dist(x,HX) = ‖x− xHX‖ < ω ‖x− xˆ‖ = ω dist(x, S∩HX) ≤ ω dist(x,bapH(X)),
which contradicts the error bound assumption (3.2), because x ∈ Bδ(x∗) ∩ X and bapH(X) =
X ∩HX .
The previous lemma leads to our major contribution. We now show that the two ingredients,
infeasibility and error bound, yield finite convergence of MAP for two closed convex sets.
Theorem 3.4 (Finite convergence of MAP under infeasibility and error bound). Let X,Y ⊂
Rn be closed convex sets such that X ∩Y = ∅ and that the distance between them is attained. Let
x∗ ∈ bapY (X) and assume the existence of an error bound ω > 0 and a radius δ > 0 such that,
for all x ∈ Bδ(x∗) ∩X, it holds that
(3.8) ω dist(x,X ∩HX) ≤ dist(x,HX),
where HX is the optimal supporting hyperplane to X regarding Y . By setting r := min
{
ω dist(X,Y ), δ2
}
,
we have that
(i) for all z ∈ Br(x∗),
PXPY (z) ∈ bapY (X);
(ii) for any given x0 ∈ Rn, the MAP sequence (xk)k∈N defined by xk+1 := PXPY (xk) converges
to a point x¯ ∈ bapY (X). Moreover, if there exists an index k¯ ≥ 0, such that xk¯ ∈ Br(x∗), then
xk¯+1 = x¯, that is, in this case, MAP converges in at most k¯ + 1 steps.
Proof. Consider x∗ and r as stated in the assumptions and let z ∈ Br(x∗) be arbitrary, but
fixed. Now, set zY := PY (z) and z := PHY (zY ), where HY is the optimal supporting hyperplane
to Y regarding X, i.e., HX = HY + d, where d is the displacement vector. Moreover, using the
nonexpansiveness of projection operators onto convex sets and that x∗−d lies in both Y and HY ,
we obtain
‖(z + d)− x∗‖ = ‖z − (x∗ − d)‖
= ‖PHY (zY )− PHY (x∗ − d)‖
≤ ‖zY − (x∗ − d)‖
= ‖PY (z)− PY (x∗)‖
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≤ ‖z − x∗‖ ≤ r,
that is, z+d ∈ Br(x∗). Taking into account that dist(X,HY ) = dist(X,Y ) = ‖d‖, Lemma 3.3(i)
can be applied to z+d, withHY playing the role ofH, yielding PXPHY (z+d) ∈ bapHY (X). Note
that PX(z) = PXPHY (z + d) and from the definition of HY , we have bapHY (X) = bapY (X).
Thus,
(3.9) PX(z) ∈ bapY (X).
Bearing in mind the definition of HY and that zY ∈ Y , observe that there exists t ≤ 0 such that
zY − z = td. For all x ∈ X, we have
〈zY − PX(z), x− PX(z)〉 = 〈zY − z, x− PX(z)〉+ 〈z − PX(z), x− PX(z)〉
= t︸︷︷︸
≤0
〈d, x− PX(z)〉︸ ︷︷ ︸
≥0
+ 〈z − PX(z), x− PX(z)〉︸ ︷︷ ︸
≤0
≤ 0,(3.10)
where the second underbrace remark is by Fact 2.2 and the third is by characterization of the
orthogonal projection of z onto X. Hence, (3.10) implies that PX(zY ) = PX(z). Therefore, due
to (3.9) and that PXPY (z) = PX(zY ), it holds that
PXPY (z) ∈ bapY (X),
proving item (i).
Item (ii) follows directly from Fact 2.3(i) and item (i).
4. Discussion of results. We illustrate our results upon three simple examples. The first
example connects Linear Programming with Theorem 3.1. The second one comments on the
importance of the error bound condition in Theorem 3.4. Lastly, we present an example raising
a conjecture regarding the substitution of the Lipschitzian error bound from Theorem 3.4 by a
Hölder one.
Example 4.1 (MAP for LP). A curious geometrical interpretation of Linear Programming
(LP) follows from Theorem 3.1. Consider the following linear program
(4.1)
minimize 〈c, x〉
subject to Ω := {x ∈ Rn | Ax ≤ b, x ≥ 0}
where A ∈ Rm×n, c ∈ Rn with c 6= 0 and b ∈ Rm are given. Let us assume that (4.1) is solvable
and denote its solution set by Ω∗. These hypotheses guarantee the existence of a dual feasible
point yˆ ∈ Rm, i.e., A>yˆ ≥ c and yˆ ≥ 0. Take any ε > 0, some xˆ ∈ Rm such that 〈c, xˆ〉 = 〈b, yˆ〉−ε,
and define H := {x ∈ Rn | 〈c, xˆ− x〉 = 0}. Note that finding such xˆ is a trivial task. Now, strong
duality yields Ω∩H = ∅, so Theorem 3.1 applies. This means that for any starting point x0 ∈ Rn
the MAP sequence xk+1 := PΩPH(xk) finds a best point x¯ ∈ Ω after a finite number of iterations.
It is easy to see that the displacement vector d = x¯ − PH(x¯) between H and Ω is a positive
multiple of the cost c. Therefore, x¯ solves the LP (4.1).
Infeasibility added by an error bound condition is a sufficient condition for finite convergence
of MAP as stated in Theorem 3.4. It is, of course, not necessary. One just needs to consider,
for instance, MAP for two distinct parallel lines immersed in R3. In this case, the error bound
inequality (3.8) fails to be true. Though, MAP converges in a single step. The same happens
when we have two disjoint reverse lines forming a right angle. Nevertheless, we understand that
the error bound under inconsistency is somehow essential for MAP to converge finitely. This is
illustrated next with two disjoint reverse lines forming forty five degrees.
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Example 4.2 (Lack of error bound). Let X := {(t, 0, 0) ∈ R3 | t ∈ R} and Yγ := {(t, t, γ) ∈
R3 | t ∈ R} with γ ∈ R fixed. In this example, the unique best pair consists of (x¯, y¯), where
x¯ = (0, 0, 0) and y¯ = (0, 0, γ), but the error bound condition from Theorem 3.4 is not satisfied,
for γ 6= 0. Indeed, in this case, the optimal supporting hyperplane to X regarding Yγ is given by
HX = {(x1, x2, x3) ∈ R3 | x3 = 0} and obviously, X ∩ Yγ = ∅. Here, dist((0, 1, 0),bapYγ (X)) = 1,
however dist((0, 1, 0), HX) = 0, which prohibits the error bound inequality (3.8) to hold if γ 6= 0.
Let us now investigate the behavior of MAP in this case. Consider an arbitrary starting point
x0 = (a, b, c) ∈ R3 and the MAP sequence xk+1 = PXPYγ (xk). Straightforward manipulations
give us
xk =
( a
2k
, 0, 0
)
.
This sequence converges linearly with rate 1/2 to the unique best point to X, namely the origin
(0, 0, 0). Note that the sequence does not depend on the parameter γ, showing that in this
example infeasibility does not play a role at all. Thus, infeasibility together with polyhedrality is
not enough to guarantee finite convergence of MAP.
It is well known that for the consistent case, Lipschitzian/Hölder error bound gives us in
general linear/sublinear convergence of MAP [7]. With that said, Theorem 3.4 consists of a
striking jump in the rate of convergence of MAP, namely from linear to finite. In this regard, the
final example of this section incites the formulation of an intriguing question: Do we get linear
convergence of MAP under infeasibility together with a Hölder error bound?
Example 4.3 (A ball and a hyperplane in R2). Consider the closed ball X in R2 with radius
1 centered in (0, 1), that is, X := {(x1, x2) ∈ R2 | x21 + (x2− 1)2 ≤ 1} and the family of horizontal
hyperplanes of the form Yε := {(t,−ε) ∈ R2 | t ∈ R}, where ε is a nonnegative parameter. For
ε = 0, we get Y0 being the optimal supporting hyperplane HX . In this case, X ∩ Y0 consists of
the origin. If ε > 0, X ∩ Yε = ∅ and there exists a unique best pair, namely {(0, 0), (0,−ε)}.
Fig. 3: Hölder error bound between X and HX .
We would like to draw our attention to a MAP iteration betweenX and Y0, and one concerning
X and Yε. These MAP iterations are given below and illustrated in Figure 3. For a number a > 0,
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consider (a, 0) ∈ Y0 and (a,−ε) ∈ Yε. Note that
PY0PX(a, 0) =
(
a√
a2 + 1
, 0
)
∈ Y0
and
PYεPX(a,−ε) =
(
a√
a2 + (1 + ε)2
,−ε
)
∈ Yε.
Note also that
(4.2) lim
a→0+
‖PY0PX(a, 0)− (0, 0)‖
‖(a, 0)− (0, 0)‖ = lima→0+
1√
a2 + 1
= 1,
and
(4.3) lim
a→0+
‖PYεPX(a,−ε)− (0,−ε)‖
‖(a,−ε)− (0,−ε)‖ = lima→0+
1√
a2 + (1 + ε)2
=
1
1 + ε
.
The limit being 1 in (4.2) means that a MAP sequence between X and Y0, monitored on Y0,
converges to the origin sublinearly. On the other hand, in view of (4.3), the gap of size ε leads
to a linear convergence of a MAP sequence to the best point (0,−ε) with asymptotic rate 11+ε ,
where this MAP sequence regards X and Yε and belongs to Yε. For simplicity, we are looking
at MAP shadows on Y0/Yε, but of course, due to the nonexpansiveness of projections, the rates
would be sublinear/linear for the correspondent shadows on X.
Apparently, this leap from sublinear to linear convergence occurs in view of the presence of a
Hölder error bound condition between X and HX . In fact, we have the existence of ω > 0 such
that
ω dist(x,X ∩HX)1+q ≤ dist(x,HX),
x ∈ X in a neighborhood of X∩HX = {(0, 0)}, with q = 1. We remark that the Hölder parameter
q = 1 can be effortlessly derived in this example by taking into account thatX is entirely contained
in the epigraph of the quadratic function g(t) = t
2
2 .
This last example presented a particular instance where adding inconsistency led to a gain
in the convergence rate of MAP from sublinear to linear. We understand this is not something
one can expect without assuming some Hölder regularity. Probably the improvement of MAP
would be more limited if we considered MAP for a Cauchy bowl getting apart from a hyperplane.
By Cauchy bowl we mean something like the epigraph of the function f : D → R defined
such that f(0) = 0 and f(x) = e‖x‖
−2
elsewhere, where D = {x ∈ Rn | ‖x‖ ≤ 1/√3}. This
function f is known to be infinitely differentiable in the interior of its domain, but not analytic.
Furthermore, its epigraph does not satisfy a Hölder error bound with respect to the hyperplane
H =
{
(x, 0) ∈ Rn+1 | x ∈ Rn}.
5. Concluding remarks. We have derived finite convergence of alternating projections for
two non-intersecting closed convex sets satisfying a Lipschitzian error bound condition. This
result strengthens the theory on MAP, a widely acclaimed method in Mathematics. In addition
to being interesting from a theoretical point of view, our main theorem might also have an impact
on practical issues regarding projection type algorithms in general, as inconsistency has been seen
favorable for MAP. A question left open is to what extend MAP can improve when embedding
inconsistency to a problem satisfying a Hölder error bound.
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