The capacity of a multiple-input multiple-output (MIMO) identity channel under the peak and average power constraints is investigated. The approach of Shamai et at. is generalized to the higher dimension settings to derive the neces sary and sufficient conditions for the optimal input probability density function. This approach prevents the usage of the identity theorem of the holomorphic functions of several complex variables which seems to fail in the multi-dimensional scenarios.
I. INTRODUCTION
The capacity of a point-to-point communication system sub ject to peak and average power constraints was investigated in [1] for the scalar Gaussian channel where it was shown that the capacity-achieving distribution is unique and has a probability mass function with a finite number of mass points. In [2] , Shamai and Bar-David gave a full account on the capacity of a quadrature Gaussian channel under the aforementioned constraints and proved that the optimal input distribution has a discrete amplitude and a uniform phase where the former and the latter are independent. This discreteness in the optimal input distribution was surprisingly shown in [3] to be true even without a peak power constraint for the Rayleigh fading channel when no channel state information (CSI) is assumed either at the receiver or the transmitter. Following this work, the authors in [4] and [5] investigated the capacity of noncoherent AWGN and Rician-fading channels, respectively.
Recently, the vector Gaussian channel under the peak and average power constraints has become more practical by the new scheme proposed in [6] . The capacity of the vector Gaus sian channel under the peak and average power constraints has been explored in [7] and [8] . However, according to [9] , it I This work was partiaUy supported by the Seventh Framework Programme for Research of the European Commission under grant number HARP-318489. seems that the results in the higher dimension settings are not rigorous due to the usage of the identity theorem for holomorphic functions of several complex variables without fulfilling its conditions. As shown by an example in section IV of [9] , a holomorphic function of several complex variables can be zero on IR n , but not necessarily zero on <e n . Since IR n is not an open subset of <e n , the identity theorem cannot be applied. Therefore, the problem of finding the capacity of a MIMO channel under the peak and average power constraints has remained open. The contribution of this paper is to solve that open problem by providing a proof that does not rely on the identity theorem for holomorphic functions of several complex variables.
In this paper, the approach of [2] is generalized to the vector Gaussian identity channel in which the complex extension will be done only on a single variable which is the amplitude of the input in the spherical coordinates. The necessary and sufficient conditions for the optimality of the input distribution are derived and it is proved that the support of the capacity achieving distribution is a finite set of hyper-spheres with mutual independent phases and amplitude. Subsequently, a more general peak and average constraints are considered where the same tools from the real and complex analysis can be applied and the optimal input distribution remains to have a finite discrete amplitude. It is shown that if the average power constraint is relaxed, when the ratio of peak power to the number of dimensions remains below a certain threshold (� 3.4), the constant amplitude signaling at the peak power achieves the capacity. Finally, through numerical evaluation, it will be observed that the achievable rate resulting from an input distribution having a finite set of magnitudes and satisfying an average power constraint can be close to the Shannon capacity of the channel with the same average power constraint, which is achieved by a Gaussian input.
II. SY STEM MODEL
In a discrete-time memory less vector Gaussian identity channel, the input-output relationship at channel use t is given by
where X(t), Y(t) (E IR n ) denote the input and output of the channel, respectively. The noise vector N (t) is independent u.S. Government work not protected by U.S. copyright of the input and has the distribution N(O, In) . 2 The capacity of the channel in (1) under the peak and the average power constraints is C(up, ua) = sup I(X; Y) (2) jx(x):ll x I12'S:up, E(IIXI12)'S:ua
where f x (x) denotes the input probability density function, and up , Ua are the upper bounds for the peak and the average power, respectively. Throughout the paper, any operator that involves a random variable reads with the term almost-surely (e.g. II X I1 2 :::; up).
III. PRELIMINARIES
In this section, we formulate the optimization problem in the spherical domain. By writing the mutual information in terms of the differential entropies (shown by H), we have 
where (8) results from transforming (7) to spherical domain by writing the Jacobian of the transform. It is obvious that n-l n-2 i =l i =l (9) 2 It is obvious that the m-dimensional circularly symmetric complex AWGN channel can be mapped to the channel in (l) with n = 2m.
where the first inequality is tight iff the elements of {R, WI, ... , W n-l} are mutually independent, and the second inequality becomes tight iff 'if n-l is uniformly distributed over [0, 2 7 f ). From (8) and (9) H( Y) :::; H(R) + � H(Wi ) + 1 00 fR (r) lnr n -ldr n-2 7 r
In order to make the analysis easier, the following change of variables is helpful (12) in which f?(p) is the CDF of P and the notation; f? in fv(v; Fp) is to emphasize that V has been induced by Fp.
The kernel K n(v, p) is given by
where 10; ( .) is the modified bessel function of the first kind and order a. The detailed calculations are provided in [10, Appendix A]. Note that K n (v, p) is continuous on its domain.
The differential entropies of V and Ui are
Jo r
Rewriting (6) 
where (16) results from (10), (14) and (15) . (17) is due to the fact that since SUi is bounded, H(Ui ) is maximized when Ui is uniformly distributed. It is easy to verify that having the input distributed as n-2
where ai = ��;, results in the following output distri bution n-2 f
The above result can be easily checked either by solving for f R , 'I! (r, 'IjJ) or by the fact that the summation of two indepen dent spherically symmetric random vectors (here X and N)
is still spherically symmetric.3 Also, note that having \jJ i (i = 1, ... , n -2) distributed as fWi(1fJi ) = ai l sin n-i -l 1fJi implies uniform Ui on [ 0, ai l. It can be observed that the input pdf in (18) makes the inequalities in (16) and (17) is only a function of fp (p), it is concluded that the optimal input distribution must have mutually independent phases and magnitude as in (18). Therefore, 
Before proceeding further, it is interesting to check whether the problem in (20) boils down to the classical results when the peak power constraint is relaxed (i.e., up -+ (0). From the definition of V, it can be verified that
Therefore, the problem in (20) becomes the maximization of the differential entropy over all distributions having a bounded moment of order � which is addressed in Appendix A for an 3The magnitude and the unit vector of a sphericaUy symmetric random vector are independent and the unit vector is uniformly distributed on the unit ball. It can be verified that this property is equivalent to the vector having the distribution of (19) in spherical coordinates. arbitrary moment. Substituting m with � and A with n�, (52) gives the optimal distribution for V and from (12) , the corresponding f P * (p) has the general Rayleigh distribution as n _ � n '2 p n-l e 2 u a fp* (p) = _ !l 2�ugr(�) (22) which is the only solution, since (12) is an invertible transform (see [10, Appendix B] ). Furthermore, it can be verified that the maximum is (23) which coincides with the classical results for the identity channel matrix [11] .
Finally, similar to Proof The theorem is proved by reductio ad absurdum (i.e., it is shown that the support of the optimal input cannot have infinite number of mass points.) We outline the sketch of the proof succinctly, while the detailed version (including the proofs for the propositions and remarks) is given in [10] . The phases and the magnitude of the optimal input distribu tion have already been shown to be mutually independent with the phases distributed as fWi (1fJi ) = ai l sin n-i -l 1fJi . There fore, in what follows, we focus on the optimal distribution of the input magnitude. Proof This is resulted by the continuity of hv(z; Fp) and
Morera's theorem or the differentiation lemma [15] . D If E p* has infinite number of points, since it is a bounded subset of the real line (S;;; [0, yu;]), it has an accumulation point in IR by Bolzano-Weierstrass theorem [16] . Hence, according to (28), the two holomorphic functions hv(z; Fp* ) and H(V; Fp* ) + >.(z 2 -ua) become equal on an infinite set that has an accumulation point in <C. Therefore, by the identity theorem for holomorphic functions of one complex variable [15] , the two functions are equal on the whole complex plane, i.e. which is a constant and is guaranteed by the invertibility of (24), which is shown in [10, Appendix B] , to be the only solution. The uniform distribution in (37) cannot be a legitimate pdf for V on the non-negative real line.
This contradiction can be observed in an alternative way.
By noting that from (37) and (12), if fv ( v; f'p) is to be constant (shown by Q), then fp(p) = Q pnl p 2: 0 (38) which is the only solution for f p (p) by the invertibility of (12) . Again, it is not a legitimate pdf for p and obviously violates the peak power constraint. Therefore, the first assumption of infinite mass points is incorrect and the magnitude of the optimal input has a finite number of mass points. This completes the proof of the theorem. D Remark 1. The fact that the magnitude of the optimal input distribution has a finite number of mass points remains unchanged if the average constraint in (2) is generalized as E(g(P)) :::; Ua Since all the conditions (compactness, continuity, etc.) remain unchanged, the support of the optimal input distribution will be some concentric shells having the mass points of the magnitude in ][)) up ' Remark 3. When the average power constraint is relaxed (i.e. Ua 2: up), the following input distribution is asymptoti Later, in the numercial results section, we observe that the density in (43) remains optimal for the non-vanishing ratio � when it is below a certain threshold. Remarks 3 and 4 are essential for the initial stage of the simulation results when either Ua or up are assumed to be very small at first and afterwards they are increased gradually by a step size.
V. NUMERICAL RESULTS
As stated in the Theorem, the magnitude of the optimal input has a finite number of mass points. The algorithm for finding the number, the positions and the probabilities of the optimal mass points is exactly the same as that explained in [2] . The only difference is the threshold for the peak power below which the optimal input has only one mass point at its peak (when n > 2). We have already shown that when the peak power is very small (i.e., up « 1) and Ua 2: up, the optimal input has only one mass point at p = yup. Let i'F, denote the cdf of this optimal input. Therefore, fv ( v; Fp,) = K n ( v, YU;; ) When up « 1, the above marginal entropy density is a convex and increasing function of p and satisfies the equality of (28) (with A = 0) at p = yup and the inequality of (27) at all other points. As up increases, i'F, remains optimal until it violates the necessary and sufficient conditions. By observing the behavior of hv ( p, Fp,), it is concluded that as up increases, the first point to violate the necessary and sufficient conditions will happen at p = O. Therefore, the peak power threshold (u�) for which i'F, remains optimal is obtained by solving the following equation for u�
By solving (49) numerically, the values of the peak power threshold are obtained for different values of n as shown in figure 1. For example, for six antennas (n = 6), u� � 19.7 which means that when the peak power is below 19.7 the support of the optimal input has only one hyper-sphere, and at this threshold it gets another mass point at zero. As it can be observed, the ratio � does not necessarily need to be van ishingly small to guarantee the optimality of Fp,. According to figure 1, for the ratios of � below (approximately) 3.4, i'F, remains optimal.
In figure 2 , the capacity of the channel in (2) (when the average power constraint is relaxed) is shown for different values of n for the range of peak powers below 20 dB. Also, for n = 2 and n = 10, some cases with Ua :::; up are plotted. In these cases that the average power constraint is not relaxed, the capacity for up :::; Ua is the same as that without average power constraint and for up > Ua, it saturates at its conventional value (i.e., � In ( l + �) as in [11] ). This saturation shows the near-optimal performance of the discrete input for the conventional unbounded scenario. For example, when n = 2 and Ua = 10 the capacity of the channel with unbounded input which is achieved by a Rayleigh distributed P, can also be achieved (with good approximation) by a pmf having only three mass points below V20.
VI. CONCLUSION
We have shown that the capacity-achieving distribution of the vector Gaussian identity channel under the peak and average power constraints has a finite number of mass points for its amplitude. It was shown that when the peak power is the only active constraint, constant amplitude signaling is optimal when the number of dimensions is above a threshold.
The results of the paper could be applied to the MIMO communication systems with only one single RF chain at the transmitter which is of great interest and necessitate the peak power constraint. The importance of the results becomes more pronounced in the massive MIMO settings, where it was shown that the capacity has a closed form solution and no computer program is needed to find the optimal input distribution. is for A 2: 0, a continuous, weakly differentiable and strictly concave function of i x (x) having the weak derivative at i:k (x) as L!� (x) Ux (x)) = 100 (I n i:k (x) + AXm)U:k(x ) -ix (x) )dx. a (54) Therefore, the Lagrangian optmuzation guarantees a unique solution for (50) and the necessary and sufficient condition for ix * (x) to be the optimal solution is the existence of a A 2: 0 for which L! x* (x) Ux(x)) :::; 0 \/ix(x) E [2. It can be verified that for A = �� 1, the distribution in (52) results in L! x*(x) Ux(x)) = 0 which satisfies the necessary and sufficient conditions. Hence, the pdf in (52), which has the differential entropy in (51), is the unique solution of (50). D
