In this paper, our main purpose is to establish the existence of multiple solutions of a class of p-q-Laplacian equation involving concave-convex nonlinearities:
one is the reaction and relates to sources and loss processes. Typically, in chemical and biological applications, the reaction term c(x, u) has a polynomial form with respect to the concentration u.
Recently, the stationary solution of (1.2) was studied by many authors, that is many works considered the solutions of the following problem
−div H(u)∇u = c(x, u).
(1. 3) In the present paper we are concerning problem (1.1), a special case of problem (1.3) in a bounded domain.
If p = q = 2, (1.1) can be reduced to − u = θ V (x)|u| r−2 u + |u| 2 * −2 u + λ f (x, u), x ∈ Ω,
which is a normal Schrödinger equation and has been widely studied, see [1] [2] [3] [4] . f (x, t) dt. If r = 2, the pioneer result of Brézis and Nirenberg [5] studied problem (P θ,0 ) and shows that if λ 1 is the first eigenvalue of − in Ω with the zero Dirichlet boundary condition, N > 3 and 0 < θ < λ 1 Later in [6] , H. Brézis proposed the problem of infinitely many solutions to problem (P α,0 ) with r = 2, N 4 and α(x) > 0 somewhere in Ω. Recently, H. Liu in [7] studied problem (P θ V ,F ) with V (x) = , 0 < q < 1, f (x), g(x) are positive measurable functions, with other suitable conditions, it shows that there exists ν * > 0 such that for any ν ∈ (0, ν * ), problem (P θ V ,F ) has at least two positive solutions u 1 , u 2 with
The typically difficulty in dealing with problem (P θ V ,λ f ) is that the corresponding functional I(u) doesn't satisfy a (PS)-condition due to the lack of compactness of the embedding:
Hence we couldn't use the standard variational methods.
However, if 1 < r < 2, the situation is quite different. In [8] proved that problem (P θ,0 ) has infinitely many solutions satisfying I(u) < 0, provided that θ > 0 is close to zero. The main essence is that when 1 < r < 2, the functional I(u) is sublinear, when θ is small enough, I(u) satisfies the (PS) c -condition for c < 0. So we can look for critical points of negative critical values of I(u). Also, in [9] T.F. Wu considered problem (P λ f ,0 ) with the decomposition of the Nehari manifold via the combination of concave and convex nonlinearities. It shows that there exists λ 0 > 0 such that for λ ∈ (0, λ 0 ), the equation (P λ f ,0 ) has at least two positive solutions.
For a general case of (P θ V ,λ f ), we consider p-Laplacian problem
which is a special case of (1.1) when p = q. The corresponding energy functional is
, and F (x, u) is as above. Problem (E θ V ,λ f ) was also studied by many authors, many results valid for problem (P θ V ,λ f ) has been extended to problem (E θ V ,λ f ). For example, when Ω is bounded in R N , the existence of nontrivial solution of problem (E θ,0 ) was studied (see e.g. [10] ). In [11] J.G. Azvrero and I.P. Aloson proved that when 1 < r < p and θ > 0 is small enough, then problem (E θ,0 ) has infinitely many solutions. Recently, in [12] 
for some subsequence {u n k } of {u n }. To over this difficulties we use the Concentration-Compactness Principle as in [10] . Motivated by [12, 14, 16] , and borrowed the methods in [11] , we consider the more general problem (1.1). For the func-
, we add the following assumptions:
Extend and generalize some results in [11, 12, 16] , we obtain our main result. [18] in order to prove multiple results for a class of semilinear elliptic equations, also see [12] for quasilinear case.
Remark 1.4.
Here we give some examples of the nonlinearity satisfying (D2)-(D4).
The present paper is organized as follows, in Section 2, we give some preliminary results, in Section 3, we will prove the main result, and we will give some results of problem (1.1) for the case 1 < q < p < r < p * in Section 4.
Preliminaries results
In what follows, we denote by
and define S as the usually Sobolev constant as follows
Throughout this paper, we denote weak converge by , and denote strong converge by →, also we denote positive con-
The energy functional associated with problem (1.1) is defined by
Obviously, E(u) is even and it is well known that E(u) ∈ C 1 (W 
Now we give some results for the proof of Theorem 1.1. [19] .) Let 
Lemma 2.2 (Concentration-Compactness Principle). (See
where δ x j is the Dirac measure at x j .
( [20] ), except for p = 2. But we have the following result holds (see [14] 
From (2.1) and u n p → ∞, we have
Together with (D3), we obtain
which contradicts the fact u n p = 1. So {u n } is bounded in W 
2)
A standard argument shows that u is a critical point of E, i.e., u is a weak solution to problem (1.1), and
Now, we only need to show that u n → u in W 1,p 0 , as usually we set v n = u n − u, combine with Lemma 2.4, Brézis-Lieb's Lemma (see [20] ), (2.1) and (2.2), we have that
Similarly, we also have that
From (2.4) and E (u) = 0 we have Now we set λ 0 = (
The following is the classical Deformation Lemma:
Lemma 2.6. (See [21].) Let f ∈ C 1 (X, R) and satisfy the (PS)-condition. If c ∈ R and N is any neighborhood of K
Remark 2.7. Lemma 2.6 is also true if f satisfies the (PS) c -condition for c < c 0 for some c 0 ∈ R.
At the end of this section, we recall some concepts in minimax theory. Let X be a Banach space, and
The main properties of genus are contained in the following lemma. [22] .) Let A, B ∈ Σ . Then 
Lemma 2.8. (See
(5) γ (A ∪ B) γ (A) + γ (B). (6) If γ (A) < ∞, then γ (A − B) γ (A) − γ (B).(
Proof of Theorem 1.1
We will prove the existence of infinitely many solutions for problem (1.1) in this section. We try to use LusternikSchnirelman's theory for Z 2 -invariant functional (see [22] ). But since the functional E(u) defined in Section 2 is not bounded from below, so we follow [11] (or see [16] ) to consider a truncated functional E ∞ (u) which will be constructed later, since the nonlinearities are more complicated than it in [11] or [16] , we need more careful analysis in the construction of E ∞ (u).
At first, let's consider the functional E(u), using Sobolev's inequality with the hypothesis 1 < r < q < p < N, we obtain
We now consider function
By the hypothesis 1 < r < p and 1 < ζ, ξ < p * , we easily know that there exists a positive constant λ * λ 0 such that for
λx ξ can take positive value for some x > 0. Then for any λ ∈ (0, λ * ), there exists a θ * = θ * (λ) > 0 such that for any θ ∈ (0, θ * ), the following results hold:
(a) h(x) reaches its positive maximum;
From the structure of h(x), we see that there are finite positive solutions of h(x) = 0, assume the positive solutions as
Then we can easily know that
similar as above, we consider the function
and have that
By farther analysis, we can see h(x) h(x), for all x > 0; and h(x) = h(x), for x ∈ B; and h(x) 0, for x > R m . So we have that
Also we obtain the following results. Proof. We prove (1) by contradiction, assume E ∞ (u) < 0 and
If u p ∈ (R m , ∞), by (3.2) and the above analysis, we also have that
Thus u p ∈ B, (1) holds. Now, we prove (2), let θ * be related to λ ∈ (0, λ * ) as above. If c < 0 and {u n } ⊂ W
Since (b) holds when θ ∈ (0, θ * ). By Lemma 2.5, E(u) satisfies the (PS) c -condition for c < 0. Thus E ∞ (u) satisfies the (PS) c -condition for c < 0, (2) holds. 2
Now we prove our main result via genus.
Proof of Theorem 1.1.
, and suppose that θ ∈ (0, θ * ), θ * is as above.
In fact, we assume
For X k is a finite dimension space, all the norms in X k are equivalent. So we can define
For any ε > 0 and a 0 < ρ
Since E ∞ is continuous and even, with (3.7), we have E −ε ∞ ∈ Σ k and c = c k −ε < 0. As E ∞ is bounded from below, we see that c = c k > −∞ (this is the main reason that we consider E ∞ instead of E). Then by Lemma 2.5 E ∞ satisfies the (PS) c -condition and it is easy to see that K c is a compact set. Now we prove our claim by contradiction, suppose on the contrary γ (K c ) l. By Lemma 2.8, there is a closed and symmetric set U with K c ⊂ U and γ (U ) l. Since c < 0, we also can assume that the closed set U ⊂ E 0 ∞ . By Lemma 2.6, there exists an odd homeomorphism In this section, we will extend some results in [11] for problem (E θ,0 ) to (1.1). We study problem (1.1) with 1 < q < p < r < p * , and will show that there exists a nontrivial solution u of (1.1) by the following general version of the Mountain Pass Lemma (see [23] ). 
Then there exists a sequence {u n } ⊂ X , such that E(u n ) → α, and E (u n ) → 0 in X * (dual of X ) as n → ∞.
We modify condition (D2) and (D3) with
Combining (D3) with 1 < q < p < r < p * , we can easy to see E(u) verifies (i) and (ii). Now similar to Lemma 2.5 in Section 2, we have the following result. 
