Abstract. We study the minimal free resolution of a quadratic monomial ideal in the case where the resolution is linear. First, we focus on the squarefree case, namely that of an edge ideal. We provide an explicit minimal free resolution under the assumption that the graph associated with the edge ideal satisfies specific combinatorial conditions. In addition, we construct a regular cellular structure on the resolution. Finally, we extend our results to non-squarefree ideals by means of polarization.
Introduction
Let G be a simple graph (undirected with no loops or multiple edges) on the vertex set {x 1 , . . . , x n }, and R = K[x 1 , . . . , x n ] a polynomial ring over a field K. We can associate with G the quadratic squarefree monomial ideal I G whose set of minimal generators is {x i x j |{x i , x j } is an edge of G}. The ideal I G is called the edge ideal of G.
In this paper our goal is to study minimal free resolutions of monomial ideals generated by quadrics. Although those quadratic ideals are not squarefree in general, we can reduce to the squarefree case by the well-known technique of polarization. Therefore we will focus on studying edge ideals.
Edge ideals, which were introduced by Villarreal [13] , have been studied by many authors as part of an effort to describe and analyze the resolutions of monomial ideals. Since those ideals are defined by graphs, a natural approach to studying them is to try and describe the minimal free resolution of I G in terms of the combinatorics of G. Correspondingly, it is of special interest to study those classes of edge ideals in which the graphs have nice combinatorial properties.
Following those lines, we consider the class of edge ideals with linear free resolutions. For that class we have a simple combinatorial characterization, due to Fröberg [8] , saying that I G has a linear free resolution if and only if the complement graph G is chordal. As will be shown, this characterization will play a key role in our construction of the minimal free resolution.
There are a few classes of monomial ideals for which the explicit resolution is known; the Taylor resolution, the Koszul complex and the Eliahou-Kervaire resolution for Borel ideals are well-known examples in that context. Usually, however, the task of constructing the differential maps proves to be very hard. Our first main result is Theorem 3.16, where we construct the minimal free resolution F of an edge ideal I G for a certain class of graphs. More specifically, we provide an explicit description of the differential of F provided that the resolution is linear and that the graph G does not contain the following pattern as an ordered subgraph: (we call such a graph Γ-free). The differential maps we use coincide with those of the Eliahou-Kervaire resolution for Borel ideals if I G contains all squarefree quadratic monomials. Our construction is based on showing that I G has the linear quotients property. We can then use iterated mapping cones (see [5, 9] ) to obtain F inductively. Part of that treatment is closely related to that of Herzog, Hibi and Zheng [10] . The differential maps are based on decomposition functions as described in [9] . In fact, in [9] Herzog and Takayama show that every monomial ideal with linear quotients can be resolved using mapping cones, and they obtain the explicit maps provided the ideals satisfy a regularity condition. However edge ideals do not satisfy that condition in general, and so we cannot use the results given in [9] . Instead, we construct the differential maps explicitly by using the structure of the graph.
In Section 4 we focus on the theory of cellular resolutions, as developed in [2, 3] . The fact that resolutions of linear edge ideals are CW-cellular is implied in the work of Batzies and Welker [1] . However, their proof is not constructive in the sense that it does not provide an explicit description of the cells. Moreover, the cell complexes they use are not necessarily regular. In Theorem 4.1 we show that the minimal linear free resolutions we obtained in Section 3 are indeed supported on a regular cell complex. Furthermore, the proof of that theorem contains an explicit construction for the cell complex.
Section 5 deals with general monomial ideals generated in degree 2. We study this case by reducing it to the squarefree case through the process of polarization [11] . We then show that the free resolution can be obtained by applying our previous results to the squarefree part of the ideal and making simple modifications. Our second main result, which is a generalization of Theorem 4.1, is stated as follows. Theorem 1.1. Let I be a quadratic monomial ideal with a linear free resolution. Assume that the graph corresponding to the squarefree part of I is Γ-free. Then there exists a regular cell complex supporting the minimal free resolution of I.
A special case of Theorems 1.1 and 3.16, where G is a bipartite graph, is considered independently by Corso and Nagel in [4] . They construct a minimal free resolution using different methods specific for bipartite graphs.
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Preliminaries
Throughout this paper G will denote a simple graph on n vertices, labeled x 1 , . . . , x n , with an edge set E. For simplicity, we write x i x j ∈ G if (x i , x j ) is an edge of G; note that we will use the symbol x i x j to denote both the edge (x i , x j ) in G and the monomial x i x j in R.
Whenever we impose a total order on the vertices of G we will say that G is an ordered graph. The complement graph G of G is the simple graph with the same vertex set whose edges are the non-edges of G.
For a subset S ⊆ {x 1 , . . . , x n }, the subgraph of G induced by S is the one consisting of the vertices in S and all the edges that connect them in the original grpah G. Similarly, the subgraph induced by a subset of the edge set E consists of the edges in that subset and all the vertices that are their endpoints. A complete induced subgraph is called a clique.
A vertex y is called a neighbor of a vertex x if y is adjacent to x. The neighborhood of x in a graph G is the set
A whisker at a vertex x is an edge xy so that y is not a neighbor of any vertex in G other than x.
Following [14] , we will say that two edges uv and xy are disconnected if
(1) the two edges do not share a common vertex, and (2) neither one of ux, vx, uy and vy is an edge of G.
We say that C = (x j 1 x j 2 . . . x j l ) is a cycle of G of length l if x j i x j i+1 ∈ G for i = 1, . . . , l (where x j l+1 = x j 1 ). A chord in the cycle C is an edge between two non-consecutive vertices in the cycle. A graph is chordal if every cycle of length > 3 in G has a chord.
The polynomial ring R = K[x 1 , . . . , x n ] is assumed to be multigraded (or N ngraded) by setting deg(x i ) to be the i-th standard vector in N n . Using the corre-
an n ∈ R we will specify the N n -degree of an element in a multigraded R-module by the correspnoding monomial in R. Specifically, an element has multidegree m if its N ndegree is a. We will use R(−m) to denote the free R-module with one generator in multidegree m.
The edge ideal I G of the graph G is the monomial ideal with the minimal generating set {x i x j | x i x j ∈ G}. Since I G is multigraded, we know there exists a multigraded minimal free resolution F of R/I G . The unique minimal set of monomial generators of I G will be denoted by G(I).
The minimal free resolution of a linear edge ideal
In this section we consider edge ideals with linear free resolutions. Our goal is to construct and study the resolutions.
The following result by Fröberg [8] is crucial for our investigations:
Theorem 3.1 (Fröberg) . Let I G be the edge ideal of the graph G. Then I G has a linear free resolution if and only if G is chordal.
We will need some of the special properties of chordal graphs. A vertex x of a graph G is called a simplicial vertex if the subgraph induced by N G (x) is a clique. The following result is from Dirac [6] : Theorem 3.2 (Dirac) . Every chordal graph G has a simplicial vertex. Definition 3.3. A perfect elimination order on G is an order {x 1 , x 2 , . . . , x n } on the vertices of G such that for all 1 ≤ i ≤ n, x i is a simplicial vertex of the subgraph of G induced by {x i , x i+1 , . . . , x n }.
Dirac's theorem enables us to easily construct a perfect elimination order on any chordal grpah: Construction 3.4. Assume G is chordal. By Theorem 3.2 we can take x 1 to be a simplicial vertex of G. Let G \ {x 1 } be the subgraph of G with the vertex x 1 and all the edges incident to it removed. Obviously, G \ {x 1 } is also chordal. Hence,we can take x 2 to be a simplicial vertex of G \ {x 1 }. We then proceed in the same manner.
It is interesting to note that a graph being chordal is equivalent to it having a perfect elimination order. The proof for the reverse implication is simple, but is omitted here as we only need the one direction we proved.
For the rest of this section , we assume that I G has a linear minimal free resolution and that the variables x 1 , . . . , x n are ordered using a perfect elimination order on G (such an order exists by Theorem 3.2 and Construction 3.4).
Proof. Suppose that both x k x i / ∈ I and x k x j / ∈ I. That means that x k x i and x k x j are edges of G. As a result x i , x j ∈ N H (x k ), where H is the subgraph of G induced by {x k , x k+1 , . . . , x n }. Since the vertices of G are ordered by a perfect elimination order, N H (x k ) is a clique, and hence x i x j is an edge in H and in G. In other words,
This is very similar to the treatment of Herzog et al. in [10] (Proposition 2.3). The main difference lies in using the terminology of simplicial vertices instead of describing chordal graphs as 1-skeletons of quasi-trees (which is another way of stating Dirac's Theorem).
We now define an algebraic property which will be essential in our construction of the resolution. For simplicity of notation we extend the notion of a neighborhood in a graph: Definition 3.7. Assume m k = x k 1 x k 2 and let G k be the graph induced by the edge set {m 1 , . . . , m k }. The neighborhood of the edge m k in G is the set
In other words, it is the set of vertices adjacent to x k 1 or x k 2 in the subgraph induced by the set of edges {m 1 , . . . , m k−1 }. Note that this definition depends on the order of the edges in G. Theorem 3.8 appears as part of Theorem 3.2 in [10] . We include the proof for completeness.
Proof. We assume x 1 < x 2 < · · · < x n is a perfect elimination ordering on G (in this notation x 1 is considered to be the first vertex). We then order the edges of G by the lexicographic order induced by this ordering.
Let
each of those can be written as x s x t for some 1 ≤ s < t ≤ n, where either s < i or s = i. In the first case, Proposition 3.5 implies that either x s x i or x s x j are in I and hence also in I k , whereas in the second case m l and m k+1 share a common vertex. Hence, the pair of edges m l and m k+1 are connected in the subgraph induced by the edge set {m 1 , . . . , m k , m k+1 } for all 1 ≤ l ≤ k. It is now immediate that the colon ideal I k : m k+1 is generated by a subset of the variables. More specifically, I k : m k+1 = nbhd(m k+1 ).
As a side note, we point out that the proof works the same if we use the reverse lexicographic order on the edges of G. Definition 3.9. Let G be a graph with an ordering m 1 ≺ . . . ≺ m r on its edges. Two connected edges m i and m j , i < j, are strongly connected if they are also connected in the subgraph induced by {m 1 , . . . , m i , . . . , m j }. Otherwise, they are weakly connected.
Corollary 3.10. Assume that I G = (m 1 , . . . , m r ) has a linear free resolution. Under the ordering described in Theorem 3.8, all pairs of edges in G are strongly connected.
Proof. Having the property that (m 1 , . . . , m k ) : m k+1 is generated by a subset of the variables is equivalent to saying that m k+1 is connected to all of m 1 , . . . , m k in the subgraph induced by {m 1 , . . . , m k+1 }.
Assumption 3.11. For the rest of this section we assume that the vertices of G are ordered in such a way that the induced lexicographic order on the edges gives linear quotients on I G . As Theorem 3.8 shows, a perfect elimination ordering is one such example which always exists. Theorem 3.8 makes it possible to apply the iterated mapping cone construction to the case in hand: For each 1 ≤ k ≤ r − 1, we have the short exact sequence
Here the homomorphism R/(I k : m k+1 ) → R/I k is multiplication by m k+1 , and the module R/(I k : m k+1 ) is shifted in multidegree by −m k+1 to make this homomorphism of multidegree 0.
We assume that F (k) and K (k) are multigraded free resolutions of R/I k and R/(I k : m k+1 ), respectively. Let µ (k) : K (k) → F (k) be the comparison map between them. That is, µ is a multigraded map of complexes of multidegree 0 which is a lifting of R/(I k : m k+1 ) → R/I k . Observe that by the linear quotients property, K (k) is the Koszul complex on the variables set nbhd(m k+1 ). By constructing the mapping cone MC(µ (k) ) one obtains a multigraded free resolution of R/I k+1 . Iterating that step r − 1 times yields a multigraded free resolution for R/I G .
We will now construct a minimal free resolution for I G . In order to describe the resolution we will use the following notation: Construction 3.12. Let m k be a minimal generator of I G , 1 ≤ k ≤ r. The symbol (m k ; j 1 , . . . , j p ) will denote the generator of the free R-module R(−m k x j 1 . . . x jp ) in homological degree p + 1 and multidegree m k x j 1 . . . x jp . The sequence j 1 < j 2 < . . . < j p can be any strictly increasing sequence such that {x j 1 , x j 2 , . . . , x jp } ⊆ nbhd(m k ). We allow p to be zero in which case we have the symbol (m k ; ∅) with multidegree m k .
We define the maps ∂ and µ by
where b(m k x jq ) = m i if i is the smallest integer so that m k x jq ∈ (m 1 , . . . , m i ) (in other words, we assign to m k x jq the first monomial generator that divides it). Explicitly, assume
Then there are three possible subgraphs induced by {x k 1 , x k 2 , x jq } in the graph G:
x k2 x jq case (a)
and, correspondingly,
In general, the map µ might yield symbols which are not valid. Those will be regarded as 0.
Our construction will depend on the order we impose on G. In particular, we will see that under some orderings the construction is not valid. The following definitions will help us describe those conditions: Definition 3.13. Assume G is ordered. By an induced ordered subgraph we mean an induced subgraph with the order inherited from that of G. A vertex-induced ordered subgraph will be called a pattern. Now, suppose H is another ordered graph. If H is order isomorphic to a pattern contained in G, then we say G contains the pattern H. Otherwise it avoids H (or G is H-free).
Throughout the rest of this paper we will refer to the following explicit pattern.
Definition 3.14. Let Γ be the graph with the vertex set {a, b, c, d} ordered by a < b < c < d, and the edge set {ac, ad, bd, cd}. We will refer to this ordered graph as the Γ-pattern. The proof of the above lemma is long and is given at the end of the section.
We are now ready to state and prove our main result:
Theorem 3.16. Assume G avoids the pattern Γ. The iterated mapping cone, derived from the sequence m 1 , m 2 , . . . , m r , is a minimal multigraded free resolution of R/I G . The resolution has a basis
with notation as in Construction 3.12. The element 1 is the basis element in homological degree −1.
The differential map of the resolution is given by d = ∂ − µ.
Proof. The proof is by induction on the number k of elements in G(I). Assume k ≥ 1 and set I k = (m 1 , . . . , m k ). We denote the minimal free resolution of R/I k by F (k) , and the minimal free resolution of R/(I k : m k+1 ) by K (k) . Note that Theorem 3.8 implies that K (k) is the Koszul complex on the set nbhd(m k+1 ) with differential map ∂. By the induction hypothesis, the differential map of F (k) is d = ∂ − µ as given in Construction 3.12. Now, define µ(m k+1 ; ∅) = −m k+1 and use the defintion of µ given in Construction 3.12 for all other multidegrees. We claim that µ :
−→ R/I k . For that we only need to show that
Indeed,
It now follows that R/I k+1 can be resolved using the mapping cone construction. Specifically, the resolution of R/I k+1 is given by F
Since the basis of K (k) in homological degree p + 1 is given by {(m k+1 ; j 1 , . . . , j p )}, the basis of F (k+1) is obtained immediately by using the induction hypothesis.
The inductive step also implies that the differential map of
Remark 3.17. The description we give to the basis of the resolution holds for all linear edge ideals. More generally, Herzog and Takayama [9] use iterated mapping cones to describe the basis of the minimal free resolution for any monomial ideal with linear quotients. They also derive the chain maps of the resolution provided that the decomposition function (b(m k x jq ) in our notation) satisfies a regularity condition. However, linear edge ideals do not satisfy that condition in general. Moreover, there are edge ideals which do not satisfy the regularity condition in [9] , but whose graph avoids the Γ-pattern, and thus are included in the class of edge ideals we consider in Theorem 3.16.
Example 3.18. The Γ avoidance condition we impose on G is necessary. To see that, we can apply the map d to the multidegree (cd; a, b) in the ordered graph Γ. A simple computation will show that in this case d 2 (cd; a, b) = 0. Thus, for any graph G that contains a Γ-pattern the map d will fail to be a differential chain map. If G is Γ itself we can fix this by reordering the four vertices in such a way that both respects linear quotients and avoids Γ. In general, however, this is not the case.
Let G be the graph on nine vertices whose complement G is the tree with the edge set {x 1 x 2 , x 2 x 3 , x 3 x 4 , x 4 x 5 , x 5 x 6 , x 6 x 7 , x 7 x 8 , x 8 x 9 } as described below:
In the following pattern Λ, the edges ad and bc are weakly connected, and hence Λ does not satisfy the linear quotients condition:
Thus, we want G to avoid both Γ and Λ. Equivalently, G needs to avoid the patterns Γ and Λ:
Now consider the following graph Θ:
We order its vertices so that the disconnected vertex is the last in the order. One can verify that Θ must contain either a Γ or a Λ-pattern. Hence, G needs to avoid Θ, which forces us to order G so that the last vertex is the middle one. But then G contains a Θ-pattern with the disconnected vertex being the one before last in G.
Example 3.19. Although the perfect elimination order always yields linear quotients, it is not always the best choice for our purpose. For example, consider the graph G on seven vertices whose complement is given below:
Since the only simplicial vertices in such a tree are the two endpoints, any perfect elimination order on G would have ascending sequences from both endpoints towards the last vertex in the order. It can then be verified that each such order will either contain Γ or not have linear quotients. On the other hand, the following ordering satisfies both requirements, but is not a perfect elimination order:
Still, using this ordering we can apply Theorem 3.16 to I G .
We end the section by proving our key lemma.
Proof of Lemma 3.15. We assume (m; j 1 , . . . , j p ) is a basis element, with m = x u x v and u < v. By definition {j 1 , . . . , j p } ⊆ nbhd(m). We will write the maps ∂ and µ as
where
Fisrt we make two observations that follow immediately and will be used repeatedly throughout the proof:
(1) For each q ∈ {1, . . . , p}:
(2) By definition, µ s maps the generator m to b(mx js ). As a result, if there exists t ∈ {1, . . . , p} \ {s} such that x jt / ∈ nbhd(b(mx js )), then the symbol (b(mx js ); j 1 , . . . , j s , . . . , j p )
is not valid and, therefore, µ s = 0.
We need to show d 2 = 0. Since ∂ 2 = 0, we are left to prove that µ 2 = ∂µ+µ∂ for any basis element (m; j 1 , . . . , j p ). Using the notation above we only need to show
for any pair s, t ∈ {1, . . . , p}, s < t.
The proof splits into two cases: Case 1: x js x jt / ∈ G. We observe that j s < j t and x js x jt / ∈ G imply that x jt / ∈ nbhd(b(mx js )) and µ s = 0. Hence µ t µ s = ∂ t µ s = 0.
For the remaining four terms we consider four different subcases. Subcase 1(i): x js x u ∈ G and x jt x u / ∈ G. This implies j s < j t < u and x jt x v ∈ G. The generators x js x u and x jt x v will be weakly connected unless x js x v ∈ G, but then the subgraph induced by {j s , j t , u, v} with the order j s < j t < u < v is a Γ-pattern. This contradicts the assumption that G is Γ-free.
Subcase 1(ii): x js x u / ∈ G and x jt x u ∈ G. It follows that j s < u, but now x js x v and x jt x u are weakly connected, which contradicts Corollary 3.10.
Subcase 1(iii): x js x u ∈ G and x jt x u ∈ G. It is now true that b(mx jt ) = x jt x u and x js ∈ nbhd(x jt x u ). Since the maps ∂ s µ t and −µ t ∂ s can be different only if x js / ∈ nbhd(b(mx jt )), it follows that ∂ s µ t = −µ t ∂ s . The remaining two terms µ s µ t and µ s ∂ t are not equal if and only if
(1) µ t = 0, and (2) x jq ∈ nbhd(x js x u ) for all q ∈ {1, . . . , p} \ {s, t}.
Assume first that u < j t . The first condition implies that there is q in {1, . . . , p}\{t} such that x jq x u / ∈ G and (j q > u or x jq x jt / ∈ G).
If j q > u, then the second condition is not satisfied. On the other hand, if x jq x jt / ∈ G then x jq x v and x u x jt are weakly connected. Thus we get a contradiction (note that in that case we did not use the fact that x js x jt / ∈ G). Now assume j t < u. The two conditions can now be written as there exists q ∈ {1, . . . , p}\{t} such that (1) x jq x t / ∈ G and (q > t or x jq x u / ∈ G), for all q ∈ {1, . . . , p} \ {s, t}, (2) j q < u and x jq x js ∈ G or (q < s and x jq x u ∈ G) , and combining them, we get there exists q ∈ {1, . . . , p} \ {s, t} such that j q < u, x jq x js ∈ G, x jq x t / ∈ G, and (q > t or x jq x u / ∈ G).
If q > t and x jq x u ∈ G then the vertices {j s , j t , j q , u} induce a Γ-pattern. Thus we assume x jq x u / ∈ G. If q < t then x jq x v and x jt x u are weakly connected, and the same is true if q > t and x jt x v / ∈ G. If q > t and x jt x v ∈ G, then the vertices {j t , j q , u, v} induce a Γ-pattern. As all of those cases lead to a contradiction, we conclude that µ s µ t = µ s ∂ t .
Subcase 1(iv): x js x u / ∈ G and x jt x u / ∈ G. This implies that x js x v ∈ G, x jt x v ∈ G and j s < j t < u. Combining this with the fact that b(mx jt ) = x jt x v , we see that x js ∈ nbhd(mx jt ). Hence, ∂ s µ t = −µ t ∂ s . The remaining two terms µ s µ t and µ s ∂ t are not equal if and only if µ t = 0 and x jq ∈ nbhd(x js x u ) for all q ∈ {1, . . . , p} \ {s, t}. This translates into the following two conditions:
there exists q ∈ {1, . . ., p} \ {t} such that (1)
for all q ∈ {1, . . . , p}\{s, t}, (2)
x jq x js ∈ G or (q < s and x jq x v ∈ G), which are combined into there exists q ∈ {1, . . . , p} \ {s, t} such that x jq x js ∈ G, x jq x t / ∈ G and (q > t or x jq x v / ∈ G).
Assuming x jq x v / ∈ G implies that x jq x u ∈ G. This leads to a contradiction since x jq x u and x jt x v are weakly connected. Hence we assume q > t and x jq x v ∈ G. In that case the subgraph induced by {j s , j t , j q , v} is a Γ-pattern. This is again a contradiction. Therefore, we conclude that µ s µ t = µ s ∂ t .
Case 2: x js x jt ∈ G. We will consider the following five subcases: Subcase 2(i): x js x u ∈ G and x jt x u ∈ G and u < j t . Subcase 2(ii): x js x u ∈ G and x jt x u / ∈ G. Subcase 2(iii): x js x u / ∈ G and x jt x u ∈ G. Subcase 2(iv): x js x u ∈ G and x jt x u ∈ G and j t < u. Subcase 2(v): x js x u / ∈ G and x jt x u / ∈ G. Subcase 2(i): The assumption u < j t implies that x jt / ∈ nbhd(x js x u ); hence µ s = 0. We have µ t µ s = ∂ t µ s = 0. Similarly, we observe that x js ∈ nbhd(x u x jt ) and, as a result, ∂ s µ t = −µ t ∂ s .
It remains to show µ s µ t = µ s ∂ t . This has been proved in Subcase 1(iii) since the proof there does not depend on whether x js x jt ∈ G or not.
Subcases 2(ii) through 2(v):
In all of those cases j s < u and hence x js ∈ nbhd(x jt x u ). That implies µ t ∂ s = −∂ s µ t . In addition, we have x jt ∈ nbhd(b(mx js )). In Subcases 2(iii) and 2(v) this follows from the fact that b(mx js ) = x js x v , and in Subcases 2(ii) and 2(iv) this is true since j t < u. Therefore, µ s ∂ t = −∂ t µ s .
It remains to show µ s µ t = −µ t µ s . We will prove this by showing that every configuration in which µ s µ t = −µ t µ s leads to a pair of weakly connected edges in G, and hence to a contradiction.
Assume µ s µ t = −µ t µ s . First, one can verify easily that in all subcases both µ s µ t and µ t µ s map the generator m to x js x jt . Thus, in order to avoid µ s µ t = µ t µ s = 0, we require x jq ∈ nbhd(x js x jt ) for all q ∈ {1, . . . , p} \ {s, t}. More explicitly, we have for all q ∈ {1, . . . , p} \ {s, t}, (C1) q < t and x js x jq ∈ G or (x jq x jt ∈ G and q < s) .
In addition, we cannot have both µ s and µ t simultaneously zero or non zero. Thus for each subcase we require µ s = 0 and µ t = 0 or, alternatively, µ s = 0 and µ t = 0. This gives extra conditions on the elements q ∈ {1, . . . , p} \ {s, t}.
We first describe the case 2(ii) with µ s = 0 and µ t = 0: We have x js x u ∈ G and x jt x u / ∈ G. Since µ s = 0 we require x jq / ∈ nbhd(x js x u ) for some q in {1, . . . , p} \ {s, t}. More explicitly:
there exists q ∈ {1, . . . , p} \ {s, t} such that (C2) j q > u or x jq x js / ∈ G and (q > s or x jq x u / ∈ G) .
Similarly, µ t = 0 gives us for all q ∈ {1, . . . , p} \ {s, t}, (C3) j q < v and x jq x jt ∈ G or (q < t and x jq x v ∈ G) .
Combining (C1), (C2) and (C3) yields
there exists q ∈ {1, . . . , p} \ {s, t} such that q > s, x jq x js / ∈ G, x jq x u / ∈ G, and x jq x v ∈ G.
This gives rise to the weakly connected pair x jq x v and x js x u in G, and leads to a contradiction.
The remaining cases are presented in the following table:
Assumptions
Case µ s µ t conditions on q weakly connected pair
For each case we obtain the conditions on q in the same way as above, that is making the obvious changes in (C2) and (C3) (if necessary) and combining them with (C1). For example, the second line in the table refers to case 2(ii) where we assume µ s = 0 and µ t = 0. Conditions (C2) and (C3) now become for all q ∈ {1, . . . , p} \ {s, t}, (C2*) j q < u and x jq x js ∈ G or (q < s and x jq x u ∈ G) , there exists q ∈ {1, . . . , p} \ {s, t} such that (C3*)
Combining (C2*) and (C3*) with (C1) we get that there exists such a q so that x jq x jt / ∈ G and x jq x v / ∈ G. As a result x jq x u and x jt x v are weakly connected.
Cellular structure
In this section we construct explicit regular cell complexes that support the minimal free resolutions of linear edge ideals. We make use of the general theory of regular cellular resolutions as developed in [2, 3] .
Let X be a regular cell complex with r vertices and assume C(X, K) is the oriented chain complex of X. Given a monomial ideal I = (m 1 , . . . , m r ), we know that the I-homogenization of C(X, K), as introduced in [12] , yields a multigraded complex. If the resulting complex is exact, we obtain a free multigraded resolution F X of the ideal I. In that case, we call F X a regular cellular resolution and say that F X is supported on X.
Assume F is the minimal free resolution of I G = (m 1 , . . . , m r ) as we obtained in Theorem 3.16. Recall that I G is a linear edge ideal. We now show that the iterative process we used for obtaining F lends itself naturally to constructing a regular cell complex that supports that resolution.
Theorem 4.1. Assume G avoids the pattern of Γ. The minimal free resolution of I G , as constructed in Theorem 3.16, is supported on a regular cell complex.
Proof. We construct a regular cell complex X supporting F by induction on the number of generators of I G . The case k = 1 is trivial. For the inductive step, assume X k−1 is the regular cell complex supporting the minimal free resolution of
Assume that nbhd(m k ) = {x j 1 , . . . , x jp }. As we have shown, in the k-th step of constructing F we add a Koszul complex K (k−1) on nbhd(m k ) to the existing resolution
is supported on a (p−1)-simplex with the p vertices labeled by m k x j 1 , . . . , m k x jp . Since K (k−1) is shifted by one homological degree up as we add it to F (k−1) , we see that that these are exactly the new 1-cells in the cell complex X k . The two endpoints of the 1-cell m k x jq are m k and b(m k x jq ) since
It follows that X k is obtained from X k−1 by adding a cone joining the new vertex m k with the vertices b(m k x j 1 ), . . . , b(m k x jp ).
More explicitly, let ∆ be the p-simplex with vertices
We call m k the top vertex of ∆ and b(m k x j 1 ), . . . , b(m k x jp ) the base vertices. Examining the boundary map d, we see that the k-th step translates to attaching ∆ to X k−1 by identifying the base vertices in ∆ with the existing ones in X k−1 . In particular, we define the characteristic map σ : ∆ → X k so that it identifies the base facet of ∆ with the union of the cells of dimension p − 1 represented by
Showing that this union of cells is homeomorphic to a ball B p−1 will imply that the resulting cell complex X k is regular. Let Y q be the (p − 1)-cell in the cell complex X k−1 represented by the symbol µ q (m k ; j 1 , . . . , j p ). Since µ q (m k ; j 1 , . . . , j p ) = (b(m k x jq ); j 1 , . . . , j q , . . . , j p ), the induction hypothesis implies that it is a regular cell homeomorphic to the (p − 1)-simplex with top vertex b(m k x jq ). By convention, we agree that
We need to prove the following two facts:
Lemma 4.2. Let Y q be the (p − 1)-cell in the cell complex X k−1 represented by the symbol µ q (m k ; j 1 , . . . , j p ). Then:
Proof. The proof relies in part on Lemma 3.15 and uses a similar technique. As in Lemma 3.15 we assume m k = x u x v with u < v.
(1) We need to show that µ p (m k ; j 1 , . . . , j p ) = 0. We have two cases:
This immediately implies that x jp x u / ∈ G and j p < u. Suppose that µ p = 0. Then there is q ∈ {1, . . . , p − 1} so that x jq x jp / ∈ G and x jq x v / ∈ G, but now x jq x u and x jp x v are weakly connected, which contradicts Corollary 3.10.
Case 2: b(m k x jp ) = x jp x u . Again we assume that µ p = 0. If j p < u then there is q ∈ {1, . . . , p − 1} such that x jq x jp / ∈ G and x jq x u / ∈ G. It follows that x jq x v and x jp x u are weakly connected leading again to a contradiction. Therefore assume u < j p . There must be q ∈ {1, . . . , p − 1} such that x jq x u / ∈ G and either x jq x jp / ∈ G or j q > u. Since x jq ∈ nbhd(x u x v ), assuming j q > u would imply x jq x u ∈ G contradicting our previous assumption. Thus we assume x jq x jp / ∈ G, but now x jq x v and x u x jp are weakly connected.
(2) The facets of Y t are given by the image of the boundary map, namely, they are represented by the symbols ∂ l µ t and µ l µ t where 1 ≤ l ≤ p, l = t. In particular, two cells Y s and Y t , 1 ≤ s < t ≤ p, can intersect on a facet of dimension (p − 2) only if µ t µ s or ∂ t µ s is equal to µ s µ t or ∂ s µ t , and both are non zero.
We have the same cases as in Lemma 3.15: Case 1: It is shown in the proof of Lemma 3.15 that µ s = 0, and as a result Y s = ∅ contradicting our assumption.
Case 2(i): Same as Case 1.
Cases 2(ii)-(v):
We see immediately that ∂ s µ t and ∂ t µ s map m k to b(m k x jt ) and b(m k x js ) respectively, whereas µ s µ t and µ t µ s both map m k to x js x jt . Hence the only possibility is µ s µ t = µ t µ s . Moreover, since both terms are nonzero we have µ s µ t (m k ; j 1 , . . . , j p ) = µ t µ s (m k ; j 1 , . . . , j p ) = (x js x jt ; j 1 , . . . , j s , . . . , j t , . . . , j p ). If t < p, then (x js x jt ; j 1 , . . . , j p ) = 0 since it is not a valid symbol.
To prove the converse, it is enough to show that µ p µ s = µ s µ p = 0 is not possible. Since µ s = 0 by assumption, the only way to have µ p µ s = 0 is to assume that there exists q ∈ {1, . . . , p − 1} \ {s} such that q / ∈ nbhd(x js x jp ).
This immediately implies x js x jq / ∈ G. If q > s this would imply that µ s = 0 contradicting our assumption. Hence we assume q < s, but then x jq x u or x jq x v (one of them has to be in G) is weakly connected to x js x jp , again leading to a contradiction. The regularity of X now follows by induction. It is clear that the homogenization ofC(X, K) is the minimal free resolution F of I G .
We demostrate how to apply Theorems 3.16 and 4.1 via an example. Example 4.3. Consider the following graph:
Using the given order, it can be verified that G satisfies the linear quotients condition and does not contain the pattern Γ. The multigraded basis of the minimal free resolution can be read off immediately from the graph: The corresponding minimal free resolution is:
The differntial maps are given in Construction 3.12. For example, applying d to the basis element (x 1 x 4 ; 2, 3) gives
Note that the term µ 2 (x 1 x 4 ; 2, 3) = −x 4 (x 1 x 2 ; 3) disappears since (x 1 x 2 ; 3) is not a valid basis element.
The construction of the regular cell complex is shown in Figure 1 . Each step illustrates the addition of a new cell and the way it is attached to the existing cell complex. For instance, in step (5) we add x 3 x 4 by attaching the 2-cell represented x 1 x 3 ; 2) + x 4 (x 2 x 3 ; 1), the attaching is done along the union of two 1-cells. As a result the cell complex, which was simplicial before that addition, is now only regular.
Monomial ideals generated in degree 2
In this section we deal with general ideals generated by quadratic monomials. We reduce this case to the squarefree case using polarization, and obtain the minimal free resolution using our previous results.
More discussions about the effect of adding squares to linear edge ideals can be found in [7] and [10] .
Notation 5.1. Let I be an ideal generated by quadratic monomials. Such an ideal can be written uniquely as the sum I = I H + J, where I H = (m 1 , . . . , m r ) is the squarefree part of I, and J is generated by the set of squares {x 2
The graph H is the simple graph corresponding to the edge ideal I H .
We polarize I by adding the new variables z i 1 , . . . , z i l to the polynomial ring and changing x 2 i j to x i j z i j . The new polarized ideal
is an edge ideal corresponding to the graph G obtained from H by adding a whisker at each of the vertices x i 1 , . . . , x i l . This is demonstrated in the example below:
The following observation is very helpful:
Lemma 5.2. Suppose I has a linear resolution. Then I H is a linear edge ideal.
Proof. Since I has a linear resolution, the polarized ideal I G has a linear resolution as well [11] . Theorem 3.1 implies that G is chordal in that case. Since H is the subgraph of G induced by the set of vertices {x 1 , . . . , x n }, H is chordal too. Using Theorem 3.1 again, we conclude that I H has a linear resolution. Proof. The order x 1 < . . . < x n induces a lex order m 1 ≺ . . . ≺ m r on the generators of I H which satisfies the linear quotients condition by assumption (note that such an order exists by Lemma 5.2 and Theorem 3.8). The generators x i z i are inserted among the m i 's in such a way that x i z i is the last generator to contain x i , and any generator following x i z i is of the form x s x t or x s z s with i < s < t. We need to show that all pairs of edges in G are strongly connected with respesct to the induced ordering. First note that since I G has a linear resolution, all pairs of edges in G are connected. It remains to show that the k-th edge is strongly connected to all edges preceding it, and induct on k.
Case 1: The k-th edge is x i x j , i < j. This edge is strongly connected to all edges of the form x s x t preceding it by assumption. Suppose there is an edge x s z s preceding it. It follows that s < i. Since x s z s and x i x j are connected in G and z s is only connected to x s , we must have x s x i ∈ G or x s x j ∈ G. But both precede x i x j in the induced order.
Case 2: The k-th edge is x i z i . This edge is connected to all other edges in G through the vertex x i . But every edge containing x i precedes x i z i . ) be a monomial ideal generated in degree 2 with a linear free resolution. Let I H = (m 1 , . . . , m r ) be the squarefree part of I. Assume further that H avoids the pattern Γ. Then R/I has a minimal free resolution with basis denoted by
where B H is the basis of the resolution of I H as described in Theorem 3.16, and the sequence j 1 < j 2 < . . . < j p can be any strictly increasing sequence with {x j 1 , x j 2 , . . . , x jp } ⊆ N H (x i k ). (−1) q x i k (x i k x jq ; j 1 , . . . , j q , . . . , j p ).
Proof. Consider the graphs G and H. We know that they only differ by the whiskers connecting H to the vertices z i 1 , . . . , z i l . Since H is Γ-free, any Γ-pattern in G must contain a whisker. But G is ordered so that the vertices of H precede the z i vertices. It follows that G avoids Γ.
We can now apply Theorem 3.16 to the edge ideal I G . The new basis contains the basis elements corresponding to the edge ideal I H and the new elements (x i k z i k ; j 1 , . . . , j p ) where 1 ≤ k ≤ l, {x j 1 , x j 2 , . . . , x jp } ⊆ nbhd(x i k z i k ).
Note that nbhd(x
Similarly, the differential maps for the elements of B H are uneffected by the new elements (this is a result of the order we imposed). The map µ for the new elements is given by µ(x i k z i k ; j 1 , . . . , j p ) = where we use the fact that b(x i k z i k x jq ) = x i k x jq . By depolarizing the resolution we obtain the required result.
We can also provide a regular cellular structure for the free resolution: ) be a monomial ideal generated in degree 2 with a linear free resolution. Assume that the graph corresponding to the squarefree part of I is Γ-free. The minimal free resolution of I, as constructed in Theorem 5.4, is supported on a regular cell complex.
Proof. Repeat the proof of Theorem 4.1 with the polarized ideal I G .
