On exact-WKB analysis, resurgent structure, and quantization conditions by Sueishi, Naohisa et al.
On exact-WKB analysis, resurgent structure, and quantization conditions
Naohisa Sueishi,1, ∗ Syo Kamata,2, † Tatsuhiro Misumi,3, 4, ‡ and Mithat U¨nsal5, §
1Department of Physics, Nagoya University, Nagoya 464-8602, Japan
2College of Physics and Communication Electronics,
Jiangxi Normal University, Nanchang 330022, China
3Department of Mathematical Science, Akita University, Akita 010-8502, Japan
4Department of Physics, Keio University, Kanagawa 223-8521, Japan
5Department of Physics, North Carolina State University, Raleigh, NC 27607, USA
There are two well-known approaches to studying nonperturbative aspects of quantum mechani-
cal systems: Saddle point analysis of the partition functions in Euclidean path integral formulation
and the exact-WKB analysis based on the wave functions in the Schro¨dinger equation. In this
work, based on the quantization conditions obtained from the exact-WKB method, we determine
the relations between the two formalism and in particular show how the two Stokes phenomena are
connected to each other: the Stokes phenomenon leading to the ambiguous contribution of different
sectors of the path integral formulation corresponds to the change of the “topology” of the Stoke
curves in the exact-WKB analysis. We also clarify the equivalence of different quantization condi-
tions including Bohr-Sommerfeld, path integral and Gutzwiller’s ones. In particular, by reorganizing
the exact quantization condition, we improve Gutzwiller analysis in a crucial way by bion contri-
butions (incorporating complex periodic paths) and turn it into an exact results. Furthermore, we
argue the novel meaning of quasi-moduli integral and provide a relation between the Maslov index
and the intersection number of Lefschetz thimbles.
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3I. INTRODUCTION
In large variety of quantum mechanical systems, it is now well-understood that perturbative (P) and non-
perturbative (NP) physics are related in a deep way. This connection can be understood by multiple means.
These are,
• Semi-classical analysis based on saddle-point (e.g. instantons) and steepest descent (Lefschetz thimble) methods.
• Exact WKB method based on Schro¨dinger equation.
• Exact quantization methods based on generalization of Bohr-Sommerfeld quantization.
In each one of these constructions, to see the connection between P/NP physics, the most prominent role is played
by resurgence theory, and Stokes phenomena. Despite the fact that much is known about each one of these methods,
the precise relation between them is not yet completely clear.
In the resurgent asymptotic analysis, see [1–8] for mathematical background, the large order growth of the pertur-
bative coefficients of fluctuations about a given sector (eg. perturbative sector), is related to low-order perturbative
coefficients of fluctuations about other non-perturbative sectors (eg. the instanton-anti-instanton sector) in a precise
way. Many signs of resurgent structure in the perturbative and instanton analysis are already hinted in the old physics
literature [9–26]. The renewed interest is due to the precise understanding of the connection between resurgence the-
ory and physical problems in quantum mechanics [27–51], matrix models and string theory [55–79], and quantum field
theory [80–114].1 The power of formalism comes from the fact that the resurgent structure can provide a complete
non-perturbative definition of quantum theories, reveal new saddles that are not obvious at all, and may provide at
least a partial solution to the important renormalon problem in QFTs [80, 100]
In the semi-classical saddle point approach, we express physical quantities such as ground state energy or the
partition function as series containing perturbative and non-perturbative contributions, 2
Z(~) =
∑
n
an~n + e−
S1
~
∑
n
bn~n + e−
S2
~
∑
n
cn~n + ... (1)
This type of series is called as a trans-series. The perturbative and non-perturbative parts are usually calculated
independently, and typically, all series appearing in the transseries are asymptotic expansions. One can turn the
divergent asymptotic series into something finite by Borel resummation, but the price one pays is that the result
may be multi-fold ambiguous. For example, the Borel resummation of the perturbative part
∑
n an~n induces an
ambiguity which has a non-perturbative factor e−S1/~ (where S1 is an information about another saddle in the
problem, associated with the instanton antiinstanton action) is expressed as
(S+ − S−)
[∑
n
an~n
]
∝ ie−S1~ , (2)
Here S± stands for the operation of lateral (left/right) Borel summation, in which the sign ± means how the Laplace
integral contour in the Borel resummation avoids the Borel singularity. This phenomenon is considered to be equivalent
to the Stokes phenomena in the Picard-Lefschetz theory, where the structure of the Lefschetz thimble decomposition
changes discontinuously [83, 115–127]. From a physical point of view, it means that the perturbative part, even after
Borel resummation, is not well-defined by itself. But crucially, the way it is not well-defined carries non-perturbative
information encoded into it. For stable quantum mechanical systems, the energy eigenvalues must be real and
unambiguous. Fortunately, there are also non-perturbative contributions, instanton-anti-instanton correlated events
[II¯]±, whose contributions are also two-fold ambiguous and cancels the ambiguity of Borel resummed perturbative
series. This is first calculated in Refs. [13, 14], but rigorous explanation is given in [50] by using the concept of critical
points at infinity and Picard-Lefschetz theory. This type of resurgent cancellations encodes an intricate network of
“large-order/low order” relations between different perturbative and non-perturbative sectors, and is partially proven.
In the exact-WKB analysis [128, 129, 131–145], which has been studied mainly by mathematicians, one investigates
the properties of solutions to certain differential equations using the Borel summation.3 Our main interest is in its
1 In this paragraph, we are referring to the more standard version of resurgence, which is a network of “large-order/low order” relations.
A constructive version of resurgence, based on “low-order/low order” relations is discussed in [28, 29, 52–54].
2 Instead of partition function, one may also consider generalized partition function with the insertion of an operator leading to transition
between different vacua, such as tr
(
e−βHP
)
in parity invariant systems. In such cases, the transseries will begin with an instanton
factor instead of perturbative vacuum.
3 Of course, the usual WKB approximation is a text-book material. But it turns out that standard WKB can be made can be made
exact as we review here. The exact-WKB, for which resurgent analysis is the fundamental tool, is more recent (a clarified understanding
began with the works of Voros and Silverstone in the 80’s [129, 130]) and there is a very interesting body of mathematical works around
it. One of our goals here is to make it more accessible, and use it as a tool to explore the connections between various non-perturbative
methods.
4application to the Schro¨dinger equation, (
−~
2
2
d2
dx2
+ V (x)
)
ψ(x) = Eψ(x) . (3)
Here ψ(x) correspond to the wave function and E stands for the energy eigenvalue. In exact-WKB, one maps the
Schro¨dinger equation into a non-linear Ricatti equation, whose asymptotic solution provide the building block of
WKB-wave function, which is by itself an asymptotic series. In exact-WKB, the position is first elevated to a complex
variable, and the classical potential is used to turn the x ∈ C plane into Stokes graph and regions.4 Once one considers
the analytic continuation of the WKB-solution of ψ(x) from one Stokes region to an adjacent one in complex x plane,
its asymptotic behavior sometimes changes discontinuously.
ψ+I (x)→ ψ+II (x) + ψ−II (x) (4)
This is another type of the Stokes phenomenon, and this change can be examined by studying the Borel summation of
the WKB wave functions. Starting with a decaying WKB wave function in the x→ −∞, the existence of Stokes jumps
and connection formula induce both exponentially decaying and exponentially increasing components as x → +∞.
But the WKB wave function must vanish as x→ +∞ for normalizability. This simple fact implies that the prefactor
of the exponentially increasing WKB-wave function must vanish. This is the statement of the exact quantization
condition.
Exact quantization conditions necessarily involves both perturbative and non-perturbative cycles, and forces precise
relations between perturbative and non-perturbative contributions. We investigate implications of this construction,
and interpret it in terms of Euclidean path integral formulation. This reveals how the two different kinds of Stokes
phenomena in the two “seemingly” different formulations are related.
Let us briefly summarize our findings:
1. Unified understanding of the two Stokes phenomena: As described above, in the semiclassical analysis of
the double-well quantum system, the Stokes phenomenon occurs in such a way that the imaginary ambiguities
are canceled out between the perturbative Borel resummation and the non-perturbative bion contributions. In
the exact-WKB analysis, we find the same Stokes phenomenon takes place as the change of the “topology” of
the Stoke curve. This correspondence is clearly incorporated in the Delabaere-Dillinger-Pham (DDP) formula
[131], which expresses the resurgent relation as a relation between the different cycles crossing the Stokes curves.
2. Generalizing Gutzwiller trace formula: The Gutzwiller trace formula is a semi-classical method that ties
spectrum of quantum theory to classical mechanical concepts, to periodic orbits calculations, actions, geometric
phases [146]. It is almost exclusively used in systems without tunneling phenomena (instantons). Although it is
sometimes suggested that by making time complex, one should be able to capture the non-perturbative effects,
there is no systematic study capturing how this is done precisely. In fact, in 2018, Nekrasov [147] suggested that
Gutzwiller’s formula can be improved by the contributions of what he calls m,n-solutions (concrete examples of
which are bion configurations as he points out), such that it can produce an exact formula. Our findings proves
this proposal at least for a number of polynomial potentials.
3. Novel meaning of quasi-moduli integral: The above findings give new physical meaning to the quasi-moduli
integral (QMI) in the semiclassical analysis of path integral. Using the perspective of Gutzwiller’s quantization
condition, the non-perturbative contribution obtained from QMI is shown to have a nontrivial relation with the
perturbative contribution around the classical vacuum.
4. Rediscoverig Maslov index and the intersection number of Lefschetz thimble: The resolvent G(E) ob-
tained from the quantization condition D(E) = 0 in the exact-WKB analysis can be rewritten in the Gutzwiller-
type representation and it can be compared to G(E) derived in the Gutzwiller’s quantization condition. We
then find that (−1)n appearing in the non-perturbative sector is interpreted as the Maslov index. Furthermore,
we show the Maslov index turns out to be the intersection number of Lefschetz thimbles by expressing the
Fredholm determinant and resolvent in a convenient form.
4 In semi-classical approach to path integral formulation, the action and space of paths must be complexified from the beginning, and all
(real and complex) saddles must be determined, see for example [68, 128] and [33, 34]. This seems to be the counterpart of promoting
x ∈ R to x ∈ C in exact WKB and determining all real and complex turning points. Whether a complex saddle contributes to observables
or not is not always easy to determine in path integral formulation, but this can be easily determined from the Stokes graph in exact
WKB.
55. Equivalence of the different quantization conditions: Based on above observations, we clarify the equiv-
alence and the nontrivial relations among the different quantization conditions, based on path integral, exact-
WKB and Gutzwiller methods.
6. Generalization to symmetric multi-well potential: We generalize the exact-WKB analysis and the DDP
formula to the quantum systems with generic symmetric multi-well potentials. Again, we show that the Stokes
phenomena occur as the topological change of Stokes curve in the exact-WKB analysis, and the resurgent
structure in the semiclassical analysis is completely incorporated in the DDP formula.
The paper is constructed as follows. In Sec. II A we review path integral, Lefschetz thimble decompositions, resolvent
methods and Gutzwiller’ quantization in quantum theories. In Sec. III and Sec. III D we review the exact-WKB
method, and explain Stokes curves for potential problems in simple examples. In Sec. IV we apply the exact-WKB
analysis to double-well potential quantum mechanics by studying the associated Stoke curves, where we find the
equivalence of the two Stokes phenomena and show the equivalence among several quantization conditions. In Sec. V
we extend our investigation to the systems with generic multi-well potentials and discuss outcomes. Sec. VI is devoted
to summary and discussion.
II. PREPARATION
Before starting our journey, we introduce the tools other than the exact-WKB analysis as prerequisite knowledge.
These include saddle point decomposition of path integrals (Lefschetz thimbles), its relation to resolvent, Gutzwiller’s
quantization and Maslov index. Our discussion is basic and is streamlined according to what we need later.
A. Lefschetz thimble decomposition and Resolvent method
We start with the Lefschetz-thimble decomposition of path integral and the resolvent method in quantum mechanics.
By use of the asymptotic series expansion and the trans-series expansion, the Euclidean partition function in quantum
mechanical systems with field x(τ) is expressed as
Z(β) =
∫
Dx e−S[x]~ =
∑
n
an~n + e−
S1
~
∑
n
bn~n + e−
S2
~
∑
n
cn~n + ... , (5)
where β is Euclidean time period. From the viewpoint of Picard-Lefschetz theory, the Borel summation of a per-
turbative series around each saddle point corresponds to performing exact thimble integration associated with the
corresponding saddle:5
Z(β) =
∑
σ
nσ
∫
Jσ
Dx e−S[x]~ , (6)
Here σ labels the saddle points and Jσ are the corresponding Lefschetz thimbles. Here, we have to determine the
index, nσ(0 or ±1), called the intersection number, to obtain the correct result of the path integral. However, there is
no efficient method for calculating this index except for calculating the thimble numerically and plotting it explicitly,
which is a hard task. Therefore, we have no reliable way to determine “which are relevant saddles” in the generic
cases from the integration itself. In this paper, we propose a certain solution to this problem by using exact-WKB
and simple Stokes graphs, and give a physical interpretation of the index in quantum mechanics.
We now review the resolvent method [22] for quantum theories. In the latter part of this paper, this method will
enable us to obtain the partition function of the system directly from the quantization conditions obtained from the
exact-WKB analysis and to interpret the resurgent structure of the partition function in terms of the exact-WKB
analysis.
5 More precisely, the perturbative series itself (without the Borel summation) correspond to expanding the interaction terms in action
into a series and performing Gaussian integration over the quadratic field. Naturally, this procedure gives an asymptotic divergent
expansion. The Borel sum of this series is exactly equal to the integration over thimble. If the thimble decomposition is unambiguous,
the Borel sum is also unambiguous, and series is Borel summable. A Borel ambiguity happens when there is a Stokes phenomenon, i.e,
a topology change in the thimbles and their decomposition. The ambiguity in the thimble decomposition is the same ambiguity in the
Borel resummation.
6First, we write down the partition function formally as a sum over saddle points
Z(β) = tr e−βHˆ =
∫
Dx e−S[x]~
= n0 S
[
e−
S[x0]
~
∑
n
an~n
]
+ n1 S
[
e−
S[x1]
~
∑
n
bn~n
]
+ ...
=
∑
σ
nσ
∫
Jσ
Dx e−S[x]~ =
∑
σ
nσ Zσ(β) , (7)
where S[·] denotes the Borel summation of series expansions and xσ stands for saddle points.
We then consider the Laplace transform of Z(β), which gives the trace of resolvent G(E). Since this transform is
linear, we obtain the expression as
tr
1
Hˆ − E = G(E) =
∫ ∞
0
Z(β)eβE dβ
=
∑
σ
nσ
∫ ∞
0
Zσ(β)e
βE dβ
=
∑
σ
nσGσ(E) . (8)
It is notable that the poles of G(E) give the eigenvalues and Gσ(E) stands for the trace of resolvent for each sector
(each thimble). The trace of resolvent G(E) can be connected to the Fredholm determinant D(E) = det
(
Hˆ − E
)
=
via the relation − ∂∂E logD = G(E). Then, we have
D(E) =
∏
σ
Dnσσ (E) , (9)
where Dσ(E) stands for the Fredholm determinant for each thimble. We note that the zeros of D(E) give the exact
energy eigenvalues.6
The main point of our analysis is following. From the exact exact-WKB analysis, we will obtain an exact quan-
tization condition, D(E) = 0. This formula will be expressed in terms of perturbative and non-perturbative cycles,
which involve perturbative as well as non-perturbative instanton/bion data. By reexpressing the condition D(E) = 0
as a sum over P/NP cycles, we will be able extract the index nσ and Maslov index from the exact-WKB analysis.
Since we can go back to Z(β) by inverse Laplace transform
G(E) =
∫ ∞
0
Z(β)eβEdβ (10)
Z(β) = − 1
2pii
∫ +i∞
−i∞
G(E)e−βEdE , (11)
it will enable us to obtain the partition function from the exact-WKB method.
B. Gutzwiller’s quantization
The Gutzwiller’s quantization, which is also known as Gutzwiller’s trace formula[146], is a semi-classical construction
that express the quantum mechanical density of states, (the spectral information of quantum theory), in terms of
classical mechanics concepts. The formalism uses path integral in Minkowski space formulation (in real time), hence
one is dealing with amplitudes in real time Dx eiS . It is used primarily in quantum chaos, in questions such as
quantum billiards. As we describe below, the method uses the stationary phase approximation, the semi-classical
methods in the ~→ 0 limit. Once this is made, (since we are in real time formalism), what follows is classical, namely,
6 Mathematically, the definition of Fredholm determinant (or resolvent) needs a regularization, e.g. Greg. ≡ G(E)−G(0) or Dreg. ≡ D(E)D(0)
or zeta function regularization for D(E).
7periodic orbit calculations, actions, geometric phases are manifestly classical. In certain sense, Gutzwiller method
can be interpreted as the intermediate quantization method between the path integral and the Bohr-Sommerfeld
quantizations, because the paths that are periodic in the whole phase space and not only in configurations space.
This method is almost exclusively used in systems without tunneling phenomena (instantons) [146]. In retrospect,
this is not surprising because usual instantons in real time correspond to imaginary singular configurations [148], and
it is not so obvious how to deal with it. It is sometimes loosely suggested that by making time complex t→ teiα, one
should add complex time periodic orbits to quantum mechanical cycle expansions, see eg. [149]. This suggestion is
morally correct, but it does not address the important issue on how to systematically capture these effects. Indeed,
at finite energy E, all solutions between the minimum and top of the barrier, see Fig.8, are doubly-periodic solutions,
e.g. Weierstrass ℘-function is doubly periodic, with both purely real and imaginary periods. It is clear that in the
more precise version of the Gutzwiller formula, doubly-periodic solutions must play a prominent role.
Recently, Nekrasov [147] suggested that Gutzwiller’s formula can be improved by the contributions of what he calls
m,n-solutions (concrete examples of which are bion configurations), such that it can produce an exact formula. Our
findings proves this proposal at least for a number of polynomial potentials.
In the older literature on Gutzwiller formulas, it suffices to use classical mechanics in the usual textbook sense.
However, in recent years, especially in the discussion of the Euclidean path integral formulation, it became quite
clear that the moment we start to work with ”semi-classics”, action must be viewed as holomorphic. Therefore, the
classical mechanics that one needs to deal with, in any semi-classical approach, is an holomorphic classical mechanics
that captures general complex solutions [33, 34].
Let us first review the standard discussion of the trace formula. Later, we will re-derive it from exact quantization
conditions, and show the effects of complex bion paths. We first express the “Lorentzian” partition function as
Z(t) = tr e−iHˆt =
∫
periodic
Dx eiS , (12)
The resolvent, which has quantum spectral data, is given by
G(E) =
∫ ∞
0
Z(t)e(iE−)tdt =
∫ ∞
0
∑
n
e(iE−iEn−)tdt = −i tr 1
Hˆ − E . (13)
where lim↘0 is taken after integration. The resolvent can also be expressed as
G(E) = −i tr 1
Hˆ − E =
∫ ∞
0
dt
∫
periodic
Dx eiS+iEt =
∫ ∞
0
dt
∫
periodic
Dx eiΓ , (14)
where Γ = S + Et. We also note that the action S is written as
S =
∫
px˙dt−
∫
Hdt =
∮
pdx−
∫
Hdt . (15)
We here evaluate the t integral in (14) by the stationary phase method with considering the t derivative of Γ
dΓ
dt
=
dS
dt
+ E , (16)
Since
∮
pdx is independent of time and only depend on the trajectory, we have ddt
∮
pdx = 0. Therefore, we obtain
dΓ
dt
=
dS
dt
+ E = −H + E . (17)
It means the leading contributions of the t integral are periodic classical solutions whose energy is E. When a periodic
orbit is a solution, the configuration rotating n times is also a solution. By taking this fact into account, we find that
the contribution is obtained just by the replacement as
∮
pdx→ n ∮ pdx. Then, we obtain
Γ = S + Et =
(
n
∮
pdx− Et
)
+ Et = n
∮
pdx , (n = 1, 2, 3...) . (18)
8-1.0 -0.5 0.5 1.0
-1.0
-0.5
0.5
1.0
FIG. 1. The appearance of the derivative dxcl
dt
for 1-cycle.
After all, the contribution of the classical solutions to G(E) is expressed as
G(E) '
∑
p.p.o.
∞∑
n=1
ein
∮
p.p.o.
pdx , (19)
where p.p.o. stands for a “prime periodic orbit”, which is a topologically distinguishable orbit among the countless
periodic orbits, i.e. periodic in phase space.
If we consider the sub-leading terms in stationary phase approximation, it gives
G(E) '
∑
p.p.o.
∞∑
n=1
T (E) exp
(
i n
∮
p.p.o.
pdx
) (
det
δ2S
δxδx
)−1/2
, (20)
where T (E) is the period of each cycle. Here, det δ
2S
δxδx is a functional determinant taking into account the fluctuation
operator around the saddle point. Evaluation of this part requires care, as described below, this operator has negative
eigenvalues when considering the expansion around a periodic orbit in general. The number of negative eigenvalues
is called “Maslov index”, which plays an important role in Gutzwiller’s quantization.
1. Maslov index
Let xcl denote the classical solution and δx denote the fluctuations around it. The integration over fluctuations at
the quadratic level is determined by the functional determinant of the fluctuation operator:
M =
δ2S
δxδx
= − d
2
dt2
− V ′′(xcl) . (21)
The operator M has a zero eigenvalue if xcl depends on t, and The operator M has 2n-1 negative eigenvalues for
n-cycle orbit. We below give a brief proof of this fact:
Proof. Consider classical EoM:
−d
2xcl
dt2
− dV
dxcl
= 0 . (22)
Take t differential for this equation. Then we get(
− d
2
dt2
− V ′′(xcl)
)
dxcl
dt
= 0 . (23)
This expression is nothing but an eigenvalue equation for the zero eigenvalue of the fluctuation operator, Mψ˜0(t) = 0,
and the eigenfunction is proportional to ψ˜0(t) =
dxcl
dt .
Next, let us consider a periodic classical solution xcl. When it is a one-cycle solution, the derivative
dxcl
dt typically
has a behavior depicted in Fig. 1. The operator M is a Schro¨dinger-type operator, thus the level of the eigenfunction
9is determined by the number of zero points7 (nodes). In the case of Fig. 1, M has two nodes since the periodic
b.c. is imposed, and the endpoints are identical and regarded as a single node. The reason why it has one negative
eigenvalues is that dxcldt is the first excited state, but at the same time,
dxcl
dt is also an eigenfunction of the zero
eigenvalue. Similarly, a n-cycle classical solution has 2n turning points, M has 2n − 1 negative eigenvalues because
dxcl
dt is the 2n− 1-th excited state.
If we consider an analogy with the Morse theory, the operator M corresponds to (the diagonal part of) Hessian
where the action is viewed as a Morse function, and its negative eigenvalue corresponds to the Morse index. Thus, the
Maslov index is essentially regarded as the Morse index in the functional integral. To rephrase this, we now express
the contribution of functional determinants as
√
detM =
√
|detM |eiαpi, α = ν
2
. (24)
Here, α is called the Maslov index. Note that only this exponential factor eiαpi appears in the latter calculation so we
may call eiαpi as Maslov index instead of α. Here, ν is the number of negative eigenvalues of M . The determinant of
the n-cycle is given by
√
detM = −i
√
|detM |(−1)n . (25)
Therefore, the final form of G(E) (up to higher order quantum corrections) is given as
G(E) = i
∑
p.p.o.
∞∑
n=1
T (E)ein
∮
p.p.o.
pdx(−1)n
(∣∣∣∣det δ2Sδxδx
∣∣∣∣)−1/2 . (26)
Working of Maslov index in simple harmonic oscillator: As an example, we now consider the harmonic
oscillator system. In this case, there is only one type of p.p.o. with constant T (E) and |det δ2Sδxiδxj |, We then obtain
G(E) ∝
∞∑
n=1
ein
∮
pdx(−1)n = e
i
∮
pdx
1 + ei
∮
pdx
. (27)
Therefore the poles of G(E) are given by ∮
pdx = 2pi
(
n+
1
2
)
. (28)
This is the Bohr-Sommerfeld quantization of harmonic oscillator. It should be emphasized that the contribution of
the Maslov index is important in order to obtain the correct energy eigenvalues including the vacuum energy.
III. EXACT WKB
In this section, we review the exact WKB method [128, 129, 131–143] and the related techniques, including Borel
resummation, Stokes curves and monodromy matrices. 8 For simplicity, we focus on the one-dimensional Schro¨edinger
equation, and assume that the potential V (x) doesn’t include ~, i.e. it is a purely classical potential.(
−~
2
2
d2
dx2
+ V (x)
)
ψ(x) = Eψ(x) . (29)
We set Q(x) = 2(V (x)− E) then rewrite the equation as(
− d
2
dx2
+ ~−2Q(x)
)
ψ(x) = 0 , (30)
7 If the wavefunction is on R1 = (−∞,∞), the level is same to the number of nodes but when S1, the level is the number of nodes -1.
8 Although in standard quantum mechanics books WKB is presented as an approximation which applies to high-energy states, this
perspective is not correct. It is an exact method, and applies every where in the spectrum.
10
In the WKB analysis, we consider the ansatz given by
ψ(x, ~) = e
∫ x S(x,~)dx , (31)
S(x, ~) = ~−1S−1(x) + S0(x) + ~S1(x) + ~2S2(x) + ... , (32)
where S(x, ~) is a formal power series expansion in expansion parameter ~, and Sn(x) are functions of x. Substituting
Eq. (31) into Eq. (30), leads to the non-linear Riccati equation
S(x)2 +
∂S
∂x
= ~−2Q(x) . (33)
By substituting Eq. (32) into Eq. (33), we obtain the recursive relation
S2−1 = Q(x) , 2S−1Sn +
n−1∑
j=0
SjSn−j +
∂Sn−1
∂x
= 0 (n ≥ 0) . (34)
We note S−1 = ±
√
Q(x). Since Sn is recursively determined from S−1, Sn has two independent solutions:
S±(x, ~) = ~−1S±−1(x) + S
±
0 (x) + ~S
±
1 (x) + ~
2S±2 (x) + ... , (35)
The first several terms are given by
S±−1(x) = ±
√
Q(x) , (36)
S±0 (x) = −
∂Q
∂x
4Q
, (37)
S±1 (x) = ±
− 5
32
(
∂Q
∂x
)2
Q5/2
+
∂2Q
∂x2
8Q3/2
 . (38)
From Eq. (34), one finds the relation S−n = (−1)nS+n . Therefore, we reach the simple expression
S±(x, ~) = ~−1S±−1(x) + S
±
0 (x) + ~S
±
1 (x) + ~
2S±2 (x) + ... (39)
= ±~S+−1 + S+0 ± ~S+1 + ~2S+2 + ... (40)
= ±Sodd + Seven . (41)
Based on Eq. (41), Eq. (33) is rewritten as
(Sodd + Seven)
2 +
∂
∂x
(Sodd + Seven) = ~−2Q , (42)
(−Sodd + Seven)2 + ∂
∂x
(−Sodd + Seven) = ~−2Q . (43)
These two equations give
∴ Seven = −1
2
∂
∂x
logSodd . (44)
Therefore the WKB wave function can be expressed as
ψ±a (x) = e
∫ x S±dx = 1√
Sodd
e±
∫ x
a
Sodddx , (45)
with a being an integral constant. For later calculations, we choose it as a turning point, which is a solution of
Q(x) = 0. At the leading order, WKB wave function is evaluated as
ψ±a (x) =
1
Q(x)1/4
e±
1
~
∫ x
a
√
Q(x)dx , (46)
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which is nothing but the solution in the text-book level WKB approximation.
Since we have derived the WKB wave function recursively, it is regarded as a formal series in ~
ψ±a (x) = e
± 1~
∫ x
a
√
Q(x)dx
∞∑
n=0
ψ±a,n(x)~n+
1
2 , (47)
Sodd =
∞∑
n=0
S2n−1~2n−1 . (48)
Note that the factor 12 in ~
n+ 12 comes from 1√
Sodd
. Here, both of these series turn out to be asymptotic expansions
with respect to ~. In other words, the all orders WKB wave function is an divergent asymptotic expansion with
respect to ~. In order to give it a precise meaning, we need another technology, the Borel resummation, applied to
series for which the divergent coefficients ψ±a,n(x) are x-dependent.
A. Borel summation
Let us consider the following formal series (not necessarily asymptotic) with respect to ~.
Z(~) = e−
A
z
∞∑
n=0
an~n+α α /∈ {−1,−2,−3, ...} . (49)
The Borel transform of this series is defined as
B[Z](z) ≡
∞∑
n=0
an
Γ(n+ α)
(z −A)n+α−1 , (50)
The directional Borel resummation S[Z] is defined as
S[Z](~) ≡
∫ ∞eiθ
A
e−
z
~B[Z](z) dz θ = Arg(~) . (51)
where θ denotes the direction of integration.
The resurgence property tells us that the Borel transform admits an analytic continuation in z plane, which allows
via Borel resummation the reconstruction of the exact value of the result. If the series is convergent, this procedure
just return the original series due to the identity
1 =
1
Γ(n+ α)
∫ ∞
0
e−xxn+α−1dx . (52)
For an asymptotic divergent series, however, it gives one analytic functions which have the series as its asymptotic
series.
The Borel summation is a homomorphism, so that the following algebraic properties hold.
S[A+B] = S[A] + S[B] (53)
S[AB] = S[A]S[B] (54)
Now, we apply the Borel summation procedure to the WKB wave function, then we obtain
S[ψ±a ](~) =
∫ ∞eiθ
∓z0
e−
z
~B[ψ±a (x)](z)dz, θ = Arg(~) , (55)
B[ψ±a (x)](z) =
∞∑
n=0
ψ±a,n(x)
Γ
(
n+ 12
) (z ± z0)n− 12 , z0 = ∫ x
a
√
Q(x) . (56)
Because the coefficient ψ±n (x) depends on x, the position of Borel singularity also depends on x. The position of
singularities of integrand is z = ± ∫ x
a
√
Q(x) when the Stokes curve is not degenerate. From now on, we will express
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FIG. 2. The black line indicates the integration path on the Borel plane, the blue circle is the endpoint of the integral path
and the red circle indicates the singularity of B[ψ±a (x)](z).
the Borel-summed wave function S[ψ±a ](~) as just ψ±a (~) unless otherwise noted.
We now look into details of the Borel singularities. One of them is always the endpoint of the integration path,
and
∫
1√
x
is regular at x = 0. Therefore the other one contributes to Stokes phenomena. These two singularities
are point-symmetric. Hence, Stokes phenomena occur due to the situations that one of the singularities is on the
integration path as shown in Fig. 2. This condition can be expressed as
Im e−iθ
∫ x
a
√
Q(x)dx = 0 ,
∴ Im 1
~
∫ x
a
√
Q(x)dx = 0 . (57)
Note that 1~
∫ x
a
√
Q(x) = 1~S−1 is the leading term of WKB expansion. Therefore, in order to understand when
Stokes phenomena occur, we do not have to calculate Borel summation of ψ(x) explicitly, but just evaluate this term.
The path derived from Eq. (57) is called a Stokes curve, which is part of a structure that is called Stokes graph. In
principle, the exact energy spectrum of the theory can be calculated just from the Stokes curve data. We denote by
S± the lateral Borel resummation with a positive/negative (small) angle θ.
B. Stokes curves and Stokes phenomena
Let a be a turning point (a solution of Q(x) = 0). In this case, the Stokes curve associated with a is defined as
Im
1
~
∫ x
a
√
Q(x)dx = 0 . (58)
Also, each segment of the Stokes curve has an index, ±. This index indicates which on of the ψ+ and ψ− pair
increases exponentially when moving from the point a to infinity (more precisely, a to ∞eiθ∗ where θ∗ is the phase
of corresponding segment) along the Stokes curve. The parts between the Stokes lines is called Stokes regions or just
regions.
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FIG. 3. The Airy-type Stokes graph emerging from a turning point a. The sign +(−) labeling each lines means increasing
(decreasing) Re 1~
√
Q(x)dx as going out from the turning point along the line. The wavy line denotes a branch cut. By
crossing the curve labeled by + in anti-clockwise manner, the wave funtions in the I and II domains are related to each other
as ψa,I = M+ψa,II.
When the index of the corresponding Stokes curve is +, ψ+ increases exponentially 9 and
Re
1
~
∫ x
a
√
Q(x)dx > 0 . (59)
When the index is −, then ψ− increases exponentially in the case
Re
1
~
∫ x
a
√
Q(x)dx < 0 . (60)
The Stokes curve indicates where the Stokes phenomena occur, when ψ(x) is analytically connected between adjacent
Stokes regions.
C. Connection formula and monodromy matrix
For a generic potential and at a typical value of the energy, the turning points are non-degenerate. To each such
turning point, one attaches an Airy-type Stokes graph. Therefore, a Stokes graph for a general potential is a composite
of elementary building blocks of Airy-type Stokes graphs.
We now give a connection formula for the Airy-type Stokes graph. When one considers the Borel-resummed wave
functions for a given potential and its analytic continuation in terms of a complex x, one has to take into account the
effect of the Borel singularity on the Borel plane, i.e., the Stoke phenomenon.
Roughly speaking, in order to compute the effect, we decompose a global Stokes graph into the Airy-type Stokes
graphs locally and then consider the effect of crossing the Stokes line by using a connection formulas. As we emphasize,
the Airy-type Stokes graph is a building block of any given graph, hence, it is important to understand it fully in
simple examples. Apart from the connection formula, one also pay attention to the change of normalization point of
the wave function corresponding to the change of turning points. We describe both below.
We suppose the wave function is normalized at a simple turning point a and consider analytic continuation from the
region I to II as shown in Fig. 3. When x crosses a Stokes line, the relation between wave function can be expressed
9 Note that, because of square-root, if ψ+ increases in first Riemann sheet, it decreases in the second Riemann sheet. This point requires
some care at various points.
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by (
ψ+a,I
ψ−a,I
)
= M
(
ψ+a,II
ψ−a,II
)
, (61)
The monodromy matrix M multiplies the wave function according to following rules:
M =

(
1 i
0 1
)
=: M+ for anti-clockwise crossing of a curve labeled by +(
1 −i
0 1
)
=: M−1+ for clockwise crossing of a curve labeled by +(
1 0
i 1
)
=: M− for anti-clockwise crossing of a curve labeled by −(
1 0
−i 1
)
=: M−1− for clockwise crossing of a curve labeled by −
(62)
Furthermore, if it crosses the branch cut emerging from the simple turning point a, it moves between the first and
second Riemann sheets as Sodd(x)→ −Sodd(x). Thus, we have
M =

(
0 i
i 0
)
=: Mb for anti-clockwise crossing of a cut(
0 −i
−i 0
)
=: M−1b for clockwise crossing of a cut
(63)
A complete cycle around a turning point gives identity map:
M−MbM−M+ = M+MbM+M− =
(
1 0
0 1
)
. (64)
In order to consider the analytic continuation globally beyond the Airy-type Stokes curve, one has to incorporate the
change of normalization point and then employ the connection formula due to curves or cuts emerging from other
simple turning points.
Two wave functions normalized at different turning points a1, a2 are are related by the equation
ψ±a1(x) = e
± ∫ a2
a1
Soddψ±a2(x) . (65)
The quantity,
∫ a2
a1
Sodd is called the Voros multiplier. One may be tempted to think that the Voros multiplier is
an asymptotic function, because Sodd is defined by the recursive relation and asymptotic itself. However, the Voros
multiplier appearing here is Borel resummed because the ψ±a1(x) are already Borel resummed wave functions. We
then write down the normalization matrix as(
ψ+a1(x)
ψ−a1(x)
)
= Na1a2
(
ψ+a2(x)
ψ−a2(x)
)
, Na1a2 =
(
e
+
∫ a2
a1
Sodd 0
0 e
− ∫ a2
a1
Sodd
)
. (66)
The orientation of Na1a2 is flipped before/after crossing a branch cut.
MbNa1a2 = N
−1
a1a2Mb . (67)
D. Warm-up: Harmonic oscillator with Airy-type Stokes graph
For a general potential with multiple degenerate harmonic minima, we associate a Stokes graph which is a combi-
nation of the Stokes graph of harmonic oscillator. The Stokes graph for harmonic oscillator is a combination of two
Airy-type graphs as shown in Fig.4. Therefore, one can quickly learn how the formalism works in practice in this
simple, but essential example. Therefore, we first review this example, and then move to more interesting examples
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FIG. 4. The Stokes graph for harmonic oscillator. In order to obtain the quantization condition, we take the orbit from the
left to the right below the real axis by taking into account the Stokes phenomena (Left panel). The cycle A is defined as an
oriented cycle enclosing two turning points a1 and a2 (Right panel).
of double-well, triple-well and N -ple well examples.
The harmonic potential is given by V (x) = 12ω
2x2. Its Stokes curve is depicted in Fig. 4 assuming E > 0. There
are two turning points, a1 = −
√
2E
ω are a2 =
√
2E
ω , which satisfy Q(x) = 2(V (x) − E) = 0. The blue arrow is a
trajectory of the analytic continuation. If we start with a decaying solution at the beginning of blue line, we will
demand a decaying solution at the end of journey, for the full WKB solution to be normalizable. However, the Stokes
phenomena will induce terms that will be exponentially growing at the end. In order to have a physical answer,
we will demand that the pre-factor of the exponentially growing part to vanish. That will give us the quantization
condition that will determine the spectrum of the theory.
First, let us take wave function normalized at a1 and consider analytic continuation from the region I to II. Then
the wave function changes as (
ψ+a1,I(x)
ψ−a1,I(x)
)
= M+
(
ψ+a1,II(x)
ψ−a1,II(x)
)
. (68)
Second, consider analytic continuation from the region II to III. In this case, the Stokes curve to be crossed is starting
from the other turning point, a2. Therefore we have to change the normalization as(
ψ+a1,II(x)
ψ−a1,II(x)
)
= Na1a2
(
ψ+a2,II(x)
ψ−a2,II(x)
)
. (69)
Then we can multiply the monodromy matrix as(
ψ+a2,II(x)
ψ−a2,II(x)
)
= M+
(
ψ+a2,III(x)
ψ−a2,III(x)
)
. (70)
As a result,10, we obtain the connection formula(
ψ+a1,I(x)
ψ−a1,I(x)
)
= M+Na1a2M+Na2a1
(
ψ+a1,III(x)
ψ−a1,III(x)
)
(71)
=
(
ψ+a1,III(x) + i(1 +A)ψ
−
a1,III
(x)
ψ−a1,III(x)
)
, (72)
where the cycle A = e
∮
A
Sodd = e
2
∫ a2
a1
Sodd is depicted in Fig. 4.
As x→ −∞ in the region I, ψ+ is normalizable, it decays as x→ −∞. (This is true on first Riemann sheet which
we stick through this argument.) Therefore we take ψ+ in the region I and we find that it changes to ψ+a1,III(x) + i(1 +
A)ψ−a1,III(x) in the region III. In region III, ψ
+
a1,III
(x) is decaying as x→ −∞ while ψ−a1,III(x) is blowing up. Therefore,
10 One can omit the last Na2a1 because it just changes overall factors but this makes D simpler.
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in order to satisfy the normalization condition, the coefficient of ψ− must be zero. This is the quantization condition:
D = 1 +A = 1 + e
∮
A
Sodd = 0 . (73)
where e
∫ a2
a1
Sodd is the Voros multiplier connecting two turning points. This is equivalent to∮
A
Sodd = −2pii
(
n+
1
2
)
with n ∈ Z . (74)
For the harmonic oscillator, ∮
A
Sodd =
∮
A
S−1 =
1
~
∮
A
√
2(V (x)− E)dx = −2pii E
~ω
, (75)
where ω = 2piT and T is the classical period, T =
∣∣∮
A
(2(V (x)− E))−1/2dx∣∣. Therefore, the quantization condition
D(E) = 0 obtained from the exact-WKB analysis gives
E = ~ω
(
n+
1
2
)
. (76)
The Stokes curve in Fig.4 correspond to E > 0 and the turning points are real. This puts a restriction that n = 0, 1, 2...,
which is just the spectrum of simple harmonic oscillator.
E. Resolvent and Spectral form
We derive the partition function starting with the quantization condition D(E) and resolvent G(E). The reason
we are presenting this is because we will follow verbatim the same procedure in the theories with instantons and we
will reach to fairly non-trivial results. It is therefore useful to recall this tool in a simple example.
The quantization condition D is written as 11
D = 1 + e−2pii
E
~ω = e−pii
E
~ω 2 sin
(
pi
(
E
~ω
+
1
2
))
= e−pii
E
~ω
2pi
Γ( 12 +
E
~ω )Γ(
1
2 − E~ω )
, (78)
where we have used reflection formula: Γ(x)Γ(1− x) = pisin(pix) . We then obtain the resolvent G(E) from the quanti-
zation condition as:
G(E) = − ∂
∂E
logD
=
pii
~ω
+
∂
∂E
log Γ
(
1
2
+
E
~ω
)
+
∂
∂E
log Γ
(
1
2
− E
~ω
)
. (79)
The partition function is the inverse Laplace transform of resolvent:
Z = − 1
2pii
∫ +i∞
−i∞
G(E)e−βEdE . (80)
To calculate this quantity, we consider the contour C depicted in Fig. 5, where C is determined by the condition
E > 0. It leads − 12~ω <  < 12~ω and C is closing in the positive real region.
11 The zeta function regularization for Fredholm determinant D(E) = det(H − E) gives:
e−ζ
′(0, 1
2
− E~ω ) =
√
2pi
Γ
(
1
2
− E~ω
) (77)
It removes the irrelevant Gamma function, which does not contribute to the partition function defined through contour C.
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FIG. 5. C is the integration contour in the determination of the partition function as the inverse Laplace transform of resolvent.
Inside the contour C, pii~ω and
∂
∂E log Γ
(
1
2 +
E
~ω
)
are holomorphic, hence do not contribute to integration. Further-
more, ∂∂E log Γ
(
1
2 − E~ω
)
has infinitely many poles in C and all the residues12 are 1. Therefore we find
Z(β) = − 1
2pii
∫
C
[
∂
∂E
log Γ
(
1
2
− E
~ω
)]
e−βEdE =
∞∑
n=0
e−β~ω(n+
1
2 ) . (81)
the partition function of harmonic oscillator. We will use the same strategy in more general cases involving instantons
to describe the partition functions of the systems from the exact quantization condition.
IV. SYMMETRIC DOUBLE-WELL POTENTIAL
We consider the exact-WKB analysis for the symmetric double-well potential. It is known that (1) the leading
non-perturbative contribution to its ground state energy comes from the instanton configuration, and (2) the Borel
ambiguity of the perturbation theory for the ground state is cancelled by that of the bion (correlated instanton–anti-
instanton configuration) contribution. This pattern continue to higher states under the barrier. The exact form of
the bion contribution can be obtained from the quasi-zero mode integration (quasi-moduli integral). We first review
the resurgent structure of the partition function in this system. Then, we find an explicit mapping between this
construction and Gutzwiller’s quantization. In doing so, we figure out the relation between the phase ambiguity of
quasi-moduli integral, the topological properties of the Stokes curve in terms of Gutzwiller’s quantization.
For the symmetric double-well potential, Q(x) = 2(V (x) − E) = (x − a1)(x − a2)(x − a3)(x − a4) where ai are
turning points. Then the Stokes curve of this systems13 is schematically depicted as shown in Fig. 6.
12 ∂
∂x
log Γ(x) ∼ 1
x
in x→ 0
13 This Stokes curve corresponds to the low energy region, to energies below the barrier height. Above the barrier height, two of the
real turning points, a2 and a3 turns into complex conjugate turning points. Even in high energy region, we can show the topological
structure of Stokes curve is corresponding to phase ambiguity.
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FIG. 6. The Stokes graph for the double-well potential with Im ~ > 0 (Left panel) and Im ~ < 0 (Right panel). We took
the two branch cuts such that their end-points are turning points (a1, a2) and (a3, a4). We take the orbit for obtaining the
quantization condition from the left to the right below the real contour.
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FIG. 7. Perturbative cycles (A,C) and a non-perturbative cycle (B) for the symmetric double-well potential. The perturbative
cycles, A and C, are defined as oriented cycles enclosing (a1, a2) and (a3, a4), respectively, and the non-perturbative cycle, B,
is an oriented cycle enclosing (a2, a3) and intersecting with the two branch cuts.
As we did for the harmonic oscillator in Sec. III D, we obtain the quantization condition from the normalized
condition by performing the analytical continuation of the wave function from −∞ to∞ using the connection formulas.
(
ψ+a1,I(x)
ψ−a1,I(x)
)
= M+Na1a2M+Na2a3M+M−Na3a4M−Na4a3Na3a2Na2a1
(
ψ+a1,II(x)
ψ−a1,II(x)
)
for Im ~ > 0
(
ψ+a1,I(x)
ψ−a1,I(x)
)
= M+Na1a2M+M−Na2a3M−Na3a4M−Na4a3Na3a2Na2a1
(
ψ+a1,II(x)
ψ−a1,II(x)
)
for Im ~ < 0
(82)
The quantization condition for this case is given by
D ∝
{
(1 +A+)(1 + C+) +A+B+ = 0 for Im ~ > 0
(1 +A−)(1 + C−) + C−B− = 0 for Im ~ < 0
, (83)
where the cycles are defined as14
A = e
∮
A
Sodd , B = e
∮
B
Sodd , C = e
∮
C
Sodd = 1/A (84)
and C± := S±[C] for C ∈ {A,B,C} as shown in Fig. 7. The A and C cycles are perturbative and B cycle is
non-perturbative, B ∝ e−S~ , where S corresponds to the single bion contribution.
14 C is the same as A on the other Riemann sheet (See the index of Stokes curve) since the potential is symmetric.
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We here defined the notation, where C is used as series forms and C± is used as Borel-summed forms. However, from
now on, we would use a simplified notation where we use C instead of C± for simplicity unless it causes a confusion.15
To evaluate the non-perturbative contribution to the ground state energy and the phase ambiguity term, let us con-
sider the asymptotic form of A, which does not include non-perturbative contribution, before being Borel-resummed.
It is:
A→ e−2pii E~ωA(E,~) . (85)
This ωA(E, ~) is an asymptotic expansion in ~. In the low energy limit, it can be regarded as a harmonic frequency
of the classical (harmonic) vacuum:
ωA(E, ~)2 =
∞∑
n=0
cn(E)~n (86)
lim
E→0
c0(E) = V
′′(xvac) , (87)
where xvac is a minimum of the potential. We emphasize that writing down this expression corresponds to taking
the Borel-resummed A back to its asymptotic expansion form. This procedure helps us to see that the quantization
condition D has the phase ambiguity. However, of course, this ambiguity disappears when we consider the Borel-
resummed form. We will show it in the next subsection.
We now set E = ~ωA
(
1
2 + δ
)
, where δ roughly stands for the energy deviation from that of the harmonic oscillator.
The quantization condition D = 0 then becomes
4 sin2(piδ) = e−2piiδB Im ~ > 0 ,
4 sin2(piδ) = e2piiδB Im ~ < 0 . (88)
Or equivalently,
1
Γ(−δ) = ±
√
B
2pi
e−piiδΓ(1 + δ) Im ~ > 0 ,
1
Γ(−δ) = ±
√
B
2pi
epiiδΓ(1 + δ) Im ~ < 0 . (89)
Here ± in the latter form stands for parity. We emphasize that this result is obtained without any approximation.
In [14][22],[49], The quantization condition was calculated using path integral(QMI) method. The result is
1
Γ(−x) = ±
e−Sinst
2pi
e−piix
(
~
2
)−x− 12√
2pi Im ~ < 0 .
1
Γ(−x) = ±
e−Sinst
2pi
epiix
(
~
2
)−x− 12√
2pi Im ~ < 0 ., (90)
where x = E − 12 . Considering that
(~
2
)−δ− 12√2pi in (90) is the contribution from quantum fluctuations, this part is
included in B and ωA in (89). The extra Gamma function Γ(1 + δ) is coming from the negative energy part when we
consider the argument in (79), so it can be ignored under the condition E > 0. Therefore, this result is regarded as
the complete quantization condition with full quantum fluctuations.
A. Gutzwiller’s quantization
Gutzwiller’s quantization is based on prime-periodic orbit (p.p.o.) as a fundamental unit, but the way how to add
up this p.p.o. has not been clearly known except for simple systems. We will see that one can exactly obtain the
Gutzwiller’s form from the quantization conditions in the exact-WKB analysis and it reveals a new physical meaning
of the quasi-moduli integral in the path integral method.
15 C± can be identified when we look only at its exponentially dominant sector asymptotically.
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First, let us rewrite the quantization condition Eq. (83), using C = 1/A, in terms of only A and B cycles
D(E) = (1 +A)(1 +A−1)
(
1 +
B
D2A
)
(91)
where DA=1 + A
−1 (Im ~ > 0) or 1 + A (Im ~ < 0). This rewriting allows us to write the trace of resolvent
G(E) = − ∂∂E logD(E), derived from the quantization condition Eq. (83), in a useful form:
G(E) = Gp(E) +Gnp(E)
=
[
− ∂
∂E
log(1 +A)− ∂
∂E
log
(
1 +A−1
)]
+
[
− ∂
∂E
log
(
1 +
B
D2A
)]
=
[
−
∂
∂EA
1 +A
−
∂
∂EA
−1
1 +A−1
]
+
[
−
∂
∂E
(
D−2A B
)
1 + (D−2A B)
]
, (92)
The derivative term ∂∂EA produces the “period”
∂
∂E
A =
∂
∂E
e
∮
A
Sodd =
(
∂
∂E
∮
A
Sodd
)
e
∮
A
Sodd
=
(∮
A
1
~
1√
2(V − E) +O(~)
)
e
∮
A
Sodd ≡ 1
~
TAA . (93)
and similarly,
∂
∂E
B =
1
~
TBB . (94)
∂
∂E
(
D−2A B
)
=
1
~
∞∑
n,m=1
(−1)(n+m)(TB ∓ (n+m)TA)B(A∓)n+m, (95)
where ± corresponds to Im ~ > 0 and Im ~ < 0 respectively. Since the classical solutions in the lower part of the
potential are doubly-periodic, and our definition of S−1 =
√
Q where Q = 2(V −E), TA is purely imaginary and TB is
real. Our construction instructs us that complex periodic paths are part of Gutzwiller formula. This seems to be the
mechanism through which Gutzwiller formula is able to capture the tunneling (instanton) effects. The magnitudes
of the quantities TA, TB can be called quantum periods and its leading term corresponds exactly to the period of the
classical orbit. Using these quantities, G(E) can be expressed as
G(E) = Gp +Gnp (96)
Gp(E) = −1~TA
∞∑
n=1
(−1)nAn − 1
~
TA
∞∑
n=1
(−1)nA−n, (97)
Gnp(E) = − ∂
∂E
(
D−2A B
) ∞∑
n=1
(−1)n(D−2A B)n, (98)
D−2A B =
{
B
(∑∞
k=1(−1)kA−k
)(∑∞
l=1(−1)lA−l
)
(Im ~ > 0)
B
(∑∞
k=1(−1)kAk
)(∑∞
l=1(−1)lAl
)
(Im ~ < 0)
(99)
This is exactly the form of Gutzwiller’s quantization in Eq. (26) including the quantum corrections. Note that the
quantum period and each cycle contain the quantum corrections (e.g. TA = TA,cl + O(~), A = e
i
~
∮
A
p + O(~)). It is
important to remind ourselves that the (−1) associated with each cycle can be interpreted as the factor coming from
Maslov index (See Sec. II B 1).
Our result shows what p.p.o. are and how to add them up explicitly, and it is by no means obvious. Perhaps,
we should take exact quantization condition and the corresponding resolvent Eq.(92) as the precise meaning of the
Gutzwiller’s sum. The perturbative part consists of the infinite number of A cycles and the non-perturbative part is
made up of the infinite number of A cycles and B cycle. The change of topology of the Stokes curves corresponds to
21
V(x)
x
E
B AA
FIG. 8. Relationship between a periodic orbit and the Maslov index for the symmetric double-well potential. The index (−1)n
is determined by counting D−2A B in Eq.(98), as a unit. D
−2
A B includes two infinite number of A-cycles (D
−1
A =
1
1+A
) and one
B-cycle (B).
the reversal of the direction of the A cycle of the non-perturbative term. As we show later, this transition can give
the new perspective of the quasi-moduli integration.
B. Partition function
In this subsection, we calculate the partition function based on the resolvent method in Sec.III E. In particular,
when evaluating the partition function using path integral, it is important to evaluate the contribution of the integral
called quasi-moduli integral(QMI). It is shown that this can be evaluated explicitly by the calculation using exact
WKB. We also show that the partition function itself is invariant under the Borel sum.
1. Comparison to quasi-moduli integral
Using the decomposition of resolvent given in (92), we can write the partition function as
Z = Zp(β) + Znp(β) (100)
where
Zp(β) =
1
2pii
∫ +i∞
−i∞
[
− ∂
∂E
log(1 +A)
]
e−βEdE +
1
2pii
∫ +i∞
−i∞
[
− ∂
∂E
log
(
1 +A−1
)]
e−βEdE, (101)
and
Znp(β) =
1
2pii
∫ +i∞
−i∞
[
− ∂
∂E
log
(
1 +
B
D2A
)]
e−βEdE
= −β 1
2pii
∫ +i∞
−i∞
log
(
1 +
B
D2A
)
e−βEdE
= β
1
2pii
∫ +i∞
−i∞
∞∑
n=1
1
n
(
− B
D2A
)n
e−βEdE , (102)
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where we have used integration by parts moving to the second line. We now clarify the relation between the above
quasi-moduli integral and our result on the non-perturbative contribution
Znp(β) = β
1
2pii
∫ +i∞
−i∞
∞∑
n=1
1
n
(
− B
D2A
)n
e−βEdE , (103)
Using this asymptotic expansion in Eq. (85) A ∼ e−2pii E~ωA(E,~) again. Then DA is given by
DA =
e
pii E~ωA 2 sin
(
pi
(
E
~ωA +
1
2
))
= e
pii E~ωA 2pi
Γ( 12+
E
~ωA )Γ(
1
2− E~ωA )
(Im ~ > 0)
e
−pii E~ωA 2 sin
(
pi
(
E
~ωA +
1
2
))
= e
−pii E~ωA 2pi
Γ( 12+
E
~ωA )Γ(
1
2− E~ωA )
(Im ~ < 0) .
(104)
For our purpose, we drop the irrelevant Gamma function factor
√
2pi
Γ( 12+
E
~ωA )
, which corresponds to the negative eigenvalue
and does not contributes to the integral in the case of harmonic oscillator.
Then, we rewrite Znp as
Znp(β) = β
1
2pii
∫ +i∞
−i∞
∞∑
n=1
1
n
(−1)n
B e∓2pii E~ωA
4 sin2
(
pi
(
E
~ωA +
1
2
))
ne−βEdE . (105)
By defining s ≡ E/(~ωA)− 1/2, it is expressed as
Znp(β) = β
1
2pii
∫ +i∞
−i∞
∞∑
n=1
1
n
(−1)n
(
B
e∓2pii(
1
2+s)
4 sin2(pis)
)n
e−β(~ωA(
1
2+s))~ωAds (106)
Essentially
√
2pi
Γ(1+s) in 2 sin(pis) =
2pi
Γ(−s)Γ(1+s) corresponds to the negative eigenvalues, so if we define the integral path
to take only positive eigenvalues, this integral can be approximated16 as
Znp(β) ' β 1
2pii
∫ +i∞
−i∞
∞∑
n=1
1
n
(−1)n
(
Γ(−s)2 B
2pi
e∓2pii(1/2+s)
)n
e−β(~ωA(1/2+s))~ωAds (107)
= β
1
2pii
∫ +i∞
−i∞
∞∑
n=1
1
n
(
Γ(−s)2 B
2pi
e∓2piis
)n
e−β
~ωA
2 e−sβ~ωAds . (108)
Here, the partition function obtained by calculating the path integral is as follows[49][22], (Appendix A6):
Znp
Z0
= β
1
2pii
∫ +i∞
−i∞
∞∑
n=1
1
n
(
e−Sbion
(
detMI
detM0
)−1
Sinst
2pi
Γ(−s)2
(
~
2
)−s
e∓2piis
)n
e−sβds . (109)
Comparing this with our results, we can see that we obtain the path integral representation and indeed each sector
in Eq. (108) has physical meaning as follows: β corresponds to the zero-mode integral (translation symmetry of
time-dependent solution), 1n is cyclic permutation of multi-bions, Γ(−s)2e∓2piis are quasi-moduli integrals(QMI) (See
Appendix A) with Stokes phenomena17, B = e−
1
~
∮
B
p + O(~) is the bion contribution with quantum correction, the
integral from −i∞ to i∞ corresponds to the delta function constraint in the quasi-moduli integral, and e− 12β~ωA
is regarded as the partition function of perturbative part in the large β limit, Z0. The missing part in Eq. (108)
is Sinst
(
detMI
detM0
)−1
and
(~
2
)−s
. However, both are coming from the quantum fluctuation. But since the quantum
fluctuation is included in B and ωA, it is considered to be required by doing a higher-order expansion of them. (−1)n
in Eq. (107) is regarded as the Maslov index. The origin of this index is easily understood by using Gutzwiller’s
quantization as shown in Sec. IV A. This factor is cancelled by e∓piin in Eq. (107), which looks like the hidden
16 The residues of 1
sin(pis)
and Γ(−s) are different, so just removing Γ(1 + s), even though it essentially corresponds to the negative
eigenvalues, would change the result. However if we only consider the residue around s = 0, which corresponds to the ground state
energy, the factor Γ(1 + s) can be ignored.
17 There are two QMI for one bion and it gives two Gamma functions.
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topological angle (HTA) [34]) of n-bion configuration though, the index has very important role: this quantity can be
regarded as the intersection number of Lefschetz thimble18.
Furthermore, comparing the QMI calculation and Gutzwiller’s perspective, we can see the new physical meaning
of QMI. The QMI calculation is based on the approximation that the cycle is sufficiently large, but from Gutzwiller’s
point of view, the B cycle is so short that it requires the A cycle to rotate infinite times in order to earn the sufficiently
long cycle, and therefore it is considered to be represented in the form of D−2A B. This perspective explains the riddle
in the calculation of [49][14]: The form of the Γ function derived from the vacuum and the form of the Γ function
derived from QMI matched despite both were calculated entirely separately.
D(E) =
1
Γ
(
1
2 − E
)
Γ
(
1
2 − E
)(1−Be±ipi(1−2E)(~
2
)(1−2E)
Γ
(
1
2
− E
)
Γ
(
1
2
− E
))
= 0 (110)
The first 1
Γ( 12−E)Γ( 12−E)
are from two vacua and the latter ones are from QMI. This miracle is easily explained by
this Gutzwiller’s representation. Both have essentially the same origin, the infinite number of A cycles, D−1A =
1
1+A =∑∞
n (−1)nAn.
2. The intersection number of Lefschetz thimble
It is notable that the of quantization condition in Eqs. (83) determines the “relevant saddles” in the path integral
and the intersection number of Lefschetz thimble (nσ). Firstly, as we mentioned in Sec. II A, the Fredholm determinant
can be expressed as
D(E) =
∏
σ
Dnσσ (E) . (111)
Now, the quantization condition given by Eq. (83) can be rewritten as
D = (1 +A)(1 +A−1)
(
1 +
B
D2A
)
= (1 +A)(1 +A−1)
[
e
− B
D2
A
]−1[
e
− 12
(
B
D2
A
)2][
e
− 13
(
B
D2
A
)3]−1[
e
− 14
(
B
D2
A
)4]
...
= (1 +A)(1 +A−1)
∞∏
n=1
D(−1)
n
n (112)
The first (1 +A) and 1 +A−1 are regarded as the Fredholm determinant coming from the vacuum saddle points and
the latter ones are ones from n-bion saddle points.
Dn = e
− 1n
(
B
D2
A
)n
(113)
Zn =
1
2pii
∫ i∞
−i∞
[
∂
∂E
1
n
(
B
D2A
)n]
e−βEdE
=
β
2pii
∫ +i∞
−i∞
1
n
(
Γ(−s)2 B
2pi
e∓2pii(1/2+s)
)n
e−β(~ωA(1/2+s))~ωAds . (114)
This representation is a factorized form for each bion, and as explained in the previous section, the Zn obtained from
this Dn is indeed the partition function of n-bions. The power of each bracket [...] is nothing other than the Maslov
index. Therefore, we can see the intersection number of Lefschetz thimble of non-perturbative contributions is exactly
corresponding to the Maslov index.
Strictly speaking, the Maslov index is attached to both A and B cycles. However, the former is not regarded
as the intersection number of Lefschetz thimble but the only latter’s is. This difference is related to the following
18 The relation between the Maslov index and Lefshcetz thimbles is also discussed in [45]
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FIG. 9. Intersection number among cycles in the DDP formula. In this case, the intersection numbers of cycles are given by
(γ23, γ12) = +1 and (γ23, γ34) = −1. (See fig.10 for the definition.)
situation: In the case of harmonic oscillator, we often calculate the partition function around the vacuum, and indeed
it gives the correct answer. However there are other classical solutions in this system s.t. time-dependent solutions
like oscillating around the vacuum. If we choose such the solution as the saddle point, we still get the same partition
function. The reason is such time-dependent solutions are included in quantum fluctuations around the vacuum. On
the other hand, the non-perturbative saddle, bions should be summed up to obtain the correct partition function. It
means n-bion (and the vacuum)is topologically separated in the functional space, or one can say 2-bion cannot be
expressed as 1-bion with quantum fluctuation.
C. Delabaere-Dillinger-Pham (DDP) formula
In this subsection, we would like to briefly review the Delabaere-Dillinger-Pham (DDP) formula[131]. For the
double-well potential, as we have seen the previous sections, the A,C-cycles are defined as asymptotic series. These
series are non-Borel nonsummable if Im ~ = 0. When the an asymptotic expansion is Borel nonsummable for Im ~ = 0,
the Borel transformed cycles have a singular point on the positive real axis of the Borel plane, in other words an
imaginary ambiguity happens according to the choice of the sign of Arg(~) for the Borel resummation.
By employing this imaginary ambiguity the information of A,C-cycles can be carried into the B-cycle via the
Stokes automorphism. This relationship is so called the resurgence relation. This type of resurgence relation connects
high orders of the asymptotic expansion of the A,C-cycles to low orders perturbative expansion of B-cycle. In the
physical sense, the A,C-cycles and B-cycle are now interpreted as a perturbative expansion(fluctuation) in terms of ~
around (locally) bounded potential and the nonperturbative bion background, respectively, so that their asymptotic
expansions can be related to each others by the resurgence relation. Instead of directly looking at the Borel plane,
there exits a way to find the same relation from the Stokes graph of the exact WKB analysis, which is so called the
Delabaere-Dillinger-Pham (DDP) formula. The DDP formula can be directly applied to any functions of the cycles,
and it would also have the important role to see the cancellation of imaginary ambiguities for the partition function,
discussed in the later section. From here, we would like to demonstrate some physical applications to (DDP) formula
[131, 142] to potential-well problems.
For simplicity, let us start with the simple setup which is the double-well potential with low energy shown in Fig. 9.
The Stokes graph has four turning points on the real axis labelled by a1 < · · · < a4, and we consider three anti-
clockwise cycles enclosing a pair of two turning points. These are (a1, a2), (a2, a3), (a3, a4). We named these oriented
loops as γ12, γ23, γ34 in Fig.9, and the quantities A,B,C-cycles are defined along the each loops. Since the branch-cut
lay on the complex x-plane with the endpoints at turning points, the A and C-cycles are now defined on the first
Riemann have nontrivial value. In contrast, the B-cycle twice crosses the independently defined branch-cut, and the
lower(upper) half contour lies on the first(second) Riemann sheet. This means that the B-cycle has the intersection
with each A- and C-cycles once on the first sheet but does not on the second sheet19. Under this setup, the DDP
19 If the A(C)-cycle is defined on the second sheet, the relation with the cycle on the first sheet can be found as
A1st.sheet = 1/A2nd.sheet. (115)
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FIG. 10. The definition of intersection number. The solid and dashed lines denote a part of cycle on the first and second
Riemann sheet, respectively. If two solid(dashed) lines given by γA and γB intersect with each other in respect to a right-
handed coordinate, we say (γA, γB) = +1(−1). If the intersection is given by lines on different sheets from each other, we say
(γA, γB) = 0. For example, two cycles not crossing branch-cuts always give (γA, γB) = 0.
formula is obtained as follows. Here all symbols such as A, B used so far means Borel summed ones. In order to
make this point clear, we will describe its asymptotic form as A˜, B˜ and Borel summed ones as S±[A˜] and S±[B˜] in
this sectiopn. The DDP formula is given as
S+[A˜] = S−[A˜](1 + S[B˜])−1, (116)
S+[B˜] = S−[B˜] =: S[B˜], (117)
S+[C˜] = S−[C˜](1 + S[B˜])+1, (118)
where S± is the Borel resummation for sign(Im ~) = ±1. The exponent of (1 + S[B˜]) is by intersection number
(γA, γB) = ±1 which is defined as follows: If the intersection between perturbative and non-perturbative cycles, A
and B, is right(left)-handed, we say that (γA, γB) = +1(−1). If a perturbative cycle does not have intersection with
non-perturbative cycles, then it gives (γA, γB) = 0. Fig. 10 shows how to determine the intersection number.
In the previous section we separately obtained the quantization condition D for Im ~ > 0 and Im ~ < 0, but one
can see that these can be related to each other via the DDP formula:
S+[D˜+] = S−[D˜−], (119)
where D+ and D− are given by eq.(83) for the positive and negative Im~, respectively, but replaced A,B,C with
A±, B,C±. It is important to mention that from eq.(119) one can indeed show the imaginary ambiguity cancellation
for all order of bion sectors. We will summarize the proof in Appendix B.
1. Unambiguity of the partition function under the Borel resummation
In this section, we will show that the partition function itself does not have Borel ambiguity, that is, the partition
function itself does not change due to the sign of the imaginary part of the ~. To show this statement, we now rewrite
the quantization condition in Eq. (83) in a way that clearly shows the imaginary amgibuity part as
S±[A] = Aˆ± δAˆ. (120)
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Then we can show the quantization condition can be expressed as the form without the imaginary ambiguity term
(See Appendix B.) We now have
lim
Arg(~)→0±
S±[D˜±/Ω(L˜)] = (1 + Aˆ)(1 + Cˆ) + Bˆ
2 + Bˆ
(
Aˆ+ Cˆ
)
− Bˆ
2
(Bˆ + 2)2
AˆCˆ, (121)
where the symbol Cˆ is called medianization and is defined as:
Cˆ := ( lim
~→0+
S+[C˜] + lim~→0− S−[C˜])/2, C ∈ {A,B,C} (122)
The A- and C-cycles are related to each other, Aˆ = 1/Cˆ = Cˆ∗. S±(Ω(L)) = −(ABC)−1 6= 0 is an invariant quantity
under the lateral Borel summation S±, which does not contribute to the partition function itself.
G(E) = − ∂
∂E
logS+[D˜+/Ω(L˜)] = Gp(E) +Gnp(E), (123)
Gp(E) = − ∂
∂E
[
log
(
1 + Aˆ
)
+ log
(
1 + Cˆ
)]
, (124)
Gnp(E) = − ∂
∂E
log
[
1 +
Aˆ+ Cˆ
(1 + Aˆ)(1 + Cˆ)
· Bˆ
2 + Bˆ
− AˆCˆ
(1 + Aˆ)(1 + Cˆ)
· Bˆ
2
(2 + Bˆ)2
]
, (125)
Therefore, the partition function can be expressed by
Z(β) = Zp(β) + Znp(β), (126)
Zp(β) = − 1
2pii
∫ +i∞
−i∞
Gp(E)e
−βEdE, (127)
Znp(β) = − 1
2pii
∫ +i∞
−i∞
Gnp(E)e
−βEdE. (128)
It is notable that the n-th bion sector can be identified from Eq. (125) by taking a form that
Gnp(E) = − ∂
∂E
∞∑
n=1
BˆnΞ(n)(Aˆ), (129)
where
Ξ(n)(Aˆ) =
(−1)n+1
2n
∞∑
k=1
2k∑
m=k
1
k
(
k
m− k
) (Aˆ+ Aˆ−1)2k−m
(Dˆ+ADˆ
−
A)
k
|s|=n−m∑
s∈N⊗m−10
(n−m)!
s1! · · · sm−1! (n−m− |s|)! , (130)
where | • | denotes the 1-norm and we assumed that ∑|s|=n−m
s∈N⊗m−10
· · · = 1 when m = 1. Here, we used Dˆ±A = 1 + Aˆ±1
and Aˆ = Cˆ−1.
By construction, Eq. (121) is invariant under lateral Borel summation so this form of the partition function is also
invariant20 under S±.
V. GENERIC POTENTIALS (NPLE-WELL POTENTIAL)
The procedure to derive the quantization condition from the exact-WKB analysis and the construction of the path-
integral explained in Sec. IV can be extended to the cases with more generic forms of potentials. Since the extension
is straightforward, we would show only the quantization condition and make some comments.
We now focus on a parity-symmetric real-bounded potential, V (x) ∈ R[[x2]] with lim|x|→∞ V (x) = +∞. There are
N perturbative and N − 1 non-perturbative cycles as shown in Fig. 11. By repeating the same argument as that in
Sec. IV C, the DDP formula can be easily extended to these cases. When the N non-perturbative cycles (B˜i) lays on
20 Of course this invariance can be checked with DDP formula.
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FIG. 11. The Stokes graph for the Nple-well potential for Arg(~) = 0. Perturbative cycles An and nonperturbative cycles Bn
are defined as cycles enclosing a branch-cut and a stokes line having end points at turning points, respectively.
the complex x-plane, the DDP formula for a perturbative cycle (A˜j) can be expressed as [131]
S+[A˜j ] = S−[A˜j ]
N−1∏
i=1
(1 + S[B˜i])(−1)
i·(γBi ,γAj ) , (131)
S+[B˜i] = S−[B˜i] =: S[B˜i] for all 1 ≤ i ≤ N . (132)
In this notation, we chose the orientation of B˜i-cycles such that B˜i is exponentially small. Then, by considering the
path-orbit of the wave function from the left to the right and using the connection formula, the quantization condition
for the positive/negative Arg(~) can be obtained as
D˜+N = Ω(L˜)
|n|=N∑
n=0
b(N+1)/2c∏
k=1
[(
1 + B˜2k−2
)1−n2k−2 (
1 + B˜2k−1
)1−n2k]n2k−1 · Φ(n)(A˜), (133)
D˜−N = Ω(L˜)
|n|=N∑
n=0
bN/2c∏
k=1
[(
1 + B˜2k−1
)1−n2k−1 (
1 + B˜2k
)1−n2k+1]n2k · Φ(n)(A˜), (134)
Ω(L˜) =
iN
L˜
, L˜ :=
(
N∏
k=1
A˜k
)(
N−1∏
k=1
B˜k
)
, (135)
where n = (n0, n1, · · · , nN , nN+1) ∈ (Z/2Z)⊗N+2 with n0 = nN+1 = 0, |n| denotes the 1-norm of n, B˜0 = B˜N = 0,
and Φ(n)(A˜) :=
∏N
k=1 A˜
nk
k .
21 In the similar way to the double-well potential summarized in Appendix B, one finds
S+[D˜+] = S−[D˜−] and shows that the imaginary ambiguity is cancelled for all order of bion sectors. After the
cancellation, the quantization condition can be expressed in terms of unambiguous parts as:
lim
Arg(~)→0±
S±[D˜±N/Ω(L˜)]
=
|n|=N∑
n=0
2S¯
(n)
0 (Bˆ)
S¯
(n)
0 (Bˆ) + 1
·
b(N+1)/2c∏
k=1
[(
1 + Bˆ2k−2
)1−n2k−2 (
1 + Bˆ2k−1
)1−n2k]n2k−1 · Φ(n)(Aˆ),
=
|n|=N∑
n=0
2
S¯
(n)
0 (Bˆ) + 1
·
bN/2c∏
k=1
[(
1 + Bˆ2k−1
)1−n2k−1 (
1 + Bˆ2k
)1−n2k+1]n2k · Φ(n)(Aˆ),
=
|n|=N∑
n=0
2
∏N
k=1[(1 + Bˆk−1)(1 + Bˆk)]
nk · Φ(n)(Aˆ)∏b(N+1)/2c
k=1 [(1 + Bˆ2k−2)1+n2k−2(1 + Bˆ2k−1)1+n2k ]n2k−1 +
∏bN/2c
k=1 [(1 + Bˆ2k−1)1+n2k−1(1 + Bˆ2k)1+n2k+1 ]n2k
,
(136)
21 For D˜−N=1, we assume that
∏0
k=1 [· · · ] = 1 .
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where
Φ(n)(Aˆ) =
limArg(~)→0+ S+[Φ(A˜)] + limArg(~)→0− S−[Φ(A˜)]
2
, (137)
Bˆn :=
{
limArg(~)→0+ S+[B˜n] = limArg(~)→0− S−[B˜n] for 1 ≤ n < N
0 for n = 0, N
, (138)
S¯
(n)
0 (Bˆ) is given by S+[Φ(n)(Aˆ)] = S− ◦ S0[Φ(n)(Aˆ)] =: S¯(n)0 (Bˆ)Φ(n)(Aˆ) with the Stokes automorphism being
expressed as S0. Notice that Ω(L) does not contribute to the path-integral. Because of parity symmetry and the
reality condition for the potential, the different cycles have nontrivial relation
Aˆn = Aˆ
−1
N−n+1 = [AˆN−n+1]
∗, Bˆn = BˆN−n = [BˆN−n]∗ . (139)
Thus, eq.(136) is real. Furthermore, one can find the origin of the intersection number (index) of the thimble
decomposition, i.e. the Maslov index, in terms of the quantization condition. For example, the quantization condition
(133), (134) for N = 3 can be expressed as
D+N=3/Ω(L) = (1 +A1)(1 +A2)(1 +A
−1
1 )
[
1 +
B
D+A1D
−
A1
D+A2
(
D+A1 +D
−
A1
+B
)]
, (140)
D−N=3/Ω(L) = (1 +A1)(1 +A2)(1 +A
−1
1 )
[
1 +
B
D+A1D
−
A1
D−A2
(
D+A1 +D
−
A1
+B
)]
. (141)
where C := limArg(~)→0+(−) S+(−)[C˜] for cycles C ∈ {A1, A2, A3, B1, B2} in D+(−)N=3 , and
D±A1 := 1 +A
±1
1 , D
±
A2
:= 1 +A±12 . (142)
We also use the fact that A3 = A
−1
1 and B1 = B2 =: B. Therefore, we obtain
D±N=3/Ω(L) =(1 +A1)(1 +A2)(1 +A
−1
1 )
·
∞∏
n=1
exp
[
− 1
n
{
B
(
1
D+A1D
±
A2
+
1
D−A1D
±
A2
)
+
B2
D+A1D
−
A1
D±A2
}n](−1)n
. (143)
As shown in Eq. (112), the power (−1)n is the Maslov index of each nonperturbative cycle and is regarded as
the intersection number of Lefschetz thimble. In the similar way to Eqs. (113)-(114), the partition function in the
asymptotic limit can be expressed as
Z = Zp + Znp , (144)
with
Zp =
1
2pii
∫ +i∞
−i∞
[
− ∂
∂E
log(1 +A1)
]
e−βEdE
+
1
2pii
∫ +i∞
−i∞
[
− ∂
∂E
log(1 +A2)
]
e−βEdE +
1
2pii
∫ +i∞
−i∞
[
− ∂
∂E
log
(
1 +A−11
)]
e−βEdE ,
(145)
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FIG. 12. Relationship between periodic orbits and the Maslov index for the symmetric triple-well potential. The index (−1)n
in the n-the sector in Eq.(146) is determined by counting a cycle-unit which can be decomposed into the following parts; two
B/(DA1DA2) and one B
2/(D2A1DA2). The former part including one B-cycle corresponds to an orbit running around two
(locally) double-well potential, [A1-B-A2] and [A2-B-A
−1
1 ], whereas the latter part including two B-cycle is related to an orbit
which is globally running from the left to the right [A1-B-A2-B-A
−1
1 ].
Znp =
β
2pii
∫ +i∞
−i∞
∞∑
n=1
1
n
(−1)n
[
B
(
1
D+A1D
±
A2
+
1
D−A1D
±
A2
)
+
B2
D+A1D
−
A1
D±A2
]n
' β
2pii
∫ +i∞
−i∞
∞∑
n=1
1
n
(−1)n
[
e
±pii E~ωA2
{
2 cos
(
E
~ωA1
)
B
2pi
Γ
(
1
2
− E
~ωA1
)
Γ
(
1
2
− E
~ωA2
)
+
B2
(2pi)3/2
Γ
(
1
2
− E
~ωA1
)2
Γ
(
1
2
− E
~ωA2
)}]n
e−βEdE . (146)
' means dropping the factor
√
2pi
Γ( 12+
E
~ωA )
, essentially the negative eigenvalue part. Now, the non-perturbative con-
tribution of the partition function for the triple-well potential can be interpreted as follows. There are two types
of bions as shown in Fig. 12: the one that reverses immediately at the turning point (blue) and the other pass-
ing through the barrier (green). The former gives B 1DA1DA2
∼ e−SbionΓ( 12 − E~ωA1 )Γ(
1
2 − E~ωA2 ) and the latter gives
B2 1DA1DA2DA1
∼ e−2SbionΓ( 12− E~ωA1 )
2Γ( 12− E~ωA2 ). We can identify how to sum up the non-perturbative contributions
and this result shows the structure of partition function as a trans-series22. The phase ambiguity is interpreted as the
reversal of the direction of the cycle A2. We also note the Maslov index is not cancelled like the case of double-well
potential because e
±pii E~ωA2 produces (±i)n, not (−1)n.
The results in this section clearly indicate that the findings in the paper are generic and applicable at least to the
symmetric multi-well potential quantum mechanics. The extension to the other systems is also possible, but it is left
for future work.
VI. DISCUSSION AND SUMMARY
In this work, we explored the connections between exact WKB method, saddle point analysis of Euclidean path
integration, and Gutzwiller trace formula. Our main findings can be listed as follows:
1. Both exact WKB and saddle point method applied to path integrals take place in complex domain. In exact
WKB, position x is complexified, and in path integrals, the space of paths is complexified. Stokes phenomena
permeate through both constructions. We showed that the Stokes phenomena in exact-WKB expressed through
exact quantization condition maps to the Stokes phenomena in the saddle-point method in path integration.
22 The two blue bion and one green bion produce the same amplitude B2 ∼ e−2Sbion but these should be distinguished. This is quite
natural from the path integral view because these are different classical solutions.
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2. Traditionally, the instanton methods are commonly used to deduce ground state (or few excited state) properties
by considering β →∞ limit. If we wish to derive the instanton contribution to arbitrary energy level, we need to
study the partition function at finite β. At this end, we found a new physical interpretation of the quasi-moduli
integral (QMI) in the semiclassical analysis of path integral, which relates it to the fluctuation determinant
around the harmonic minima. For the perturbative saddle, we are considering fluctuation operator around
xcr(τ) = 0, which ultimately produce harmonic state sums
∑∞
n=0 e
−βn(ω+ 12 ) with the perturbative corrections.
The QMI at finite-β for the bion configuration also produce the same factor, see 110. Despite apparent difference,
this is physically reasonable, because the bion configurations is also almost xcr(τ) = 0 everywhere, except for
the instanton and anti-instanton cores, and this is natural from the perspective of Gutzwiller’s quantization
condition. This conspiracy has to take place in order the Euclidean path integral to reproduce correctly the
level number dependence over the Hilbert space, and we believe this is important for future work.
3. The Maslov index that appears in the non-perturbative contribution is identified with the intersection number
of corresponding Lefschetz thimble.
4. We showed the equivalence of Bohr-Sommerfeld, Gutzwiller, path-integral quantization conditions via the exact-
WKB analysis. Exact-WKB and Stokes graphs are extremely powerful tools, and we believe that there is much
to be learned by using them.
5. The resurgent structures of partition functions naturally continues to hold for generic symmetric multi-well
potential, and ambiguity cancellations holds to all orders in semi-classical expansion. This is to a certain extend
implicit i exact-WKB construction of exact quantization condition.
Our results not only uncover the unknown facts on quantization conditions and resurgent structures in quantum
mechanics but also exhibit that the exact-WKB method and the Stokes curves can be powerful tools to study physical
problems. Below, we describe a couple of examples to which we hope to apply our methods
• In semi-classics approach to Euclidean path integral formulation, the action must be complexified at the be-
ginning to determine the set of saddles that can possibly contribute. But it is not always easy to know which
complex saddles contribute and which do not. Exact WKB method, via the use of basic Stokes graph, immedi-
ately answers this part of question. Furthermore, it can also be used to determine the Stokes multipliers of the
corresponding saddles. There is clearly much to be learned in semi-classical approach to path integral by using
the knowledge of exact (complex) WKB.
• A streamlined construction of the semi-classical expansion of Euclidean partition function at finite β, which is
capable of addressing all the states in the Hilbert space, addressing both below and above the barrier in the
spectrum, and not just restricted to few lowest lying states as usually done in literature.
• Analysis of graded partition functions in quantum mechanical systems coupled to Grassmann valued fields (e.g.
supersymmetric or quasi-exactly solvable systems) or equivalently, Wess-Zumino terms, i.e, path integral of a
particle x(τ) with intrinsic spin. We hope to discuss both path integral as well as the exact-WKB construction
for these systems.
• Quantum mechanics of particles on S1 in the presence of a potentials − cos(Nx), x ∼ x + 2pi and topological
theta angle. Study of such systems using exact WKB methods would be interesting.
• Detailed investigation of classical and quantum tilted multi-well systems by using exact-WKB.
• An outstanding question is whether the constructive (low-order/low order) resurgence between P/NP sectors
e.g. [28, 54], (eg. connecting pertubation theory around perturbative vacuum to perturbation theory around
instanton) can be generalized to systems with higher genus with the help of exact WKB formula.
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Appendix A: Quasi-moduli integral(QMI)
We now give a brief review on the quasi-moduli integral in quantum mechanics. One of the methodologies for
studying nonperturbative aspects of quantum theory in the Euclidean setup is the dilute instanton gas approximation
(DIGA), where we ignore the interaction between the instantons. However, the recent study on quantum mechanics
and low-dimensional quantum field theories uncovers that DIGA is not sufficient in terms of the nontrivial relation,
called resurgent relation, between large-order growth of perturbative series and nonperturbative contribution from
instanton–anti-instanton pair (bion) [32, 37, 43, 48, 80, 81, 84, 85, 94]. Here, both of the perturbative Borel resum-
mation and the nonperturbative bion contribution are accompanied with imaginary ambiguities, which are cancelled
out. This bion amplitude is calculated via quasi-moduli integral (QMI) of the interaction potential between instanton
and anti-instanton. Quasi-moduli parameters are not genuine moduli but come to be moduli in the well-separated
limit of the distance of instanton and anti-instanton [33, 37, 43, 48, 94].
One of the properties of the quasi-moduli integral is that the results includes gamma functions. Below, we show
this fact briefly. For instance, the effective potential for a bion in the double-well quantum mechanics is given by
V (τ) =
1
3~
− 2
~
e−τ + τ, (A1)
where τ stands for the distance between instanton and anti-instanton, which is nothing but a quasi moduli in this
case. The last term τ corresponds to the deformation term originating in quantum-mechanical fermionic degrees
of freedom. We are interested only in the bosonic quantum mechanics, thus we take a  → 0 limit in the end of
calculation. It is shown in Ref. [33] that this integral is performed by complexifying τ and applying the Lefschetz
thimble decomposition of the integration contour, which corresponds to the thimble decomposition of the complexified
path integral associated with complex saddle points. We instead calculate it in a distinct but equivalent manner. In
this method, since the integral is not convergent in a small ~ region, we have to take a prescription called Bogomol’nyi–
Zinn-Justin prescription [14], where we first regard −~ as positive-valued and take analytic continuation as −~ = e±ipi~
in the end. The bion contribution to the partition function is calculated via the quasi-moduli integral as
QMI =
pi~
βe−2SI
ZII¯
Z0
= e2SI
∫ ∞
−∞
dτe−V (τ)
=
∫ ∞
−∞
dτ exp
[
− 2−~e
−τ − τ
]
=
∫ ∞
0
ds
s
e−s
(−~
2
s
) (
s ≡ 2−~e
−τ
)
= Γ()
(−~
2
)
. (A2)
where SI = 1/(3~) is the instanton action and β is an imaginary time period. One finds a gamma function emerges
in this result. By taking analytic continuation as −~ = ~e±ipi, where the sign corresnponds to the direction of its
analytic continuation, and also it is regarded as the Stokes phenomena of this integral. The symmetric double well
corresponds to taking → 0 limit but its gives 1/ pole, which is known as 1/ problem.
In Ref. [49], the above calculation of the quasi-moduli integral for double-well quantum mechanics is extended to
the n-bion contribution, which is obtained as
QMIn =
1
n
2n∏
i=1
(∫ ∞
0
dτie
−Vi(τi)
)
δ
(
2n∑
k=1
τk − β
)
=
1
n
2n∏
i=1
(∫ ∞
0
dτie
−Vi(τi)
)
1
2pi
∫ ∞
−∞
dleil
∑2n
k=1(τk−β)
=
1
n
1
2pii
∫ i∞
−i∞
dse−sβ
(∫ ∞
0
dτe(s−)τ+
2
~ e
−τ
)2n
. (A3)
We use the following relation, ∫ ∞
0
dτe(s−)τ+
2
~ e
−τ
= e±ipi(−s)
(
~
2
)−s
Γ(− s) , (A4)
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Here the ± is corresponded to the sign of Im(~), which comes from Stokes phenomenon of this quasi-moduli integral.
the symmetric double well then, we obtain the final expression as
QMIn(→ 0) = 1
2piin
∫ i∞
−i∞
dse−sβ
(
e±ipi(−s)
(
~
2
)−s
Γ(−s)
)2n
(A5)
The partition function of symmetric double well is this form:
Z
Z0
= 1 +
∞∑
n=1
βBnQMIn(0) (A6)
The two Z0 is from the two vacua
23 and B is a bion contribution (with its fluctuation). The rest of summation is
from multi-bion and the linear β is from the translation symmetry of (imaginary) time dependent solutions.
If we set Vi(τi) = 0, which means the dilute gas approximation, the QMI becomes(
2n∏
i=1
∫ ∞
0
dτi
)
δ
(
2n∑
k=1
τk − β
)
=
1
(2n− 1)!β
2n−1 (A7)
Then the partition function is
Z
Z0
= 2
∞∑
n=0
Bnβ2n
(2n)!
= 2 cosh
(√
Bβ
)
(A8)
This is usual dilute instanton gas approximation of symmetric double well potential.
Appendix B: Imaginary ambiguity cancellation for the double well potential
In this appendix, we would show that for the symmetric double-well potential
lim
Arg(~)→0+
ImS+[D˜+/Ω(L˜)] = lim
Arg(~)→0−
ImS−[D˜−/Ω(L˜)], (B1)
where S±[D˜±] is given by eq.(119).
In order to avoid confusion, we would like to employ the following notation for any cycles C(~) ∈ {A(~), B(~), C(~)}:
C˜(~) : Asymptotic expansion or transseries, e.g.
∑
n an~n or e−c/~
∑
n bn~n,
C±(~) : Borel resummation of C˜(~),
where we take Arg(~) = 0 and define C±(~) as
C±(~) := lim
Arg(~)→0±
S±[C˜](~). (B2)
Since the A- and C-cycles are Borel nonsummable when Arg(~) = 0, one finds that
A+(~) 6= A−(~), C+(~) 6= C−(~), B+(~) = B−(~) =: B(~), (B3)
because of the Borel singularity, i.e., the imaginary ambiguity. If we define
Cˆ(~) :=
C+(~) + C−(~)
2
, δCˆ(~) :=
C+(~)− C−(~)
2
, (B4)
then Cˆ(~) ∼ C˜(~) for any cycles and the ambiguity δCˆ(~) can be evaluated from the DDP formula, (116)-(118). Since
23 If we do the calculation with  finite, we need to take into account the differences of the energy of each vacuum and QMI.See [49]
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the DDP formula gives {
A+(~) =A−(~)
(
1 +B−(~)
)−1
C+(~) =C−(~)
(
1 +B−(~)
)+1
⇒

Aˆ(~) + δAˆ(~) =
(
Aˆ(~)− δAˆ(~)
)(
1 + Bˆ(~)
)−1
Cˆ(~) + δCˆ(~) =
(
Cˆ(~)− δCˆ(~)
)(
1 + Bˆ(~)
)+1 , (B5)
one can find that
δAˆ(~) = − Bˆ(~)
2 + Bˆ(~)
· Aˆ(~), δCˆ(~) = + Bˆ(~)
2 + Bˆ(~)
· Cˆ(~). (B6)
For a monomial basis in terms of cycles, Φ(A˜, B˜, C˜), its imaginary ambiguity can be computed as
Φ(Aˆ, Bˆ, Cˆ) :=
1
2
(
lim
θ→0+
S+ + lim
θ→0−
S−
)
[Φ(A˜, B˜, C˜)] (B7)
δΦ(Aˆ, Bˆ, Cˆ) :=
1
2
(
lim
θ→0+
S+ − lim
θ→0−
S−
)
[Φ(A˜, B˜, C˜)] =
G¯0(B)− 1
G¯0(B) + 1
Φ(Aˆ, Bˆ, Cˆ), (B8)
where G¯0(B¯) is a function of B˜ satisfying
S+[Φ(A˜, B˜, C˜)] = S− ◦G0[Φ(A˜, B˜, C˜)] = G¯0(Bˆ)S−[Φ(A˜, B˜, C˜)], (B9)
with the Stokes automorphism G0. One can check that
Φ(Aˆ, Bˆ, Cˆ) + δΦ(Aˆ, Bˆ, Cˆ) =
2G¯0(Bˆ)
G¯0(Bˆ) + 1
Φ(Aˆ, Bˆ, Cˆ)
= G¯0(Bˆ)
[
Φ(Aˆ, Bˆ, Cˆ)− δΦ(Aˆ, Bˆ, Cˆ)
]
. (B10)
For example, if one takes Φ(A˜, B˜, C˜) = L˜ := A˜B˜C˜, the ambiguity is zero because G0[L˜] = L˜ (G¯0(Bˆ) = 1).
We would rewrite the quantization condition in terms of A(~) and C(~). From the explicit calculation, one can
make sure that the DDP formula for the quantization condition (119) is indeed satisfied and it can be written down
as
lim
Arg(~)→0+
S+[D˜+/Ω(L˜)] = (1 + Aˆ(~))(1 + Cˆ(~)) + Bˆ(~)
2 + Bˆ(~)
(
Aˆ(~) + Cˆ(~)
)
= lim
Arg(~)→0−
S−[D˜−/Ω(L˜)]. (B11)
Then, we would try to make the relationship between A(~) and C(~). From the definition,
Aˆ(~) = exp
(∮
γ12
dxSodd(x, ~)
)
, Cˆ(~) = exp
(∮
γ34
dxSodd(x, ~)
)
. (B12)
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Notice that a1 = −a4 and a2 = −a3. Hence, the contour integration can be written as∮
γ12
dxSodd(x, ~) =
∫ a2+δ1−δ2
a1−δ1−δ2
dxSodd(x, ~) +
∫ a2+δ1+δ2
a2+δ1−δ2
dxSodd(x, ~)
+
∫ a1−δ1+δ2
a2+δ1+δ2
dxSodd(x, ~) +
∫ a1−δ1−δ2
a1−δ1+δ2
dxSodd(x, ~)
= −
∫ a3−δ1+δ2
a4+δ1+δ2
dxSodd(−x, ~)−
∫ a3−δ1−δ2
a3−δ1+δ2
dxSodd(−x, ~)
−
∫ a4+δ1−δ2
a3−δ1−δ2
dxSodd(−x, ~)−
∫ a4+δ1+δ2
a4+δ1−δ2
dxSodd(−x, ~)
= −
∮
γ34
dxSodd(−x, ~), (B13)
where 0 < δ1,2  1 ∈ R+. Since Sodd(x, ~) = Sodd(−x, ~) for the symmetric double-well potential, one finds
that Aˆ(~) = 1/Cˆ(~). In addition, the complex conjugation for A-cycle gives [Aˆ(~)]∗ = 1/Aˆ(~), which implies that
[Aˆ(~)]∗ = Cˆ(~). Therefore, eq.(B11) is real, which gives the statement (B1).
Notice that this discussion is applicable to any bounded potentials preserving parity symmetry and reality condition.
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