Abstract-Forecasting international iron ore is a well-known issue, BIC criterion is used to select the relevant variables of iron ore price. On the basis of the traditional extreme learning machine (ELM), the regular term is introduced to control the complexity of the model, and the genetic algorithm (GA) is used to regularize the extreme learning machine. The input-layer weight matrix and the hidden-layer threshold matrix of the (RE-ELM) model are optimized to establish a BIC-based genetic algorithm and a regularization extreme learning machine (BIC-GA-RELM) iron ore price prediction model to increase the performance of the RE-ELM model. The results show that BIC-GA-RELM model has achieved the state of art performance, then a new method is provided for iron ore price prediction.
INTRODUCTION
China's imports account for 65% of the total global iron ore trade. The rise or fall in iron ore prices has a huge impact on China's economic interests. It is of great value to accurately predict the direction of iron ore price changes [1] [2] [3] [4] [5] [6] .
Ultimately, the evolution of prices is time-sequential, and it is not only the time factor that determines prices. In fact, many external factors work together [7] [8] [9] [10] [11] [12] [13] [14] . It is the joint action of the influencing factors that determines prices and changes. Over time, external factors and their structures are all changing, which may lead to long-term accumulation of biases in price forecasts, leading to the use of classical statistical methods to predict long-term prices. The results were not satisfactory [15] [16] [17] .
In recent years, with the development of new technologies and new theories, artificial neural networks (ANN) that give intelligence principles have achieved outstanding results in price forecasting, and they have shown more excellent performance and have good robustness [18] [19] [20] . However, the traditional neural network has the disadvantages of over-fitting, difficult to determine the hidden nodes, and it is complex to search the optimal parameters. Moreover, when there are large input data and exists multiple collinearity, the training speed and efficiency of the network will decline obviously [21] [22] [23] [24] [25] .
Based on this, this paper proposes a BIC-GA-RELM iron ore price forecasting model with BIC criterion. This model adds a regular term to control the complexity of the learning model. The genetic algorithm is used to optimize the initial weights and thresholds of RE-ELM, and the genetic algorithm is chosen to adapt to the chromosome process. Through genetic operations such as selection, crossover and mutation of genetic algorithms, the optimal solution is selected as the input weight and threshold of RE-ELM. Then use the least squares method to calculate output weights of neurons in the hidden layer, and calculate the predicted output of iron ore price to verify the feasibility and accuracy of this model for iron ore price prediction.
II. RESEARCH METHODS

A. Performance Evaluation Criteria
Four criteria are introduced to measure the prediction accuracy. The mean square error (MSE), the root mean squared error(RMSE), the mean absolute error(MAE) and the mean absolute percent error(MAPE). The representations are presented as below:
where N is the number of data for testing period ,and
Bayesian information criteria The model selection for the Bayesian Information Criterion (BIC) and the AIC Criterion is similar, which was proposed by Schwarz in 1978. The basic idea of the BIC criterion is to assume that there is a uniform distribution in the candidate model, then use the sample distribution to find the posterior distribution on the model, and finally select the model with the maximum posterior probability, so we think that the subset of variables that minimize the BIC value is the most excellent [32] .
2) Extreme learning machine Most algorithms proposed for feedforward neural networks do not consider the generalization performance when they are proposed first time. ELM aims to reach better generalization performance by reaching both the smallest training error and the smallest norm of output weights:
Minimize:
Where σ1 > 0, σ2 > 0, p, q = 0, 1 2, . . . , +∞. The first term in the objective function is a regularization term which controls the complexity of the learned model.
In 2012, Huang, Zhou, et al. especially studied the stability and generalization performance of ELM with σ1 = σ2 = p = q = 2:
By substituting the constraints of (7) into its objective function, we obtain the following equivalent unconstrained optimization problem:
The above problem is widely known as the ridge regression or regularized least squares. By setting the gradient of LELM with respect to β to zero, we have
If H has more rows than columns (N > L), which is usually the case where the number of training patterns is larger than the number of the hidden neurons, we have the following closed form solution for β:
where I is an identity matrix of dimension L.
If the number of training patterns is less than the number of hidden neurons (N < L), then H will have more columns than rows, which usually gives an under-determined least squares problem. Then we get:
where I is an identity matrix of dimension N.
C. Comparison and Evaluation of Models
Huang et al. [26] proposed an Extreme Learing Machine (ELM) algorithm in 2006 that randomly generated the input layer weight matrix and the hidden layer threshold matrix, they also did not need to be adjusted in subsequent operations. The characteristics of ability and self-learning have greatly improved the speed of network training and generalization ability, and have been widely used [27] . However, when solving the gradient descent problem, the randomly generated network input weights and the threshold vector parameters of the hidden layer nodes cannot guarantee the ELM model is optimal, and the complexity of the model cannot be controlled. In response to these problems, Chen Shaowei [28] proposed a method to optimize ELM with bat algorithms, Wang Jie et al [29] proposed an extreme learning machine with particle swarm optimization, Zhang Weihui [30] proposed DE-ELM, but these methods are likely to fall into Local optimum.
Genetic algorithm [31] (GA) is a computational model that simulates the biological evolution process of Darwinian biological evolution theory's natural selection and genetic mechanism. It is a global search optimization method based on probability transformation rules. The solution of the problem is regarded as a population, and the result is getting better and better by continuous selection, crossover, mutation and other genetic operations. Adding regularization terms, you can control the complexity of the ELM model. At the same time, due to the possibility of collinearity between variables, it may well lead to decline the prediction accuracy of the model. Therefore, it is very important to select variables initially in the learning model. In recent years, the combination of AIC criteria with different neural networks has been widely used.
The BIC-GA-RELM iron ore price prediction model based on the BIC criterion genetic algorithm is proposed in this paper.This model adds a regular term to control the complexity of the learning model . The genetic algorithm is used to optimize the initial weights and thresholds of RE-ELM, and the genetic algorithm is chosen to adapt to the chromosome process. Through genetic operations such as selection, crossover and mutation of genetic algorithms, the optimal solution is selected as the input weight and threshold of RE-ELM. Then use the least squares method to calculate output weights of neurons in the hidden layer, and calculate the predicted output of iron ore price to verify the feasibility and accuracy of this model for iron ore price prediction.
D. Design of Prediction Method
Compared to the base ELM algorithm, the regularized extreme learning machine (RE-ELM) can control the complexity of learning and improve the generalization ability of the ELM model. However, the random input layer weight matrix and the hidden layer threshold matrix will cause the iron ore price change a lot by the network , and it is hard to obtain the optimal learning model for prediction. The genetic algorithm has a strong global optimization ability. Using genetic algorithm to find the optimal initial W and b for the RE-ELM model can further improve the fitting accuracy and increase the generalization performance of the model, obtain the optimal RE-ELM model. .
In this model the input weights and implicit node thresholds of the RE-ELM training data are mapped to the genes of each chromosome in the genetic algorithm population; the chromosome fitness of the genetic algorithm corresponds to the training error of the RE-ELM. The problem of solving the optimal input weights and thresholds is transformed into the problem of selecting optimal chromosomes by reducing chromosome fitness. Through genetic algorithm selection, crossover, mutation and other operations, the optimal chromosome is selected as the input weight and threshold of RE-ELM after optimization. Then use the least squares method to obtain the output weights of the hidden layer neurons so as to calculate the predicted output. The regularized extreme learning machine based on genetic algorithm integrates the global search optimal ability of genetic algorithm and the strong learning and generalization ability of RE-ELM.
The experimental data (iron ore price and its various influencing factors) were divided into training set and test set, and the data was normalized to avoid large errors due to the large magnitude difference of data. This set of data has A input neurons and B hidden neurons. The activation function can select Hardlim function, Sigmoid function, Gaussian function and so on.
The learning process of bayesian genetic algorithm and regularization extreme learning machine with Bayesian Bayesian criteria : step 1: The full-subset regression method is used to select the final variables that are eventually brought into the learning model, and the optimal variable selection is selected according to the BIC value.
Step 2: The population X is initialized to include m chromosomes, each of which includes A*B input weights and B thresholds, and uses the initial population as the first generation population.
Step 3: A genetic algorithm is used to find the optimal initial W and b of the RE-ELM algorithm. Each individual in the population contains all the weights and thresholds of an ELM network. Individuals calculate their fitness values through the fitness function and find the corresponding individuals with minimum fitness through selection, crossover and mutation operations. In this paper, the mean square error between the predicted value and the real value of the predicted sample is used as the individual fitness function.
Step 4: The optimal individual obtained by the genetic algorithm assigns RE-ELM initial weights and thresholds, and sets the number of hidden layer nodes to complete the establishment of the GA-RE-ELM model.
Step 5: Finally, using the test set sample to verify the GA-RE-ELM model and evaluate the effect.
III. EXPERIMENTAL PART
A. Data Sources
The basic data of this article is derived from (http://www.tiekuangshi.com/tongji/ciopi.htm) iron ore network, and choose the time period from October 18, 2013 to March 15, 2018, with a total of 1077 iron ore data. The data features include the daily opening price, highest price, lowest price, closing price, trading volume, turnover, open interest, and the settlement price of iron ore. There are 8 types of data, ie 1077 sets of data (sample number 8*1077).
B. Variable Selection
The nine variables of the opening price, highest price, lowest price, closing price, trading volume, turnover, open interest, settlement price of iron ore on days i-1, i-2, and the closing of day i price are used to be the full subset regression. According to the BIC criterion, the subset of variables that minimizes the BIC value is selected as the final variable of the subsequent model. Table. 1 shows the output of the optimal predictor subset for different model sizes. The asterisk indicates that the corresponding variables in the column are contained in the corresponding model in the row. Since the iron ore price forecasting model has 9 related variables, the optimal 9-variable model is output. The 9 variables were used to screen the results and 9 models were fitted to the optimal 9 variable models. Table 2 shows that the BIC value of model 5 is the lowest, so we choose the variable subset corresponding to this model as the variables of the follow-up learning model. They are the opening price, the highest price, the lowest price, the settlement price, and the closing of the previous day of iron ore price. 
C. Sample Selection and Parameter Selection
The samples are divided into two parts of the training set and test set. Among them, the sample data of the previous 1026 days is used as a training set, and the remaining 50 days of sample data are used as a test set. According to the variable selection in the previous paragraph, we use the five indicators of the opening price, the highest price, the lowest price, the settlement price, and the closing price of the i -1 day as the input of the model, and the closing price of the i-day as the forecast output of the model. Table 3 . As a kind of single hidden layer feedforward neural network, how to determine the number of neurons in the hidden layer in the ELM algorithm is critical. If the number of neurons in the hidden layer is too small, the network will be under-fitted, and if the number of neurons is too large, the network will be over-fitted, which will result in a good fit of the training set and a poor fitting effect on the verification set. Therefore, it is very important to determine the number of hidden layer nodes in the ELM network. This paper tries to find the optimal number of nodes by continuously experimenting and changing the number of hidden layer nodes in the network. Select the range of nodes in the hidden layer of the ELM network as [1, 200] and calculate the mean squared error of the corresponding test set. The result is shown in Fig.1 . It can be seen from Figure 1 that when the number of hidden layer nodes in the network is too small (under-fitting), or too much (over-fitting), the mean square error of the test samples is large, which is consistent with the previous analysis. In order to more accurately select the optimal number of hidden layer nodes, the scope of the hidden layer nodes is further selected as [10, 60] . Perform 100 tests on each node and obtain the mean square error of the test samples, as shown in Figure 1(b) . The experimental results show that when the number of hidden layer nodes is 29, the mean square error of the test samples is the smallest, so the final determination of the PM2.5 prediction model in the hidden layer node parameters is set to 29.
D. Results and Analysis
In this paper, the original limit learning machine, the regularized limit learning machine of the BIC rule, and the regularized limit learning machine optimized by the genetic algorithm of the BIC rule are used to predict the price of iron ore data samples. After many experiments, the implicitness of the original ELM model is determined. The number of layer neurons is 29. The "Sigmold" function is selected for the hidden layer excitation function; the regularization coefficient C is 660 in the regularization limit learning machine model, the number of hidden layer nodes is set to 29, and the hidden layer excitation function selects "Sigmold" function. The parameters of the regularized extreme learning machine optimized by the genetic algorithm of Bayesian information criterion are shown in Table 3 .
The parameters in Table 3 are used as the parameters of the GA-ELM model and are brought into the training sample. It can be seen that the BIC-GA-RELM prediction model can be obtained through 150 evolutionary calculations by optimizing the RE-ELM evolution results by using the genetic algorithm in Fig.2 . A stable fitness value for optimal fitness.
FIGURE II. ERROR EVOLUTION CURVE OF GA
As can be seen from Table 4 , the extreme learning machine has strong generalization ability, and the three models have better prediction results than the training set on the test set. The predictive mean-square error on the BIC-GA-RELM model training set decreased by 78.43% and 50.10%, respectively, compared with ELM and BIC-RELM, and the root mean square error decreased by 53.56% and 29.36%, respectively, the average percentage error decreased by 61.61%, 36.76%, the average absolute error decreased by 44.90% and 14.72%, respectively. Compared with ELM and BIC-RELM, the mean square error of predictions on the BIC-GA-RELM model test set was reduced by 83.86% and 45.43%, respectively, and the root mean square error was reduced by 59.82% and 26.13%, respectively, the average percentage error was reduced by 67.86 and 28.95%, the average absolute error decreased by 59.29%, 8.6%. 
IV. CONCLUSIONS
In summary, we combines the BIC criterion, genetic algorithm and regularized extreme learning machine, proposes a BIC-GA-RELM model, and applies it to the prediction of iron ore price. In the selection of ELM hidden layer nodes, the number of better hidden layer nodes is determined by repeating the experiment several times. In the learning model, according to the size of the BIC value, select the optimal subset of variables to determine the iron ore price forecasting indicators, the regularization term can control the complexity of the ELM learning model, and then use the genetic algorithm for the BIC-RELM model. The input layer weight matrix and the hidden layer threshold matrix are optimized to reduce the influence of the randomness of the input layer weight matrix and the hidden layer threshold matrix on the prediction accuracy, and improve the prediction accuracy. Therefore, the introduction of BIC criteria, genetic algorithms, and regularization terms can control the complexity of the model and achieve a global optimum.
