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Abstract. In tomography, forward projection of 3D meshes has been
mostly studied to simulate data acquisition. However, such works did
not consider an inverse process of estimating shapes from projections. In
this paper, we propose a differentiable forward projector for 3D meshes,
to bridge the gap between the forward model for 3D surfaces and op-
timization. We view the forward projection as a rendering process, and
make it differentiable by extending a recent work in differentiable raster-
ization. We use the proposed forward projector to reconstruct 3D shapes
directly from projections. Experimental results for single-object problems
show that our method outperforms the traditional voxel-based methods
on noisy simulated data. We also apply our method on real data from
electron tomography to estimate the shapes of some nanoparticles.
1 Introduction
In computed tomography (CT), we aim at solving the inverse problem of com-
puting the 3D structure (shape and attenuation) of an object from a set of
projection images [1] taken from different angles. Here, the geometry and the
physics of the imaging system is known, which allows us to model the forward
process, i.e. if we have a suggestion for the 3D structure of the imaged object,
we can compute the projection images.
We need a data structure to represent the structure of the object that should
be reconstructed. The most common data structure is a volumetric image, with
woxel intensities representing local attenuation. This approach may be used for
reconstructing any type of object. However, in situations with projections from a
limited angular view or noisy data, it can be difficult to accurately compute the
attenuations in all voxels. Therefore, we propose to use a mesh to represent the
shape of the object. The mesh separates the object into parts with a constant
attenuation.
In tomography, forward projection of 3D meshes has mostly been used for
simulating tomographic data acquisition, i.e. modeling the forward projection.
This includes modeling X-ray transmission imaging based on Monte-Carlo meth-
ods [2,3] or ray tracing techniques [3,4]. Furthermore, Vidal et al. [5,6] took the
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advantage of the OpenGL library to simulate X-ray images in real time. However,
none of the proposed methods are concerned with reconstruction, i.e. solving the
inverse problem.
For the mesh-based tomographic reconstruction that we propose, the recon-
struction problem is two-fold. The mesh must be deformed to follow the bound-
aries of the depicted object, and in each part of the object, a single attenuation
coefficient must be estimated. We employ rendering techniques, which allows a
very efficient projection of the 3D mesh to the detector plane. Similar to [5] we
extend the differentiable rasterizer recently proposed in [7] to derive a differen-
tiable forward projection. This enables us to compute vertex displacements that
deform the mesh based on the difference between the forward projection and the
measured projection images.
Our model can be used for any modality where the penetrating rays give
pixel intensities which are linear combinations of the ray path lengths in different
materials, each material contributing with a coefficient. This is valid for X-ray
CT where we deal with X-ray attenuation coefficient [1], and is assumed in
electron tomography [8] where coefficient is related to electron scattering [9].
In summary, our contribution is two-fold. We suggest a differentiable forward
projector to generate projections from 3D meshes, and we propose a shape es-
timation method employing the differentiable forward projector. Our code will
be made available online.
2 Related works
Our approach requires deforming the mesh using differentiable rasterization, and
here we describe the methods related to our work.
Differentiable rasterizer. To use the rendering process for inference, several works
have proposed methods for making rasterization rendering differentiable. The
general framework OpenDR, that was proposed by Loper and Black [10], ap-
proximates gradients of pixel values with respect to model parameters. Several
works are related to deep learning, where rendering process has been made dif-
feerentiable to be incorporated into neural networks. Kato et al., [11] suggested
a heuristic forward and backward pass where blurring is used to avoid zero gra-
dients. This approach has an inconsistency between the forward and backward
pass, and to circumvent this inconsistency, [12] proposed a method called Sof-
tRas by relaxing discrete rasterization process into the aggregation of smooth
probability functions. Unlike the common rasterization rendering, in SoftRas,
each face in the mesh affects many pixels in the image plane, which is computa-
tionally costly and memory-demanding.
Chen et al. [7] suggested an interpolation-based differentiable rasterizer called
DIB-R. It reformulates the barycentric interpolation in the rasterization process
to analytically derive the gradients. Our forward projector uses this reformu-
lation when computing the thickness of an object, but differs in some aspects.
DIB-R can improve the performance by ignoring invisible faces for background
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pixels, but since we model penetrating radiation, our forward projector needs to
consider all the faces. DIB-R uses the idea of SoftRas [12] for background pixels
to propagate the gradients on those background, but our forward projector does
not use it to reduce the computational cost.
Shape reconstruction from projections. Our proposed method is related to tomo-
graphic segmentation, where segments are directly computed from projections.
This includes [13,14,15] that are based on the Mumford-Shah model [16] where
boundaries are represented using level-sets [17]. Recently, the parametric level-
set method [18] has been used for tomographic segmentation in [19,20] where
level-sets are represented as an aggregation of radial basis functions. Although
the parametric level-set method has fewer unknown variables, its forward pro-
jection still depends on a regular grid. On the other hand, the work [21] based
on snakes [22] avoids a voxel grid – it represents curves explicitly and proposes
a direct forward projection of the curves. However, this method is limited to
a single 2D curve, while our method supports 3D objects. Another difference
is that [21] evolves curves in the normal directions of curve points, while our
deformation can displace the vertices in all directions.
3 Differentiable forward projector
In this section, we describe our main contribution of the differentiable forward
projector. The goal is to forward project triangular meshes and make this process
differentiable with respect to 3D vertex positions and attenuation coefficients.
This differentiable forward projection will be used for optimizing the mesh shape
described in Sec. 4. First we describe the case of a single object and then extend
to composite objects.
3.1 Single object
Consider an object represented by a watertight triangle mesh. The object is
homogeneous, i.e. it has a certain attenuation coefficient µ associated with the
volume inside the mesh. For now, we consider µ constant, but its derivative will
be explained later. The mesh consists of K vertices, and we write vk for the 3D
coordinates of the vertex k.
We now sketch the forward projection of the object onto the detector for
one projection angle. However, in general, we have multiple detector positions
and orientations. Let P and R be the position of the detector and a matrix
that rotates from detector coordinates to the global frame, respectively. If we
denote the position of vertex k in global coordinates by Vk, the position in
detector coordinates are vk = R
ᵀ(Vk − P). Note that in detector coordinates,
the detector itself corresponds to the plane z = 0, its center is at the origin, and
the positive z-axis points towards the object, see Fig. 1.
Expressed in detector coordinates, the distance of the vertex k from the
detector is trivially lk = z
ᵀvk while sk = [xy]ᵀvk are the coordinates of the
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projection of the vertex onto the detector. Here x, y, and z are unit vectors in
x, y and z direction, for example x = [1 0 0]ᵀ.
z z
y y
x x
v0
v1
v2
i
dijl0
l1
l2
j
s0
s1
s2
Fig. 1. Left: The vertices of the triangle mesh (blue dots) are projected onto the detec-
tor. Each detector pixel (red dots) is associated with the projection ray which intersects
mesh triangles. Right: One triangle j, here given by vertices k = 0, 1, 2, and one detec-
tor pixel i. Using barycentric coordinates, the distance dij may be expressed in terms
of lk.
Projecting the object onto the detector pixel i we consider projection ray
associated with i (slightly sloppy, call it ray i), and its path length in the object.
As explained in [5], this can be broken into contribution of all intersections of
the ray i with the mesh triangles
pi = µ
∑
j
i intersects j
sign(zᵀnj)dij (1)
where nj is the normal of the triangle j (needed for determining the sign of the
contribution), and dij is the distance of the intersection point to the detector.
Considering now a single triangle j we express dij using barycentric coordi-
nates
dij =
∑
k
k in j
wkij lk , (2)
where k are the indices of the three vertices of the triangle j and wkij are the cor-
responding three barycentric coordinates of pixel i with respect to the projection
of triangle j onto the detector plane, see Fig. 1, right.
To make the forward projection differentiable, we derive
∂pi
∂vk
= µ
∑
j
i intersects j
sign(zᵀnj)
∂dij
∂vk
, (3)
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and
∂dij
∂vk
=
∑
k
k in j
(
wkij
∂lk
∂vk
+
∂wkij
∂vk
lk
)
=
∑
k
k in j
(
[0 0wkij ] +
∂wkij
∂vk
lk
)
. (4)
For the last step, computation of ∂wkij/∂vk, we employ the idea from [7], which
reformulates the barycentric form to express the coefficients wkij in terms of 2D
projected positions sk and the position of detector pixel i.
3.2 Composite objects
The method described above generalizes to composite objects if certain condi-
tions are met. Specifically, we require that we know beforehand the topology of
the parts of the composites, and how parts are embedded within one another.
Thus, for each interface triangle we will know what class of material is on either
side, but we do not know the specific attenuation coefficient of the classes, since
we solve for those.
In order to extend Eq. (1) to composites, we only have to observe that tri-
angles may now be the interface between two materials and not just air and
material. This can be handled simply by letting each triangle contribute twice:
pi =
∑
j
µj sign(z
ᵀnj)dij −
∑
j
µj sign(z
ᵀnj)dij (5)
=
∑
j
(µj − µj) sign(zᵀnj)dij , (6)
where µj is the attenuation of the interior material and µj of the exterior material
according to normal orientation. Of course, either attenuation will be zero if the
material on the corresponding side of the triangle is air.
The derivative of a pixel value with respect to attenuation coefficient µm for
material m (by abuse of notation) is
∂pi
∂µm
=
∑
j
± sign(zᵀnj)dij , (7)
where the ± is positive if the interior material of face j is labeled as m and
negative if m is the exterior material. We also modify Eq. (3) by changing µ to
(µj − µj).
We have derived the Jacobians in Eq. (3) and (7), which will be used to
optimize an objective function E. That is, we can propagate the gradients from
E:
∂E
∂vk
=
∑
i
∂E
∂pi
∂pi
∂vk
,
∂E
∂µm
=
∑
i
∂E
∂pi
∂pi
∂µm
, (8)
where the summation is over all the detector pixels.
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4 Shape from projections
In this section, we use the proposed forward projector to reconstruct shapes from
projections. We assume that a template mesh with the correct topology is given.
We aim to deform the template mesh and estimate the attenuation coefficients
by minimizing the residual between data pˆ and our estimation p.
Optimizing only the data fitting term can lead to degenerate meshes. To
obtain high-quality meshes, we impose three regularization terms. The first term
is the Laplacian term [23], which constraints the vertices to move similarly with
their neighbors, defined by Elap =
∑
k ‖Vk− 1|N (k)|
∑
n∈N (k) Vn‖2, where N (k)
is the index set of neighboring vertices to k-th vertex. The second term is the
edge length term to penalize long edges: Eedge =
∑
(Vk,Vn)∈G ‖Vk − Vn‖2,
where G denotes the set of edges. Lastly, we impose the flattening term [11]:
Eflat =
∑
e∈G(1 + cos θe)
2, where θe denotes the angle between the normal
vectors of two faces sharing the edge e. Flattening term is needed to remove
near-zero volume spikes. These thin artifacts have negligible contribution to the
forward projection, and will be ignored by the data fitting term. As shown in
Fig. 2, such artifacts can appear during the deformation, but disappear later.
With the data fidelity and regularization terms, the objective function to
minimize is:
E({Vk}, {µm}) = ‖p− pˆ‖22 + αElap + βEedge + γEflat (9)
where α, β, γ control the relative weights between the terms. Note that the size
of projection data pˆ is the number of detector pixels times the number of projec-
tion angles. We use automatic differentiation to minimize E. For large projection
data, we can use stochastic gradient descent with mini batches in terms of pro-
jection angles. In this paper, however, we only consider full batch size of data.
initialization 60 iterations 120 180 360
Fig. 2. Deformation example, where the mesh was refined at iteration 60, 120, 180.
5 Experimental results
In this section, we present the experimental results of our method on synthetic
data of single objects. We also show the results on real data of a composite
object from electron tomography, which has limited range of angles.
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GT
SIRT
TV
Ours
Fig. 3. Qualitative results of estimated projections on noisy data with relative noise
level 0.4. The first row shows the ground truth, i.e., noise-free data. 2nd-5th row show
the estimated projections by SIRT, TV and the proposed method, respectively.
5.1 Shape reconstruction of watertight objects
Datasets. This experiment is designed to test our shape estimation method on
noisy simulated data. We use 5 watertight meshes (star, spot [24], bunny, bob,
kitten), shown in the first row of Fig. 4. The attenuation of the objects are
set to 1. Generating projections of those meshes using our forward model may
resemble to the so-called inverse crime [25]. To avoid it, we employ the Blender
software [26] to make projection data based on ray casting methods similar
to [4]. We use 3D parallel projection geometry with 30 projection angles and the
detector of size 192 × 192 pixels. The data are shown in the first row of Fig. 3
for one projection view.
Evaluation metrics. We compare our result to two standard reconstruction
methods: simultaneous iterative reconstruction technique (SIRT) [27] and total
variation (TV) based reconstruction [28,29]. These methods yield 3D images,
whereas our method produces surface mesh, making direct comparison of the
main output challenging. For consistent comparison, we employ a residual-based
metric: residual projection error [30], which measures the L2 norm difference
of data and estimated projections. We impose the relative Gaussian noise on
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GT
TV
best
TV
high
Ours
Fig. 4. Qualitative results of estimated meshes on noisy data with relative noise level
0.4. The top row shows the ground truth meshes. Rows 2 and 3 show the extracted
isosurface from the results of TV reconstruction with the optimal regularization pa-
rameter (best) and a high regularization parameter (high), respectively. The last row
shows our results.
the original data and calculate the residual projection error between noise-free
projections and the estimations of other methods and our method. For SIRT
and TV, the reconstruction voxel size is set as 192×192×192 and the algorithm
parameters are chosen carefully.
Implementation details. Our implementation relies on PyTorch [31] and uses
Adam [32] as an optimizer with the parameters (β1 = 0.9, β2 = 0.999). The
proposed forward projector is implemented as a layer in PyTorch. As for the
regularization parameters, we fix α = 10, γ = 0.01 and iterate 500 times. The
step size τ (learning rate in PyTorch) is set to 0.01 and reduced by half at 400
iteration. During the experiment, we only vary the edge length parameter β.
As for initialization, our method begins from an icosphere for genus-0 objects,
and from a torus for genus-1 objects. Except for star data, we refine the mesh
by [33] at iteration 60 and improve the mesh quality 3 times by a lightweight
repair method [34] at iteration 60, 120, 180. These refine and repair steps help
remove artifacts and lead to fast convergence.
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(a) Error bars over 5 datasets (b) Effect of the parameter β.
Fig. 5. Quantitative results. In (a), the error bars denote the average values with the
maximum and minimum value; and the y-axis is in logarithmic scale. (b) shows the
residual on noise-free data by our method.
Robustness to noise. Our experiments show that the proposed method is
robust to noise. Fig. 3 shows reconstructions from noisy data with relative noise
level 0.4 achieved using SIRT, TV reconstruction and our method. Since SIRT
has no regularization it fits closely to the highly noisy data. The results of TV
are relatively smooth, but sharp transitions appear blurred. On the other hand,
the proposed method yields projections similar to noise-free data. Fig. 4 shows
the final mesh results, where the proposed method yields qualitatively better
results than TV – we omit highty noisy SIRT results. In Fig. 5 (a), we provide
the quantitative results of residual projection error with respect to relative noise
levels. Without noise, SIRT gives the superior result as it fits to data without
regularization. However, as noise increases, the results of SIRT and TV are shown
to be poorer. In (b), we show the effect of edge length parameter on noise-free
data. The residual is large for star data, due to the coarse resolution of mesh.
We observe that if the edge length parameter is less than 1.0, the final meshes
might have some artifacts.
Computational cost. Table 1 shows the size of the initial and final mesh and
running times. As we do not refine the mesh for star object, its computational
cost is lower than others. We do the experiment on a Ubuntu server with 256GB
RAM and Titan X GPU.
data star spot bunny bob kitten
initial mesh icosphere (1280 faces) torus (3200 faces)
final mesh (# of faces) no refine. 18680 17908 19308 20904
running time (sec) 244.1 730.7 719.6 816.3 816.8
Table 1. Size of meshes and running times
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5.2 Application to electron tomography
(a) One view of data (b) Initialization (c) final 3D shapes
Fig. 6. Projection data and rendering of our results.
Datasets. The goal of this recontruction is to estimate the shape of a com-
posite object having Au-core and Ag-shell nanorods and to compute the relative
atomic contents between them. We obtain the data with a similar setting to [35]
except for the tilt ranges (projection angles). The data consist of 49 tilt angles
between -72◦ to 72◦ and the detector of size 648 × 648 pixels. Fig. 6 (a) shows
one projection view of the data, where silica is only used to fix the shapes during
the acquisition.
Evaluation quantity. To compute the relative atomic contents from our final
meshes, we first compute the volumes VAu, VAg of two output meshes and esti-
mate the number of atoms NAu, NAg, respectively.
3 Then, the relative atomic
content for Au can be computed by NAu/(NAu + NAg). To validate the re-
sults, we compare our result to [36] which is based on Energy Dispersive X-ray
Spectroscopy (EDXS) in a transmission electron microscopy. EDXS can obtain
reliable quantitative chemical information of materials by using the characteris-
tic X-rays [36]. We consider the result of EDXS as the reference to evaluate our
results.
Implementation details. We run 200 iterations with α = 10, β = 0, γ = 0 and
initialize the shapes as two icospheres with 160 faces. To remove the unnecessary
parts from SiO2, we subtract the data by 0.1 times its maximum value and set
negative values as zeros. We use the collision detection method in [37], to make
sure that the two nanorodes do not collide. In this experiment, we set the step
size τ = 0.005 and observe no collisions.
Results. Fig. 6 (c) shows our final estimated 3D shapes from (b) the two ico-
spheres. Table 2 provides the quantitative results of relative atomic contents.
3 NAu = AAuVAu/MAu where AAu is the bulk density of Au; VAu its volume; and MAu
its relative atomic mass.
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EDXS [36] Voxel-based [35] Proposed
Au (%) 58.73 59.80 59.36
Ag (%) 41.27 40.20 40.64
Table 2. Estimated relative atomic contents.
The results of both ours and voxel-based method [35] are close to the refer-
ence result by EDXS. An advantage of our method is that our method directly
solves shapes without a post-processing, whereas [35] needs a post processing of
applying morphological operators, after image reconstruction.
6 Conclusion
Compared with other reconstruction methods, our approach has significant ad-
vantages when reconstructing homogeneous objects with relatively simple geom-
etry, and when the data foundation is noisy or limited. Here, we explained our
method in parallel geometry where rays are perpendicular to the detector plane,
but it may be extend to a more general setting such as cone beam geometry [1].
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