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SECOND EXTRA DIFFERENTIAL ON ODD GRAPH COMPLEXES
MARKO ZˇIVKOVIC´
Abstract. A suitable extra differential on graph complexes can lead to a pairing of its cohomological classes. Many
such extra differentials are known for various graph complexes, including Kontsevich’s graph complex GCn for odd n.
In this paper we introduce another extra differential on the same graph complex, leading to another way of pairing of its
cohomological classes. Two ways of pairing lead to even further understanding of graph cohomology through “waterfall
mechanism”.
1. Introduction
Generally speaking, graph complexes are graded vector spaces of formal linear combinations of isomorphism
classes of some kind of graphs, with the standard differential defined by vertex splitting (or, dually, edge contrac-
tion). The various graph cohomology theories are arguably some of the most fascinating objects in homological
algebra. Each of graph complexes play a certain role in a subfield of homological algebra, algebraic topology
or mathematical physics. They have an elementary and simple combinatorial definition, yet we know little about
what their cohomology actually is.
The simplest graph complex is introduced by Maxim Kontsevich in [7, 8]. It comes in versions GCn, where
n ranges over integers. The differential δ splits a vertex (see Section 2 for the definition). Physically, GCn is
formed by vacuum Feynman diagrams of a topological field theory in dimension n. Alternatively, GCn governs
the deformation theory of En operads in algebraic topology [14] or stable cohomology of the algebraic polyvector
fields [13]. Some examples of graphs are:
, .
Kontsevich’s graph complexes split into the product of sub-complexes with fixed loop order b:
GCn =
∏
b≥−1
BbGCn.
Furthermore, the complexes GCn and GCn′ are isomorphic up to some unimportant degree shifts if m ≡ m
′ mod 2,
(compare Tables 1 and 2 for an example). Hence it suffices to understand 2 possible cases of GCn: even graph
complex for even n, and odd graph complex for odd n.
The long standing open problem we are attacking in this paper is the following.
Open Problem: Compute the cohomologyH (GCn).
In this paper we consider only odd graph complexes. Dimensions ofH (GC3) are given in Table 1. As depicted
in the table, there are areas where cohomology is known. However, there is a huge area where we still do not
know anything. A notable result about H(GC3) is known for its degree −3. Graphs that span H
−3(GC3) form
the commutative algebra of 3-graphs [3], c.f. [11]. These are graphs whose all vertices are 3-valent, and the
commutative product between two graphs deletes one vertex from each graph and connects loose edges from one
graph to loose edges from another graph in all possible ways. It turns out that the choice of vertices does not
change the result.
Cohomology of another odd graph complexH (GC1) is obtained fromH (GC3) by various shifting of its fixed
loop order sub-graphs, see Table 2. Another result is known for H (GC1), dealing with extra differentials, [5,
Section 4]. The basic idea is to deform the standard differential δ to δ + δextra making the complex (almost)
acyclic. The extra differential for GC1 is the Lie bracket with Maurer-Cartan element
m =
∑
j≥1
1
(2 j + 1)!
2 j+1 ,
where the thick line labeled by a number 2 j + 1 represents a 2 j + 1-fold edge, i.e., 2 j + 1 edges connecting the
same pair of vertices.
As the extra piece does not fix the loop order, the condition that extra piece is of degree 1 makes it suitable only
for one odd parameter n, in this case n = 1.
1
-12 -11 -10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5
-1 0 0 0 0 0 0
0 0 0 1 0 0 0 1 0
1 0 1 0 0 0 0 0 0 0 0
2 0 0 0 1 0 0 0 0 0 0 0 0
3 0 0 0 0 0 1 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 1 0 0 2 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 1 0 0 3 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 2 0 0 4 0 0 0 0 0 0 0 0
8 0 0 0 0 ? ? ? ? ? 5 0 0 0 0 0 0 0 0
9 0 0 ? ? ? ? ? ? ? 6 0 0 0 0 0 0 0 0
10 0 ? ? ? ? ? ? ? ? 8 0 0 0 0 0 0 0 0
11 ? ? ? ? ? ? ? ? ? 9 0 0 0 0 0 0 0 0
Table 1: The table of dimensions ofH(GC3). The columns represent the degree, and rows represent the loop order
b := e − v. All dimensions in this table are known by computer calculations of Bar Natan and McKay [2], and
Willwacher. Empty white area represents cases where there are no graphs. Red area has zero cohomology because
of various theoretical results (c.f. [14], [15, Lemma 1.4]). Horizontal green line in loop order 0 corresponds to
loop classes (c.f. [14]). Vertical green line in degree −3 forms an commutative algebra of 3-graphs [3].
A spectral sequence on the loop order can be found such that the standard differential δ is the first differential.
Therefore, on the first page of the spectral sequence we see the standard cohomologyH (GC1, δ) we are interested
in, and because the whole differential is acyclic, classes of it cancel with each other on further pages. We call this
the cancelling mechanism. We can say that classes come in pairs. Some cancellations of pairs, including some
conjectural, are depicted as arrows in Table 2. It is conjectured in [5, Conjecture 1] that loop classes are cancelled
with elements of (shifted) algebra of 3-graphs.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
-1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 1 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 1 0 0 3 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 0 0 2 0 0 4 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 ? ? ? ? ? 5 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 ? ? ? ? ? ? ? 6 0 0 0 0
10 0 0 0 0 0 0 0 0 0 0 0 ? ? ? ? ? ? ? ? 8 0 0
11 0 0 0 0 0 0 0 0 0 0 0 0 ? ? ? ? ? ? ? ? ? 9
?
?
?
?
Table 2: The table of dimensions ofH(GC1). Note that rows are the same as in H(GC3) from Table 1, just with
shifted degree. Arrows represent cancellations using the extra differential [m, ·], c.f. [5, Table 2]. Question-marks
on the arrows indicate that the cancellation is conjectural.
Further shifting leads to the next odd graph cohomologyH (GC−1) depicted in Table 3. One can immediately
see that classes are arranged in pairs as indicated by arrows, as if there is another extra differential suitable for the
parameter n = −1 that cancels them.
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A possible extra differential was proposed in [16, Conjecture 2]. It is a differential D that deletes a vertex, and
reconnects its edges to other vertices, summed over all ways to attach them, and summed over all vertices to be
deleted. Calculations on low degrees support the conjecture.
The purpose of this paper is to give an extra differential on H (GC−1) that makes conjectural cancelling from
Table 3 real. However, it is notD from [16, Conjecture 2], and the conjecture remains, though of lesser importance
since our result gives the cancelling we were looking for.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27
-1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 1 0 0 2 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 1 0 0 3 0 0
7 0 0 0 0 0 0 0 0 0 0 2 0
8 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0
11 0 0 0 0
Table 3: The table of dimensions ofH(GC−1). Conjectural cancelling of pending extra differential is indicated by
arrows.
To do it we need to introduce hairy graph complexes HGCm,n, where m and n range over integers. These
complexes are spanned by graphs with external legs, also called “hairs” (see Section 2 for the definition). At least
one hair is required. Similarly to Kontsevich’s graph complexes, there are essentially 4 hairy graph complexes
that depend on the parities of m and n. They compute the rational homotopy of the spaces of embeddings of disks
modulo immersions, fixed at the boundary Emb∂(D
m,Dn), provided that n − m ≥ 3, see [1, 4]. Some examples of
hairy graphs are:
(1) , , .
It is known [11, Propositions 4.1 and 4.4] that the first cohomology of the 2-hair subspaceH−1(H2HGC1,3) and
the first cohomology of the 3-hair subspace H1(H3HGC2,3) are each isomorphic to the commutative algebra of
3-graphs, i.e. third cohomology of the non-hairy graph complexH−3(GC3).
A couple of extra differentials is known for each of the four parity cases of hairy graph complexes. First, [14],
[9] and [10] introduce a deformed differentials on HGCn,n and HGCn−1,n such that there are quasi-isomorphisms
GCn →
(
HGCn,n, δ + χ
)
,
K ⊕ GCn →
(
HGCn−1,n, δ + [h1, ·]
)
.
The map, and also the extra differential in the first case χ, add a hair in all possible ways. AMaurer-Cartan element
h1 used for the extra differential in the second case is a particular sum of corollas. In this paper we are dealing
with GC−1, so we will use only the first result, see Subsection 3.2. Therefore, we are interested only in hairy graph
complex HGC−1,−1.
The second extra differential on HGCm,n for even m is introduced in [6]. In that case, because of parities, it is
possible to understand hairs as edges towards a special vertex. The extra differential is splitting that extra vertex.
For odd n the second extra differential is proven in [16] to be ∆ that connects a hair into an edge, see Subsection
3.1.
The main idea of this paper is constructing
(
H≥0GC−1,−1, δ + ∆
)
,
3
where H≥0GC−1,−1 is the hairy graph complex where graphs without hairs are also allowed. Aforementioned
results imply that it is quasi-isomorphic to GC−1. The tempting extra differential on GC−1 will actually be the
adding a hair differential χ on its quasi-isomorphic version
(
H≥0GC−1,−1, δ + ∆
)
.
Finally, we want to mention that having two extra differentials on the (essentially) same complex leads to
the “waterfall mechanism” introduced for the first time in [6] for hairy graph complexes. One starts from one
cohomology class, finds its pair using one extra differential, then find its pair using another extra differential, then
finds its pair using again the first extra differential, and so on. Weather this leads to an finite or infinite sequence
of classes, or makes a loop, is an open question for each case. The picture of the “waterfall mechanism” for GC−1
is depicted in Table 4.
Structure of the paper. In Section 2 we define graph complexes needed in the paper. Subsections 3.1 and 3.2
recalls two different extra differentials on hairy graph complex. In Subsection 3.3 we show our result.
Acknowledgements. The author thanks Sergei Merkulov and Thomas Willwacher for the motivation, support
and valuable discussion on the topic.
2. Graph complexes
In this section we quickly recall definitions of graph complexes needed in this paper that are all well known
from the literature, and fix our notation.
Standard Kontsevich’s graph complexes GCn and hairy graph complexes HGCm,n are in general defined e.g. in
[16]. In this paper we are only interested in the case whenm = n = −1, that is GC−1 and HGC−1,−1. For simplicity,
we will use the shorter notations GC := GC−1 and HGC := HGC−1,−1.
We work over a field K of characteristic zero. All vector spaces and differential graded vector spaces are
assumed to be K-vector spaces.
2.1. From graphs to space of (co)invariants. Consider the set V¯vE¯eH¯sgrac containing directed graphs that:
• are connected;
• have v > 0 distinguishable vertices that are adjacent to at least 2 edges;
• have e ≥ 0 distinguishable directed edges;
• have s ≥ 0 distinguishable hairs attached to some vertices;
For some pictures of such graphs see (1).
Let
(2) V¯vE¯eH¯sGC := 〈V¯vE¯eH¯sgrac
3〉[−1 + v − 2e − s]
be the vector space of formal series of V¯vE¯eH¯sgrac with coefficients in K. It is a graded vector space with a
non-zero term only in degree d = −1 + v − 2e − s.
There is a natural right action of the group Sv × Ss ×
(
Se ⋉ S
×e
2
)
on V¯vE¯eH¯sgrac, where S v permutes vertices, S s
permutes hairs, S e permutes edges and S
×e
2
changes the direction of edges. Let sgnv, sgns, sgne and sgn2 be one-
dimensional representations of S v, respectively S s, respectively S e, respectively S 2, where the odd permutation
reverses the sign. They can be considered as representations of the whole product Sv × Ss ×
(
Se ⋉ S
×e
2
)
. Let us
consider the space of invariants:
(3) VvEeHsGC :=
(
V¯vE¯eH¯sGC ⊗ sgnv ⊗ sgns ⊗ sgn
⊗e
2
)Sv×Ss×(Se⋉S×e2 )
Because the group is finite, the space of invariants may be replaced by the space of coinvariants. The operation of
taking (co)invarints effectively removes numbering on edges, and removes the edges directions and numberings
of vertices and hairs up to sign.
Remark 2.1. Sign changes induced by reversing an edge direction and switching hairs imply that in VvEeHsGC
there are no tadpoles (edges that start and end at the same vertex), nor multiple hairs on the same vertex.
2.2. The differential. The differential on VvEeHsGC acts by splitting a vertex:
(4) δ(Γ) :=
∑
x∈V(Γ)
1
2
sx(Γ),
where V(Γ) is the set of vertices of Γ, and sx stands for “splitting of x” and means inserting instead of the
vertex x and summing over all possible ways of connecting the edges that have been connected to x to the new two
vertices, requiring that at least one edge is connected to each of the new vertices. One checks that the differential
is well defined on the space of (co)invariants. Thus, for each s ≥ 0 we get a graph complex
(HsGC, δ) .
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2.3. Full complexes. Kontsevich’s graph complex is
(5) (GC, δ) = (H0GC, δ),
and hairy graph complex is
(6) (HGC, δ) =

∏
s≥1
HsGC, δ
 .
We also need a combined complex
(7) (H≥0GC, δ) =

∏
s≥0
HsGC, δ
 = (GC, δ) ⊕ (HGC, δ).
Remark 2.2. Recall that each vertex in our graphs has to meet at least 2 edges. No tadpoles are allowed, so that
means that the valence of each vertex of a graph in the complex GC = GC−1 is at least 2. That complex is often
called GC2−1 in the literature.
Similarly, for hairy graphs in our complex HGC = HGC−1,−1, each non-hairy vertex has to be at least 2-valent,
and each hairy vertex has to be at least 3-valent, since there can not be more than one hair on a vertex. This valence
convention is not so standard, but it is considered in [16], where our complex HGC is called H≥1fHGCc
♮
−1,−1
.
It is well known and easy to check that these valence conditions do not change the cohomology essentially, c.f.
[14, Proposition 3.4].
3. Extra differentials
3.1. Connecting a hair. In the project of finding extra differentials on graph complexes, an extra differential ∆
on HGCm,n for odd m was conjectured in [6]:
(8) ∆Γ =
∑
t∈H(Γ)
∆tΓ,
where H(Γ) is the set of hairs in Γ and ∆tΓ is the graph obtained from Γ by transforming hair t on a vertex x to
an edge from x to all other vertices, summed over all vertices. One checks that ∆ is well defined on the space of
(co)invariants. We have [6, Lemma 1]:
(9) ∆2 = 0,
(10) (δ + ∆) = 0.
On hairy complexes HGC−1,n, including our HGC = HGC−1,−1, ∆ is of degree 1, so upper equalities imply that ∆
and (δ + ∆) are differentials.
Extra differential ∆ reduces number or hairs by 1, and it is naturally defined on H≥0GC, forming the complex
(H≥0GC,∆) .
However, we will often need restricted and projected differential ∆ : HGC → HGC that forms a complex
(HGC,∆).
Here, if a graph Γ has only one hair, ∆Γ is considered to be zero. In both upper complexes we may put differential
δ + ∆ instead of ∆.
The conjecture from [6] was proven in [16, Theorem 1.1]. However, the convention on valences in this paper is
slightly different from the one there, as discussed in Remark 2.2, so we technically need an equivalent result given
in [16, Proposition 6.10]:
Theorem 3.1 ([16, Proposition 6.10]1). The complex
(HGC, δ + ∆)
is acyclic.
Corollary 3.2. The inclusion
(GC, δ) →֒ (H≥0GC, δ + ∆)
is a quasi-isomorphism.
1Strictly speaking, [16] deals with the complex HGC−1,1 . It is easy to see that the second index is irrelevant for the differential δ + ∆, so
we can use that result for our HGC = HGC−1,−1.
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Proof. We have
H≥0GC = HGC ⊕ GC.
On the mapping cone of the inclusion we make a simple spectral sequence of two rows: hairy and non-hairy part.
On the first page in the first (hairy) row there is the complex (HGC, δ + ∆), being acyclic by Theorem 3.1. In the
second (non-hairy) row there is a mapping cone of the identity (GC, δ) → (GC, δ), again acyclic. The spectral
sequence clearly converges correctly. This leads to the result. 
3.2. Adding a hair. An easy extra differential on HGCn,n is adding a hair:
(11) χΓ =
∑
x∈V(Γ)
χxΓ,
where χx adds a hair on vertex x. It is straightforward to check that
(12) χ2 = 0,
(13) (δ + χ) = 0.
On hairy complexes HGCn,n, including our HGC = HGC−1,−1, χ is of degree 1, so upper equalities imply that χ
and (δ + χ) are differentials.
Recall that [10, Theorem 1] implies that
(GCn, δ)
χ
−→
(
HGCn,n, δ + χ
)
is a quasi-isomorphism. Equivalently, its mapping cone
(
H≥0GCn,n, δ + χ
)
is acyclic.
The result from [10, Theorem 1] is much stronger than the upper insertions2, and we will not need its full
strength here. Therefore, for completeness, and in order not to deal with technicalities of different valence condi-
tions (c.f. Remark 2.2), we write a separate simple proof here.
Proposition 3.3. The complex
(H≥0GC, χ)
is acyclic.
Proof. Differential χ adds a hair to a vertex, summed over all (non-hairy) vertices. Let β : H≥0GC → H≥0GC be
the sum over all hairs of deleting that hair. One easily sees that
(χβ + βχ)Γ = vΓ
where v is the number of vertices in Γ. This implies the result. 
Corollary 3.4. The complex
(H≥0GC, δ + χ)
is acyclic.
Proof. On the complex we make the spectral sequence on the number of edges e. On the first page there is the
cohomology of (H≥0GC, χ), being acyclic by Proposition 3.3.
For a graph to be connected it must hold that e ≥ v − 1. Therefore, in the fixed degree d we have
d = 1 − v + 2e + h ≥ e + h.
In particular d ≥ e, d ≥ h and d + 1 ≥ v. So, in the fixed degree, number of vertices, edges and hairs are all
bounded, and therefore there are only finitely many possible graphs. So, the complex is finitely dimensional in
each degree and standard spectral sequence arguments (cf. [12, Chapter 5] or [5, Appendix C]) imply the correct
convergence. Hence the result follows. 
2It states also that (HGCn,n , δ) can be split into two sub-complexes such that χ sends one sub-complex into another.
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3.3. Combining two extra differentials. One easily checks that connecting a hair ∆ and adding a hair χ anti-
commute, so ∆ + χ and δ + ∆ + χ are also differentials on H≥0GC.
Corollary 3.5. The complex
(H≥0GC, δ + ∆ + χ)
is acyclic.
Proof. The proof is exactly the same as the one of Corollary 3.4. 
Theorem 3.6. There is a spectral sequence converting to
H (H≥0GC, δ + ∆ + χ) = 0
whose term on the second page is
H (H≥0GC, δ + ∆) = H (GC, δ) .
Proof. The spectral sequence is on number e − v − h. It converges correctly because of the same reason as in the
proof of Corollary 3.4. On the first page there is cohomology of (H≥0GC, δ + ∆), being equal to cohomology of
(GC, δ) by Corollary 3.2. 
Table 3 represents the second page of the spectral sequence from Theorem 3.6. With the corollary we have
proven that there is indeed cancelling as depicted by the arrows. In Table 4 we repeat the same cancellations of
cohomological classes of shifted complex (GC1, δ), together with already known cancellations on that complex
from [5, Section 4] depicted in Table 2.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
-1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1
1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 1 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 1 0 0 3 0 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 0 0 2 0 0 4 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 ? ? ? ? ? 5 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 ? ? ? ? ? ? ? 6 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0 0 0 ? ? ? ? ? ? ? ? 8 0 0 0
11 0 0 0 0 0 0 0 0 0 0 0 0 ? ? ? ? ? ? ? ? ? 9 0
?
?
?
?
Table 4: The table of H (GC1, δ). Solid arrows represent cancellations induced by Theorem 3.6, while dotted
arrows represent cancellations from [5, Section 4]. Conjectural cancellations are indicated with question mark.
Appendix A. An example of explicit cancelling
In the appendix we will write explicit way of the first cancelling, where the loop class generated by
L3 :=
is cancelled with Theta class generated by
Θ := .
The graph L3 ∈ GC ⊂ H≥0GC generates a class in H (H≥0GC, δ + ∆). On the second page of the spectral
sequence of Theorem 3.6 that graph is mapped to
χ(L3) = 3 .
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The spectral sequence ends here, so χ(L3) represents a class in H (H≥0GC, δ + ∆). However, χ(L3) has a hair, so
it is not in the image of the inclusion (GC, δ) →֒ (H≥0GC, δ + ∆). To find what is a representative of this class in
H(GC, δ), we need to find another representative of the class [χ(L3)] that is hairless. Indeed, we have
(δ + ∆) = + ,
so χ(L3) ∼ −3Θ. Therefore, the class [L3] cancels the class −3[Θ].
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