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ABSTRACT. – LetΣ be the set of O(k)×O(m)-invariant functions on the unit sphere
Sn, k+m= n+ 1, k >m> 2. We investigate the optimal value of the constant B in the
inequality
‖u‖p 6 B · ‖∇u‖q +A · ‖u‖q ,
where u ∈ Hq1 (Sn) ∩ Σ and 1/p = 1/q − 1/k. We then give an application to the
existence of positive solutions to scalar curvature type equations with critical supercritical
Sobolev growth. Ó 2000 Éditions scientifiques et médicales Elsevier SAS
Introduction
This paper is divided into two parts. In the first part we study the
optimal value of the constant B in the inequality
‖u‖p 6 B · ‖∇u‖q +A · ‖u‖q ,
where u ∈ Hq1 (Sn) ∩ Σ and 1/p = 1/q − 1/k. Related results on the
optimal constants and their use in the existence of solutions to critical
equations can be found in the papers of Aubin, Talenti, Hebey, Hebey–
Vaugon etc.
In the second part we use the optimal value of the constant B and we
solve scalar curvature type equations with critical supercritical Sobolev
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growth. The method we use can be found in the books by Aubin [1] and
Hebey [8].
1. Best constants for supercritical Sobolev inequalities
1.1. Introduction
Consider:
(a) The sphere Sn ⊂ Rk × Rm, of dimension n and radius 1, where
k+m= n+ 1, k >m> 2, the group O(k)×O(m) and the set
Σ = {u :Sn→R/u ◦ a = u, for every a ∈O(k)×O(m)},
of O(k)×O(m)-invariant and real-valued functions on Sn.
(b) The compact subset Λ= Sk−1×{0} of Sn, and define the function
r(P,Q)= |P |/|Q| when (P,Q) ∈ Sn −Λ.
(c) The compact subset T = {0}×Sm−1 of Sn, and define the function
z(P,Q) = |Q|/|P | when (P,Q) ∈ Sn − T . Here |ξ | is the
Euclidean norm of ξ ∈Rl , l =m,k.
(d) The curve γ : [0,∞)→ Sn,
γ (t)=
(
t√
1+ t2 ,0, . . . ,0,
1√
1+ t2
)
, t > 0.
(e) The curve σ : [0,∞)→ Sn,
σ (t)=
( 1√
1+ t2 ,0, . . . ,0,
t√
1+ t2
)
, t > 0.
Such that if t > 0, σ (t)= γ ( 1
t
).
When u ∈Σ and (P,Q) ∈ Sn − (Λ∪ T ) we have
u(P,Q)= u(|P |,0, . . . ,0, |Q|)
and
γ
(
r(P,Q)
)= σ (z(P,Q))= (|P |,0, . . . ,0, |Q|).
So one verifies easily that every function u ∈ Σ can be expressed as
follows: Setting φ(t) = u(γ (t)), ψ(t) = u(σ (t)), t > 0, we have u =
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φ ◦ r on (Sn − Λ), and u = ψ ◦ z on (Sn − T ). Conversely given
f : [0,∞)→ R, with finite limit at infinity the functions: u = f ◦ r on
(Sn −Λ), υ = f ◦ z on (Sn − T ), and u(P,0)= υ(0,Q)= limf (t), as
t→∞, are in Σ .
Let g be the standard metric on Sn. The functions r , z are C∞ on the
open set Sn−(Λ∪T ) of Sn and we have |∇r| = (1+r2), |∇z| = (1+z2),
where |∇F |2 = g(∇F,∇F), F ∈ C∞(Sn). So, if u ∈ C∞(Sn) ∩Σ and
φ(t)= u(γ (t)), ψ(t)= u(σ (t)), t > 0, the functions φ, ψ are C∞ on the
open interval (0,∞), and on Sn − (Λ ∪ T ) we have ∇u= (φ′ ◦ r)∇r =
(ψ ′ ◦ z)∇z, such that
|∇u|(γ (t))= ∣∣φ′(t)∣∣(1+ t2) and |∇u|(σ (t))= ∣∣ψ ′(t)∣∣(1+ t2).
For every t > 0, define M(t) = {(P,Q) ∈ (Sn − Λ) | r(P,Q) = t} and
N(t)= {(P,Q) ∈ (Sn − T ) | z(P,Q)= t}.
Using what has been said above we obtain:
M(t)= Sk−1
(
t√
1+ t2
)
× Sm−1
( 1√
1+ t2
)
.
N(t)= Sk−1
( 1√
1+ t2
)
× Sm−1
(
t√
1+ t2
)
.
dVg|M(t) =
(|∇r|−1)
M(t)
dM(t) dt =
( 1
1+ t2
)
dM(t) dt.
dVg|N(t) =
(|∇z|−1)
N(t)
dN(t) dt =
( 1
1+ t2
)
dN(t) dt.
∫
M(t)
dM(t)= ωm−1ωk−1
( 1
1+ t2
) k+m
2 −1
tk−1.
∫
N(t)
dN(t)= ωm−1ωk−1
( 1
1+ t2
) k+m
2 −1
tm−1.
Sn − (Λ∪ T )= ⋃
0<t<∞
M(t)= ⋃
0<t<∞
N(t).
The (Sn-measure) of (Λ∪ T ) is zero.
Here recall that the measure of Sl(ρ) is ωlρl, ρ > 0, l positive integer.
Let a > 1 and u ∈Ha1 (Sn)∩Σ , u> 0, then
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‖u‖aa ≡
∫
Sn
ua dVg = ωm−1ωk−1
∞∫
0
φa(t)
(
1+ t2)− k+m2 tk−1 dt
=ωm−1ωk−1
∞∫
0
ψa(t)
(
1+ t2)− k+m2 tm−1 dt,(1.1)
‖∇u‖aa ≡
∫
Sn
|∇u|a dVg
=ωm−1ωk−1
∞∫
0
∣∣φ′(t)(1+ t2)∣∣a(1+ t2)− k+m2 tk−1 dt
=ωm−1ωk−1
∞∫
0
∣∣ψ ′(t)(1+ t2)∣∣a(1+ t2)− k+m2 tm−1 dt.(1.2)
We recall that (see [2,4]) if k + m = n + 1, k > m > 2, 1 < q < k,
and 1/p = 1/q − 1/k, there exist constants A,B > 0 such that for any
u ∈Hq1 (Sn)∩Σ
‖u‖p 6B · ‖∇u‖q +A · ‖u‖q .(1.3)
Also recall the fundamental inequality of Bliss–Aubin (see [1, p. 42]), on
Rn: ( ∞∫
0
∣∣g(t)∣∣ptn−1 dt)
1
p
6 ω
1
n
n−1K(n, q)
( ∞∫
0
∣∣g′(t)∣∣qtn−1 dt)
1
q
,(1.4)
where 16 q < n, 1/p = 1/q−1/n,K(n, q) is as on p. 42 of [1] and g(t)
is a decreasing function absolutely continuous on the interval [0,∞), and
equal to zero at infinity.
1.2. Results
We define
Bopt = inf{B > 0 | such that all u ∈Hq1 (Sn)∩Σ satisfy
inequality (1.3) for a certain value A=A(B)}.
We prove the two following results.
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THEOREM 1.1. –
Bopt > ω
− 1k
m−1K(k, q).(1.5)
THEOREM 1.2. – For any ε > 0, there exists a constant Aq(ε) > 0
such that every u ∈Hq1 (Sn)∩Σ satisfies the following relation:
‖u‖p 6 (B˜ + ε)‖∇u‖q +Aq(ε)‖u‖q ,(1.6)
where
B˜ = B˜(n, k, q)=max{ω− 1km−1K(k, q), ω− 1mk−1K(m,qm)ω 1m− 1kn },
and 1/qm = 1/q + 1/m− 1/k.
Proof of Theorem 1.1. – Let φ be a function as in relation (1.4). Set
φλ(t)= φ(λt), λ > 0, and uλ = φλ ◦ r on Sn − (Λ∪ T ), uλ = φ(0) on T
and uλ = limt→∞ φ(t)= 0 on Λ.
From the relations (1.1) and (1.2) we obtain:
‖uλ‖pp =ωm−1ωk−1
∞∫
0
φ
p
λ (t)
(
1+ t2)− k+m2 tk−1 dt,
‖∇uλ‖qq =ωm−1ωk−1
∞∫
0
∣∣φ′λ(t)(1+ t2)∣∣q(1+ t2)− k+m2 tk−1 dt,
‖uλ‖qq =ωm−1ωk−1
∞∫
0
φ
q
λ (t)
(
1+ t2)− k+m2 tk−1 dt.
The change of variable x = λt yields:
‖uλ‖pp =
1
λk
ωm−1ωk−1
∞∫
0
φp(x)
(
1+ x
2
λ2
)− k+m2
xk−1 dx,
‖∇uλ‖qq = λq
1
λk
ωm−1ωk−1
∞∫
0
∣∣∣∣φ′(x)(1+ x2λ2
)∣∣∣∣q(1+ x2λ2
)− k+m2
xk−1 dx,
‖uλ‖qq =
1
λk
ωm−1ωk−1
∞∫
0
φq(x)
(
1+ x
2
λ2
)− k+m2
xk−1 dx.
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Now as λ → ∞, (1 + x2
λ2
) → 1, and by Lebesgue’s theorem, the
inequality (1.3) yields:
( ∞∫
0
φp(x)xk−1 dx
) 1
p
6 B · (ωm−1ωk−1) 1k
( ∞∫
0
∣∣φ′(x)∣∣qxk−1 dx)
1
q
.
Since here the optimal constant is ω
1
k
k−1K(k, q), see (1.4), we obtain
B · (ωm−1ωk−1) 1k > ω
1
k
k−1K(k, q), or B > ω
− 1
k
m−1K(k, q). 2
Proof of Theorem 1.2. – Let u ∈ Hq1 (Sn) ∩Σ . According to what we
have said above, we express the function u as φ ◦ r and as ψ ◦ z. Using
the relations (1.1) and (1.2), after certain calculations and combining with
(1.4), we get the inequalities
‖u‖p 6 ω−
1
k
m−1K(k, q)
∥∥∥∥(1+ r2)m−k2k (∇u− k+mp ru ∇r|∇r|
)∥∥∥∥
q
(1.7)
and
‖u‖p 6ω−
1
m
k−1K(m,qm)
×
∥∥∥∥(1+ z2) k−m2m (∇u− k +mp zu ∇z|∇z|
)∥∥∥∥
qm
,(1.8)
where 1/qm = 1/q + 1/m− 1/k such that 1/qm − 1/m= 1/q − 1/k =
1/p. Since qm 6 q, the norm
‖f ‖qm 6 ω
1
qm
− 1
q
n ‖f ‖q
and (1.8) yields:
‖u‖p 6ω−
1
m
k−1K(m,qm)ω
1
m
− 1
k
n
×
∥∥∥∥(1+ z2) k−m2m (∇u− k+mp zu ∇z|∇z|
)∥∥∥∥
q
.(1.9)
Now, for any δ > 0, we consider the open covering of Sn, {Ωδ,Gδ},
where:
Ωδ = {(P,Q) ∈ (Sn −Λ) ∣∣ r(P,Q) < 2δ}
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and
Gδ = {(P,Q) ∈ (Sn − T ) | z(P,Q) < δ}.
Case 1: Let u ∈ Hq1 (Sn) ∩ Σ with compact support included in Ωδ .
Then ru6 (2/δ)u on Sn, and (1.7) yields
‖u‖p 6 ω−
1
k
m−1K(k, q)‖∇u‖q + c(δ)‖u‖q(1.10)
because k >m and (1+ r2)m−k2k 6 1. Here
c(δ)= k +m
p
·ω− 1km−1K(k, q)
2
δ
.
Case 2: Let u ∈ Hq1 (Sn) ∩ Σ with compact support included in Gδ .
Then zu6 δu and
(
1+ z2) k−m2m |∇u|6 (1+ δ2) k−m2m |∇u|
on Sn and (1.9) yields
‖u‖p 6ω−
1
m
k−1K(m,qm)ω
1
m− 1k
n
(
1+ δ2) k−m2m ‖∇u‖q
+d(δ)‖ u‖q.(1.11)
Here
d(δ)= k +m
p
ω
− 1
m
k−1K(m,qm)ω
1
m
− 1
k
n
(
1+ δ2) k−m2m δ.
Case 3: Consider a partition of unity {a, b} subordinate to the covering
{Ωδ,Gδ} such that a, b ∈Hq1 (Sn) ∩Σ . By the standard method of p. 49
in [1] we get the inequality (1.6). 2
COROLLARY 1.1. –
ω
− 1k
m−1K(k, q)6 Bopt 6 B˜
and if m= k, the optimal constant is ω− 1km−1K(k, q).
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2. Existence of positive solutions to scalar curvature type equations
with critical supercritical Sobolev growth
THEOREM 2.1. – Let α and f be two smooth functions on Sn, α and
f being O(k)×O(m)-invariant, where k +m= n+ 1, k >m > 2. We
assume here that α 6≡ 0 is nonnegative, and that f is positive somewhere.
If
µ≡ inf
u∈H
(∫
Sn
|∇u|2 dVg +
∫
Sn
αu2 dVg
)
< B˜−2
(
max
x∈Sn f (x)
)−2/p
,
where
H=
{
u ∈H1(Sn)∩Σ
/∫
Sn
f |u|p dVg = 1
}
,
then there exist u ∈ C∞(Sn), u positive and O(k) × O(m)-invariant,
which is a solution of the equation
1gu+ α(x)u= f (x)up−1,
where p = 2k/(k − 2).
COROLLARY 2.1. – Let α and f be two smooth functions on Sn, α
and f being O(k) × O(m)-invariant, where k + m = n + 1, k > m >
2. We assume here that α 6≡ 0 is nonnegative, and that f is positive
somewhere. If ∫
Sn
α dVg < B˜
−2
( ∫
Sn f dVg
maxx∈Sn f (x)
)2/p
,
then there exist u ∈ C∞(Sn), u positive and O(k) × O(m)-invariant,
which is a solution of the equation
1gu+ α(x)u= f (x)up−1,
where p = 2k/(k − 2).
Proof of Corollary 2.1. – According to what we have assumed we get
that
∫
Sn f dVg > 0. Since the sphere Sn is compact, the constant function
u= (∫Sn f dVg)−1/p ∈H. Thus µ< B˜−2(maxx∈Snf (x))−2/p. 2
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Proof of Theorem 2.1. – The proof is carried out in five steps.
Step 1: There exist a positive constant δ such that for any u ∈H1(Sn)∫
Sn
|∇u|2 dVg +
∫
Sn
αu2dVg > δ
(∫
Sn
|∇u|2 dVg +
∫
Sn
u2 dVg
)
.
Hence the above two norms in H1(Sn) are equivalent.
Proof of Step 1: Define
c= inf
u∈A
(∫
Sn
|∇u|2 dVg +
∫
Sn
αu2 dVg
)
,
where
A=
{
u ∈H1(Sn)
/∫
Sn
u2dVg = 1
}
.
Since the imbedding H1(Sn) ⊂ L2(Sn) is compact, the constant c is
attained by some function u > 0. Now c > 0 because c > 0 and if c = 0
we shall have u≡ 0. The inequality holds for δ = c/(1+ c).
Step 2: For any 2 < q < p = 2k/(k − 2) there exists uq ∈ C∞(Sn) ∩
Σ, uq > 0, such that
1guq + α(x)uq = µqf (x)uq−1q and
∫
Sn
f uqq dVg = 1,
where
µq = inf
u∈C
(∫
Sn
|∇u|2dVg +
∫
Sn
αu2 dVg
)
and
C =
{
u ∈H1(Sn)∩Σ/∫
Sn
f |u|qdVg = 1
}
.
Proof of Step 2: For any 2 < q < p the imbedding H1(Sn) ∩ Σ ⊂
L2(S
n) ∩Σ is compact and therefore the proof of Step 2 is obtained by
using the variational method. See also [2].
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Step 3: If µ < B˜−2(maxx∈Sn f (x))−2/p, there exists q0 < p and a
constant c > 0 such that for any q0 < q < p∫
Sn
u2q dVg > c,
where µ, p are as in Theorem 2.1 and the functions uq are as in Step 2.
Proof of Step 3: Let ε > 0. Since the function q 7→ µq is upper
semicontinuous, there exists q1 < p such that for any q1 < q < p,
µq < µ + ε. For the same ε there exists a constant A(ε) > 0 such that
for any u ∈H1(Sn)∩Σ(∫
Sn
|u|p dVg
)2/p
6
(
B˜2 + ε) ∫
Sn
|∇u|2 dVg +A(ε)
∫
Sn
u2 dVg.
Furthermore, for any 2< q < p
1=
∫
Sn
f uqq dVg
6
(
max
x∈Sn f (x)
)2/p[
ωn
(
max
x∈Sn f (x)
)]2/q−2/p(∫
Sn
upq dVg
)2/p
,
where [ωn(maxx∈Sn f (x))]2/q−2/p → 1, as q → p, and uq satisfies
equation of Step 2. Now, if we combine the above, for the same ε, we
get that there exists q1 < q0 < p and a constant A1(ε) > 0 such that for
any q0 < q < p
16 (1+ ε)(µ+ ε)(B˜2 + ε)(max
x∈Sn f (x)
)2/p +A1(ε)∫
Sn
u2q dVg.
Since µ< B˜−2(maxx∈Sn f (x))−2/p, we can choose ε small enough such
that
(1+ ε)(µ+ ε)(B˜2 + ε)(max
x∈Sn f (x)
)2/p
< 1.
This ends the proof of Step 3.
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Step 4: If µ < B˜−2(maxx∈Sn f (x))−2/p, there exist u ∈ H1(Sn) ∩ Σ ,
u> 0, u 6≡ 0 satisfying weakly in H1(Sn) the equation
1gu+ α(x)u= µf (x)up−1 and
∫
Sn
f up dVg = 1,
where p = 2k/(k− 2).
Proof of Step 4: Let us consider the set of functions uq , 2< q < p, of
Step 2. The numbers µq, 2< q < p, are in a compact set of real numbers.
Therefore, by Step 1 the set of functions uq, 2 < q < p, is bounded in
H1(S
n). So there exist a sequence qi → p, qi < p, a real number ν, a
sequence (µqi ), a function u ∈ H1(Sn), and a sequence (uqi ) such that
µqi → ν, and uqi → u weakly in H1(Sn), strongly in L2(Sn) and almost
everywhere. Since limq→p µq 6 µ, the number ν 6 µ. Since uqi ∈ Σ
and uqi > 0, the function u ∈Σ and u> 0 almost everywhere. Since uqi
satisfies the equation of Step 2, then for all v ∈H1(Sn)∫
Sn
∇v · ∇uqi dVg +
∫
Sn
α v uqi dVg = µqi
∫
Sn
f v uqi−1qi dVg.
The strong convergence in L2(Sn) implies that∫
Sn
αvuqi dVg→
∫
Sn
αvudVg,
as qi → p. The sequence (f uqi−1qi ) is bounded in Lp/(p−1)(Sn) and
converges to f up−1 almost everywhere, since 1< p/(p− 1) <∞, then
the sequence converges weakly to f up−1 in Lp/(p−1)(Sn). Thus∫
Sn
f vuqi−1qi dVg→
∫
Sn
f vup−1dVg, as qi→ p.
Finally the above equation becomes∫
Sn
∇v · ∇udVg +
∫
Sn
αvudVg = ν
∫
Sn
f vup−1 dVg, as qi→ p.(2.1)
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By strong convergence in L2(Sn) and Step 3 we have
∫
Snu
2 dVg > c > 0.
Thus u 6≡ 0. By weak convergence in H1(Sn) we have∫
Sn
|∇u|2dVg +
∫
Sn
u2dVg 6 lim
qi→p
(∫
Sn
|∇uqi |2 dVg +
∫
Sn
u2qi dVg
)
.
Moreover,∫
Sn
|∇uqi |2 dVg +
∫
Sn
u2qi dVg = µqi −
∫
Sn
αu2qi dVg +
∫
Sn
u2qi dVg.
Hence, as qi→ p, we have∫
Sn
|∇u|2 dVg +
∫
Sn
u2 dVg 6 ν −
∫
Sn
α u2 dVg +
∫
Sn
u2 dVg,
or ∫
Sn
|∇u|2dVg +
∫
Sn
αu2 dVg 6 ν.
Thus ν > 0, because if ν = 0, the function u = 0. Choosing v = u in
Eq. (2.1) we have∫
Sn
|∇u|2 dVg +
∫
Sn
α u2 dVg = ν
∫
Sn
f up dVg.
Thus
∫
Snf u
p dVg > 0. Since
ν >
∫
Sn
|∇u|2 dVg +
∫
Sn
α u2 dVg = ν
∫
Sn
f up dVg,
we have also
∫
Snf u
pdVg 6 1. Moreover
ν
∫
Sn
f up dVg =
∫
Sn
|∇u|2 dVg +
∫
Sn
α u2 dVg >µ
(∫
Sn
f up dVg
)2/p
> ν
(∫
Sn
f up dVg
)2/p
.
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Thus
∫
Snf u
p dVg > 1, because 2/p < 1. So,
∫
Snf u
p dVg = 1 and ν = µ.
This ends the proof of Step 4.
Step 5: The weak solution u of Step 4 is strictly positive and C∞.
Proof of Step 5: The regularity of solution u is passing through the
dimensions k and m. Here recall that the solution u is O(k) × O(m)-
invariant. Consider the open covering of Sn:{
(P,Q) ∈ Sn |Qj > 0}, {(P,Q) ∈ Sn ∣∣ Qj < 0},
where j = 1,2, . . . ,m{
(P,Q) ∈ Sn | P i > 0}, {(P,Q) ∈ Sn | P i < 0},
where i = 1,2, . . . , k. We prove that u is C2 in each of the above sets. We
give the proof only for the sets:
Ω = {(P,Q) ∈ Sn |Qm > 0} and G= {(P,Q) ∈ Sn | P k > 0}.
The proof for the other sets is similar. Define the local chart (Ω, ξ) where
ξ :Ω→Rk ×Rm−1, ξ(P,Q)=
(
P
|P | ,
Q˜
Qm
)
and Q˜= (Q1, . . . ,Qm−1). The inverse ξ−1 :Rk×Rm−1→Ω at the point
(x, y) ∈Rk ×Rm−1 is given by the relation
ξ−1(x, y)=
(
x√
1+ |x|2
,
y√
1+ |x|2
√
1+ |y|2
,
1√
1+ |x|2
√
1+ |y|2
)
as it is easy to check.
The components of the standard metric g of Sn in the chart (Ω, ξ) are
given by the relations
gxixj ≡ g
(
∂
∂xi
,
∂
∂xj
)
= 1
1+ |x|2
(
δij − 11+ |x|2 x
ixj
)
,
i, j = 1, . . . , k
gxiyj ≡ g
(
∂
∂xi
,
∂
∂yj
)
= 0, i = 1, . . . , k, j = 1, . . . , (m− 1),
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gyiyj ≡ g
(
∂
∂yi
,
∂
∂yj
)
= 1
(1+ |x|2) ·
1
(1+ |y|2)
(
δij − 11+ |y|2y
iyj
)
,
i, j = 1, . . . , (m− 1).
The determinant and the inverse matrix of the above matrix are given by
the relations
det(gij )=
( 1
1+ |x|2
)k+m( 1
1+ |y|2
)m
,
gx
ixj = (1+ |x|2)(δij + xixj ), i, j = 1, . . . , k,
gx
iyj = 0, i = 1, . . . , k, j = 1, . . . , (m− 1),
gy
iyj = (1+ |x|2)(1+ |y|2)(δij + yiyj ), i, j = 1, . . . , (m− 1),
where k +m= n+ 1, (x, y) ∈Rk ×Rm−1. We set
φ(x, y)≡ u(ξ−1(x, y))= u(ξ−1(x,0))= φ(x,0)= φ((|x|,0))= φ(x).
The equation 1gu+ αu = µf up−1 on the chart (Ω, ξ) is equivalent to
equation Aφ = F on Rk where
Aφ = ∂
∂xi
[( 1
1+ |x|2
) k+m
2
gx
ixj ∂
∂xj
φ
]
,
F :Rk→R, and
F(x)=
( 1
1+ |x|2
) k+m
2 [
α
(
ξ−1(x,0)
)
φ(x)−µf (ξ−1(x,0))φp−1(x)].
Recall that the functions α,f ∈Σ . The operator
A= ∂
∂xi
[( 1
1+ |x|2
) k+m
2
gx
ixj ∂
∂xj
]
is a linear elliptic operator of order 2 on Rk and uniformly elliptic in
every bounded open set of Rk. The function F ∈ Lp/(p−1)(Rk) and 1 <
p/(p − 1) <∞. Thus, by the regularity Theorem 3.54 [1], φ ∈ C2(Rk)
and therefore u ∈ C2(Ω).
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Now, we consider the set G= {(P,Q) ∈ Sn | P k > 0}. Define the local
chart (G,η), where
η :G→Rk−1 ×Rm, η(P,Q)=
(
P˜
P k
,
Q
|P |
)
and P˜ = (P 1, . . . , P k−1). The inverse η−1 :Rk−1 ×Rm→G at the point
(x, y) ∈Rk−1 ×Rm is given by the relation
η−1(x, y)=
(
x√
1+ |x|2
√
1+ |y|2
,
1√
1+ |x|2
√
1+ |y|2
,
y√
1+ |y|2
)
as it is easy to check.
The components of the metric are given by the relations
gxixj = 1
(1+ |x|2) ·
1
(1+ |y|2)
(
δij − 11+ |x|2 x
ixj
)
,
i, j = 1, . . . , (k− 1),
gxiyj = 0, i = 1, . . . , (k− 1), j = 1, . . . ,m,
gyiyj = 1
(1+ |y|2)
(
δij − 11+ |y|2 y
iyj
)
, i, j = 1, . . . ,m.
The determinant and the inverse matrix of the above matrix are given by
the relations
det(gij )=
( 1
1+ |x|2
)k( 1
1+ |y|2
)k+m
,
gx
ixj = (1+ |x|2)(1+ |y|2)(δij + xixj ), i, j = 1, . . . , (k− 1),
gx
iyj = 0, i = 1, . . . , (k− 1), j = 1, . . . ,m,
gy
iyj = (1+ |y|2)(δij + yiyj ), i, j = 1, . . . ,m,
where k +m= n+ 1, (x, y) ∈Rk−1 ×Rm. We set
ψ(x, y)≡ u(η−1(x, y))= u(η−1(0, y))=ψ(0, y)=ψ(y).
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The equation 1gu+ α u= µf up−1 on the chart (G,η) is equivalent to
equation Aψ = F where now
Aψ = ∂
∂yi
[( 1
1+ |y|2
) k+m
2
gy
iyj ∂
∂yj
ψ
]
,
F :Rm→R, and
F(y)=
( 1
1+ |y|2
) k+m
2 [
α
(
η−1(0, y)
)
ψ(y)−µf (η−1(0, y))ψp−1(y)].
Remark 2.1. – Here, when m < k, we have something different with
respect to the previous case. Namely the critical exponent Sobolev is 2m
m−2
while p = 2k
k−2 <
2m
m−2 .
We have also F ∈ Lp/(p−1)(Rm). Thus by Theorem 3.54 [1] ψ ∈
C2(Rm) and therefore u ∈ C2(G). Finally, the solution u ∈ C2(Sn) and
u> 0, u 6≡ 0. Hence, by Proposition 3.75 [1], it is strictly positive. Since
the functions α,f ∈C∞(Sn) by Theorem 3.54 [1] u ∈C∞(Sn). This ends
the proof of Step 5.
Now, note that, the function µ1/(p−2)u satisfies the equation of
Theorem 2.1. This ends the proof of Theorem 2.1. 2
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