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Предлагается новый подход для решения интегральных уравнений Фредгольма, который позволяет эф-
фективно вычислять нормальные псевдорешения плохо обусловленных систем линейных алгебраиче-
ских уравнений и находить приемлемое по точности решение интегрального уравнения в рамках задачи 
повышения разрешения фильтрового изображающего спектрометра.  
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Введение 
Многие практические задачи, в том числе и оптического характера приводят к решению 
интегральных уравнений Фредгольма. Такие уравнения являются типичными представи-
телями некорректных задач. Однако следует отметить, что такие задачи обладают рядом  
неприятных с точки зрения обработки свойств и  для их решения стандартные методы 
неприменимы. Благодаря трудам академика А.Н. Тихонова разработана общая стратегия 
построения устойчивых методов решения некорректных (неустойчивых задач ) в опера-
торной форме [1]. В ее основе лежит понятие регуляризирующего оператора или, что то-
же, регуляризирующего алгоритма. Реализуя этот алгоритм, приходится решать систему 
нормальных регуляризованных систем линейных алгебраических уравнений. Эта система 
часто является плохо обусловленной. Необходимо правильно подобрать параметр регу-
ляризации, чтобы снизить число обусловленности. Также важно выбрать метод решения, 
который был бы численно устойчивым. В данной работе предлагается подход, с исполь-
зованием специальной формы расширенных регуляризованных нормальных уравнений. 
Этот подход позволяет решить систему уравнений при существенно меньших значениях 
параметра регуляризации, а также снизить погрешности решения. В данной работе рас-
сматривается использование этого подхода применительно к задаче построения гипер-
спектральных изображений в фильтровом спектрометре.  
1. Постановка задачи 





    (1) 
Будем считать для определенности, что ]),,[],([),(),,(),,( badcCsxKsxKsxK sx   
   dcCfbaCu ,   ,,  . 
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Для этого уравнения операторного уравнения не выполняются условия корректности. 
 Рассмотрим систему алгебраических уравнений, к которой сводится рассматриваемое 
интегральное уравнение (1) 
𝐴𝑥 = 𝑏,                                (2) 
где матрица 𝐴 ∈ 𝑅𝑛×𝑚, 𝑏 ∈ 𝑅𝑛.  




которое является эквивалентным решению смещенной нормальной системы 
(𝐴𝑇𝐴 + 𝛼2𝐸)𝑥 = 𝐴𝑇𝑏,                         (3) 
где 𝛼2–параметр регуляризации. 
Число обусловленности системы (3) находится как 
𝑐𝑜𝑛𝑑2(𝐴






где 𝜎1 ≥ 𝜎1 ≥ ⋯ ≥ 𝜎𝑚 - сингулярные числа матрицы A. 
Так как матрица системы симметричная, то, в случае хорошей обусловленности, она ре-
шается методом Холесского. Система (3) часто является плохо обусловленной, тогда 
применяют методы, основанные на ортогональных преобразованиях, но они ведут к зна-
чительному росту числа арифметических операций. Поэтому вместо системы (3) в работе 
предложено рассмотреть подход на основе расширенной регуляризованной системы 
уравнений. 
2. Метод расширенной регуляризованной нормальной системы. 
Вместо системы (3) в работе предлагается рассмотреть эквивалентную ей систему ал-










),                                     (4) 
где 𝑟 = 𝑏 − 𝐴𝑥– вектор невязки. 
Число обусловленности матрицы системы (4) незначительно меньше числа обусловлен-
ности матрицы нормальной системы уравнений (3). Поэтому с целью снижения числа 













) ↔ С(𝛽) = 𝑑.            (5) 
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Регуляризованная нормальная система эквивалентна регуляризованной расширенной си-




+ 𝛼2, где 
𝜎𝑚 – минимальное сингулярное число матрицы 𝐴.  






Таким образом, рассматриваемый подход позволяет повысить численную устойчивость 
рассматриваемой задачи и снизить погрешности при нахождении решения системы 
уравнений (2). 
3. Численное решение уравнения Фредгольма первого рода в задаче восстановления 
гиперспектральных изображений в рамках абсорбционной спектрометрии 
Рассмотрим задачу восстановления гиперспектральных изображений в рамках абсорбци-
онной спектрометрии, на примере, гиперспектрометра использующего спектральный 
фильтр[3-6]. В [6] фильтр имеет размеры 12х60мм. Если разделить фильтр по длинной 
стороне на узкие участки, то каждый из этих участков будет иметь узкий спектр пропус-
кания шириной 7-10нм. От одного конца фильтра к другому спектральная полоса про-
пускания участков будет плавно перемещаться по спектру от 400 до 700нм. На рис. 1 
схематично изображено разделение фильтра на различные области пропускания. 
 
Рис. 1. Схема разделения фильтра на области с различными спектрами пропускания 
На рис. 2 представлена оптическая схема абсорбционного гиперспектрометра использу-
ющего специальный спектральный фильтр. Объектив формирует изображение исследуе-
мого объекта на матрицу камеры. Спектральный фильтр закреплен на линейный одноко-
ординатный моторизованный столик перед камерой и перемещается, с помощью него, из 
положения А в положение В. В результате такого перемещения каждый участок фильтра 
имеющий узкий спектр пропускания пройдет через все изображение формируемое объ-
ективом. И на выходе получится серия изображений, структура которых представлена на 
рис. 3.  
Для получения спектрального разрешения гиперспектральных изображений выше чем 
спектральное разрешение используемого фильтра необходимо решить уравнение Фред-
гольма первого рода. В этом случае значение сигнала на матрице по растру изображения 
A(x,y) будет определяться формулой 
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 dyxSxyxA              (6) 
где  τ(λ,x) - коэффициент пропускания спектрального фильтра, η(λ) – спектральная чув-
ствительность ПЗС матрицы λ1, λ2 - границы спектрального диапазона работы спектро-
метра, S(λ,x,y) – гиперспектральное изображение.  
 
Рис. 2. Оптическая схема гиперспектрометра использующего спектральный фильтр Linear Variable VIS Bandpass Filter. 
1 - объектив; 2 - линейный однокоординатный моторизованный столик; 3 - спектральный фильтр; 4 - камера. 
 
Рис. 3. Структура первоначальных изображений полученных гиперспектрометром 
Функции A(x,y) и  τ(λ,x) на практике измеряются с использованием ПЗС матриц, которые 
в зависимости от их качества и условий съемки накладывают на измерения шумовую со-
ставляющую и приводят к погрешностям. В среднем для обычных матриц погрешность 
получается 1-2%. Такая погрешность может полностью исказить решение полученной 
СЛАУ. Для уменьшения влияния данных погрешностей можно воспользоваться метода-
ми регуляризации. 
Интегральное уравнение (6) сводится к системе линейных уравнений 
 




или в полностью дискретной форме 
 




где l – номер пиксела в столбце, j – номер зоны пропускания спектрального фильтра, i – 
номер дискретной длины волны, Aj(l)-яркость j-го пиксела в столбце. 
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В результате вычислительного эксперимента была сформирована система линейных 
уравнений (2) с матрицами: 𝐴 ∈ 𝑅242∗351, 𝑏 ∈  𝑅242, 𝑥 ∈ 𝑅351. 
Число обусловленности матрицы A: cond(𝐴) =4.0660e+8. Число обусловленности матри-
цы cond(𝐴𝑇𝐴): 𝐴𝑇𝐴 =4.0660e+19, 𝛼2 = 0.01. С целью снижения числа обусловленности 
будем решать систему вида (5). Числа обусловленности данной системы приведены в 
таблице 1. 
Табл. 1. Числа обусловленности 
𝜷 Cond( 𝑪(𝜷)) 
𝜷 = 𝟏 7.7044 ∗ 108 
𝜷 = 𝜷∗ 3.4365 ∗ 10
5 
𝜷 = 𝜷∗∗ 1.4302 ∗ 10
6 
Пусть и матрица, и правая часть системы заданы с некоторой погрешностью, тогда наря-
ду с системой (2) рассматривается система 
(𝐴 + ∆𝐴)(𝑥 + ∆𝑥) = 𝑏 + ∆𝑏,               (9) 









),             (10) 
Из неравенства (10) видно, что число обусловленности определяет, насколько погреш-
ность входных данных может повлиять на решение системы. Поэтому при малых по-
грешностях исходных данных и выборе параметра 𝛽 = 𝛽∗, опираясь на результаты, при-
веденные в таблице 1, мы можем прогнозировать наименьшую погрешность в решении. 
Заключение 
Рассмотрен новый подход для решения интегральных уравнений Фредгольма первого 
рода, в рамках задачи построения высокоразрешающего изображающего спектрометра 
на основе спектральных фильтров. Данный подход позволяет эффективно вычислять 
нормальные псевдорешения плохо обусловленных систем линейных алгебраических 
уравнений и находить приемлемое по точности решение интегрального уравнения, что 
позволяет говорить о практической применимости метода для изображающей спектро-
скопии. 
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