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Abstract
In the present paper we consider the motion of a very heavy tracer particle in a medium of a very
dense, non-interacting Bose gas. We prove that, in a certain mean-field limit, the tracer particle will
be decelerated and come to rest somewhere in the medium. Friction is caused by emission of Cerenkov
radiation of gapless modes into the gas. Mathematically, a system of semilinear integro-differential
equations, introduced in [FSSG10], describing a tracer particle in a dispersive medium is investigated,
and decay properties of the solution are proven. This work is an extension of [FGS10]; it is an extension
because no weak coupling limit for the interaction between tracer particle and medium is assumed. The
technical methods used are dispersive estimates and a contraction principle.
1 Introduction
In [FSSG10] a model of quantum friction is introduced. A tracer particle is coupled to a bath of identical
bosons. It is heuristically motivated that the regime of a very dense but weakly interacting bose gas, and
heavy tracer particle, corresponds to a classical limit, and the model reduces to a classical Hamiltonian
system for (X,P ), the position and momentum of the tracer particle, and β(x), the fluctuation from the
mean density ρ0 of the bosons.
The resulting equations are
X˙t =
Pt
M
, (1.1)
P˙t =−∇XV (Xt)− g
∫
∇XW (x−Xt)(|βt(x)|2 + 2
√
ρ0
g2
Reβt(x))dx, (1.2)
iβ˙t(x) =(− 1
2m
∆+ gW (x−Xt))βt(x) +√ρ0W (x−Xt)
+κ[φ ∗ (|βt|2 + 2
√
ρ0
g2
Reβt)](x)(βt(x) +
√
ρ0
g2
) , (1.3)
where V is an external potential affecting only the tracer particle, W is a two-body potential modelling
the interaction between tracer particle and the medium, φ is a two-body potential modelling the inter-
action between medium particles, and g, κ are coupling constants. See [FSSG10, FGS10] for a detailed
description of the model.
These equations are Hamiltonian with Hamilton functional
H(X,P, β, β¯) =
P 2
2M
+ V (X) +
∫ [
1
2m
|∇β(x)|2 + gW (x−X)(|β(x)|2 + 2
√
ρ0
g2
Reβ(x))
]
dx
+
κ
2
∫∫
(|β(x)|2 + 2
√
ρ0
g2
Reβ(x))φ(x− y)(|β(y)|2 + 2
√
ρ0
g2
Reβ(y))dxdy ,
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and the standard symplectic form P ′ ·X − P ·X ′ + 2i Im ∫ β¯β′.
In [FGS10], the model of a non-interacting medium without external forcing (κ = 0, V = 0) and a tracer
particle that is weakly coupled to the medium (g → 0) is studied. In the present paper, we go one
step further and restore the full coupling of the tracer particle to the medium, that is, we consider the
following parameter regime:
κ = 0 and g 6= 0.
The case of an interacting medium (κ 6= 0) will hopefully be treated in a forthcoming paper.
The equations take the form
X˙t =
Pt
M
P˙t = −∂xV (Xt)− g
∫
R3
∂xW
Xt
(
|βt(x)|2 + 2
√
ρ0
g2
Reβt(x)
)
dx (1.4)
iβ˙t(x) = h
Xtβt +
√
ρ0W
Xt ,
where hXt := − 1
2m
∆+ gWXt and WXt(x) :=W (x−Xt).
In the main part of the paper we consider the cases the external potential V vanishes, and prove that
the tracer particle experiences friction and is decelerated to a full stop. We prove a lower bound for the
strength of this friction mechanism, namely |Pt| ≤ ct−1−ε, t→∞, for some explicit ε > 0 depending on
the initial conditions. At large times, the medium is shown to exhibit the expected behavior: It forms
a “splash” that follows the motion of the tracer particle. Remarkably, even though initial conditions β0
can be chosen to be very small (in L2-sense), the splash that the medium forms eventually is not square
integrable. This is a consequence of the fact that we chose the medium to be non-interacting. This fact
is also responsible for making it difficult to “guess” the right asymptotic behaviour of |Pt| on a heuristic
level. See [FSSG10, FGS10] for a more thorough discussion.
The second author, together with his collaborators, considered in [FGS10] the problem with κ = g = 0.
They found completely analogous results. Nevertheless, our findings are interesting in their own right as
we treat a particle coupled fully to the medium (as opposed to a weak coupling limit), which is usually
a much harder problem. The main technical difference is that the generator of time evolution of the
reservoir, hXt = −∆+ gWXt , depends on time, for g 6= 0, through the position, Xt, of the particle.
The remainder of the paper is organized as follows. In section 2, we present the main mathematical
result. In section 3, we analyze the local well-posedness. In section 4, we recast the equations in a more
convenient form; in particular, we expand the time-dependent propagator around its value at some fixed
large time, and we split the equation for Pt into linear and non-linear parts. In section 5, we apply a
contraction principle to prove the existence of the solution Pt with the desired decay, and in section 6 we
prove the main theorem. Technical proofs of various propositions used along the way have been relegated
to the appendix.
2 Main theorem
In order to be able to state a precise theorem, introduce the continuous, monotonically increasing function
Ω : (−∞, 1)→ R+,
Ω(δ) :=
1
π
∫ 1
0
1
1 + (1− r) 12
(1− r)− 12
(
1
1− 2δ (r
− 1
2 − r−δ) + r 12−δ
)
dr . (2.1)
By numerical simulation we find that there exists a constant δ∗ ≃ 0.66 such that
Ω(δ∗) = 1.
Moreover, for any constant δ < δ∗, we have
Ω(δ) < 1.
For the system of equations (1.4) we prove the following main theorem,
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Theorem 2.1. Suppose that in (1.4) the external potential vanishes, V ≡ 0, and the potential W is
smooth, spherically symmetric, decays rapidly at |x| =∞, and satisfies
|Ŵ (0)| 6= 0 .
Then, for any δ ∈ I := ( 1
2
, δ∗) there exists a g0 > 0 and an ε0 > 0 such that if 0 ≤ g ≤ g0 and
‖〈x〉5β0‖2, |P0| ≤ ε0 and ‖〈x〉3∂xβ0‖2 <∞ then
|Pt| ≤ ct− 12−δ as t→∞, (2.2)
and
lim
t→∞
‖〈x〉−3(βt +√ρ0(hXt)−1WXt)‖2 = 0 . (2.3)
In particular, the particle comes to rest after a finite distance: There is an X∞ ∈ R3 such that Xt → X∞,
and
βt → −√ρ0(hX∞)−1WX∞ /∈ L2(R3) .
The theorem will be proved in section 6.
Now we present the main difficulties in the proof and the strategies of overcoming them. Similar to
what was proved in [FGS10], we start with decomposing the equation for P˙t into a linear and a non-linear
part. Part of the linear equations can be solved explicitly, and we use the solution to rewrite the equation
for Pt in terms of this solution and the non-linear part. Since we expect that the momentum Pt decays
for large times t it is reasonable to assume that eventually the dynamics is dominated by the linear part.
The detailed knowledge of the decay properties of the solution to the linear part and standard dispersive
estimates enable us to use a contraction principle to establish the claim. It is recommended that the
reader consult [FGS10] for a more precise outline of the general strategy which is almost identical to the
present case.
There is one major technical difference to the model studied in [FGS10], namely that the generator
of time evolution, hXt = −∆ + gWXt , depends on time through the position, Xt, of the particle.
Mathematically, this makes it more involved to cancel various terms by symmetry considerations, and,
as an additional complication, the generator of translations, ∂x, no longer commutes with h
Xt . We treat
this as follows. Since we expect that the particle will come to rest at some X∞ ∈ R3, we expand the
propagator U(t, s) gererated by hXt = −∆+ gWXt around the “instantaneous” propagator, e−ihXt t, at
some large time t where
e−ih
Xt t = e−ih
XT t
∣∣
t=T
is to be understood. By Duhamel’s principle we obtain
U(t, 0) = e−ih
Xt t − i
∫ t
0
e−ih
Xt (t−s)(Xs −Xt) · ∂xWXte−ih
Xtsds+ . . . .
To facilitate later discussions we rescale the equation such that
2m = 1, |Ŵ (0)| = 1.
3 The local well-posedness
In this section we discuss the local well-posedness of solutions to equation system (1.4).
Apply Duhamel’s principle on the last equation of (1.4) to obtain
βt = U(t, 0)β0 − i√ρ0
∫ t
0
U(t, s)WXs ds , (3.1)
where U(t, s) is the propagator generated by the operators hXτ = −∆+gWXτ , τ ∈ [s, t]. Since the right
hand side does not depend on β·, one can see that for any given trajectory X· there exists a solution β·,
with βt ∈ L2(R3) for any time t ∈ [0,∞).
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To simplify the problem we plug (3.1) into (1.4). Based on the discussion above, the local existence
of the solution is transformed into the local existence of the trajectory and momentum. The latter can
be achieved by a standard iteration technique. The proof is simple, but tedious. Hence we omit the
details here.
Furthermore, we observe that if β0 ≡ 0 and P0 = 0 then Xt = X0 and Pt = 0 is a solution. This,
together with the local well-posedness, implies that a small solution exists in a large time interval. This
is the content of the next theorem.
Theorem 3.1. The equation (1.4) is locally well-posed: If P0 ∈ R3 and 〈x〉3β0 ∈ L2(R3) then there
exists a time Tloc = Tloc(|P0|, ‖〈x〉3β0‖2) such that |Pt| < ∞ for any time t ≤ Tloc. Moreover, for any
Tloc > 0 there exists an ε0(Tloc) such that if |P0|, ‖〈x〉3β0‖2 ≤ ε0(Tloc) then P satisfies the estimate
|Pt| ≤ T−2loc t ∈ [0, Tloc] . (3.2)
4 Reformulation of the problem
We begin with presenting the main difficulties and the strategies in overcoming them. Equation (3.1),
obtained from the last equation in (1.4), does not help directly in our analysis. To illustrate the difficulty
we plug (3.1) into the right hand side of the second equation of (1.4). One of the terms we obtain is
Ψt := ρ0Re i〈∂xWXt ,
∫ t
0
U(t, s)WXs〉 ds.
In order to show Pt → 0 as t→∞, we have to prove that this term is small. To this end, we will prove
that |Xt −Xs| is small, which yields
U(t, s)WXs = ei(t−s)h
Xt
WXt +O(|Xt −Xs|). (4.1)
Put this into the expression for Ψ to find that the contribution of the first term is zero because W is a
spherically symmetric function. To make this rigorous and to further control the terms in O(|Xt −Xs|)
we Duhamel-expand the term U(t, s)WXs around ei(t−s)h
Xt
WXt to a certain order.
However, as it turns out, it is not convenient to work on the term U(t, s)WXs as some of the informa-
tion becomes hard to see. In what follows we present a different approach with the Duhamel expansion
still being the underlying idea.
Since the generator hXt depends on the position Xt of the particle, we expand it around its value at
a position XT for any fixed time T > 0. Define β¯
X := −√ρ0(hX)−1WX and introduce a new function
δt = δt,T by
βt − β¯XT −√ρ0
N0∑
|α|=1
1
α!
(Xt −XT )α∂αx (hXT )−1WXT =: δt . (4.2)
Here the positive integer N0 is defined as
N0 := min{n ∈ N : (n+ 1)(δ − 1
2
) ≥ 3
2
+ δ}. (4.3)
Recall the constant δ in Theorem 2.1. The motivation for choosing N0 as above is that if we can prove
|Pt| = O(t− 12−δ), then |Xt −XT |N0+1 = O(t− 32 ).
Now, δt satisfies the equation
iδ˙t = h
XT δt + g(W
Xt −WXT )δt − i
√
ρ0
M
Pt ·
N0∑
|α|=1
1
α!
α(Xt −XT )α−1∂αx (hXT )−1WXT −G1
δ0 = β0 − β¯XT −√ρ0
N0∑
|α|=1
1
α!
(X0 −XT )α∂αx (hXT )−1WXT , (4.4)
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where αXα−1 means the vector X = (α1X(α1−1,α2,α3), α2X(α1,α2−1,α3), α3X(α1,α2,α3−1)), and the term
G1 is defined as
G1 := h
XtrN0 , (4.5)
with rN0 defined by
β¯Xt =: β¯XT +
√
ρ0
∑
|α|≤N
1
α!
(Xt −XT )α∂αx (hXT )−1WXT + rN0 , (4.6)
and estimated in the following lemma. Define an estimating function µ : R+ → R+ by
µ(t) := max
0≤s≤t
(1 + s)
1
2
+δ|Ps| . (4.7)
and recall the definition of N0 in (4.3).
Lemma 4.1. If µ(t) ≤ 1 in the interval [0, T ], then in the same interval the function rN0 in (4.6)
satisfies the estimate
‖〈x〉3hXtrN0‖2 ≤ CN0 |Xt −XT |N0+1. (4.8)
‖〈x〉−3rN0‖2 ≤ CN0 |Xt −XT |N0+1. (4.9)
Proof. Use the fact rN0(s) is the remainder term in the Taylor expansion of (h
Xs)−1WXs to write the
expression as
rN0(s) = (−1)N0+1
∫ s
t
∫ s1
t
. . .
∫ sN0
t
∂j1x . . . ∂
jN0+1
x (h
XsN0+1 )−1W
XsN0+1 X˙
jN0+1
sN0+1
. . . X˙j1s1ds .
The claim follows immediately by Taylor-expanding the function β¯t around β¯T in the vector variable
Xt −XT . To control the remainder we have used the fact that (hX)−1 is a bounded operator from L2,3
to L2,−3, and the exponential decay of W .
Using Duhamel’s principle we can rewrite δt in the form
δt = e
−ihXT tδ0 − ig
∫ t
0
e−ih
XT (t−s)[WXs −WXT ]δsds
−
√
ρ0
M
N0∑
|α|=1
1
α!
∫ t
0
e−ih
XT (t−s)∂αx (h
XT )−1WXTPsα(Xs −XT )α−1ds+ i
∫ t
0
e−ih
XT (t−s)G1(s)ds .
(4.10)
The function δt admits the following estimate:
Proposition 4.2. If µ(T ) ≤ 1 then for any τ ≤ T we have
‖〈x〉−3δτ‖2 . (1 + τ )−
1
2 . (4.11)
The proposition will be proved in Appendix A.
In what follows we derive an equation for P˙t. To this end, we rewrite equation (4.10) for δt as
δt = e
−ihXT t√ρ0(X0 −XT ) · ∂x(hXT )−1WXT −
√
ρ0
M
∫ t
0
e−ih
XT (t−s)Ps · ∂x(hXT )−1WXT ds
+ e−ih
XT t(β0 − β¯XT +√ρ0
N0∑
|α|=2
1
α!
(X0 −XT )α∂αx (hXT )−1WXT )
− ig
∫ t
0
e−ih
XT (t−s)[WXs −WXT ]δsds
−
√
ρ0
M
N0∑
|α|=2
1
α!
∫ t
0
e−ih
XT (t−s)∂αx (h
XT )−1WXTPsα(Xs −XT )α−1ds+ i
∫ t
0
e−ih
XT (t−s)G1(s)ds
=:
6∑
n=1
Dn(t) , (4.12)
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where D1 and D2 will be the main terms (being linear in Pt) in the equation for P˙t, whereas D3 through
D6 will constitute remainder terms.
Recalling (1.4) and using βT = β¯
XT + δT we thus arrive at the following equation for P˙t, where we
evaluate at t = T to effect the cancelations due to spherical symmetry, which is only perfect when all
centers agree:
P˙t
∣∣
t=T
=− 2ρ0Re 〈∂xWXT , e−ih
XT T (X0 −XT ) · ∂x(hXT )−1WXT 〉
− 2g√ρ0Re 〈β¯XT ∂xWXT , e−ih
XT T (X0 −XT ) · ∂x(hXT )−1WXT 〉
+ 2
ρ0
M
Re 〈∂xWXT ,
∫ T
0
e−ih
XT (T−s)Ps · ∂x(hXT )−1WXT ds〉
+ 2g
√
ρ0
M
Re 〈β¯XT ∂xWXT ,
∫ T
0
e−ih
XT (T−s)Ps · ∂x(hXT )−1WXT ds〉
+R(P, T ) ,
with R(P, T ) defined as
R(P,T ) =− 2√ρ0〈(1 + g√
ρ0
β¯XT )∂xW
XT ,
6∑
n=3
Dn〉 − g〈∂xWXT , |δT |2〉 (4.13)
=
7∑
k=3
D˜k ,
where the D˜k are naturally defined. By shifting the center of integration and using the spherical symmetry
of W the above equation is equivalent to (k = 1, 2, 3)
P˙
(k)
T =− 2ρ0Re 〈(1 +
g√
ρ0
β¯)∂xkW , e
−ihT (X0 −XT )k∂xk(h)−1W 〉
+ 2
ρ0
M
Re 〈(1 + g√
ρ0
β¯)∂xkW ,
∫ T
0
e−ih(T−s)P (k)s ∂xk(h)
−1Wds〉
+R(P, T )k .
Since T > 0 is arbitrary we have
P˙t = L(P )(t) +R(P, t) , (4.14)
where L(P ) is defined as
L(P ) :=
L(P (1))L(P (2))
L(P (3))
 .
Remark: From now on, we will write t for T for esthetic reasons.
5 The existence of the solution in the infinite time interval
It is hard to derive a decay estimate for Pt directly from (4.14). In what follows we will rearrange terms
until a fixed point theorem becomes applicable.
We will express the solution of the full equation (4.14) in terms of the solution K(t) of one part of
the linear equation,
K˙(t) = ZRe 〈[1− g(h)−1W ]∂x1W ,
∫ t
0
e−ih(t−s)K(s)∂x1(h)
−1Wds〉 , (5.1)
K(0) = 1. (5.2)
Here the constant Z ∈ R+ is defined as
Z := 2
ρ0
M
.
In Appendix B we prove the following lemma,
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Lemma 5.1. Let K(t) be a solution of equation (5.1) with K(0) = 1. Then there exist real constants
C1, C2 such that as t→∞
ZK(t) =
3√
2
π−
5
2 (1 +C1g)t
− 1
2 + C2t
−1 +O(t−
3
2 ) . (5.3)
With K(t) at hand, we can write the Duhamel-like formula
Pt = K(t)P0 + Z
∫ t
0
K(t− s)Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉
∫ s
0
Ps1ds+
∫ t
0
K(t− s)R(P, s)ds .
(5.4)
We now manipulate (5.4) and (4.14) to obtain an effective equation for Pt. Since the procedure is very
similar to [FGS10] we will go through the steps quickly.
We integrate both sides of (4.14) from 0 to t, then multiply by K(t) to obtain
K(t)Pt = K(t)P0 +K(t)
∫ t
0
Φ(s)ds
where Φ(s) stands for various terms on the right hand side of (4.14). Now we use this equation to
subtract (5.4), then manipulate the linear terms of Pt in (5.4) and Φ and use the observation Re 〈[1−
gh−1W ]∂x1W, (ih)
−1∂x1h
−1W 〉 = 0 to find
Pt =
1
1−K(t)A(P )(t) +
1
1−K(t)
∫ t
0
[K(t− s)−K(t)]R(P, s)ds , (5.5)
where the linear operator A is defined by
A(P )(t) =− Z
∫ t
0
[K(t − s)−K(t)]Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉
∫ t
s
Ps1ds1ds
+ ZK(t)Re 〈[1− g(h)−1W ]∂x1W , (−ih)−1
∫ t
0
[e−ih(t−s) − e−iht]Psds∂x1(h)−1W 〉 (5.6)
+ Z
∫ t
0
K(t− s)Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉ds
∫ t
0
Ps1ds1 .
In the rest of the paper we focus on studying (5.5). We start with casting the equation in a Banach
space setting, so that a fixed point theorem applies. In order to rewrite the equation for Pt as the
integral equation (5.5) we had to divide by 1 −K(t), which needs some care for small values of t since
K(t)→ 1 as t→ 0. But because we know from Lemma 5.1 that K(t)→ 0 for t→∞, it suffices to wait
long enough before dividing by 1 − K(t). Therefore, we divide the time interval [0,∞) into two parts
[0, Tloc) and [Tloc,∞). Introduce a family of Banach spaces that reflects the self-consistent assumption
Pt = O(t
− 1
2
−δ),
Bδ,Tloc := {f : t
1
2
+δf ∈ L∞[Tloc,∞)}
with norm
‖f‖δ,Tloc := ‖t
1
2
+δf‖∞ .
On the finite interval [0, Tloc) we can use standard existence and uniqueness results to solve (5.4), and
for the infinite interval [Tloc,∞) we use a fixed point theorem. Introduce the Heaviside function χTloc :=
1[0,Tloc) and rewrite (5.5) as
Pt = Υ((1− χTloc )P )(t) +Gt, (5.7)
where
Υ((1− χTloc )P )(t) :=
1
1−K(t)A((1− χTloc)P )(t) +
1
1−K(t)
∫ t
0
[K(t − s)−K(t)][R(P, s)−R(χTlocP, s)]ds
Gt :=
1
1−K(t)A(χTlocP )(t) +
1
1−K(t)
∫ t
0
[K(t − s)−K(t)]R(χTlocP, s)ds .
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Now we present the strategy of applying the fixed point theorem. To this end two criteria have to be
verified: the nonlinear operator Υ maps a small neighborhood of 0, in the space Bδ,T , into itself and is
contractive; the function Gt is sufficiently small in the space Bδ,T .
The following two propositions, to be proven in the appendix, show that for Tloc large enough,
Υ((1 − χTloc )P )(t) : Bδ,Tloc → Bδ,Tloc is indeed a contraction, and Gt is small in Bδ,Tloc if the initial
conditions for P and β are small enough, which will allow us to prove the main theorem. Recall the
definition of Ω from (2.1).
Proposition 5.2. There is an M > 0 such that for Tloc ≥M the mapping Υ((1−χTloc)P )(t) : Bδ,Tloc →
Bδ,Tloc is a contraction, or more precisely:
(1) For any function q ∈ Bδ,Tloc
t
1
2
+δ
∣∣ 1
1−K(t)A((1− χTloc)qt)
∣∣ ≤ [ 1
π
Ω(δ) + ε(Tloc) +O(g)]‖qt‖δ,Tloc ,
where ε(Tloc)→ 0 as Tloc →∞.
(2) Recall that the solution P exists in the time interval [0, Tloc] according to Theorem 3.1. Suppose
that Q1, Q2 : [0,∞)→ R3 are two functions satisfying
Q1(t) = Q2(t) = Pt for t ∈ [0, Tloc] ,
and in the interval [Tloc,∞)
‖Q1‖δ,Tloc , ‖Q2‖δ,Tloc ≪ 1 .
Then,
t
1
2
+δ
∣∣ 1
1−K(t)
∫ t
0
[K(s − t)−K(t)][R(Q1, s)−R(Q2, s)]ds
∣∣ . (‖Q1‖δ,Tloc + ‖Q2‖δ,Tloc ) ‖Q1 −Q2‖δ,Tloc .
Proposition 5.3. Suppose that Tloc ≥ M (see Proposition 5.2) and |P0|, ‖〈x〉3β0‖2 ≤ ε0(Tloc) (see
Theorem 3.1). Then Gt is in the Banach space Bδ,Tloc , and its norm is small. Specifically, for any
t ≥ Tloc
t
1
2
+δ
∣∣ 1
1−K(t)A(χTlocP )(t)
∣∣ ≤ ε(Tloc)
t
1
2
+δ
∣∣ 1
1−K(t)
∫ t
0
[K(t− s)−K(t)]R(χTlocP, s)ds
∣∣ ≤ ε(Tloc) ,
with ε(Tloc)→ 0 as Tloc →∞.
Key ideas As we have stated above, the proof of these propositions can be found in the appendix,
but we want to give here the key ideas.
To prove that Gt = G(χTlocP·)(t) is small we need to choose the initial conditions suitably small.
For notice that Gt is defined in terms of χTlocP· and the initial condition β0; moreover, Theorem 3.1
states that for |P0| and ‖〈x〉3β0‖2 small enough we have |Pt| ≤ T−2loc for any 0 ≤ t ≤ Tloc. This makes it
plausible that we can prove ‖Gt‖δ,Tloc → 0 as Tloc →∞.
The proof of Proposition 5.2 is more involved because Υt = Υ((1−χTloc )P·)(t) is defined in terms of
the infinite time trajectory, χ[Tloc,∞)P·. For brevity, write
f(s) := Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉 ,
so that the first term in the definition of A(P )(t) takes the form
Γ1((1− χTloc )P·) := −Z
∫ t
0
[K(t − s)−K(t)]f(s)
∫ t
s
(1− χTloc)Ps1ds1ds .
We already know the decay of K(t) = O(t−
1
2 ) from Lemma 5.1, and standard dispersive estimates give
f(t) = Ct−
3
2 (1 + C˜g) + o(t−
3
2 ) ,
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for some explicit constant C. This, combined with the self-consistent assumption Pt = O(t
− 1
2
−δ), is
enough to prove
‖Γ1((1− χTloc)P·)‖δ,Tloc ≤ [Ω1(δ) + ǫ(Tloc)]‖P‖δ,Tloc ,
where the constant Ω1(δ) is defined as Ω1(δ) :=
1
(1−2δ)pi
∫ 1
0
1
1+(1−r)
1
2
(1−r)− 12 [r− 12−r−δ]dr, and ǫ(Tloc)→
0 as Tloc →∞. A similar computation can be made for the second term in the definition of A(P )(t) with
Ω1(δ) replaced by Ω2(δ) :=
1
pi
∫ 1
0
1
1+(1−r)
1
2
(1 − r)− 12 r 12−δdr . In the end, δ has to be chosen such that
Ω1(δ) + Ω2(δ) < 1 in order to effect a contraction.
The third term in the definition of A(P )(t) can be rewritten as
Γ3((1− χTloc)P·) : = Z
∫ t
0
K(t− s)f(s)ds
∫ t
0
(1− χTloc)Ps1ds1
= Z
∫ t
0
K(s)f(t− s)ds
∫ t
0
(1− χTloc)Ps1ds1
= K˙(t)
∫ t
0
(1− χTloc )Ps1ds1 ,
and by a modification of the proof of Lemma 5.1 we prove that K˙(t) = O(t−
3
2 ), so that it is again straight
forward to establish
‖Γ3((1− χTloc)P·)‖δ,Tloc ≤ ε(Tloc)‖P‖δ,Tloc ,
where ε(Tloc)→ 0 as Tloc →∞.
The proof of point (2) of Proposition 5.2 involves lengthy computations the core of which are the
propagator estimates proved in Appendix F.
6 Proof of Main Theorem 2.1
As discussed before, we divide the time interval [0,∞) into two parts, [0, Tloc) and [Tloc,∞) with Tloc
being a large constant. The existence of the solution in the finite domain was proven in Theorem 3.1.
For the infinite domain, Propositions 5.2 and 5.3 enable us to apply the contraction lemma on (5.7) to
see that there exists a small solution P in the space Bδ,Tloc . By the definition of Bδ,Tloc we have proven
(2.2).
To prove (2.3) it is sufficient to prove that
‖〈x〉−3δT,T ‖2 . T− 12 for any T ≥ 0
where the function δt = δt,T is defined in (4.2). This has been proved in Proposition 4.2.
The existence of X∞ is resulted by the fact P· = O(t−
1
2
−δ) is integrable in the region [Tloc,∞).
The proof is complete. 
A Proof of Proposition 4.2
For any time τ ≤ T we apply Duhamel’s principle to rewrite (4.4) as
δτ = e
−ihXT τδ0 − ig
∫ τ
0
e−ih
XT (τ−s)[WXs −WXT ]δsds
−
√
ρ0
M
N0∑
|α|=1
1
α!
∫ τ
0
e−ih
XT (τ−s)∂αx (h
XT )−1WXTPsα(Xs −XT )α−1ds+ i
∫ τ
0
e−ih
XT (τ−s)G1(s)ds
=:
4∑
n=1
Bn . (A.1)
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Now we estimate each term on the right hand side of (A.1). Recall the definition of µ(T ) in (4.7) and
the assumption µ(T ) ≤ 1. By the definition of δ0 and the propagator estimates of Proposition F.1 we
have
‖〈x〉−3B1‖2 = ‖〈x〉−3e−ih
XT τ [β0 − β¯XT −√ρ0
N0∑
|α|=1
1
α!
(X0 −XT )α∂αx (hXT )−1WXT ]‖2 (A.2)
≤ ‖〈x〉−3e−ihXT τβ0‖2 + ‖〈x〉−3e−ih
XT τ β¯XT ‖2
+
√
ρ0
N0∑
|α|=1
1
α!
|X0 −XT |α‖〈x〉−3e−ih
XT τ∂αx (h
XT )−1WXT ‖2
. (1 + τ )−
3
2 ‖〈x〉3β0‖2 + (1 + τ )−
1
2 + (1 + τ )−
3
2µ(T )
where in the third line we used the fact
|X0 −XT | ≤
∫ T
0
|Ps|ds . µ(T ) .
For the last line we recall the overarching hypothesis of Theorem 2.1 ‖〈x〉3β0‖2 ≤ ε0.
For B3 we have
‖〈x〉−3B3‖2 .µ(T )
∫ τ
0
(1 + τ − s)− 32 (1 + s)− 12−δds
.µ(T )(1 + τ )−
1
2
−δ ;
recall that we only consider δ ∈ ( 1
2
, δ∗) and δ∗ < 1. Similarly for B4,
‖〈x〉−3B4‖2 .µN0+1(T )
∫ τ
0
(1 + τ − s)− 32 (1 + s)− 32 ds
.µN0+1(T )(1 + τ )−
3
2 .
Since B2 depends on δτ , we have to proceed in a different way. Define the function Q by
Q(τ ) := max
0≤s≤τ≤T
(1 + s)
1
2 ‖〈x〉−3δs‖2 .
Then B2 admits the estimate
‖〈x〉−3B2‖2 .g
∫ τ
0
(1 + τ − s)− 32 ‖〈x〉3(WXT −WXs)δs‖2ds
.gQ(τ )
∫ τ
0
(1 + τ − s)− 32 |Xt −Xs| (1 + s)− 12 ds
.gQ(τ )µ(τ )
∫ τ
0
(1 + τ − s)− 32 [(1 + s) 12−δ − (1 + τ ) 12−δ] (1 + s)− 12 ds
.gQ(τ )µ(τ )(1+ τ )−
1
2
−δ
In the first line, we used the fact
|〈x〉3WX· | . 〈x〉−3 ,
which holds since |X·| is bounded, and in the last step Lemma A.1 has been used.
Collecting the estimates above we find
(1 + τ )
1
2 ‖〈x〉−3δτ‖ . gQ(τ ) + 1 + ε0 + µ(T ) ,
which by definition of Q(τ ) yields for any 0 ≤ τ ≤ T
Q(τ ) . gQ(τ ) + 1 + ε0 + µ(T ) .
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As g is small we obtain
Q(τ ) . 1 + ε0 + µ(T ) . 1 ,
which is the desired estimate.
The proof is complete.

In the proof of (D.4) the following result has been used.
Lemma A.1. ∫ t
0
(1 + t− s)− 32 (s 12−δ − t 12−δ)(1 + s)− 12 ds .(1 + t)− 12−δ. (A.3)
Proof. We start with deriving a convenient form
(t
1
2
−δ − s 12−δ) = −t 12−δs 12−δ(tδ− 12 − sδ− 12 ) .
To estimate the term tδ−
1
2 − sδ− 12 we consider two different regimes, 0 ≤ s ≤ t
2
and t
2
≤ s ≤ t. In the
first regime we use direct estimate, for the second we use Taylor expansion to find that for s ≤ t and any
ε > 0 there exists a constant c(ǫ) > 0
tε − sε ≤ c(ǫ) t− s
t1−ε
This implies∫ t
0
(1 + t− s)− 32 (s 12−δ − t 12−δ)(1 + s)− 12 ds .
∫ t
0
(1 + t− s)− 12 t−1s 12−δ(1 + s)− 12 ds
≤t−1
∫ t
0
(t− s)− 12 s−δds
≤t− 12−δ
∫ 1
0
(1− s)− 12 s−δ ds
.t−
1
2
−δ
where in the second step we rescaled variable s→ ts and in the last step we used δ < 1.
To remove the singularity at t = 0 we use a direct estimate on the expression to prove it is bound for
t ≤ 1.
The proof is complete.
The following result will be used later. Define a new function φ by
φt := δt + e
ihXT tβ¯XT . (A.4)
Corollary A.2.
‖〈x〉−3φt‖2 . (1 + t)−
1
2
−δ
Proof. The proof is based on an improvement of the proof of Proposition (4.4). Observe that the only
term not of order t−
1
2
−δ (or smaller) is −eihXT tβ¯XT , see (A.2). Recall that δ < 1. Hence by removing
this term we obtain the desired estimate.
The proof is complete.
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B Proof of Lemma 5.1
We follow the strategy of [FGS10]. Define Z := 2ρ0
M
and a function G : R→ C by
G(k + i0) :=
i
2
〈(h+ k + i0)−1∂x1(h)−1W , [1− g(h)−1W ]∂x1W 〉
− i
2
〈[1− g(h)−1W ]∂x1W , (h− k − i0)−1∂x1(h)−1W 〉 (B.1)
Now, we relate G to the solution K:
Lemma B.1. The solution K of (5.1) takes the form
K(t) = − 1
π
∫ ∞
−∞
Re
1
ik + ZG(k + i0)
cos ktdk.
In particular,
K(t) = 0 for t < 0.
The proof of Lemma B.1 is done as in [FGS10] and is not repeated here. With this explicit expression
for K, we can prove Lemma 5.1 with the help of the following lemma,
Lemma B.2. The function G(k + i0) satisfies
G(k + i0) =
{
(i− 1)pi2
3
(1 +O(g))k
1
2 + C1k +O(k
3
2 ) if k > 0
(−i− 1)pi2
3
(1 +O(g))|k| 12 +C2k +O(|k| 32 ) if k < 0
,
with C1, C2 being some constants.
Lemma B.2 is proven at the end of this section.
Proof of Lemma 5.1. Decompose K(t) into two parts,
K(t) = K+(t) +K−(t) ,
with
K+(t) := − 1
π
∫ ∞
0
Re
1
ik + ZG(k + i0)
cos ktdk
and
K−(t) := − 1
π
∫ 0
−∞
Re
1
ik + ZG(k + i0)
cos ktdk
Define a new function g : R+ → R by
|k|− 12 g(|k| 12 ) : = − 1
π
Re
1
ik + ZG(k + i0)
= − 1
Zπ
ReG
( k
Z
+ ImG)2 + (ReG)2
=
3(1 +O(g))
2π3Z
|k|− 12 (1 +O(k 12 )) ,
where we used the explicit form of G(k + i0) of Lemma B.2. By construction, the function g is smooth
on [0,∞) and satisfies (because G(k) is bounded as k →∞)
|g(ρ)| ≤ C(1 + ρ)−3 .
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Compute directly to obtain
K+(t) =
∫ ∞
0
k−
1
2 g(k
1
2 ) cos ktdk
= 2
∫ ∞
0
g(ρ) cos(ρ2t)dρ
= 2g(0)
∫ ∞
0
cos(ρ2t) +D
with D defined as
D := 2
∫ ∞
0
[g(ρ)− g(0)] cos(ρ2t)dρ .
The first term on the right hand side is the dominant one:
2g(0)
∫ ∞
0
cos(ρ2t)dρ = 2g(0)t−
1
2
∫ ∞
0
cos x2dx =
3(1 +O(g))
2
√
2Z
π−
5
2 t−
1
2 ,
where we used the Fresnel integral
∫∞
0
cos x2dx = (π/8)
1
2 .
We prove now that D is a correction of order t−
3
2 . This implies
K+ =
3(1 +O(g))
2
√
2Z
π−
5
2 t−
1
2 +O(t−1) .
Since we find by completely analogous computation
K− =
3(1 +O(g))
2
√
2Z
π−
5
2 t−
1
2 +O(t−1)
the claim follows.
To estimate D we first integrate by parts:
|D| = t−1|
∫ ∞
0
ρ−1[g(ρ)− g(0)]∂ρ sin(ρ2t)dρ|
= t−1|
∫ ∞
0
H(ρ) sin(ρ2t)dρ|
with H(ρ) := ∂ρ(ρ
−1[g(ρ) − g(0)]) a smooth function satisfying |H(ρ)| . (1 + ρ)−2. Write H(ρ) =
H(0) + ρ[ρ−1(H(ρ)−H(0))] and perform again integration by parts to obtain
|D| = t−1|H(0)||
∫ ∞
0
sin(ρ2t)dρ|+ 1
2
t−2 lim
ρ→0
|H(ρ)−H(0)|
ρ
+
1
2
t−2|
∫ ∞
0
∂ρ[ρ
−1(H(ρ)−H(0))]|dρ .
The first term on the right hand side can be computed explicitely,
t−1|H(0)||
∫ ∞
0
sin(ρ2t)dρ| = t− 32 |H(0)|
√
π
8
,
and the second term is obviously of order t−2. The last term is controlled by
t−2
∫ ∞
0
(1 + ρ)−2dρ . t−2
by the fact that |∂ρ[ρ−1(H(ρ)−H(0))]| . (1 + ρ)−2.
Proof of Lemma B.2. The basic idea is to expand (h + k)−1 around h−1. By classical results, see e.g.
[JK79], if the constant |g| in h = −∆+ gW is sufficiently small and W decays sufficiently fast at ∞, then
h has no zero-resonance or eigenvectors. This together with the discussions above and results in [JK79]
implies that
(h+ k)−1 = B0 + ζB1 + ζ
2B2 +O(ζ
3) , (B.2)
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in the topology of B(L2,3, L2,−3), Bi being operators in B(L2,3, L2,−3), namely
B0 = (1 + (−∆)−1gW )−1(−∆)−1
B1 =
1
4π
〈· , (1 + (−∆)−1gW )1〉(1 + (−∆)−1gW )1
and the variable ζ is defined by ζ := k
1
2 , where k is in the domain C\R+, and k 12 = k 12 > 0 for k > 0.
A minor difficulty in the present situation is that we cannot apply the expansion (B.2) directly
because ∂x1h
−1W /∈ L2,3. To make (B.2) still applicable we observe that for any k 6= 0, g ∈ R
(−∆+ gW )−1(−∆+ gW + k ± 0i)−1 = 1
k
[(−∆+ gW )−1 − (−∆+ gW + k ± 0i)−1]. (B.3)
There is one more minor difficulty: In applying this equation to study G(k + i0) it might happen that
G(k + i0) is singular at k = 0. For this we use the presence ∂x and the fact that W is spherically
symmetric, or simply using symmetries, to prove that the singular terms in G(k+ i0) are identically zero.
In the next we carry out the ideas presented above.
Observe that G(k + i0) contains two term, denote the two terms by G1(k + i0) and G2(k + i0), i.e.,
G(k + i0) = G1(k + i0) −G2(k + i0).
We start with studying G1(k + i0). Define a function W1 by
∂x1W1 := [1− g(h)−1W ]∂x1W .
Clearly, W1 is spherically symmetric and rapidly decaying. Use the second resolvent identity to rewrite
the first term of G(k),
G1(k + i0) =
i
2
〈[(−∆+ k + i0)−1 − (h+ k + i0)−1gW (−∆+ k + i0)−1]∂x1 [(−∆)−1 − (−∆)−1gWh−1]W ,∂x1W1〉
=
i
2
〈(−∆+ k + i0)−1∂x1(−∆)−1W ,∂x1W1〉
− i
2
〈(−∆+ k + i0)−1∂x1(−∆)−1gWh−1W , ∂x1W1〉
+
i
2
〈(h+ k + i0)−1gW (−∆+ k + i0)−1∂x1(−∆)−1W ,∂x1W1〉
− i
2
〈(h+ k + i0)−1gW (−∆+ k + i0)−1∂x1(−∆)−1gWh−1W ,∂x1W1〉
=A1 + A2 + A3 + A4 (B.4)
where the terms Al, l = 1, 2, 3, 4, are naturally defined as the four terms on the right hand side.
We claim that there exist constants Cl,n, l = 1, 2, 3, 4 n = 1, 2, 3 such that
Al = Cl,1 + Cl,2k
1
2 + Cl,3k +O(k
3
2 ) (B.5)
and moreover the constants Cl,n, l 6= 1 are of order O(g).
Suppose the claim holds. Then by the same techniques we prove the second term G2(k + i0) in
G(k + i0) can also be expanded in a form similar to (B.5). It is not difficult to see that the constant
terms cancel each other if G(k + i0) is defined for the point k = 0 (which we will prove), which makes
G(0 + i0) = 0. For the term of order k
1
2 we will compute the coefficient in the proof of the claim.
We start with proving (B.5) for l = 1. B1 is the main term in the sense that only B1 does not contain
the small factor g. We rewrite it as
i
2
〈(−∆+ k + i0)−1∂x1(−∆)−1W ,∂x1W1〉 =
i
6
〈(−∆+ k + i0)−1W ,W1〉 ,
for which (B.2) becomes applicable. The constant term in the expansion vanishes in the difference (B.1).
For the k1/2-term we get (consider first k > 0)
1
24π
k1/2(i− 1) 〈W , (1 + (−∆)−1gW 〉〈(1 + (−∆)−1gW ,W1〉
=
1
24π
k1/2(i− 1)[〈W , 1〉〈1 ,W 〉+O(g)] ,
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where we used W1 =W +O(g) in ‖·‖∞. Using 〈W , 1〉 = 〈1 ,W 〉 = (2π) 32 Ŵ (0) the last line equals
π2
3
k1/2(i− 1)(1 +O(g)) .
The case l = 2 is treated analogously and gives a contribution of order k
1
2O(g).
For the case l = 3 we rewrite the expression as
A3 =
i
2
〈(h+ k + i0)−1gW (−∆+ k + i0)−1∂x1(−∆)−1W ,∂x1W1〉
=g
i
2
〈(−∆+ k + i0)−1∂x1(−∆)−1W ,W (h+ k − i0)−1∂x1W1〉 . (B.6)
Now we apply (B.3) (with g = 0) and (B.2) above to expand the expression in k
1
2 . Observe that the
singular terms k−1 and k−
1
2 vanish by symmetry. Hence we have proved (B.5)
The term A4 can be treated in the exact same way and yields a contribution of order k
1
2O(g2).
C Proof of Point (1) of Proposition 5.2
Similar to [FGS10] we decompose the linear operator A, defined in (5.6), as follows,
A((1− χTloc)q) :=
3∑
k=1
Γk((1− χTloc)q) ,
where the terms Γk are defined as
Γ1 := −Z
∫ t
0
[K(t− s)−K(t)]Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉
∫ t
s
qs1(1− χTloc(s1))ds1ds
Γ2 := Z
∫ t
0
K(t− s)Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉ds
∫ t
0
qs1(1− χTloc(s1))ds1
Γ3 := ZK(t)Re 〈[1− g(h)−1W ]∂x1W , (−ih)−1
∫ t
0
[e−ih(t−s) − e−iht]qs(1− χTloc (s))ds∂x1(h)−1W 〉 .
Before the actual estimate we define two continuous functions Ω1, Ω2 : (−∞, 1)→ R+ by
Ω1(δ) :=
1
(1− 2δ)π
∫ 1
0
1
1 + (1− r) 12
(1− r)− 12 [r− 12 − r−δ]dr (C.1)
Ω2(δ) :=
1
π
∫ 1
0
1
1 + (1− r) 12
(1− r)− 12 r 12−δdr . (C.2)
Recall the function Ω(δ) introduced before Theorem 2.1. It is given by the sum Ω(δ) = Ω1(δ) + Ω2(δ),
and we compute
Ω(δ) =
1
πd(2d− 1) +
1
2
√
π
(
2Γ( 1
2
− δ)
Γ(1− δ) −
Γ(−δ)
Γ( 3
2
− δ)
)
.
Note that Ω(δ) has only apparent singularities at δ = 0, 1
2
. It is a continuous, monotonically increasing
function
Ω : (−∞, 1)→ R+
with the following properties
lim
δ→−∞
Ω(δ) = 0
Ω(0) = 1− log 4
π
≃ 0.56
Ω(
1
2
) = 1 +
log 4− 2
π
≃ 0.8 .
lim
δ→1
Ω(δ) =∞
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Numerical analysis suggests that Ω(δ) < 1 for all δ < 0.66.
Point (1) of Proposition 5.2 is covered by the following lemma,
Lemma C.1. If qt ∈ Bδ,Tloc then there is a small constant ε(Tloc) satisfying ε(∞) = 0 such that
|Γ1| ≤ t− 12−δ[Ω1(δ) + ε(Tloc)](1 +O(g))‖q‖δ,Tloc
|Γ3| ≤ t− 12−δ[Ω2(δ) + ε(Tloc)](1 +O(g))‖q‖δ,Tloc
|Γ2| ≤ t− 12−δε(Tloc)‖q‖δ,Tloc ,
Proof. We start with Γ2. The second term in the product is easy to estimate,
|
∫ t
0
qs1(1− χTloc(s1))ds1| ≤
∫ t
0
(1− χTloc (s1))s
− 1
2
−δ
1 ds1‖q‖δ,Tloc . ‖q‖δ,Tloc , (C.3)
where we used the fact that − 1
2
−δ > 1, hence s− 12−δ is integrable in [Tloc,∞). The first term is estimated
as follows. Apply the Fourier transform to the convolution function, then inverse Fourier transform to
find
Z
∫ t
0
K(t− s)Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉ds =
1
2π
∫ ∞
−∞
F (k)
ik + ZG(k + i0)
e−iktdk ,
where F (k) is defined as
F (k) : = Z
∫ ∞
0
eiksRe 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉ds
=
Z
2
∫ ∞
0
eiks[〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉+ 〈[1− g(h)−1W ]∂x1W , eihs∂x1(h)−1W 〉]ds
=
Z
2
[〈[1− g(h)−1W ]∂x1W , (−ih+ ik − 0)−1∂x1(h)−1W 〉+ 〈[1− g(h)−1W ]∂x1W , (ih+ ik − 0)−1∂x1(h)−1W 〉]
= −ZG(k + i0) .
Around k = 0, the term F (k)
ik+ZG(k+i0)
has the expansion
F (k)
ik + ZG(k + i0)
= −1 + Ck 12 +O(k) .
The constant term does not contribute, as is seen by integration by parts,∫ ∞
−∞
F (k)
ik + ZG(k + i0)
e−iktdk =
∫ ∞
−∞
1
it
∂k
(
F (k)
ik + ZG(k + i0)
)
e−iktdk ,
and the Fourier transform of k
1
2 is of order t−
3
2 . The detailed computations are identical to [FGS10] and
thus omitted. We obtain
|Z
∫ t
0
K(t− s)Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉ds| . (1 + t)−
3
2 . (C.4)
Combining (C.3) and (C.4), we have the desired estimate
|Γ2| . (1 + t)−
3
2 ‖q‖δ,Tloc ≤ T
− 1
2
loc (1 + t)
− 1
2
−δ‖q‖δ,Tloc .
Here the fact δ < 1 has been used.
Now, we turn to Γ1. Recall the asymptotic expression for K in Lemma (5.3),
ZK(t) =
3√
2
π−
5
2 (1 + Cg)t−
1
2 +O(t−1) , (C.5)
and that for Re 〈[1− g(h)−1W ]∂x1W , e−iht∂x1(h)−1W 〉 in (F.6) below.
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To estimate Γ1 we take the leading order terms K˜, M˜, Γ˜1 to approximate the functions in (C.5) and
(F.6), and Γ1,
ZK˜(t) :=
3√
2
π−
5
2 t−
1
2 (1 + Cg)
M˜ := − 1
3
√
2
π
3
2 t−
3
2 (1 + C˜g)
Γ˜1 := −Z
∫ t
0
[K˜(t− s)− K˜(s)]M˜(s)
∫ t
s
qs1 [1− χT (s1)]ds1ds .
Compute directly to obtain
|Γ˜1| ≤ 1 +O(g)
2π
∫ t
0
[(t− s)− 12 − t− 12 ]s− 32
∫ t
s
|qs1 |ds1ds
≤ 1 +O(g)
(1− 2δ)π
∫ t
0
[(t− s)− 12 − t− 12 ]s− 32 (t 12−δ − s 12−δ)ds‖qt‖δ,T
=
1 +O(g)
(1− 2δ)π
∫ t
0
(t− s)− 12 t− 12 1
(t− s) 12 + t 12
s−
1
2 (t
1
2
−δ − s 12−δ)ds‖qt‖δ,T ,
Change variables s = rt to obtain
|Γ˜1| ≤ t− 12−δ(1 +O(g))Ω1(δ)‖qt‖δ,T , (C.6)
where the constant Ω1 is defined in (C.1).
In what follows we estimate Γ1−Γ˜1. Divide the integration region [0, t] into three parts, [0, T
1
3
loc],[T
1
3
loc, t−
T
1
3
loc], and [t− T
1
3
loc, t] and denote these parts by Ik, k = 1, 2, 3, i.e.
Γ1 − Γ˜1 = I1 + I2 + I3. (C.7)
We start with estimating I1 :
I1 :=Z
∫ T 13
loc
0
[K(t− s)−K(s)]Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉
∫ t
s
qs1 [1− χTloc (s1)]ds1ds
−Z
∫ T 13
loc
0
[K˜(t− s)− K˜(s)]M˜(s)
∫ t
s
qs1 [1− χTloc (s1)]ds1ds .
For the term inside the integral we have
|K(t− s)−K(t)|, |K˜(t− s)− K˜(t)|
.t−
1
2 (t− s)− 12 s
t
1
2 + (t− s 12 )
+ (t− s)− 32 − t− 32 (C.8)
.t−
3
2 (1 + s)
because s ≤ T
1
3
loc, and t ≥ Tloc. And consequently
|K(t− s)−K(t)|Re 〈[1− g(h)−1W ]∂x1W , e−iht∂x1(h)−1W 〉+ |K˜(t− s)− K˜(t)||M˜(s)| . t−
3
2 s−
1
2 (1 +O(g)) .
Plug this into I1 to obtain
|I1| . t− 32 (1 +O(g))
∫ T 13
loc
0
s−
1
2 [s
1
2
−δ − t 12−δ]ds‖qt‖δ,Tloc = t−
3
2 2T
1
6
loc‖qt‖δ,Tloc ≤ t−
1
2
−δT
− 1
3
loc ‖qt‖δ,Tloc ,
(C.9)
where, recall that we only consider the regime t ≥ Tloc ≫ 1
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Now we turn to I2, which is defined by
I2 :=Z
∫ t−T 13
loc
T
1
3
loc
[K(t − s)−K(t)]Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉
∫ t
s
(1− χTloc(s1))qs1ds1ds
−Z
∫ t−T 13
loc
T
1
3
loc
[K˜(t− s)− K˜(t)]M˜(s)
∫ t
s
(1− χTloc(s1))qs1ds1ds
=Z
∫ t−T 13
loc
T
1
3
loc
[(K(t − s)−K(t))− (K˜(t− s)− K˜(t))]Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉×∫ t
s
(1− χTloc(s1))qs1ds1ds
+Z
∫ t−T 13
loc
T
1
3
loc
[K˜(t− s)− K˜(t)][Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉 − M˜(s)]
∫ t
s
(1− χTloc(s1))qs1ds1ds .
For the terms inside the integral we use the following estimates
|K(t − s)− K˜(t− s)| .(1 + t− s)−1,
|K(t) − K˜(t)| .(1 + t)−1,
|K˜(t− s)− K˜(t)| .t−1(t− s)− 12 s,
implied by (5.3) and
|Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉 − M˜(s)| .s−
5
2 ,
by (F.6) and
|
∫ t
s
(1− χTloc (s1))qs1ds1| . ‖qt‖δ,Tloc [s
1
2
−δ − t 12−δ].
to obtain
|I2| . T−
1
3
loc t
− 1
2
−δ‖qt‖δ,Tloc . (C.10)
For I3, we have
Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉 . t−
3
2 ,
and hence
|I3| =|Z
∫ t
t−T
1
3
loc
[K(t− s)−K(t)]Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉
∫ t
s
(1− χTloc(s1))qs1ds1ds
−Z
∫ t
t−T
1
3
loc
[K˜(t− s)− K˜(t)]M˜(s)
∫ t
s
(1− χTloc(s1))qs1ds1ds|
.
∫ t
t−T
1
3
loc
(|t− s|− 12 + t− 12 )ds t−1−δ‖qt‖δ,Tloc
.T
1/6
loc t
−1−δ‖qt‖δ,Tloc
≤T−1/3loc t−
1
2
−δ‖qt‖δ,Tloc . (C.11)
Putting (C.6), (C.7), (C.9), (C.10) and (C.11) together, we have shown that
|Γ1| . t− 12−δ[Ω1(δ) + ε(Tloc)](1 +O(g))‖qt‖δ,Tloc ,
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where ε(Tloc)→ 0, as Tloc →∞.
Finally, we turn to Γ3. Similar to the strategy in estimating Γ1, we start with retrieving the main part.
Define a new function V˜ to approximate the function V (t) := Re 〈[1− g(h)−1W ]∂x1W , (−ih)−1e−iht∂x1(h)−1W 〉
when t is large,
V˜ :=
√
2
3
π
3
2 (1 + C˜g)t−
1
2 .
To see this we simply integrate (F.6).
Now, define an approximation Γ˜3 of Γ3,
Γ˜3 := ZK˜(t)
∫ t
0
[V˜ (t− s)− V˜ (t)](1− χTloc (s))qsds
Compute
|Γ˜3| ≤t− 12 1
π
(1 +O(g))
∫ t
0
[(t− s)− 12 − t− 12 ]s− 12−δds‖qt‖δ,Tloc
=t−1
1
π
(1 +O(g))
∫ t
0
s
(t− s) 12 + t 12
(t− s)− 12 s− 12−δds‖qt‖δ,Tloc .
The change variables s = tr yields
|Γ˜3| ≤ t− 12−δ 1
π
(1 +O(g))
∫ 1
0
(1− r)− 12 1
1 + (1− r) 12
r
1
2
−δdr‖qt‖δ,Tloc = t−
1
2
−δΩ2(δ)(1 +O(g))‖qt‖δ,Tloc .
(C.12)
For the difference Γ3 − Γ˜3 we use almost the same techniques in (C.7) to obtain
|Γ3 − Γ˜3| .t−1−δ(1 +O(g)))‖qt‖δ,Tloc ≤ (1 +O(g))T
− 1
2
loc t
− 1
2
−δ‖qt‖δ,Tloc . (C.13)
Putting (C.12) and (C.13) together, we have shown
|Γ3| . t−
1
2
−δ[Ω2(δ) + ε(Tloc)](1 +O(g))‖qt‖δ,Tloc ,
which finishes the proof.
D Proof of Point (2) of Proposition 5.2
We start with a different results, then show it implies Point (2).
Lemma D.1. Let Q1 and Q2 be as in Proposition 5.2, and recall the definition of R(P, t) in (4.13) and
the definitions of D˜k, k = 1, 2, · · · , 7 in (4.13). If |P0| ≤ T−2loc then, for k = 3, 4, 5, 6, 7,
|D˜k(Q1)− D˜k(Q2)|(t) ≤ t−1−δ [ε(Tloc) + g]‖Q1 −Q2‖δ,Tloc (‖Q1‖δ,Tloc + ‖Q2‖δ,Tloc ) . (D.1)
The lengthy proof is divided into the next few subsections.
In the following we use (D.1) to prove Point (2): We start with analyzing the function K of (5.1).
Lemma 5.1 implies that
|K(t− s)−K(t)| . (1 + t− s)− 12 (1 + t)−1s+ (1 + t− s)− 32 + (1 + t)− 32 .
Compute directly and use the fact |D˜k(Q1)− D˜k(Q2)|(t) = 0 for t ≤ Tloc to obtain the desired estimate∫ t
0
|K(t− s)−K(t)||D˜k(Q1)− D˜k(Q2)|(s) ds ≤ t−
1
2
−δε(Tloc)‖Q1 −Q2‖δ,Tloc (‖Q1‖δ,Tloc + ‖Q2‖δ,Tloc ) .
(D.2)
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D.1 The term D˜3
Because of the spherical symmetry of W certain terms in the definition vanish. For notational conve-
nience, we define
(1 +
g√
ρ0
β¯Xt)∂xW
Xt := V Xt . (D.3)
Note that V is rapidly decaying. This makes D˜3 take the form
D˜3(t) = −2√ρ0Re 〈V Xt , e−ih
Xt tβ0〉 − 2ρ0Re 〈V Xt , e−ih
Xt t
N0∑
|α|=2
1
α!
(X0 −Xt)α∂αx (hXt)−1WXt〉
= −2√ρ0Re 〈eihtV , β−Xt0 〉 − 2ρ0Re 〈e−ih
Xt tV Xt ,
N0∑
|α|=2
1
α!
(X0 −Xt)α∂αx (hXt)−1WXt〉
=: D˜31(Xt) + D˜32(Xt) .
Compute directly to obtain
|D˜3,1(Xt)− D˜3,1(X˜t)| ≤|〈eihtV , (β−Xt0 − β−X˜t0 〉|
≤t− 52 ‖〈x〉5(β−Xt0 − β−X˜t0 )‖2
.t−
5
2 ‖〈x〉5(β0 − β
∫
t
Tloc
(Q1−Q2)(s)ds
0 )‖2
=t−
5
2 ‖〈x〉5
∫ t
Tloc
∂sβ
∫ s
Tloc
(Q1−Q2)(s1)ds1
0 ds‖2
=t−
5
2 ‖〈x〉5∂xβ0 ·
∫ t
Tloc
(Q1 −Q2)(s)ds‖2
≤t− 52 ‖〈x〉5∂xβ0‖2
∫ t
Tloc
|Q1 −Q2|(s)ds
.t−1−δǫ(Tloc)‖Q1 −Q2‖δ,Tloc
where, in the second step we used the propagator estimate (F.3), and we used the facts Xt = XTloc +∫ t
Tloc
Q1(s)ds and X˜t = XTloc +
∫ t
Tloc
Q2(s)ds, the fact t ≥ T ≫ 1, and ‖〈x〉3∂xβ0‖2 ≤ 1 in the Main
Theorem 2.1.
The term D˜32 is treated similarly:
|D˜32(Q1)− D˜32(Q2)|(t) . |〈V , e−iht
N0∑
|α|=2
(X˜t −Xt)α∂αx (h)−1W 〉|
= |〈V , e−iht
N0∑
|α|=3, |α| is odd
(X˜t −Xt)α∂αx (h)−1W 〉|
. t−
5
2
N0∑
|α|=2
∫ t
tloc
|[Q1(s)−Q2(s)]α|
. t−1−δǫ(Tloc)(‖Q21‖δ,Tloc + ‖Q22‖δ,Tloc )‖Q1 −Q2‖δ,Tloc ,
where in the second step the fact that W is spherically symmetric was used to remove the terms with
|α| even. In the third step (F.4) was used.
So the claim follows for D˜3 in (D.1).
D.2 The term D˜4 and D˜5
In what follows we only estimate D˜4. The analysis of D˜5 is almost identical, hence omitted.
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Consider
D˜4(t) =− ig〈V Xt ,
∫ t
0
e−ih
Xt (t−s)[WXs −WXt ]δsds〉
=− ig〈V ,
∫ t
0
e−ih(t−s)[WXs−Xt −W ]δ−Xts ds〉
Observe that the term depends on Q, namely (Xs −Xt) and δ−Xts . Consequently
|D˜4(Q1)− D˜4(Q2)|(t) . g|〈V ,
∫ t
0
e−ih(t−s)[WXs−Xt −W X˜s−X˜t ]δ−Xts ds〉|
+ g|〈V ,
∫ t
0
e−ih(t−s)[W X˜s−X˜t −W ](δ−Xts − δ˜−X˜ts )ds〉|
=: B1 +B2
where B1 and B2 are defined naturally. For B1, by the decay estimate in Proposition F.1, we obtain
B1 . g
∫ t
0
|X˜t − X˜s +Xs −Xt|(1 + t− s)− 32 ‖〈x〉3∂xWδ−Xts ‖2ds
. g
∫ t
0
|X˜t − X˜s +Xs −Xt|(1 + t− s)−
3
2 (1 + s)−
1
2 ds .
Both Q1 and Q2 are in Bδ,Tloc , and thus
|X˜t − X˜s +Xs −Xt| = |
∫ t
s
[Q1 −Q2](s1)ds1| ≤ ‖Q1 −Q2‖δ,Tloc
∫ t
s
s
− 1
2
−δ
1 ds1
. ‖Q1 −Q2‖δ,Tloc (t
1
2
−δ − s 12−δ).
Apply Lemma A.1 to obtain
B1(t) . gt
−1−δ‖Q1 −Q2‖δ,Tloc . (D.4)
For B2, since δs depends on Q, we have
B2 .g
∫ t
0
(1 + t− s)− 32 |X˜t − X˜s|‖〈x〉3∂xW (δ−Xts − δ˜−X˜ts )‖2ds
.g‖Q2‖
∫ t
0
(1 + t− s)− 32 ((1 + s) 12−δ − (1 + t) 12−δ)‖〈x〉3∂xW (δ−Xts − δ˜−X˜ts )‖2ds
In Lemma D.2 below we prove
‖〈x〉3∂xW (δ−Xts − δ˜−X˜ts )‖2 . (1 + s)−
1
2
−δ‖Q1 −Q2‖δ,Tloc (D.5)
which together with a weaker version of Lemma A.1 implies the desired estimate.
The proof is complete.

The following result has been used in (D.5).
Lemma D.2.
‖〈x〉6∂xW (δ−Xts − δ˜−X˜ts )‖2 . (1 + s)−
1
2
−δ‖Q1 −Q2‖δ,Tloc . (D.6)
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Proof. Recall the definition of δt,T , t ≤ T, from (4.2). We start with deriving an equation for δ−Xts =
δ−Xts,t , s ≤ t, from (4.12):
δ−Xts,t = e
−ihs√ρ0(X0 −Xt) · ∂xh−1W −
√
ρ0
M
∫ s
0
e−ih(s−s1)Ps1 · ∂xh−1Wds1
+ e−ihs[β−Xt0 − β¯ +
√
ρ0
N0∑
|α|=2
1
α!
(X0 −Xt)α∂αx h−1W ] (D.7)
− ig
∫ s
0
e−ih(s−s1)[WXs−Xt −W ]δ−Xts1,t ds1
−
√
ρ0
M
N0∑
|α|=2
1
α!
∫ s
0
e−ih(s−s1)∂αx h
−1WPs1α(Xs1 −XT )α−1ds1 + i
∫ s
0
e−ih(s−s1)[G1(s1)]
−Xtds1
Introduce a new function η,
ηs := δ
−Xt
s − δ˜−X˜ts ,
which satisfies a new equation
ηs =e
−ihs√ρ0[(X0 −Xt)− (X˜0 − X˜t)] · ∂xh−1W −
√
ρ0
M
∫ s
0
e−ih(s−s1)[Q1(s1)−Q2(s1)] · ∂xh−1Wds1
(D.8)
+ e−ihs[β−Xt0 − β−X˜t0 ] +
√
ρ0
N0∑
|α|=2
1
α!
[(X0 −Xt)α − (X˜0 − X˜t)α]∂αx h−1W ]
− ig
∫ s
0
e−ih(s−s1)[WXs−Xt −W ]ηs1ds1 − ig
∫ s
0
e−ih(s−s1)[WXs−Xt −W X˜s−X˜t ]δ˜−Xts1,t ds1
−
√
ρ0
M
N0∑
|α|=2
1
α!
∫ s
0
e−ih(s−s1)∂αx h
−1W [Q1(s1)−Q2(s1)]α(Xs1 −XT )α−1ds1
−
√
ρ0
M
N0∑
|α|=2
1
α!
∫ s
0
e−ih(s−s1)∂αx h
−1WQ2(s1)α[(Xs1 −XT )α−1 − (X˜s1 − X˜T )α−1]ds1
+ i
∫ s
0
e−ih(s−s1)[G−Xt1 (s1)− G˜−X˜t1 (s1)]ds1. (D.9)
Here the function G˜1 is defined in the same way as G1 (see (4.5)), the only difference is that it
depends on the new trajectory X˜.
What is left is essentially to improve the proof of Proposition 4.2. The difference between (D.9)
and (4.12) is that the term −eihXT tβ¯XT is not present. This makes the proof almost identical to that
of Corollary A.2, hence we omit the details here.
The proof is complete.
D.3 The term D˜6
Consider finally
i〈V Xt ,
∫ t
0
e−ih
Xt (t−s)G1(s)ds〉 ,
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so that
|D˜6(Q1)− D˜6(Q2)|(t) =|〈∂xW ,
∫ t
0
e−ih(t−s)(hXs−Xtr−XtN0 − h
X˜s−X˜t r˜−X˜tN0 )ds〉|
≤|〈∂xW ,
∫ t
0
e−ih(t−s)(hXs−Xt − hX˜s−X˜t)r−XtN0 (s)ds〉|
+ |〈∂xW ,
∫ t
0
e−ih(t−s)hX˜s−X˜t(r−XtN0 − r˜
−X˜t
N0
)(s)ds〉|
=|〈e−ih(t−s)∂xW ,
∫ t
0
(hXs−Xt − hX˜s−X˜t)r−XtN0 (s)ds〉|
+ |〈e−ih(t−s)∂xW ,
∫ t
0
hX˜s−X˜t(r−XtN0 − r˜
−X˜t
N0
)(s)ds〉|
=D1 +D2.
For D1, use
hXs−Xt − hX˜s−X˜t = g(WXs−Xt −W X˜s−X˜t)
and
‖〈x〉−5e−iht∂xW ‖2 . (1 + |t|)− 52
of (F.3) to obtain
D1 .g
∫ t
0
(1 + t− s)− 52 ‖〈x〉5(WXs−Xt −W X˜s−X˜t)r−XtN0 ‖2ds
.g
∫ t
0
(1 + t− s)− 52 (|Xs −Xt|)‖〈x〉−5r−XtN0 ‖2ds
.g‖Q1 −Q2‖Tloc,δ
∫ t
0
(1 + t− s)− 52 (1 + s) 12−δ(1 + s)− 32 ds
.g‖Q1 −Q2‖Tloc,δt−1−δ ,
where in the second step we used
‖〈x〉−3rN0(s)‖2 . (1 + s)−
3
2
of (4.9).
Now we turn to D2. The key part is to estimateM(t, s) := h
X˜s−X˜t(r−XtN0 − r˜
−X˜t
N0
). By methods similar
to the proof of (4.8) we obtain
‖〈x〉5M(t, s)‖2 . (1 + s)−1−δ(‖Q1‖δ,Tloc + ‖Q2‖δ,Tloc )‖Q1 −Q2‖δ,Tloc . (D.10)
This together with (F.3) implies that
|D2| .
∫ t
0
(1 + t− s)− 52 (1 + s)−1−δ(‖Q1‖δ,Tloc + ‖Q2‖δ,Tloc )‖Q1 −Q2‖δ,Tloc . (D.11)
D.4 The Term D˜7
The last step is to incorporate the term g〈∂xWXt , |δt|2〉 = g〈∂xW , |δ−Xtt |2〉. Compute directly to obtain
|δ−Xtt (Q1)|2 − |δ−X˜tt (Q2)|2 = (δ−Xtt (Q1)− δt(Q2))[δ−Xtt ]∗(Q1) + δ−X˜tt (Q2)([δ−Xtt ]∗(Q1)− [δ−X˜tt ]∗(Q2)) .
Apply Lemma D.2 and use the estimate ‖〈x〉−3δ−Xtt ‖2, ‖〈x〉−3δ−X˜tt ‖2 . (1 + t)−
1
2 of Proposition 4.2
to obtain the desired estimate
g|〈∂xWXt , |δt(Q1)|2 − |δt(Q2)|2〉| . g‖〈x〉3∂xWXtδt(Q1)− δt(Q2)‖2|‖〈x〉−3δ∗t (Q1)‖2
. g(‖Q1‖Tloc,δ + ‖Q2‖Tloc,δ)‖Q1 −Q2‖Tloc,δt−δ−1 .
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E Proof of Proposition 5.3
As discussed at the beginning of Section D it is sufficient for us to prove the following result.
Lemma E.1.
|A(χTloc(P ))| ≤ ε(Tloc)t−
1
2
−δ .
Proof. Recall the definition of A in (5.6) and the local existence estimate |Pt| ≤ T−2loc for t ∈ [0, Tloc].
Then compute
|A(χTlocP )| ≤Zε(Tloc)[
∫ Tloc
0
|K(t− s)−K(t)||Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉|ds
+|
∫ t
0
K(t− s)Re 〈[1− g(h)−1W ]∂x1W , e−ihs∂x1(h)−1W 〉ds|
+|K(t)|
∫ Tloc
0
|Re 〈[1− g(h)−1W ]∂x1W , (−ih)−1[e−ih(t−s) − e−iht]∂x1(h)−1W 〉ds] .
As proved in (C.4) the second term on the right hand side is of order t−
3
2 . For the third term, we have
by a computation similar to (C.8)
|Re 〈[1− g(h)−1W ]∂x1W , (−ih)−1[e−ih(t−s) − e−iht]∂x1(h)−1W 〉| . (1 + t− s)−
1
2 (1 + t)−1s+ (1 + t− s)− 32 .
So we obtain
|A(χTlocP )| .ε(Tloc)[(1 + t)−1
∫ Tloc
0
(1 + t− s)− 12 s
(1 + s)
3
2
ds+
∫ Tloc
0
(1 + t− s)− 32 (1 + s)− 32 ds
+ (1 + t)−
3
2 + (1 + t)−
3
2
∫ Tloc
0
(1 + t− s)− 12 sds+ (1 + t)− 12
∫ Tloc
0
(1 + t− s)− 32 ds]
≤ ε(Tloc)(1 + t)−
1
2
−δ ,
where ε(Tloc)→ 0 as Tloc →∞.
We are left with proving∫ t
0
[K(t − s)−K(t)]D˜k(χTlocP, s)ds
∣∣ ≤ t− 12−δε(Tloc) ,
for k = 3, 4, 5, 6, 7, recall that we only consider t ≥ Tloc ≫ 1. As in the proof of Proposition 5.2, all we
have to show is
|D˜k(χTlocP, s)| ≤ (1 + t)−1−δε(Tloc) .
The estimates are very similar to the ones in the proof of Proposition 5.2, so we will do only three of
them, namely D˜3, D˜4 and D˜7.
Apply propagator estimates in Proposition F.1 to estimate D˜3
|D˜3(χTlocP, t)| . |〈∂xWXt , e−ih
Xt tβ0〉|+ |〈∂xWXt , e−ih
Xt t
N0∑
|α|=2
1
α!
(X0 −Xt)α∂αx (hXt)−1WXt〉|
.(1 + ‖〈x〉5β0‖2)t− 52 ≤ (1 + t)−1−δε(Tloc)(1 + ‖〈x〉5β0‖2) .
For D˜4, observe
|D˜4(χTlocP, t)| . g|〈∂xWXt ,
∫ Tloc
0
e−ih
Xt (t−s)∂xW
Xt · (Xs −XTloc )δsds〉|
. g
∫ Tloc
0
(1 + t− s)− 52
∫ Tloc
s
|Ps1 |ds1‖〈x〉−3δ−Xts ‖2ds .
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Because of the local existence estimate (3.2), we have∫ Tloc
s
|Ps1 |ds1 ≤ T−2loc (Tloc − s) .
So we can estimate
|D˜4(χTlocP, t)| . gT−2loc
∫ Tloc
0
(1 + t− s)− 52 (Tloc − s)(1 + s)−
1
2 ds . gT
− 1
2
loc (1 + t)
− 1
2
−δ .
Here in the last inequality two regimes have been considered: t ∈ [Tloc, 2Tloc] and t > 2Tloc. In the first
one we bound (1 + t− s)− 52 (Tloc − s) by (1 + t− s)− 32 ; and in the second bound (1 + t− s)− 52 (Tloc − s)
by t−
5
2 Tloc for s ∈ [0, Tloc].
Now we turn to D˜7. We estimate the term g〈∂xWXt , |δt|2(χTlocP )〉 by applying Corollary A.2.
Observe that ∂xW
Xt ⊥ |e−hXT β¯XT |2 by the fact the latter is spherically symmetric. This together with
the estimate on φt and the fact ‖〈x〉−3e−hXT β¯XT ‖2 . (1 + t)− 12 , implies the desired estimate
|g〈∂xWXt , δt(χTlocP )δ∗t (χTlocP )〉| . g(1 + t)−1−δ .

F Propagator Estimates
In this section we prove the propagator estimates used throughout the article. Define h := −∆ + gW ,
with g ∈ R small and W (x) =W (|x|).
Proposition F.1. If W : R3 → R is a smooth function and decays exponentially fast at ∞ we have
‖〈x〉−3eith(h)−1+εφ‖2 ≤ C(1 + t)− 12 (1+2ε)‖〈x〉3φ‖2 , ε ∈ [0, 1] (F.1)
‖〈x〉−5eith∂x(h)−1W ‖2 ≤ C(1 + t)− 32 (F.2)
‖〈x〉−5eith∂xW ‖2 ≤ C(1 + t)− 52 (F.3)
‖〈x〉−5eith∂αx (h)−1W ‖2 ≤ C(1 + t)−
5
2 , |α| ≥ 3, α is odd . (F.4)
Estimate (F.1) is a classic result, see e.g. [JK79]. In the proof of the remaining assertions we will
use the following
Lemma F.2. For any smooth, spherically symmetric and fast decaying function ϕ we have
‖〈x〉−5e−it∆∂x(−∆)−1ϕ‖2 ≤ C(1 + t)−
3
2 ‖〈x〉4ϕ‖2 .
Proof. By Fourier transform we obtain
e−it∆∂x(−∆)−1ϕ = C
∫
R3
eik·xeit|k|
2 k
|k|2 ϕˆ(k)dk ,
for some constant C ∈ R. Since ϕ is spherically symmetric, so is ϕˆ. Using polar coordinates (R3 ∋ k =
ρg(α,ϑ)) we find
e−it∆∂x(−∆)−1ϕ = C
∫ 1
−1
∫ 2pi
0
∫ ∞
0
eiρ|x| cosϑeitρ
2
ρg(α,ϑ)ϕˆ(ρ)dρdαdcos ϑ
= C
∫ 1
−1
∫ 2pi
0
∫ ∞
0
eitρ
2
ρg(α,ϑ)ϕˆ(ρ)dρdαdcos ϑ
+ C
∫ 1
−1
∫ 2pi
0
∫ ∞
0
eiρ|x| cos ϑ − 1
ρ
ρ2eitρ
2
g(α, ϑ)ϕˆ(ρ)dρdαdcos ϑ
= C
∫ 1
−1
∫ 2pi
0
∫ ∞
0
eiρ|x| cosϑ − 1
ρ
ρ2eitρ
2
g(α, ϑ)ϕˆ(ρ)dρdαdcos ϑ ,
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as the unit vector g(α, ϑ) averages to zero over the unit sphere. Denote by fx(ρ) the smooth function
eiρ|x| cosϑ−1
ρ
and evaluate the ρ-integral by scaling ρ→ t 12 ρ as follows:∫ ∞
0
fx(ρ)ρ
2eitρ
2
ϕˆ(ρ)dρ = t−
3
2
∫ ∞
0
fx(ρt
− 1
2 )ρ2eiρ
2
ϕˆ(ρt−
1
2 )dρ . (F.5)
Since ρ2eiρ
2
is not integrable we integrate by parts which yields
t−
3
2
∫ ∞
0
fx(ρt
− 1
2 )ρ2eiρ
2
ϕˆ(ρt−
1
2 )dρ = −t− 32 1
2i
∫ ∞
0
eiρ
2
∂ρ(ρfx(ρt
− 1
2 )ϕˆ(ρt−
1
2 ))dρ
=− t− 32 1
2i
∫ ∞
0
eiρ
2
fx(ρt
− 1
2 )ϕˆ(ρt−
1
2 )dρ− t− 32 1
2i
∫ ∞
0
eiρ
2
ρ∂ρ(fx(ρt
− 1
2 )ϕˆ(ρt−
1
2 ))dρ .
The first term on the second line is easily seen to be given by
t−
3
2
1
2i
∫ ∞
0
eiρ
2
fx(ρt
− 1
2 )ϕˆ(ρt−
1
2 )dρ = Ct−
3
2 (fx(0)ϕˆ(0) + o(1)) = Ct
− 3
2 (cos ϑ|x|ϕˆ(0) + o(1)) ,
where o(1) is short for o(1) , t→∞. In the second term we integrate by parts again to get
t−
3
2
1
2i
∫ ∞
0
eiρ
2
ρ∂ρ(fx(ρt
− 1
2 )ϕˆ(ρt−
1
2 ))dρ
=−Ct− 32 (f ′x(0)ϕˆ(0) + fx(0)ϕˆ′(0))− t−
3
2
1
2i
∫ ∞
0
eiρ
2
∂2ρ(fx(ρt
− 1
2 )ϕˆ(ρt−
1
2 ))dρ .
The last term is given by
t−
3
2
1
2i
∫ ∞
0
eiρ
2
∂2ρ(fx(ρt
− 1
2 )ϕˆ(ρt−
1
2 ))dρ = Ct−
3
2 (∂2r
∣∣∣∣
r=0
fx(r)ϕˆ(r) + o(1)) .
Summarizing, we have shown
|e−it∆∂x(−∆)−1ϕ(x)| ≤ Ct− 32 (|x|3‖y2ϕ‖1 + o(1)) ,
because f ′′x (0) = −i cos3 ϑ|x|3, and ϕˆ′′(0) =
∫
y2ϕd3y. Using Ho¨lder’s inequality we arrive at
‖〈x〉−5e−it∆∂x(−∆)−1ϕ‖2 ≤ Ct−
3
2 ‖〈x〉4ϕ‖2 ,
which is the claim.
Proof of Proposition F.1. The proof of (F.3) uses the spherical symmetry of W and the Kato-Jensen
expansion of the propagator [JK79],
e−iht = t−
3
2B1 + t
− 5
2B2 + . . .
in B(L2,−5, L2,5) (this expansion holds if h = −∆+gW has no negative eigenvalues and no zero resonance,
which is the case for our choice of gW ). Here,
B1(·) = C〈· , (1 + (−∆)−1gW )−11〉(1 + (−∆)−1gW )−11 ,
so B1(∂xW ) = 0 because of the spherical symmetry of W . We obtain
‖〈x〉−5eiht∂xW ‖2 ≤ C(1 + t)− 52 ,
which is (F.3).
To prove (F.2) define the function
ξ := (1 + gW (−∆)−1)−1W .
The function ξ is spherically symmetric, and from the equation (−∆)−1ξ = h−1W we get
ξ = (−∆)h−1W =W − gWh−1W ,
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from wich it is easy to see that ξ decays exponentially fast at ∞, since h−1 is a bounded operator
H
2,s → H 2,−s for s > 1
2
.
By Duhamel’s principle, we rewrite eith∂xh
−1W as
eith∂xh
−1W = eith∂x(−∆)−1ξ
= e−it∆∂x(−∆)−1ξ +
∫ t
0
eih(t−s)gW e−is∆∂x(−∆)−1ξds .
The desired estimate follows from (F.1) and Lemma F.2.
The proof for (F.4) proceeds along the very same lines as the one for (F.2). The integral over the
angle function g(φ,ϑ) (R3 ∋ kα = ρ|α|g(φ,ϑ)) still vanishes because |α| is odd, and the additional (at
least) two powers of ρ in (F.5) give the desired t−
5
2 -decay. The increased number of integrations by parts
poses no problem since ‖〈x〉nW ‖2 <∞ for any n.
The proof is complete.

The following result has been used several times.
Lemma F.3.
Re 〈[1− g(h)−1W ]∂x1W , e−iht∂x1(h)−1W 〉 =
1
3
Re 〈W , ei∆tW 〉+O(gt− 32 )
= − 1
3
√
2
π
3
2 t−
3
2 (1 + C˜g) +O(t−
5
2 ) . (F.6)
Proof. The results in [JK79] implies that the expression is of the form C1t
− 1
2 + C2t
− 3
2 + O(t−
5
2 ) as
t→∞. It is very involved to compute each constant. Instead in what follows we show that C1 = 0 and
C2 = − 13√2π
3
2 +O(g).
To prove this we expand h−1 to be (−∆)−1 + g(−∆)−1Wh−1 and obtain
〈[1− g(h)−1W ]∂x1W , e−iht∂x1(h)−1W 〉 = 〈∂x1W , ei∆t∂x1(−∆)−1W 〉 − g〈(h−1W )∂x1W , ei∆t∂x1(−∆)−1W 〉
−g〈V , ei∆t∂x1(−∆)−1Wh−1W 〉+ g〈V ,
∫ t
0
ei∆(t−s)W e−ihs∂x1h
−1W 〉 ,
where we used the abbreviation
V = [1− g(h)−1W ]∂x1W .
The first term is the main term
〈∂x1W , ei∆t∂x1(−∆)−1W 〉 =
1
3
〈W , ei∆tW 〉 = − 1
3
√
2
π
3
2 t−
3
2 +O(t−
5
2 )
which is obtain by Fourier transformation and integration by parts, see [FGS10]. For the various other
terms on the right hand side we use the propagator estimates in Proposition F.1 to estimate:
g|〈(h−1W )∂x1W , ei∆t∂x1(−∆)−1W 〉| ≤ gt−
3
2
for the third
g|〈V , ei∆t∂x1(−∆)−1Wh−1W 〉| ≤ gt−
3
2
and for the last
g|〈V ,
∫ t
0
ei∆(t−s)W e−ihs∂x1h
−1W 〉| ≤ g‖〈x〉3V ‖2
∫ t
0
(1 + t− s)− 32 ‖〈x〉3W e−ihs∂x1h−1W ‖2ds
.g
∫ t
0
(1 + t− s)− 32 (1 + s)− 32 ‖〈x〉4W ‖2ds . gt−
3
2 .
This concludes the proof of (F.6).
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