Multivariate Difference-Differential Dimension Polynomials by Levin, Alexander
ar
X
iv
:1
20
7.
47
57
v1
  [
ma
th.
AC
]  
19
 Ju
l 2
01
2
Multivariate Difference-Differential Dimension
Polynomials
Alexander Levin
Department of Mathematics, The Catholic University of America
Washington, D. C. 20064
E-mail: levin@cua.edu
Abstract
In this paper we generalize the Ritt-Kolchin method of characteris-
tic sets and the classical Gro¨bner basis technique to prove the existence
and obtain methods of computation of multivariate difference-differential
dimension polynomials associated with a finitely generated difference-
differential field extension. We also give an interpretation of such polyno-
mials in the spirit of the A. Einstein’s concept of strength of a system of
PDEs and determine their invariants, that is, characteristics of a finitely
generated difference-differential field extension carried by every its dimen-
sion polynomial.
1 Introduction
The role of Hilbert polynomials in commutative and homological algebra as
well as in algebraic geometry and combinatorics is well known. A similar role
in differential algebra is played by differential dimension polynomials, which
describe in exact terms the freedom degree of a dynamic system as well as the
number of arbitrary constants in the general solution of a system of partial
algebraic differential equations.
The notion of differential dimension polynomial was introduced by E. Kolchin
in 1964 [4] who proved the following fundamental result.
Theorem 1.1 Let K be a differential field (CharK = 0), that is, a field con-
sidered together with the action of a set ∆ = {δ1, . . . , δm} of mutually commuting
derivations of K into itself. Let Θ denote the free commutative semigroup of all
power products of the form θ = δk11 . . . δ
km
m (ki ≥ 0), let ord θ =
∑m
i=1 ki, and for
any r ≥ 0, let Θ(r) = {θ ∈ Θ | ord θ ≤ r}. Furthermore, let L = K〈η1, . . . , ηn〉
be a differential field extension of K generated by a finite set η = {η1, . . . , ηn}.
(As a field, L = K({θηj |θ ∈ Θ, 1 ≤ j ≤ n}). )
Then there exists a polynomial ωη|K(t) ∈ Q[t] such that
(i) ωη|K(r) = trdegKK({θηj|θ ∈ Θ(r), 1 ≤ j ≤ n}) for all sufficiently large
r ∈ Z;
(ii) degωη|K ≤ m and ωη|K(t) can be written as ωη|K(t) =
m∑
i=0
ai
(
t+ i
i
)
where a0, . . . , am ∈ Z;
(iii) d = degωη|K, am and ad do not depend on the choice of the system
of ∆-generators η of the extension L/K (clearly, ad 6= am iff d < m, that is
am = 0). Moreover, am is equal to the differential transcendence degree of L
1
over K, that is, to the maximal number of elements ξ1, . . . , ξk ∈ L such that the
set {θξi|θ ∈ Θ, 1 ≤ i ≤ k} is algebraically independent over K.
In 1980 A. Mikhalev and E. Pankrat’ev [10] showed that a system of alge-
braic differential equations can be characterized by certain differential dimension
polynomial, which expresses the strength of the system in the sense of A. Ein-
stein. The concept of strength, which is an important characteristic of a system
of PDEs governing a physical field, was described by A. Einstein as follows (see
[2]): ”... the system of equations is to be chosen so that the field quantities are
determined as strongly as possible. In order to apply this principle, we propose
a method which gives a measure of strength of an equation system. We expand
the field variables, in the neighborhood of a point P , into a Taylor series (which
presupposes the analytic character of the field); the coefficients of these series,
which are the derivatives of the field variables at P , fall into sets according to the
degree of differentiation. In every such degree there appear, for the first time,
a set of coefficients which would be free for arbitrary choice if it were not that
the field must satisfy a system of differential equations. Through this system of
differential equations (and its derivatives with respect to the coordinates) the
number of coefficients is restricted, so that in each degree a smaller number of
coefficients is left free for arbitrary choice. The set of numbers of ”free” coef-
ficients for all degrees of differentiation is then a measure of the ”weakness” of
the system of equations, and through this, also of its ”strength”. ”
In this paper we generalize the Ritt-Kolchin method of characteristic sets to
the case of difference-differential polynomials and apply this method to prove
the existence and find invariants of multivariate dimension polynomials associ-
ated with a fixed partition of the basic sets of derivations and automorphisms.
We show that one can assign such a multivariate polynomial to a system of par-
tial algebraic difference-differential equations, and this polynomial expresses the
strength of the system in the sense of A. Einstein. We also find new invariants of
a finitely generated difference-differential field extension carried by multivariate
dimension polynomials, that is, characteristics of the extension, which do not
depend on the choice of the system of its generators.
2 Preliminaries
In this section we present some basic concepts and results used in the rest of
the paper.
Throughout the paper, N,Z, Q, and R denote the sets of all non-negative
integers, integers, rational numbers, and real numbers, respectively. As usual,
Q[t] denotes the ring of polynomials in one variable t with rational coefficients.
By a ring we always mean an associative ring with a unity. Every ring homo-
morphism is unitary (maps unity onto unity), every subring of a ring contains
the unity of the ring. Unless otherwise indicated, by a module over a ring R we
always mean a unitary left R-module.
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By a difference-differential ring we mean a commutative ring R together
with finite sets ∆ = {δ1, . . . , δm} and σ = {α1, . . . , αn} of derivations and
automorphisms of R, respectively, such that any two mappings of the set ∆
⋃
σ
commute. The set ∆
⋃
σ is called the basic set of the difference-differential ring
R, which is also called a ∆
⋃
σ-ring. If R is a field, it is called a difference-
differential field or a ∆
⋃
σ-field. Furthermore, in what follows, we denote the
set {α1, . . . , αn, α
−1
1 , . . . , α
−1
n } by σ
∗.
If R is a difference-differential ring with a basic set ∆
⋃
σ described above,
then Λ will denote the free commutative semigroup of all power products of the
form λ = δk11 . . . δ
km
m α
l1
1 . . . α
ln
n where ki ∈ N, lj ∈ Z (1 ≤ i ≤ m, 1 ≤ j ≤ n).
For any such an element λ, we set λ∆ = δ
k1
1 . . . δ
km
m , λσ = α
l1
1 . . . α
ln
n , and denote
by Λ∆ and Λσ the commutative semigroup of power products δ
k1
1 . . . δ
km
m and
the commutative group of elements of the form αl11 . . . α
ln
n , respectively. The
order of λ is defined as ord λ =
∑m
i=1 ki +
∑n
j=1 |lj |, and for every r ∈ N, we
set Λ(r) = {λ ∈ Λ | ord λ ≤ r} (r ∈ N).
A subring (ideal) R0 of a ∆-σ-ring R is said to be a difference-differential
(or ∆-σ-) subring of R (respectively, difference-differential (or ∆-σ-) ideal of R)
if R0 is closed with respect to the action of any operator of ∆
⋃
σ∗. In this case
the restriction of a mapping from ∆
⋃
σ∗ on R0 is denoted by same symbol. If
a prime (maximal) ideal P of R is closed with respect to the action of ∆
⋃
σ∗,
it is called a prime (respectively, maximal) difference-differential (or ∆-σ-) ideal
of R.
If R is a ∆-σ-field and R0 a subfield of R which is also a ∆-σ-subring of
R, then R0 is said to be a ∆-σ-subfield of R; R, in turn, is called a difference-
differential (or ∆-σ-) field extension or a ∆-σ-overfield of R0. In this case we
also say that we have a ∆-σ-field extension R/R0.
If R is a ∆-σ-ring and Σ ⊆ R, then the intersection of all ∆-σ-ideals of R
containing the set Σ is, obviously, the smallest ∆-σ-ideal of R containing Σ.
This ideal is denoted by [Σ]. (It is clear that [Σ] is generated, as an ideal, by
the set {λξ|ξ ∈ Σ, λ ∈ Λ}). If the set Σ is finite, Σ = {ξ1, . . . , ξq}, we say that
the ∆-σ-ideal I = [Σ] is finitely generated (we write this as I = [ξ1, . . . , ξq]) and
call ξ1, . . . , ξq differential or ∆-σ-generators of I.
If K0 is a ∆-σ-subfield of a ∆-σ-field K and Σ ⊆ K, then the intersection
of all ∆-σ-subfields of K containing K0 and Σ is the unique ∆-σ-subfield of
K containing K0 and Σ and contained in every ∆-σ-subfield of K containing
K0 and Σ. It is denoted by K0〈Σ〉. If K = K0〈Σ〉 and the set Σ is finite,
Σ = {η1, . . . , ηs}, then K is said to be a finitely generated ∆-σ-extension of
K0 with the set of ∆-σ-generators {η1, . . . , ηs}. In this case we write K =
K0〈η1, . . . , ηs〉. It is easy to see that the field K0〈η1, . . . , ηs〉 coincides with the
field K0({ληi|λ ∈ Λ, 1 ≤ i ≤ s}).
Let R and S be two difference-differential rings with the same basic set
∆
⋃
σ, so that elements of the sets ∆ and σ act on each of the rings as mutually
commuting derivations and automorphisms, respectively, and every two map-
ping of the set ∆
⋃
σ commute. (More rigorously, we assume that there exist
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injective mappings of the sets ∆ and σ into the sets of derivations and automor-
phisms of the rings R and S, respectively, such that the images of any two ele-
ments of ∆
⋃
σ commute. For convenience we will denote the images of elements
of ∆
⋃
σ under these mappings by the same symbols δ1, . . . , δm, α1, . . . , αn).
A ring homomorphism φ : R −→ S is called a difference-differential or ∆-σ-
homomorphism if φ(τa) = τφ(a) for any τ ∈ ∆
⋃
σ, a ∈ R. The notions of ∆-σ-
epimorphism, ∆-σ-monomorphism, ∆-σ-automorphism, etc. are defined natu-
rally (as the corresponding ring homomorphisms that are ∆-σ-homomorphisms).
IfK is a difference-differential (∆-σ-) field and Y = {y1, . . . , ys} is a finite set
of symbols, then one can consider the countable set of symbols ΛY = {λyj |λ ∈
Λ, 1 ≤ j ≤ s} and the polynomial ring R = K[{λyj |λ ∈ Λ, 1 ≤ j ≤ s}] in the set
of indeterminates ΛY over the field K. This polynomial ring is naturally viewed
as a ∆-σ-ring where τ(λyj) = (τλ)yj for any τ ∈ ∆
⋃
σ, λ ∈ Λ, 1 ≤ j ≤ s, and
the elements of ∆ act on the coefficients of the polynomials of R as they act
in the field K. The ring R is called a ring of difference-differential (or ∆-σ-)
polynomials in the set of differential (∆-σ-) indeterminates y1, . . . , ys over K.
This ring is denoted by K{y1, . . . , ys} and its elements are called difference-
differential (or ∆-σ-) polynomials.
Let L = K〈η1, . . . , ηs〉 be a difference-differential field extension of K gener-
ated by a finite set η = {η1, . . . , ηs}.
The following is a unified version of E. Kolchin’s theorem on differential
dimension polynomial and the author’s theorem on the dimension polynomial
of a difference field extension (see [7] or [Levin(2008), Theorem 4.2.5] ).
Theorem 2.1 With the above notation, there exists a polynomial φη|K(t) ∈
Q[t] such that
(i) φη|K(r) = trdegKK({ληj |λ ∈ Λ(r), 1 ≤ j ≤ s}) for all sufficiently large
r ∈ Z;
(ii) deg φη|K ≤ m+n and φη|K(t) can be written as φη|K(t) =
m+n∑
i=0
ai
(
t+ i
i
)
where a0, . . . , am+n ∈ Z and 2
n|am+n .
(iii) d = deg φη|K , am+n and ad do not depend on the set of difference-
differential generators η of L/K (ad 6= am+n if and only if d < m + n).
Moreover,
am+n
2n
is equal to the difference-differential transcendence degree of
L over K (denoted by ∆-σ-trdegKL), that is, to the maximal number of ele-
ments ξ1, . . . , ξk ∈ L such that the family {λξi|λ ∈ Λ, 1 ≤ i ≤ k} is algebraically
independent over K.
The polynomial whose existence is established by this theorem is called a
difference-differential (or ∆-σ-) dimension polynomial of the extension L/K
associated with the system of difference-differential generators η.
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3 Partitions of the basic set of derivations and
the formulation of the main theorem
Let K be a difference-differential field of zero characteristic with basic sets
∆ = {δ1, . . . , δm} and σ = {α1, . . . , αn} of derivations and automorphisms,
respectively. Suppose that the set of derivations is represented as the union of
p disjoint subsets (p ≥ 1):
∆ = ∆1
⋃
· · ·
⋃
∆p (3. 1)
where
∆1 = {δ1, . . . , δm1}, ∆2 = {δm1+1, . . . , δm1+m2}, . . . ,
∆p = {δm1+···+mp−1+1, . . . , δm}. (m1 + · · ·+mp = m).
In other words, we fix a partition of the set ∆ into p sets of derivations.
If λ = δk11 . . . δ
km
m α
l1
1 . . . α
ln
n ∈ Λ (ki ∈ N, lj ∈ Z), then the order of λ with
respect to a set ∆i (1 ≤ i ≤ p) is defined as
m1+···+mi∑
ν=m1+···+mi−1+1
kν ; it is denoted
by ordiλ. (If i = 1, the last sum is replaced by k1 + · · · + km1 .) The number
ordσλ =
n∑
j=1
|lj| is called the order of λ with respect to σ.
If r1, . . . , rp+1 ∈ N, we set
Λ(r1, . . . , rp+1) = {λ ∈ Λ | ordiλ ≤ ri for i = 1, . . . , p and ordσλ ≤ rp+1}.
In what follows, for any permutation (j1, . . . , jp+1) of the set {1, . . . , p+ 1},
<j1,...,jp+1 will denote the lexicographic order on N
p+1 such that
(r1, . . . , rp+1) <j1,...,jp+1 (s1, . . . , sp+1) if and only if either rj1 < sj1 or there
exists k ∈ N, 1 ≤ k ≤ p, such that rjν = sjν for ν = 1, . . . , k and rjk+1 < sjk+1 .
Furthermore, if Σ ⊆ Np+1, then Σ′ denotes the set
{e ∈ Σ|e is a maximal element of Σ with respect to one of the (p + 1)! lexico-
graphic orders<j1,...,jp+1}. For example, if Σ = {(3, 0, 2), (2, 1, 1), (0, 1, 4), (1, 0, 3),
(1, 1, 6), (3, 1, 0), (1, 2, 0)} ⊆ N3, then Σ′ = {(3, 0, 2), (3, 1, 0), (1, 1, 6), (1, 2, 0)}.
Theorem 3.1 Let L = K〈η1, . . . , ηs〉 be a ∆-σ-field extension generated by a
set η = {η1, . . . , ηs}. Then there exists a polynomial Φη(t1, . . . , tp+1) in (p+ 1)
variables t1, . . . , tp+1 with rational coefficients such that
(i) Φη(r1, . . . , rp+q) = trdegKK(
s⋃
j=1
Λ(r1, . . . , rp+1)ηj)
for all sufficiently large (r1, . . . , rp+1) ∈ Np+1 (i. e., there exist s1, . . . , sp+1 ∈
N such that the last equality holds for all (r1, . . . , rp+1) ∈ N
p+1 with r1 ≥
s1, . . . , rp+1 ≥ sp+1);
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(ii) degtiΦη ≤ mi (1 ≤ i ≤ p) and degtp+1Φη ≤ n, so that
degΦη ≤ m+ n and Φη(t1, . . . , tp+1) can be represented as
Φη(t1, . . . , tp+1) =
m1∑
i1=0
. . .
mp∑
ip=0
n∑
ip+1=0
ai1...ip+1
(
t1 + i1
i1
)
. . .
(
tp+1 + ip+1
ip+1
)
where ai1...ip+1 ∈ Z and 2
n | am1...mpn.
(iii) Let Eη = {(i1, . . . , ip+1) ∈ N
p+1 | 0 ≤ ik ≤ mk for k = 1, . . . , p,
0 ≤ ip+1 ≤ n, and ai1...ip+1 6= 0}. Then d = degΦη, am1...mpn, elements
(k1, . . . , kp+1) ∈ E′η, the corresponding coefficients ak1...kp+1 and the coefficients
of the terms of total degree d do not depend on the choice of the system of
∆-σ-generators η. Furthermore,
am1...mpn
2n
= ∆-σ-tr.degKL.
Definition 3.2 The polynomial Φη(t1, . . . , tp+1) whose existence is established
by Theorem 3.1 is called the difference-differential (or ∆-σ-) dimension polyno-
mial associated with the partition (3.1) of the basic set of derivations.
The ∆-σ-dimension polynomial associated with partition (3.1) has the fol-
lowing interpretation as the strength of a system of difference-differential equa-
tions.
Let us consider a system of partial difference-differential equations
Ai(f1, . . . , fs) = 0 (i = 1, . . . , q) (3. 2)
over a field of of functions in m real variables x1, . . . , xm (f1, . . . , fs are un-
known functions of x1, . . . , xm). Suppose that ∆ = {δ1, . . . , δm} where δi is
the partial differentiation ∂/∂xi (i = 1, . . . ,m) and the basic set of automor-
phisms σ = {α1, . . . , αm} consists of m shifts of arguments, f(x1, . . . , xm) 7→
f(x1, . . . , xi−1, xi+hi, xi+1, . . . , xm) (1 ≤ i ≤ m, h1, . . . , hm are some real num-
bers). Thus, we assume that the the left-hand sides of the equations in (3.2)
contain unknown functions fi, their partial derivatives, their images under the
shifts αj and various compositions of such shifts and partial derivations. Fur-
thermore, we suppose that system (3.2) is algebraic, that is, all Ai(y1, . . . , ys)
are elements of a ring of ∆-σ-polynomials K{y1, . . . , ys} with coefficients in
some functional ∆-σ-field K.
Let us consider a grid with equal cells of dimension h1×· · ·×hm that fills the
whole space Rm. Let us fix some node P say that a node Q has order i (with
respect to P) if the shortest path from P to Q along the edges of the grid con-
sists of i steps (by a step we mean a path from a node of the grid to a neighbor
node along the edge between these two nodes). Say, the orders of the nodes in
the two-dimensional case are as follows (a number near a node shows the order
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of this node).
r r r rr r r
rr r r r r r
r r r r r r r
r r r r r r r
r r r r r r r
P1 12 23 3
1
1
2 23 34 4
2
23
3
4
4
5
5
3 4 5
2 3 4
345
234
Let us fix partition (3.1) of the set of basic derivations ∆ (such a partition can
be, for example, a natural separation of (all or some) derivations with respect to
coordinates and the derivation with respect to time). Let us consider the values
of the unknown functions f1, . . . , fs and their partial derivatives whose ith order
(that is the order with respect to the derivations of the set ∆i) does not exceed
ri (1 ≤ i ≤ p) at the nodes whose order does not exceed rp+1 (r1, . . . , rp+1 ∈ N).
If f1, . . . , fs should not satisfy any system of equations (or any other condition),
these values can be chosen arbitrarily. Because of the system (and equations
obtained from the equations of the system by partial differentiations and trans-
formations of the form fj(x1, . . . , xm) 7→ fj(x1 + k1h1, . . . , xm + kmhm) with
k1, . . . , km ∈ Z, 1 ≤ j ≤ s), the number of independent values of the func-
tions f1, . . . , fs and their partial derivatives whose ith order does not exceed
ri (1 ≤ i ≤ p) at the nodes of order ≤ rp+1 decreases. This number, which
is a function of p + 1 variables r1, . . . , rp+1, is the ”measure of strength” of
the system in finite differences in the sense of A. Einstein). We denote it by
Sr1,...,rp+1.
Suppose that the ∆-σ-ideal J generated inK{y1, . . . , ys} by the ∆-σ-polynomials
A1, . . . , Aq is prime (e. g., the polynomials are linear). The we say that the sys-
tem of difference-differential equations (3.2) is prime. In this case, the field of
fractions L of the ∆-σ-integral domain K{y1, . . . , ys}/J has a natural struc-
ture of a ∆-σ-field extension of K generated by the finite set η = {η1, . . . , ηs}
where ηi is the canonical image of yi in K{y1, . . . , ys}/J (1 ≤ i ≤ s). It is
easy to see that the ∆-σ-dimension polynomial Φη(t1, . . . , tp+1) of the exten-
sion L/K associated with the system of ∆-σ-generators η has the property that
Φη(r1, . . . , rp+1) = Sr1,...,rp+1 for all sufficiently large (r1, . . . , rp+q) ∈ N
p+1, so
this dimension polynomial is the measure of strength of the system of difference-
differential equations (3.2) in the sense of A. Einstein.
4 Numerical polynomials of subsets of Nm × Zn
Definition 4.1 A polynomial f(t1, . . . , tp) in p variables t1, . . . , tp (p ∈ N, p ≥
1) with rational coefficients is called numerical if f(t1, . . . , tp) ∈ Z for all suf-
ficiently large (t1, . . . , tp) ∈ Zp. (Recall that it means that there exist integers
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s1, . . . , sp such that f(r1, . . . , rp) ∈ Z as soon as (r1, . . . , rp) ∈ Zp and ri ≥ si
for all i = 1, . . . , p.)
It is clear that every polynomial with integer coefficients is numerical. As
an example of a numerical polynomial in p variables with noninteger coefficients
(p ∈ N, p ≥ 1) one can consider a polynomial
p∏
i=1
(
ti
mi
)
wherem1, . . . ,mp ∈ N.
(As usual,
(
t
k
)
(k ∈ Z, k ≥ 1) denotes the polynomial
t(t− 1) . . . (t− k + 1)
k!
in
one variable t,
(
t
0
)
= 1, and
(
t
k
)
= 0 if k is a negative integer.)
The following theorem proved in [6] gives the ”canonical” representation of
a numerical polynomial in several variables.
Theorem 4.2 Let f(t1, . . . , tp) be a numerical polynomial in p variables t1, . . . , tp,
and let degti f = mi (m1, . . . ,mp ∈ N). Then the polynomial f(t1, . . . , tp) can
be represented in the form
f(t1, . . . tp) =
m1∑
i1=0
. . .
mp∑
ip=0
ai1...ip
(
t1 + i1
i1
)
. . .
(
tp + ip
ip
)
(4. 1)
with integer coefficients ai1...ip (0 ≤ ik ≤ mk for k = 1, . . . , p) that are uniquely
defined by the numerical polynomial.
In what follows (until the end of the section), we deal with subsets of the
set Nm × Zn (m and n are positive integers). Furthermore, we fix a partition
of the set Nm = {1, . . . ,m} into p disjoint subsets (p ≥ 1):
Nm = {1, . . . ,m1}
⋃
{m1+1, . . . ,m1+m2}
⋃
· · ·
⋃
{m1+· · ·+mp−1+1, . . . ,m}
(4. 2)
(m1 + · · ·+mp = m).
If a = (a1, . . . , am+n) ∈ Nm×Zn we denote the numbers
m1∑
i=1
ai,
m1+m2∑
i=m1+1
ai, . . . ,
m∑
i=m1+···+mp−1+1
ai,
m+n∑
i=m+1
|ai| by ord1a, . . . , ordp+1a, respectively.
As in [6, Section 2.5], let us consider the set Zn as a union
Zn =
⋃
1≤j≤2n
Z
(n)
j (4. 3)
where Z
(n)
1 , . . . ,Z
(n)
2n are all different Cartesian products of n sets each of which
is either N or Z− = {k ∈ Z | k ≤ 0}. We assume that Z
(n)
1 = N
n and call Z
(n)
j
the jth orthant of the set Zn (1 ≤ j ≤ 2n). Furthermore, we consider Nm ×Zn
as a partially ordered set with the order E such that (e1, . . . , em, f1, . . . , fn) E
8
(e′1, . . . , e
′
m, f
′
1, . . . , f
′
n) if and only if (f1, . . . , fn) and (f
′
1, . . . , f
′
n) belong to the
same orthant Z
(n)
k (1 ≤ k ≤ 2
n) and the (m+n)-tuple (e1, . . . , em, |f1|, . . . , |fn|)
is less than (e′1, . . . , e
′
m, |f
′
1|, . . . , |f
′
n|) with respect to the product order on
Nm+n.
In what follows, for any set A ⊆ Nm × Zn, WA will denote the set of all
elements of Nm × Zn that do not exceed any element of A with respect to
the order E. (Thus, w ∈ WA if and only if there is no element a ∈ A such
that a E w.) Furthermore, for any r1, . . . rp+1 ∈ N, A(r1, . . . rp+1) will denote
the set of all elements x = (x1, . . . , xm, x
′
1, . . . , x
′
n) ∈ A such that ordix ≤ ri
(i = 1, . . . , p+ 1).
The above notation can be naturally restricted to subsets ofNm. If E ⊆ Nm
and s1, . . . , sp are nonnegative integers, then E(s1, . . . , sp) will denote the set
of all m-tuples e = (e1, . . . , em) ∈ E such that ordi(e1, . . . , em, 0) ≤ si for
i = 1, . . . , p. Furthermore, we shall associate with a set E ⊆ Nm a set VE ⊆
Nm that consists of all m-tuples v = (v1, . . . , vm) ∈ N that are not greater
than or equal to any m-tuple in E with respect to the product order on Nm.
(Recall that the product order on Nm is a partial order ≤P on Nm such that
c = (c1, . . . , cm) ≤P c′ = (c′1, . . . , c
′) if and only if ci ≤ c′i for all i = 1, . . . ,m. If
c ≤P c′ and c 6= c′, we write c <P c′ ). Clearly, an element v = (v1, . . . , vm) ∈
Nm belongs to VE if and only if for any element (e1, . . . , em) ∈ E there exists
i ∈ N, 1 ≤ i ≤ m, such that ei > vi.
The following two theorems proved in [6, Chapter 2] generalize the well-
known Kolchin’s result on the numerical polynomials associated with subsets of
N (see [5, Chapter 0, Lemma 17]) and give the explicit formula for the numerical
polynomials in p variables associated with a finite subset of Nm.
Theorem 4.3 Let E be a subset of Nm where m = m1+ · · ·+mp for some non-
negative integers m1, . . . ,mp (p ≥ 1). Then there exists a numerical polynomial
ωE(t1, . . . , tp) with the following properties:
(i) ωE(r1, . . . , rp) = CardVE(r1, . . . , rp) for all sufficiently large (r1, . . . , rp) ∈
Np
(as usual, CardM denotes the number of elements of a finite set M).
(ii) The total degree of the polynomial ωE does not exceed m and degtiωE ≤
mi for all i = 1, . . . , p.
(iii) deg ωE = m if and only if the E = ∅. Then ωE(t1, . . . , tp) =
p∏
i=1
(
ti +mi
mi
)
.
(iv) ωE is a zero polynomial if and only if (0, . . . , 0) ∈ E.
Definition 4.4 The polynomial ωE(t1, . . . , tp) whose existence is stated by The-
orem 4.3 is called the dimension polynomial of the set E ⊆ Nm associated with
the partition (m1, . . . ,mp) of m. If p = 1, the polynomial ωE is called the
Kolchin polynomial of the set E.
Theorem 4.5 Let E = {e1, . . . , eq} be a finite subset of N
m where q is a posi-
tive integer and m = m1 + · · ·+mp for some nonnegative integers m1, . . . ,mp
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(p ≥ 1). Let ei = (ei1, . . . , eim) (1 ≤ i ≤ q) and for any l ∈ N, 0 ≤ l ≤ q,
let Γ(l, q) denote the set of all l-element subsets of the set Nq = {1, . . . , q}.
Furthermore, for any σ ∈ Γ(l, q), let e¯σj = max{eij|i ∈ σ} (1 ≤ j ≤ m) and
bσj =
∑
h∈σj
e¯σh. Then
ωE(t1, . . . , tp) =
q∑
l=0
(−1)l
∑
σ∈Γ(l,q)
p∏
j=1
(
tj +mj − bσj
mj
)
(4. 4)
Remark. It is clear that if E is any subset of Nm and E∗ is the set of all
minimal elements of the set E with respect to the product order onNm, then the
set E∗ is finite and ωE(t1, . . . , tp) = ωE∗(t1, . . . , tp). Thus, Theorem 4.3 gives
an algorithm that allows one to find a numerical polynomial associated with
any subset of Nm (and with a given partition of the set {1, . . . ,m}): one should
first find the set of all minimal points of the subset and then apply Theorem
4.3.
The following result can be obtained precisely in the same way as Theorem
3.4 of [8] (the only difference is that the proof in the mentioned paper uses
Theorem 3.2 of [8] in the case p = 2, while the proof of the theorem below
should refer to the Theorem 3.2 of [8] where p is any positive integer).
Theorem 4.6 Let A be a subset of Nm × Zn and let partition (4.2) of the set
Nm be fixed. Then there exists a numerical polynomial φA(t1, . . . , tp+1) in p+1
variables t1, . . . , tp+1 with the following properties.
(i) φA(r1, . . . , rp+1) = CardWA(r1, . . . , rp+1) for all sufficiently large
(r1, . . . , rp+1) ∈ Np+1.
(ii) degtiφA ≤ mi for i = 1, . . . , p and degtp+1φA ≤ n.
(iii) Let us consider a mapping ρ : Nm × Zn −→ Nm+2n such that
ρ((a1, . . . , am+n) = (a1, . . . , am,max{am+1, 0}, . . . ,max{−am+1, 0},
max{am+n, 0}, . . . ,max{−am+n, 0}).
Let B = ρ(A)
⋃
{e1, . . . , en} where ei (1 ≤ i ≤ n) is a (m + 2n)-tuple
in Nm+2n whose (m + i)th and (m + n + i)th coordinates are equal to 1 and
all other coordinates are equal to 0. Then φA(t1, . . . , tp+1) = ωB(t1, . . . , tp+1)
where ωB(t1, . . . , tp+1) is the dimension polynomial of the set B (see Definition
4.4) associated with the partition Nm+2n = {1, . . . ,m1}
⋃
{m1 + 1, . . . ,m1 +
m2}
⋃
· · ·
⋃
{m1+· · ·+mp−1+1, . . . ,m}
⋃
{m+1, . . . ,m+2n} of the set Nm+2n.
(iv) If A = ∅, then
φA(t1, . . . , tp+1) =
(
t1 +m1
m1
)
. . .
(
tp +mp
mp
) n∑
i=0
(−1)n−i2i
(
n
i
)(
tp+1 + i
i
)
.
(v) φA(t1, . . . , tp+1) = 0 if and only if (0, . . . , 0) ∈ A.
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5 Proof of the main theorem and computation
of difference-differential dimension polynomi-
als via characteristic sets
In this and next sections we prove Theorem 3.1 and give two methods of compu-
tation of difference-differential dimension polynomials of ∆-σ-field extensions.
One of them is based on constructing a characteristic set of the defining prime
∆-σ-ideal of the extension; the other approach is the computation of the dimen-
sion polynomial of the associated module of Ka¨ller differentials via (generalized)
Gro¨bner basis method. Both approaches use total term orderings with respect
to several orders defined by partitions of the basic sets of derivations and auto-
morphisms.
In what follows we use the notation and conventions introduced at the be-
ginning of section 3. In particular, we assume that partition (3.1) of the set of
basic derivations ∆ = {δ1, . . . , δm} is fixed.
Let us consider p + 1 total orderings <1, . . . , <p, <σ of the set of power
products Λ such that
λ = δk11 . . . δ
km
m α
l1
1 . . . α
ln
n <i λ
′ = δ
k′1
1 . . . δ
k′m
m α
l′1
1 . . . α
l′n
n (1 ≤ i ≤ p) if and only if
(ordiλ, ord λ, ord1λ, . . . , ordi−1λ, ordi+1λ, . . . , ordpλ, ordσλ, km1+···+mi−1+1, . . . ,
km1+···+mi , k1, . . . , km1+···+mi−1 , km1+···+mi+1, . . . , km, |l1|, . . . , |ln|, l1, . . . , ln) is
less than (ordiλ
′, ord λ′, ord1λ
′, . . . , ordi−1λ
′, ordi+1λ
′, . . . , ordpλ
′, ordσλ
′,
k′m1+···+mi−1+1, . . . , k
′
m1+···+mi , k
′
1, . . . , k
′
m1+···+mi−1 , k
′
m1+···+mi+1, . . . ,
k′m, |l
′
1|, . . . , |l
′
n|, l
′
1, . . . , l
′
n) with respect to the lexicographic order onN
m+2n+p+2.
Similarly, λ <σ λ
′ if and only if (ordσλ, ord λ, ord1λ, . . . , ordpλ, |l1|, . . . , |ln|,
l1, . . . , ln, k1, . . . , km) is less than the corresponding (m+ 2n+ p+ 2)-tuple for
λ′ with respect to the lexicographic order on Nm+2n+p+2.
Two elements λ1 = δ
k1
1 . . . δ
km
m α
l1
1 . . . α
ln
n and λ2 = δ
r1
1 . . . δ
rm
m α
s1
1 . . . α
sn
n in
Λ are called similar , if the n-tuples (l1, . . . , ln) and (s1, . . . , sn) belong to the
same orthant of Zn (see (4.3) ). In this case we write λ1 ∼ λ2. We say that λ1
divides λ2 (or λ2 is a multiple of λ1) and write λ1|λ2 if λ1 ∼ λ2 and there exists
λ ∈ Λ such that λ ∼ λ1 and λ2 = λλ1.
LetK be a difference-differential field (CharK = 0) with the basic set ∆
⋃
σ
described above and let partition (3.1) of the set ∆ be fixed. Let K{y1, . . . , ys}
be the ring of ∆-σ-polynomials over K and let ΛY denote the set of all elements
λyi (λ ∈ Λ, 1 ≤ i ≤ s) called terms. Note that as a ring, K{y1, . . . , ys} =
K[ΛY ]. Two terms u = λyi and v = λ
′yj are called similar if λ and λ
′ are
similar; in this case we write u ∼ v. If u = λyi is a term and λ′ ∈ Λ, we say
that u is similar to λ′ and write u ∼ λ′ if λ ∼ λ′. Furthermore, if u, v ∈ ΛY , we
say that u divides v or v is a multiple of u, if u = λyi, v = λ
′yi for some yi and
λ|λ′.
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Let us consider p+ 1 orders <1, . . . , <p, <σ on the set ΛY that correspond
to the orders on the semigroup Λ (we use the same symbols for the orders on Λ
and ΛY ). These orders are defined as follows: λyj <i (or <σ) λ
′yk if and only
if λ <i (respectively, <σ)λ
′ in Λ or λ = λ′ and j < k (1 ≤ i ≤ p, 1 ≤ j, k ≤ s).
The order of a term u = λyk and its orders with respect to the sets ∆i
(1 ≤ i ≤ p) and σ are defined as the corresponding orders of λ (we use the same
notation ord u, ordiu, and ordσ for the corresponding orders).
If A ∈ K{y1, . . . , ys} \ K and 1 ≤ k ≤ p, then the highest with respect to
<k term that appears in A is called the k-leader of the ∆-σ-polynomial A. It is
denoted by u
(k)
A . The highest term of A with respect to <σ is called the σ-leader
of A; it is denoted by vA.
If A is written as a polynomial in vA, A = Id(vA)
d
+ Id−1(vA)
d−1
+ · · ·+ I0,
where all terms of I0, . . . , Id are less than vA with respect to <σ, then Id is
said to be the initial of A. The partial derivative of A with respect to vA,
∂A/∂vA = dId(vA)
d−1 + (d− 1)Id−1(vA)
d−2
+ · · ·+ I1, is called the separant of
A. The leading coefficient and the separant of a ∆-σ-polynomial A are denoted
by IA and SA, respectively.
If A,B ∈ K{y1, . . . , ys}, then A is said to have lower rank than B (we write
rk A < rk B) if either A ∈ K, B /∈ K, or (vA, degvAA, ord1u
(1)
A , . . . , ordpu
(p)
A ) is
less than (vB, degvBB, ord1u
(1)
B , . . . , ordpu
(p)
B ) with respect to the lexicographic
order (vA and vB are compared with respect to <σ).
If the vectors are equal (or A,B ∈ K) we say that A and B are of the same
rank and write rk A = rk B.
Definition 5.1 If A,B ∈ K{y1, . . . , ys}, then B is said to be reduced with
respect to A if
(i) B does not contain terms λvA such that λ ∼ vA, λ∆ 6= 1, and ordi(λu
(i)
A ) ≤
ordiu
(i)
B for i = 1, . . . , p.
(ii) If B contains a term λvA, where λ ∼ vA, λ∆ = 1, then either there
exists j, 1 ≤ j ≤ p, such that ordju
(j)
B < ordj(λu
(j)
A ) or ordj(λu
(j)
A ) ≤ ordju
(j)
B
for all j = 1, . . . , p and degλvAB < degvAA.
If B ∈ K{y1, . . . , ys}, then B is said to be reduced with respect to a set
Σ ⊆ K{y1, . . . , ys} if B is reduced with respect to every element of Σ. A set
Σ ⊆ K{y1, . . . , ys} is called autoreduced if Σ
⋂
K = ∅ and every element of Σ is
reduced with respect to any other element of this set.
The proof of the following lemma can be found in [5, Chapter 0, Section
17].
Lemma 5.2 Let A be any infinite subset of the set Nm ×Nn (m,n ∈ N, n ≥
1). Then there exists an infinite sequence of elements of A, strictly increasing
relative to the product order, in which every element has the same projection on
Nn.
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This lemma immediately implies the following statement that will be used
below.
Lemma 5.3 Let S be any infinite set of terms λyj (λ ∈ Λ, 1 ≤ j ≤ s) in the ring
K{y1, . . . , ys}. Then there exists an index j (1 ≤ j ≤ s) and an infinite sequence
of terms λ1yj , λ2yj, . . . , λkyj , . . . such that λk|λk+1 for every k = 1, 2, . . . .
Proposition 5.4 Every autoreduced set is finite.
PROOF. Suppose that Σ is an infinite autoreduced subset of K{y1, . . . , ys}.
Then Σ must contain an infinite set Σ′ ⊆ Σ such that all ∆-σ-polynomials from
Σ′ have different σ-leaders similar to each other. Indeed, if it is not so, then there
exists an infinite set Σ1 ⊆ Σ such that all ∆-σ-polynomials in Σ1 have the same
σ-leader v. By Lemma 5.2, the infinite set {(ord1u
(1)
A , . . . , ordpu
(p)
A )|A ∈ Σ1}
contains a nondecreasing infinite sequence (ord1u
(1)
A1
, . . . , ordpu
(p)
A1
) ≤P (ord1u
(1)
A2
,
. . . , ordpu
(p)
A2
) ≤P . . . (A1, A2, · · · ∈ Σ1 and ≤P denotes the product order on
Np) such that vAi |vAi+1 . Since the sequence {degvAi|i = 1, 2, . . .} cannot
be strictly decreasing, there exists two indices i and j such that i < j and
degvAiAi ≤ degvAjAj . We obtain that Aj is reduced with respect to Ai that
contradicts the fact that Σ is an autoreduced set.
Thus, we can assume that all ∆-σ-polynomials of our infinite autoreduced
set Σ have distinct σ-leaders. By Lemma 5.3, there exists an infinite sequence
B1, B2, . . . of elements of Σ such that vBi |vBi+1 for all i = 1, 2, . . . . Let
kij = ordσvBi and lij = ordju
(j)
Bi
(1 ≤ j ≤ p). Obviously, lij ≥ kij (i =
1, 2, . . . ; j = 1, . . . , p), so that {(li1 − ki1, . . . , lip − kip)|i = 1, 2, . . . } ⊆ Np. By
Lemma 5.2, there exists an infinite sequence of indices i1 < i2 < . . . such that
(li11− ki11, . . . , li1p− ki1p) ≤P (li21− ki21, . . . , li2p− ki2p) ≤P . . . . Then for any
j = 1, . . . , p, we have ordj (
vBi2
vBi1
u
(j)
Bi1
) = ki2j − ki1j + li1j ≤ ki2j + li2j − ki2j =
li2j = ordju
(j)
Bi2
, so that Bi2 contains a term λvBi1 = vBi2 such that λ 6= 1
and ordj(λu
(j)
Bi1
) ≤ ordju
(j)
Bi2
for j = 1, . . . , p. Thus, the ∆-σ-polynomial Bi2 is
reduced with respect to Bi1 that contradicts the fact that Σ is an autoreduced
set.
Throughout the rest of the paper, while considering autoreduced sets in the
ringK{y1, . . . , ys} we always assume that their elements are arranged in order of
increasing rank. (Therefore, if we consider an autoreduced set of ∆-polynomials
Σ = {A1, . . . , Ar}, then rk A1 < · · · < rk Ar).
Theorem 5.5 Let Σ = {A1, . . . , Ad} be an autoreduced set in the ring R =
K{y1, . . . , ys} and let Ik and Sk denote the initial and separant of Ak, respec-
tively. Furthermore, let I(Σ) = {X ∈ K{y1, . . . , ys} |X = 1 or X is a product of
finitely many elements of the form γ(Ik) and γ
′(Sk) where γ, γ
′ ∈ Λσ}. Then for
any ∆-σ-polynomial B, there exist B0 ∈ K{y1, . . . , ys} and J ∈ I(Σ) such that
B0 is reduced with respect to Σ and JB ≡ B0 (mod[Σ]) (that is, JB−B0 ∈ [Σ]).
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PROOF. If B is reduced with respect to Σ, the statement is obvious (one
can set B0 = B). Suppose that B is not reduced with respect to Σ. Let u
(j)
i
and vi (1 ≤ j ≤ p, 1 ≤ i ≤ d) be the leaders of the element Ai relative to the
orders <j and <σ, respectively. In what follows, a term wH , that appears in
a ∆-σ-polynomial H ∈ R, will be called a Σ-leader of H if wH is the greatest
(with respect to <σ) term among all terms λvi (1 ≤ i ≤ d) such that λ ∼ vi,
λvi appears in H and either λ∆ 6= 1 and ordj(λu
(j)
i ) ≤ ordju
(j)
H for j = 1, . . . , p,
or λ∆ = 1, ordj(λu
(j)
i ) ≤ ordju
(j)
H (1 ≤ j ≤ p), and degviAi ≤ degλviH .
Let wB be the Σ-leader of B. Then the ∆-σ-polynomial B can be written
as B = B′wrB + B
′′ where B′ does not contain wB and degwBB
′′ < r. Let
wB = λvi for some i (1 ≤ i ≤ d) and for some λ ∈ Λ, λ ∼ wB ∼ vi, such
that ordj(λu
(j)
i ) ≤ ordju
(j)
B for j = 1, . . . , p. Without loss of generality we
may assume that i corresponds to the maximum (with respect to the order <σ)
σ-leader vi in the set of all σ-leaders of elements of Σ.
Suppose, first, that λ∆ 6= 1 (and ordj(λu
(j)
i ) ≤ ordju
(j)
B for j = 1, . . . , p).
Then λ∆Ai−Siλ∆vi has lower rank than λ∆vi, hence T = λAi−λσ(Si)λvi has
lower rank than λvi = wB . Also, (λσ(Si))
rB = (λσ(Si)λvi)
rB′+(λσ(Si))
rB′′ =
(λAi−T )rB′+(λσ(Si))rB′′. Setting B(1) = B′(−T )r+(λσ(Si))rB′′ we obtain
that B(1) ≡ Bmod[Σ], B(1) is reduced with respect to Σ in the sense of Defi-
nition 5.1, B(1) does not contain any Σ-leader, which is greater than wB with
respect to <σ, and degwBB
(1) < r.
Now let λ∆ = 1, ordj(λu
(j)
i ) ≤ ordju
(j)
B (1 ≤ j ≤ p), and ri < r where
ri = degviAi. Then the ∆-σ-polynomial (λIi)B − w
r−ri
B (λAi)B
′ has all the
properties of B(1) mentioned above. Repeating the described procedure, we
arrive at a desired ∆-σ-polynomial B0 that does not contain any Σ-leader (so
it is reduced with respect to Σ) and satisfies the condition JB ≡ B0 (mod[Σ])
where J = 1 or J is a product of finitely many elements of the form γ(Ik) and
γ′(Sk) (γ, γ
′ ∈ Λσ).
With the notation of the last theorem, we say that the ∆-σ-polynomial B
reduces to B0 modulo Σ.
Definition 5.6 Let Σ = {A1, . . . , Ad} and Σ′ = {B1, . . . , Be} be two autore-
duced sets in the ring of differential polynomials K{y1, . . . , ys}. An autoreduced
set Σ is said to have lower rank than Σ′ if one of the following two cases holds:
(1) There exists k ∈ N such that k ≤ min{d, e}, rk Ai = rk Bi for i =
1, . . . , k − 1 and rk Ak < rk Bk.
(2) d > e and rk Ai = rk Bi for i = 1, . . . , e.
If d = e and rk Ai = rk Bi for i = 1, . . . , d, then Σ is said to have the same
rank as Σ′.
Proposition 5.7 In every nonempty family of autoreduced sets of differential
polynomials there exists an autoreduced set of lowest rank.
PROOF. Let Φ be any nonempty family of autoreduced sets in the ring
K{y1, . . . , ys}. Let us inductively define an infinite descending chain of subsets
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of Φ as follows: Φ0 = Φ, Φ1 = {Σ ∈ Φ0|Σ contains at least one element and the
first element of Σ is of lowest possible rank}, . . . , Φk = {Σ ∈ Φk−1|Σ contains
at least k elements and the kth element of Σ is of lowest possible rank}, . . . . It
is clear that if A and B are any two ∆-σ-polynomials in the same set Φk, then
vA = vB, degvAA = degvBB, and ordiu
(i)
A = ordiu
(i)
B for i = 1, . . . , p. Therefore,
if all sets Φk are nonempty, then the set {Ak|Ak is the kth element of some
autoreduced set in Φk} would be an infinite autoreduced set, and this would
contradict Lemma 5.3. Thus, there is the smallest positive integer k such that
Φk is empty. It is clear that every element of Φk−1 is an autoreduced set of
lowest rank in Φ.
Let J be any ideal of the ring K{y1, . . . , ys}. Since the set of all autoreduced
subsets of J is not empty (if A ∈ J , then {A} is an autoreduced subset of J),
the last statement shows that the ideal J contains an autoreduced subset of
lowest rank. Such an autoreduced set is called a characteristic set of the ideal
J .
Proposition 5.8 Let Σ = {A1, . . . , Ad} be a characteristic set of a ∆-σ-ideal J
of the ring R = K{y1, . . . , ys}. Then an element B ∈ R is reduced with respect
to the set Σ if and only if B = 0.
PROOF. First of all, note that if B 6= 0 and rk B < rk A1, then rk {B} <
rkΣ that contradicts the fact that Σ is a characteristic set of the ideal J . Let
rk B > rk A1 and let A1, . . . , Aj (1 ≤ j ≤ d) be all elements of Σ whose rank
is lower that the rank of B. Then the set Σ′ = {A1, . . . , Aj , B} is autore-
duced. Indeed, by the conditions of the theorem, ∆-σ-polynomials A1, . . . , Aj
are reduced with respect to each other and B is reduced with respect to the set
{A1, . . . , Aj}. Furthermore, each Ai (1 ≤ i ≤ j) is reduced with respect to B
because rk Ai < rk B. Since rkΣ
′ < rkΣ, Σ is not a characteristic set of J that
contradicts the conditions of the theorem. Thus, B = 0.
Now we can introduce the concept of a coherent autoreduced set of a linear
∆-σ-ideal of K{y1, . . . , ys} (that is, a ∆-σ-ideal generated by a finite set of
linear ∆-σ-polynomials) in the same way as it is defined in the case of difference
polynomials (see [6, Section 6.5]): an autoreduced set Σ = {A1, . . . , Ad} ⊆
K{y1, . . . , ys} consisting of linear ∆-σ-polynomials is called coherent if it satisfies
the following two conditions:
(i) λAi reduces to zero modulo Σ for any λ ∈ Λ, 1 ≤ i ≤ d.
(ii) If vAi ∼ vAj and w = λvAi = λ
′vAj , where λ ∼ λ
′ ∼ vAi ∼ vAj , then
the ∆-σ-polynomial (λ′IAj )(λAi)− (λIAi)(λ
′Aj) reduces to zero modulo Σ.
The following two propositions can be proved precisely in the same way as
the corresponding statements for difference polynomials, see [6, Theorem 6.5.3
and Corollary 6.5.4]).
Proposition 5.9 Any characteristic set of a linear ∆-σ-ideal of the ring of ∆-
σ-polynomials K{y1, . . . , ys} is a coherent autoreduced set. Conversely, if Σ is a
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coherent autoreduced set in K{y1, . . . , ys} consisting of linear ∆-σ-polynomials,
then Σ is a characteristic set of the linear ∆-σ-ideal [Σ].
Proposition 5.10 Let us consider a partial order 4 on K{y1, . . . , ys} such that
A 4 B if and only if vA|vB. Let A be a linear ∆-σ-polynomial in K{y1, . . . , ys}\
K. Then the set of all minimal with respect to 4 elements of the set {λA |λ ∈ Λ}
is a characteristic set of the ∆-σ-ideal [A].
Now we are ready to prove Theorem 3.1.
PROOF. Let L = K〈η1, . . . , ηs〉 be a ∆-σ-field extension of K generated by
a finite set η = {η1, . . . , ηs}. Then there exists a natural ∆-σ-homomorphism Υη
of the ring of ∆-σ-polynomialsK{y1, . . . , ys} onto the ∆-σ-subringK{η1, . . . , ηs}
of L such that Υη(a) = a for any a ∈ K and Υη(yj) = ηj for j = 1, . . . , n. (If
A ∈ K{y1, . . . , ys}, then Υη(A) is called the value of A at η and it is denoted
by A(η).) Obviously, the kernel P of the ∆-σ-homomorphism Υη is a prime
∆-σ-ideal of the ring K{y1, . . . , ys}. This ideal is called the defining ideal of η
over K or the defining ideal of the ∆-σ-field extension G = K〈η1, . . . , ηs〉. It is
easy to see that if the quotient field Q of the factor ring R¯ = K{y1, . . . , ys}/P
is considered as a ∆-σ-field (where δ( f
g
) = fδ(g)−fδ(g)
g2
and τ( f
g
) = τ(f)
τ(g) for any
f, g ∈ R¯, δ ∈ ∆, τ ∈ σ∗), then this quotient field is naturally ∆-σ-isomorphic
to the field L. The ∆-σ-isomorphism of Q onto L is identity on K and maps
the images of the ∆-σ-indeterminates y1, . . . , ys in the factor ring R¯ onto the
elements η1, . . . , ηs, respectively.
Let Σ = {A1, . . . , Ad} be a characteristic set of the defining ∆-σ-ideal P .
For any r1, . . . , rp+1 ∈ N, let us set Ur1...rp+1 = {u ∈ ΛY |ordiu ≤ ri for i =
1, . . . , p+1 and either u is not a multiple of any vAi or for every λ ∈ Λ, A ∈ Σ such
that u = λvA and λ ∼ vA, there exists j ∈ {1, . . . , p} such that ordj(λu
(j)
A ) >
rj}. (For shortness, here and below we sometimes write ≤i+1 instead of ≤σ.)
We are going to show that the set U¯r1...rp = {u(η)|u ∈ Ur1...rp} is a tran-
scendence basis of the field K(
n⋃
j=1
Λ(r1, . . . , rp+1)ηj) over K.
First of all, let us show that the set U¯r1...rp+1 is algebraically independent
over K. Let g be a polynomial in k variables (k ∈ N, k ≥ 1) such that
g(u1(η), . . . , uk(η)) = 0 for some elements u1, . . . , uk ∈ Ur1...rp+1. Then the
∆-σ-polynomial g¯ = g(u1, . . . , uk) is reduced with respect to Σ. (Indeed, if g
contains a term u = λvAi with λ ∈ Λ, λ ∼ vAi (1 ≤ i ≤ d), then there exists
k ∈ {1, . . . , p} such that ordk(λu
(k)
Ai
) > rk ≥ ordku
(k)
g¯ ). Since g¯ ∈ P , Proposi-
tion 5.8 implies that g¯ = 0. Thus, the set U¯r1...rp is algebraically independent
over K.
Now, let us prove that every element ληj (1 ≤ j ≤ s, λ ∈ Λ(r1, . . . , rp+1)) is
algebraic over the field K(U¯r1,...,rp+1). Let ληj /∈ U¯r1,...,rp+1 (if ληj ∈ U¯r1,...,rp+1 ,
the statement is obvious). Then λyj /∈ Ur1,...,rp whence λyj is equal to some
term of the form λ′vAi where λ
′ ∈ Λ, λ ∼ vAi (1 ≤ i ≤ d), and ordk(λ
′u
(k)
Ai
) ≤ rk
for k = 1, . . . , p. Let us represent Ai as a polynomial in vAi : Ai = I0(vAi)
e
+
I1(vAi)
e−1
+ · · ·+ Ie, where I0, I1, . . . Ie do not contain vAi (therefore, all terms
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in these ∆-σ-polynomials are lower than vAi with respect to the order <σ).
Since Ai ∈ P ,
Ai(η) = I0(η)(vAi(η))
e
+ I1(η)(vAi (η))
e−1
+ · · ·+ Ie(η) = 0 (5. 1)
It is easy to see that the ∆-σ-polynomials I0 and SAi = ∂Ai/∂vAi are reduced
with respect to any element of the set Σ. Applying Proposition 5.8 we obtain
that I0 /∈ P and SAi /∈ P whence I0(η) 6= 0 and SAi(η) 6= 0. Now, if we
apply λ′ to both sides of equation (5.1), the resulting equation will show that
the element λ′vAi(η) = ληj is algebraic over the field K({λ¯ηl|ordiλ¯ ≤ ri for
i = 1, . . . , p + 1; 1 ≤ l ≤ s, and λ¯yl <σ λ′u
(1)
Ai
= λyj}. Now, the induction on
the set of terms ΛY ordered by the relation <σ completes the proof of the fact
that U¯r1...rp+1(η) is a transcendence basis of the field K(
s⋃
j=1
Λ(r1, . . . , rp+1)ηj)
over K.
Let U
(1)
r1...rp+1 = {u ∈ ΛY |ordiu ≤ ri for i = 1, . . . , p+1 and u is not a multiple
of any vAj , j = 1, . . . , d} and U
(2)
r1...rp+1 = {u ∈ ΛY |ordiu ≤ ri for i = 1, . . . , p+1
and there exists at least one pair i, j (1 ≤ i ≤ p, 1 ≤ j ≤ d) such that u = λvAj ,
λ ∼ vAj , and ordi(λu
(i)
Aj
) > ri}. Clearly, Ur1...rp+1 = U
(1)
r1...rp+1
⋃
U
(2)
r1...rp+1 and
U
(1)
r1...rp+1
⋂
U
(2)
r1...rp+1 = ∅.
By Theorem 4.6, there exists a numerical polynomial φ(t1, . . . , tp+1) in p+1
variables t1, . . . , tp+1 such that φ(r1, . . . , rp+1) = CardU
(1)
r1...rp+1 for all suffi-
ciently large (r1 . . . rp+1) ∈ Np+1, degtiφ ≤ mi for i = 1, . . . , p, and degtp+1φ ≤
n. Thus, in order to complete the proof of the theorem, we need to show that
there exists a numerical polynomial ψ(t1, . . . , tp+1) in p+1 variables t1, . . . , tp+1
such that ψ(r1, . . . , rp+1) = CardU
(2)
r1...rp+1 for all sufficiently large (r1 . . . rp+1) ∈
Np+1, degtiψ ≤ mi for i = 1, . . . , p, and degtp+1ψ ≤ n.
Let ordivAj = aij , ordiu
(i)
Aj
= bij , and ordσvAj = cj for i = 1, . . . , p; j =
1, . . . , d (clearly, aij ≤ bij for i = 1, . . . , p; j = 1, . . . , d). Furthermore, for
any q = 1, . . . , p and for any integers k1, . . . , kq such that 1 ≤ k1 < · · · <
kq ≤ p, let Vj;k1,...,kq (r1, . . . , rp+1) = {λvAj |λ ∼ vAj , ordiλ ≤ ri − aij for
i = 1, . . . , p, ordσλ ≤ rp+1 − cj , and ordkλ > rk − bkj if and only if k is
equal to one of the numbers k1, . . . , kq}. Using Theorem 4.3(iii) we obtain that
CardVj;k1,...,kq (r1, . . . , rp+1) = φj;k1,...,kq (r1, . . . , rp+1), where φj;k1,...,kq (t1, . . . ,
tp+1) is a numerical polynomial in p variables t1, . . . , tp+1 defined by the formula
φj;k1,...,kq (t1, . . . , tp) =
(
t1 +m1 − a1j
m1
)
. . .
(
tk1−1 +mk1−1 − ak1−1,j
mk1−1
)
[(
tk1 +mk1 − ak1,j
mk1
)
−
(
tk1 +mk1 − bk1,j
mk1
)](
tk1+1 +mk1+1 − ak1+1,j
mk1+1
)
. . .
(
tkq−1 +mkq−1 − akq−1,j
mkq−1
)[(
tkq +mkq − akq,j
mkq
)
−
(
tkq +mkq − bkq,j
mkq
)]
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. . .
(
tp +mp − apj
mp
)(
tp+1 + n− cj
n
)
(5. 2)
Clearly, degtiφj;k1,...,kq ≤ mi for i = 1, . . . , p and degtp+1φj;k1,...,kq ≤ n.
Now, for any j = 1, . . . , d, let Vj(r1, . . . , rp+1) = {λvAj |λ ∼ vAj , ordiλ ≤
ri − aij for i = 1, . . . , p, ordσλ ≤ rp+1 − cj, and there exists k ∈ N, 1 ≤
k ≤ p, such that ordkλ > rk − bkj}. Then the combinatorial principle of
inclusion and exclusion implies that CardVj(r1, . . . , rp+1) = φj(r1, . . . , rp+1),
where φj(t1, . . . , tp+1) is a numerical polynomial in p+ 1 variables t1, . . . , tp+1
defined by the formula
φj(t1, . . . , tp+1) =
p∑
k1=1
φj;k1 (t1, . . . , tp+1)−
∑
1≤k1<k2≤p
φj;k1,k2(t1, . . . , tp+1)+· · ·+
(−1)ν−1
∑
1≤k1<...kν≤p
φj;k1,...,kν (t1, . . . , tp+1) + · · ·+(−1)
pφj;1,2,...,p(t1, . . . , tp+1).
(5. 3)
It is easy to see that degtiφj ≤ mi for i = 1, . . . , p and degtp+1φj ≤ n.
Applying the principle of inclusion and exclusion we obtain that
CardU (2)r1...rp+1 = Card
d⋃
j=1
Vj(r1, . . . , rp+1) =
d∑
j=1
CardVj(r1, . . . , rp+1)
−
∑
1≤j1<j2≤d
Card (Vj1 (r1, . . . , rp+1)
⋂
Vj2 (r1, . . . , rp+1)) + · · ·+
(−1)d−1Card
d⋂
ν=1
Vν(r1, . . . , rp+1), (5. 4)
so it is sufficient to prove that for any s = 1, . . . , d and for any indices j1, . . . , js,
1 ≤ j1 < · · · < js ≤ d, Card (Vj1 (r1, . . . , rp+1)
⋂
· · ·
⋂
Vjs(r1, . . . , rp+1)) =
φj1,...,js(r1, . . . , rp+1), where φj1,...,js(t1, . . . , tp+1) is a numerical polynomial in
p + 1 variables t1, . . . , tp+1 such that degtiφj1,...,js ≤ mi for i = 1, . . . , p and
degtp+1φj1,...,js ≤ n.
It is clear that the intersection Vj1 (r1, . . . , rp+1)
⋂
· · ·
⋂
Vjs(r1, . . . , rp+1) is
not empty (therefore, φj1,...,js 6= 0) if and only if the leaders vAj1 , . . . , vAjs
contain the same ∆-σ-indeterminate yi (1 ≤ i ≤ s) and they are all similar
to each other. Let us consider such an intersection and let v(j1, . . . , js) =
lcm(vAj1 , . . . , vAjs ) (this least common multiple of similar to each other terms
is defined in a natural way, as the smallest with respect to <σ common multiple
of vAj1 , . . . , vAjs ). Let elements γ1, . . . , γs ∈ Λ be defined by the conditions
v(j1, . . . , js) = γνvAjν and γν ∼ vAjν (ν = 1, . . . , s).
Then Vj1 (r1, . . . , rp+1)
⋂
· · ·
⋂
Vjs(r1, . . . , rp+1) is the set of all terms u =
λv(j1, . . . , js) such that u ∼ v(j1, . . . , js), ordiu ≤ ri (that is, ordiλ ≤ ri −
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ordiv(j1, . . . , js)) for i = 1, . . . , p, ordσu ≤ rp+1, and for any l = 1, . . . , s, there
exists at least one index k ∈ {1, . . . , p} such that ordk(λγlu
(k)
Ajl
) > rk (i. e.,
ordkλ > rk − ordkv(j1, . . . , js)− ordku
(k)
Ajl
+ ordkvAjl ).
Setting c
(i)
j1,...,js
= ordiv(j1, . . . , js) (1 ≤ i ≤ p), c
(p+1)
j1,...,js
= ordσv(j1, . . . , js)
and applying the principle of inclusion and exclusion once again, we obtain that
Card
⋂s
ν=1 Vjν (r1, . . . , rp+1) is an alternating sum of terms of the form
CardW (j1, . . . , js; k11, k12, . . . , k1q1 , k21, . . . , ksqs ; r1, . . . , rp+1) where
W (j1, . . . , js; k11, k12, . . . , k1q1 , k21, . . . , ksqs ; r1, . . . , rp+1) denotes the set
{λ ∈ Λ|λ ∼ v(j1, . . . , js), ordiλ ≤ ri − c
(i)
j1,...,js
for i = 1, . . . , p, ordσλ ≤ rp+1 −
c
(p+1)
j1,...,js
and for any l = 1, . . . , s, 1 ≤ k ≤ p, ordkλ > rk − c
(k)
j1,...,js
+ akjl − bkjl if
and only if k is equal to one of the numbers kl1, . . . klql}
(q1, . . . , qs are some positive integers in the set {1, . . . , p} and {kiν |1 ≤ i ≤ s, 1 ≤
ν ≤ qs} is a family of integers such that 1 ≤ ki1 < ki2 < · · · < kiqi ≤ p for
i = 1, . . . , s).
Thus, it remains to show that CardW (j1, . . . , js; k11, . . . , ksqs ; r1, . . . , rp+1) =
ψj1,...,jsk11,...,ksqs (r1, . . . , rp+1) where ψ
j1,...,js
k11,...,ksqs
(t1, . . . , tp+1) is a numerical polyno-
mial in p+ 1 variables t1, . . . , tp+1 whose degrees with respect to ti (1 ≤ i ≤ p)
and tp+1 do not exceed mi and n, respectively. But this is almost evident: as in
the evaluation of CardVj;k1 ,...,kq (r1, . . . , rp+1) (when we use Theorem 4.3 (iii)
to get formula (5.3)), we see that CardW (j1, . . . , js; k11, . . . , ksqs ; r1, . . . , rp) is a
product of terms of the form
(
rp+1 + n− c
(p+1)
j1,...,js
n
)
or
(
rk +mk − c
(k)
j1,...,js
− Sk
mk
)
(the last term corresponds to an integer k such that 1 ≤ k ≤ p and k 6= kiν for
any i = 1, . . . , s, ν = 1, . . . , qs; the number Sk is max{bkjl − akjl |1 ≤ l ≤ s})
or
[(
rk +mk − c
(k)
j1,...,js
mk
)
−
(
rk +mk − c
(k)
j1,...,js
− Tk
mk
)]
(such a term appears
in the product if k is equal to some kiν (1 ≤ i ≤ s, 1 ≤ ν ≤ qs). In this
case, if ki1ν1 , . . . , kieνe are all elements of the set {kiν |1 ≤ i ≤ s, 1 ≤ ν ≤ qs}
that are equal to k (1 ≤ e ≤ s, 1 ≤ i1 < · · · < ie ≤ s), then Tk is defined as
min{bkjiλ − akjiλ |1 ≤ λ ≤ l}).
The corresponding numerical polynomial ψj1,...,jsk11,...,ksqs (t1, . . . , tp+1) is a prod-
uct of p ”elementary” numerical polynomials f1, . . . , fp where fk (1 ≤ k ≤ p)
is a polynomial of the form
(
tp+1 + n− c
(p+1)
j1,...,js
n
)
or
(
tk +mk − c
(k)
j1,...,js
− Sk
mk
)
or[(
tk +mk − c
(k)
j1,...,js
mk
)
−
(
tk +mk − c
(k)
j1,...,js
− Tk
mk
)]
(1 ≤ k ≤ p). Since the
degree of such a product with respect to any variable ti (1 ≤ i ≤ p) and tp+1
does not exceed mi and n, respectively, this completes the proof of the first two
parts of Theorem 3.1.
In order to prove the last part of the theorem, suppose that ζ = {ζ1, . . . , ζq}
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is another system of ∆-σ-generators of L/K, that is, L = K〈η1, . . . , ηs〉 =
K〈ζ1, . . . , ζq〉). Let
Φζ(t1, . . . , tp+1) =
m1∑
i1=0
. . .
mp∑
ip=0
bi1...ip+1
(
t1 + i1
i1
)
. . .
(
tp+1 + ip+1
ip+1
)
be the dimension polynomial of our ∆-σ-field extension associated with the
system of generators ζ. Then there exist h1, . . . , hp+1 ∈ N such that ηi ∈
K(
⋃q
j=1 Λ(h1, . . . , hp+1)ζj) and ζk ∈ K(
⋃s
j=1 Λ(h1, . . . , hp+1)ηj) for any i =
1, . . . , s and k = 1, . . . , q, whence Φη(r1, . . . , rp+1) ≤ Φζ(r1+h1, . . . , rp+1+hp+1)
and Φζ(r1, . . . , rp+1) ≤ Φη(r1 + h1, . . . ,
rp+1 + hp+1) for all sufficiently large (r1, . . . , rp+1) ∈ Np+1. Now the state-
ment of the third part of Theorem 3.1 follows from the fact that for any el-
ement (k1, . . . , kp+1) ∈ E′η, the term
(
t1 + k1
k1
)
. . .
(
tp+1 + kp+1
kp+1
)
appears in
Φη(t1, . . . , tp+1) and Φζ(t1, . . . , tp+1) with the same coefficient ak1...kp+1 .
Let us consider some examples of computation of ∆-σ-dimension polynomi-
als.
Example 5.11 Consider a ∆-σ-field extension L = K〈η〉 where ∆ = {δ},
σ = {α}, and the ∆-σ-generator of L/K satisfies the defining equation
δη − αη − a = 0 (5. 5)
where a ∈ K.
Since the equation is linear, the corresponding defining ∆-σ-ideal of the
ring of ∆-σ-polynomials K{y} is P = [αy − δy − a] (the fact that any linear
ideal is prime is well-known, see, for example, [5, Chapter IV, Section 5]). By
Proposition 5.10, the ∆-σ-polynomials A = αy− δy− a and −α−1A = α−1δy−
y − α−1(a) form a characteristic set of the ideal P . Using the notation of the
proof of Theorem 3.1 and applying the procedure described in this proof together
with Theorem 4.3(iii), and formula (4.4), we obtain that CardU
(1)
r1r2 = r1+r2+1
and CardU
(2)
r1r2 = r2 for all sufficiently large (r1, r2) ∈ N
2. Therefore the
corresponding ∆-σ-dimension polynomial is as follows: Φη(t1, t2) = t1+2t2+1.
Note that this polynomial expresses the strength of the difference-differential
equation
dy(x)
dx
−y(x+h)−a(x) = 0 where y(x) is an unknown function and a(x)
belongs to a functional ∆-σ-field K with the derivation
d
dx
and automorphism
f(x) 7→ f(x+h) where h is a constant of the field (say, if K is a field of functions
of a real variable, then h is a real number).
Example 5.12 Let us find the ∆-σ-dimension polynomial that expresses the
strength of the difference-differential equation
∂2y(x1, x2)
∂x21
+
∂2y(x1, x2)
∂x22
+ y(x1 + h) + a(x) = 0 (5. 6)
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over some ∆-σ-field of functions of two real variables K, where the basic set of
derivations ∆ = {δ1 =
∂
∂x1
, δ2 =
∂
∂x2
} has the partition ∆ = {δ1}
⋃
{δ1} and σ
consists of one automorphisms α : f(x1, x2) 7→ f(x1 + h, x2)} (α is the shift of
the first argument of a function by a real number h).
In this case, the associated ∆-σ-extension K〈η〉/K is ∆-σ-isomorphic to the
field of fractions of the integral ∆-σ-domain K{y}/[αy + δ21y + δ
2
1y + a] (the
element a ∈ K corresponds to the function a(x)). Applying Proposition 5.10
we obtain that the characteristic set of the defining ideal of the corresponding
∆-σ-extension K〈η〉/K consists of the ∆-σ-polynomials g1 = αy+ δ21y+ δ
2
1y+a
and g2 = α
−1g1 = α
−1δ21y + α
−1δ22y + y + α
−1(a). With the notation of
the proof of Theorem 3.1, the application of the procedure described in this
proof, Theorem 4.3(iii), and formula (4.4) leads to the following expressions
for the numbers of elements of the sets U
(1)
r1r2r3 and U
(2)
r1r2r3 : CardU
(1)
r1r2r3 =
r1r2 + 2r2r3 + r1 + r2 + 2r3 + 1 and CardU
(2)
r1r2r3 = 4r1r3 + 2r2r3 − 2r3 for
all sufficiently large (r1, r2, r3) ∈ N3. Thus, the strength of equation (5.6)
corresponding to the given partition of the basic set of derivations is expressed
by the ∆-σ-polynomial Φη(t1, t2, t3) = t1t2 + 4t1t3 + 4t2t3 + t1 + t2 + 1.
6 Generalized Gro¨bner bases in free difference-
differential modules and difference-differential
dimension polynomials
Let K be a difference-differential field of zero characteristic with basic sets
∆ = {δ1, . . . , δm} and σ = {α1, . . . , αn} of derivations and automorphisms,
respectively. Suppose that partition (3.1) of the set of derivations is fixed:
∆ = ∆1
⋃
· · ·
⋃
∆p (p ≥ 1) where ∆1 = {δ1, . . . , δm1}, ∆2 = {δm1+1, . . . ,
δm1+m2}, . . . ,∆p = {δm1+···+mp−1+1, . . . , δm} (m1 + · · ·+mp = m).
As before, let Λ denote the free commutative semigroup of all power products
of the form λ = δk11 . . . δ
km
m α
l1
1 . . . α
ln
n where ki ∈ N, lj ∈ Z (1 ≤ i ≤ m, 1 ≤ j ≤
n) and let ordiλ (1 ≤ i ≤ p) and ordσλ denote the orders of such an element λ
relative to ∆i and σ, respectively, introduced at the beginning of section 3.
In what follows an expression of the form
∑
λ∈Λ aλλ, where aλ ∈ K for all
λ ∈ Λ and only finitely many coefficients aλ are different from zero, is called a
difference-differential (or ∆-σ-) operator overK. Two ∆-σ-operators
∑
λ∈Λ aλλ
and
∑
λ∈Λ bλλ are considered to be equal if and only if aλ = bλ for all λ ∈ Λ.
The set of all ∆-σ-operators over K can be equipped with a ring struc-
ture if one sets
∑
λ∈Λ aλλ +
∑
λ∈Λ bλλ =
∑
λ∈Λ(aλ + bλ)λ, a(
∑
λ∈Λ aλλ) =∑
λ∈Λ(aaλ)λ, (
∑
λ∈Λ aλλ)µ =
∑
λ∈Λ aλ(λµ), µa = µ(a)µ for any ∆-σ-operators∑
λ∈Λ aλλ,
∑
λ∈Λ bλλ and for any elements a ∈ K,µ ∈ Λ, and extend these rules
by the distributivity. This ring is called the ring of difference-differential (or ∆-
σ-) operators over K, it will be denoted by D (or DK , if the ring K should be
specified).
If u =
∑
λ∈Λ aλλ is a ∆-σ-operator over K, then the orders of u rel-
ative to the sets ∆i (1 ≤ i ≤ p) and σ are defined as numbers ordiu =
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max{ordiλ|aλ 6= 0} and ordσu = max{ordσλ|aλ 6= 0}, respectively. The num-
ber ord u = max{ord λ|aλ 6= 0} is said to be the order of the ∆-σ-operator
u.
For any r1, . . . , rp+1 ∈ N, let Dr1...rp+1 denote the vector K-subspace of
D generated by Λ(r1, . . . , rp+1). Setting Dr1...rp+1 = 0 for (r1, . . . , rp+1) ∈
Zp+1 \ Np+1, we obtain a family {Dr1...rp+1 |(r1, . . . , rp+1) ∈ Z
p+1} called a
standard (p+ 1)-dimensional filtration of D.
Obviously,
⋃
{Dr1...rp+1 |r1 . . . rp+1 ∈ Z} = D,Dr1...rp+1 ⊆ Dr1...ri−1,ri+1,ri+1,...rp+1
for all i, 1 ≤ i ≤, p + 1, and Dr1...rp+1Ds1...sp+1 = Dr1+s1,...,rp+1+sp+1 for any
ri, si ∈ N, 1 ≤ i ≤ p+ 1.
A left module over the ring D is called a difference-differential K-module
or a ∆-σ-K-module. In other words, a vector K-space M is called a ∆-σ-K-
module, if the elements of the set ∆
⋃
σ∗ act onM in such a way that β(x+y) =
β(x) + β(y), β(γ(x)) = γ(β(x)), δ(ax) = aδ(x) + δ(a)x, τ(ax) = τ(a)τ(x), and
τ(τ−1(x)) = x for any β, γ ∈ ∆
⋃
σ∗, δ ∈ ∆, τ ∈ σ∗, a ∈ K, and x ∈M .
Definition 6.1 IfM is a ∆-σ-K-module, then a family {Mr1...rp+1 |(r1 . . . rp+1) ∈
Z} of vector K-subspaces of the module M is called a (p + 1)-dimensional fil-
tration of M if the following three conditions hold:
(i) For any fixed integers r1, . . . , ri−1, ri+1, . . . , rp+1 (1 ≤ i ≤ p + 1),
Mr1...ri...rp+1 ⊆ Mr1...ri−1,ri+1,ri+1...rp+1 and Mr1...rp+1 = 0 for all sufficiently
small ri ∈ Z;
(ii)
⋃
{Mr1...rp+1 |(r1, . . . , rp+1) ∈ Z
p+1} =M ;
(iii) Dr1...rp+1Ms1...sp+1 ⊆Mr1+s1,...,rp+1+sp+1 for any (r1, . . . , rp+1),
(s1, . . . , sp+1) ∈ Zp+1.
If every vector K-spaceMr1...rp+1 is finitely generated and there exists an ele-
ment (h1, . . . , hp+1) ∈ Zp+1 such that Dr1...rp+1Mh1...hp+1 =Mr1+h1,...,rp+1+hp+1
for any
(r1, . . . , rp+1) ∈ Np+1, then the (p+1)-dimensional filtration is called excellent.
It is easy to see that if u1, . . . , uq is a finite system of generators of a left
D-module M , then the filtration {
∑q
i=1Dr1...rp+1ui| (r1, . . . , rp+1) ∈ Z
p+1} is
excellent.
Let M and N be two ∆-σ-K-modules. A homomorphism of of vector K-
spaces f :M −→ N is called a ∆-σ-homomorphism (or difference-differential ho-
momorphism), if f(τx) = τf(x) for any x ∈M,β ∈ ∆
⋃
σ∗. Surjective (respec-
tively, injective or bijective) ∆-σ-homomorphism is called a ∆-σ-epimorphism
(∆-σ-monomorphism or ∆-σ-isomorphism, respectively).
Let F be a finitely generated free leftD-module with free generators f1, . . . , fq.
(Using the ”difference-differential” terminology, we also say that F is a free
difference-differential K-module (or a free ∆-σ-K-module) with the set of free
∆-σ-generators {f1, . . . , fq}.)
Then F can be considered as a vector K-space with the basis {λfi |λ ∈ Λ,
1 ≤ i ≤ q}). This set will be denoted by Λf and its elements will be called
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terms . (The fact that the same name is used in section 5 for certain elements of
the ring of ∆-σ-polynomials will not cause any confusions.) For any term λfi,
the element λ will be called the head of the term.
Since Λf is a basis of F over K, every element f ∈ F has a unique repre-
sentation as a linear combination of terms:
f = a1λ1fi1 + · · ·+ adλ1fid (6. 1)
for some nonzero elements aj ∈ K and some λj ∈ Λ (1 ≤ j ≤ d). We say that
the element f contains a term λkfk, if this term appears in the representation
(6.1) with nonzero coefficient.
We define the orders of a term λfj ∈ Λf relative to the sets ∆i and σ as
the corresponding orders of λ: ordi(λfj) = ordiλ (1 ≤ i ≤ p) and ordσ(λfj) =
ordσλ. The number ord (λfj) = ord λ is said to be the order of the term λfj .
We say that two terms u = λfi and v = λ
′fj are similar and write u ∼ v if
λ ∼ λ′. If u = λei is a term and λ
′ ∈ Λ, we say that u is similar to λ′ and write
u ∼ λ′ if λ ∼ λ′. Furthermore, if u, v ∈ Λf , we say that u divides v or v is a
multiple of u, if u = λei, v = λ
′ei for some ei and λ|λ′ (in particular, it means
that λ ∼ λ′).
In what follows we will consider p + 1 orders <1, . . . , <p, <σ on the set Λf
defined in the same way as the corresponding orders of the terms in the ring
of ∆-σ-polynomials: λfj <i(or <σ) λ
′fk (λ, λ
′ ∈ Λ, 1 ≤ j, k ≤ q) if and only if
λ <i (respectively, <σ) λ
′ in Λ, or λ = λ′ and j < k.
If an element f ∈ F is written in the form (6.1) then the greatest element of
the set {λ1fi1 , . . . , λdfid} relative to the orders<i (1 ≤ i ≤ p) and <σ, are called
the ∆i-leader and σ-leader of f ; they are denoted by u
(i)
f and vf , respectively.
Definition 6.2 Let f and g be two elements of the free ∆-σ-K-module F . The
element f is said to be reduced with respect to g if f does not contain any multiple
λvg (λ ∈ Λ) of the σ-leader vg such that ordi(λug) ≤ ordiuf for i = 1, . . . p.
An element h ∈ E is said to be reduced with respect to a set Σ ⊆ E, if h is
reduced with respect to every element of the set Σ.
Let us consider p new symbols z1, . . . , zp, the free commutative semigroup Γ of
all power products λzk11 . . . z
kp
p (λ ∈ Λ, ki ∈ N for i = 1, . . . , p), and the set
Γf of all elements of the form {γfj|γ ∈ Γ, 1 ≤ j ≤ q} = Γ × {e1, . . . , eq}. If
a = λzk11 . . . z
kp
p fµ, b = λ
′zl11 . . . z
lp
p fν ∈ Γf (1 ≤ µ, ν ≤ q), we say that a divides
b (or b is a multiple of a) and write a|b if µ = ν, λ|λ′ in Λ, and ki ≤ li for
i = 1, . . . , p.
For any i = 1, . . . , p and for any f ∈ F , let d(f) = ordiu
(i)
f − ordivf , and let
a mapping ρ : F → Γf be defined by ρ(f) = z
d1(f)
1 . . . z
dp(f)
p vf .
Definition 6.3 With the above notation, let N be a D-submodule of F . A finite
set G = {g1, . . . , gr} ⊆ N is called a ∆-σ-Gro¨bner basis of N (with respect to
the given partition (3.1) of the basic set ∆) if for any f ∈ N , there exists gi ∈ G
such that ρ(gi)|ρ(f).
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Definition 6.4 Given f, g, h ∈ F , with g 6= 0, we say that the element f reduces
to h modulo g in one step and write f
g
−→ h if and only if f contains some term
w with a coefficient a such that vg|w, w = λvg (λ ∈ Λ, λ ∼ vg),
h = f − a (λσ(lcσ(g)))
−1
λg,
and ordi(λu
(i)
g ) ≤ ordiu
(i)
f for i = 1, . . . , p.
Definition 6.5 Let f, h ∈ F and let G = {g1, . . . , gr} be a finite set of nonzero
elements of F . We say that f reduces to h modulo G and write f
G
−→ h if and
only if there exists a sequence of elements g(1), g(2), . . . g(q) ∈ G and a sequence
of elements h1, . . . , hq−1 ∈ F such that f
g(1)
−−→ h1
g(2)
−−→ . . .
g(q−1)
−−−−→ hq−1
g(q)
−−→ h.
The introduced notion of reduction is similar to the concept of (<k, <i1
, · · · <il)-reduction defined in [9, Section 3]. The following two propositions can
be proved in the same way as Theorem 3.6 and Proposition 3.7 of [9].
Proposition 6.6 With the above notation, let G = {g1, . . . , gr} ⊆ F be a ∆-
σ-Gro¨bner basis of a D-submodule N of F and let f ∈ N . Then there exist
elements g ∈ N and Q1, . . . , Qr ∈ D such that f − g =
∑r
i=1Qigi and g is
reduced with respect to G.
Now we can propose an approach to the computation of the dimension poly-
nomial of a finitely generated ∆-σ-field extension L = K〈η1, . . . , ηs〉, which is
based on the consideration of the corresponding module of Ka¨hler differentials
ΩL|K . As it is shown in [3] and [6, Proposition 3.4.46], the L-vector space
ΩL|K can be equipped with the structure of a left module over the ring of
∆-σ-operators D = DL over L in such a way that the corresponding action
of the elements of ∆
⋃
σ on ΩL|K satisfy the conditions δ(dζ) = dδ(ζ) and
α(dζ) = dα(ζ) for any ζ ∈ L, δ ∈ ∆, α ∈ σ.
Let us consider D as a filtered ring with a natural (p+1)-dimensional filtra-
tion {Dr1...rp+1 |(r1, . . . , rp+1) ∈ Z
p+1} where Dr1...rp+1 is the vector L-subspace
of D generated by Λ(r1, . . . , rp+1) if all ri ≥ 0, and 0 otherwise. Then the finitely
generated D-moduleM = ΩL|K =
∑s
i=1Ddηi has a natural (p+1)-dimensional
filtration {Mr1...rp+1 |(r1, . . . ,
rp+1) ∈ Zp+1} where Mr1...rp+1 (ri ≥ 0) is the vector L-subspace of ΩL|K
generated by the set {dη|η ∈ K({ληj |λ ∈ Λ(r1, . . . , rp+1), 1 ≤ j ≤ s}) and
Mr1...rp+1 = 0 whenever at least one ri is negative. Clearly, this is an excellent
filtration of M and, as it is shown in [3] and [6, Theorem 6.4.11],
trdegKK(
s⋃
j=1
Λ(r1, . . . , rp+1)ηj) = dimL(Mr1...rp+1)
for all (r1 . . . rp+1) ∈ Np+1.
It follows that the computation of the difference-differential dimension poly-
nomial of the extension L/K can be reduced to the computation of the dimen-
sion polynomial associated with the filtration {Mr1...rp+1}; the existence of such
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a polynomial is established by the following theorem whose proof is similar to
the proof of Theorem 4.2 of [9].
Theorem 6.7 Let {Mr1...rp+1 =
s∑
i=1
Dr1...rpfi} be an excellent (p+1)-dimensional
filtration of a left D-module M =
s∑
i=1
Dfi (f1, . . . , fs generate M as a D-
module). Then there exists a polynomial φ(t1, . . . , tp+1) ∈ Q[t1, . . . , tp+1] such
that
(i) φ(r1, . . . , rp+1) = dimLMr1...rp+1 for all sufficiently large (r1, . . . , rp+1) ∈
Zp.
(ii) degtiφ ≤ mi (1 ≤ i ≤ p) and degtp+1φ ≤ n, so that deg φ ≤ m+ n and
φ(t1, . . . , tp+1) can be represented as
φ =
m1∑
i1=0
· · ·
mp∑
ip=0
n∑
ip+1=0
ai1...ip+1
(
t1 + i1
i1
)
. . .
(
tp+1 + ip+1
ip+1
)
where ai1...ip+1 ∈ Z and 2
n | am1...mpn.
(iii) Let A = {(i1, . . . , ip+1) ∈ Np+1 | 0 ≤ ik ≤ mk (1 ≤ k ≤ p), 0 ≤ ip+1 ≤
n and ai1...ip+1 6= 0}. Then d = deg φ, am1...mpn, elements (k1, . . . , kp+1) ∈ A
′,
the corresponding coefficients ak1...kp+1 and the coefficients of the terms of total
degree d do not depend on the choice of the excellent filtration. Also,
am1...mpn
2n
is equal to the maximal number of elements of M linearly independent over D.
(iv) Let E be a free left D-module with free generators e1, . . . , es. Let pi :
E −→ M be the natural D-epimorphism (pi(ei) = fi for i = 1, . . . , s), N =
Ker pi, and G = {g1, . . . , gd} a ∆-σ-Gro¨bner basis of N . Furthermore, for any
(r1, . . . , rp+1) ∈ Np+1, let U
(1)
r1...rp+1 = {u = λek | ordiλ ≤ ri for i = 1, . . . , p,
ordσu ≤ rp+1, and u is not a multiple of any vgj , j = 1, . . . , d (1 ≤ k ≤ d)}
and let U
(2)
r1...rp+1 = {u = λek | ordiu ≤ ri for i = 1, . . . , p, ordσu ≤ rp+1, and
for every λ ∈ Λ, g ∈ G such that u = λu
(1)
g , λ ∼ u
(1)
g , there exists i ∈ {1, . . . , p}
such that ordiλu
(i)
g > ri}.
Then for any (r1, . . . , rp+1) ∈ Np+1, the set pi(U
(1)
r1...rp+1
⋃
U
(2)
r1...rp+1) is a ba-
sis ofMr1...rp+1 over K. Therefore φ(r1, . . . , rp+1) = Card
(
U
(1)
r1...rp+1
⋃
U
(2)
r1...rp+1
)
for all sufficiently large (r1, . . . , rp+1) ∈ Zp.
The last theorem shows that the polynomial φ(t1, . . . , tp+1) can be computed
via construction of a ∆-σ-Gro¨bner basis of the module N mentioned in the
last theorem. Such a basis can be obtained with the use of the generalized
Buchberger algorithm described in [9] (where ≤σ is to play the role of ≤1 in
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the theory developed in [9, Section 3]). Another possible way to construct a
∆-σ-Gro¨bner basis is to use the relative Gro¨bner basis technique developed in
[11] and [1].
The following example deals with a differential field extension (σ = ∅). It
illustrates the method of computation of the multivariate dimension polynomial
with the use of the last part of Theorem 6.7 and also shows that multivariate
dimension polynomials can carry more invariants of a finitely generated differ-
ential (∆-) field extension than the univariate dimension polynomial considered
by E. Kolchin.
Example 6.8 Let K be a differential field with a basic set ∆ = {δ1, δ2, δ3} and
let L = K〈η〉 be a ∆-field extension with the defining equation
δa+c1 δ
b
2η + δ
a+b
2 δ
c
3η + δ
a
1δ
b+c
3 η = 0
where a, b, and c are positive integers. (It means that the defining ∆-ideal of η
over K is the ∆-ideal of K{y} generated by the ∆-polynomial f = δa+c1 δ
b
2y +
δa+b2 δ
c
3y + δ
a
1δ
b+c
3 y. Since f is linear, the ∆-ideal [f ] is prime.)
As it is shown in [6, Proposition 6.5.5], the kernel N of the natural epimor-
phism of the free DL-module E = DLe onto the module of Ka¨hler differentials
ΩL|K = DLdη is generated by the element g = (δ
a+c
1 δ
b
2 + δ
a+b
2 δ
c
3 + δ
a
1δ
b+c
3 )e,
which, obviously, forms a ∆-Gro¨bner basis of N .
Let Φη(t1, t2, t3) be the dimension polynomial associated with the partition
∆ = {δ1}
⋃
{δ2}
⋃
{δ3}.
Applying the last part of Theorem 6.7 and the method of evaluation of the sets
U
(1)
r1,r2,r3 and U
(2)
r1,r2,r3 described in the proof of Theorem 3.1, we obtain that
Φη =
[(
t1 + 1
1
)(
t2 + 1
1
)(
t3 + 1
1
)
−
(
t1 + 1− (a+ c)
1
)(
t2 + 1− b
1
)(
t3 + 1
1
)]
+
[(t1−(a+c)+1)a(t3+1)+(t1−(a+c)+1)(t2−b+1)(b+c)−(t1−(a+c)+1)a(b+c)] =
(b+ c)t1t2 + (a+ b)t1t3 + (a+ c)t2t3+ terms of total degree at most 1.
Note that the corresponding Kolchin differential dimension polynomial, which
describes tr.degKK(Λ(r)η), is as follows:
φη|K(t) =
(
t+ 3
3
)
−
(
t+ 3− (a+ b+ c)
3
)
=
a+ b+ c
2
t2+ terms of degree
at most 1.
(One can easily obtain this expression either with the use of the classical
Gro¨bner basis method or by constructing a free resolution for ΩL|K ; the cor-
responding methods and examples can be found, for example, in [6, Chapter
9].)
In this case the Kolchin polynomial φη|K(t) carries just one differential bi-
rational invariant a+ b+ c while Φη(t1, t2, t3) determines three such invariants,
a+ b, a+ c, and b+ c, that is, Φη determines all three parameters of the defining
equation while φη(t) gives just the sum of these parameters.
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7 Conclusion
We have proved the existence and presented a method of computation of multi-
variate dimension polynomials associated with difference-differential field exten-
sions and systems of algebraic difference-differential equations. The proposed
method, which generalizes the Ritt-Kolchin characteristic set technique, allows
one to evaluate the strength of a system of algebraic difference-differential equa-
tions in the sense of A. Einstein. We have also presented a method of compu-
tation of multivariate difference-differential polynomials based on a generalized
Gro¨bner basis technique that involves several term orderings. Finally, we have
found new invariants of a finitely generated difference-differential field extension
that are not carried by univariate Kolchin-type dimension polynomials.
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