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Abstract
Policy gradient algorithms are among the best candidates for the much anticipated ap-
plication of reinforcement learning to real-world control tasks, such as the ones arising in
robotics. However, the trial-and-error nature of these methods introduces safety issues
whenever the learning phase itself must be performed on a physical system. In this pa-
per, we address a specific safety formulation, where danger is encoded in the reward signal
and the learning agent is constrained to never worsen its performance. By studying actor-
only policy gradient from a stochastic optimization perspective, we establish improvement
guarantees for a wide class of parametric policies, generalizing existing results on Gaus-
sian policies. This, together with novel upper bounds on the variance of policy gradient
estimators, allows to identify those meta-parameter schedules that guarantee monotonic
improvement with high probability. The two key meta-parameters are the step size of the
parameter updates and the batch size of the gradient estimators. By a joint, adaptive
selection of these meta-parameters, we obtain a safe policy gradient algorithm.
Keywords: Reinforcement Learning, Policy Gradient, Safe Exploration
1. Introduction
Reinforcement Learning (RL, Sutton and Barto, 2018) has achieved astounding successes in
games (Mnih et al., 2015; Silver et al., 2018; OpenAI, 2018; Vinyals et al., 2019), matching
or surpassing human performance in several occasions. However, the much anticipated
applications of RL to real-world tasks such as robotics (Kober et al., 2013), autonomous
driving (Okuda et al., 2014) and finance (Li and Hoi, 2014) seem still far. The reasons of
this delay have to do with the very nature of RL, which relies on the repeated interaction
of the learning machine with the surrounding environment, e.g., a manufacturing plant, a
trafficked road, a stock market. The trial-and-error process resulting from this interaction
is what makes RL so powerful and general. However, it also poses significant challenges in
terms of sample efficiency (Recht, 2019) and safety (Amodei et al., 2016).
In Reinforcement Learning, the term safety can actually refer to a variety of prob-
lems (Garcıa and Fernández, 2015). Of course, the general concern is always the same: to
avoid or limit damage. In financial applications, it is typically a loss of money. In robotics
and autonomous driving, one should also consider direct damage to people and machines.
In this work, we do not make assumptions on the nature of the damage, but we assume
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it is entirely encoded in the scalar reward signal that is presented to the agent in order
to evaluate its actions. Other works (e.g., Turchetta et al., 2016) employ a distinct safety
signal, separate from rewards.
A further distinction is necessary on the scope of safety constraints with respect to
the agent’s life. One may simply require the final behavior, the one that is deployed at
the end of the learning process, to be safe. This is typically the case when learning is
performed in simulation, but the final controller has to be deployed in the real world. The
main challenges there are in transferring safety properties from simulation to reality (e.g.,
Tan et al., 2018). In other cases, learning must be performed, or at least completed, on the
actual system, because no reliable simulator is available (e.g., Peters and Schaal, 2008). In
such a scenario, safety must be enforced for the whole duration of the learning process. This
poses a further challenge, as the agent must necessarily go through a sequence of sub-optimal
behaviors before learning its final policy. The problem of learning while containing damage is
also known as safe exploration (Hans et al., 2008; Pecka and Svoboda, 2014; Amodei et al.,
2016), and will be the focus of this work.1
Garcıa and Fernández (2015) provide a comprehensive survey on safe RL, where the ex-
isting approaches are organized into two main families: methods that modify the exploration
process directly in order to explicitly avoid dangerous actions (e.g., Gehring and Precup,
2013), and methods that constrain exploration in a more indirect way by modifying the
reward optimization process. The former typically require some sort of external knowl-
edge, such as human demonstrations or advice (e.g., Abbeel et al., 2010; Clouse and Utgoff,
1992), which we do not assume to have in this work, if not in the form of a sufficiently
informative reward signal. Optimization-based methods (i.e., belonging to the second class)
are more suited for this scenario. A particular kind, identified by Garcıa and Fernández as
constrained criteria (Moldovan and Abbeel, 2012; Castro et al., 2012; Kadota et al., 2006),
enforces safety by introducing constraints in the optimization problem, i.e., reward maxi-
mization. 2
A typical constraint is that the agent’s performance, i.e., the sum of rewards, must never
be less than a user-specified threshold (Geibel and Wysotzki, 2005; Thomas et al., 2015).
Under the assumption that the reward signal completely encodes danger, low performances
can be matched with dangerous behaviors, so that the performance threshold works as a
safety threshold. If we only cared about the safety of the final controller, the traditional RL
objective, i.e., maximizing cumulated reward, would be enough. However, most RL algo-
rithms are known to yield oscillating performances during the learning phase. Regardless of
the final solution, intermediate ones may violate the threshold, hence yield unsafe behavior.
This problem is is known as policy oscillation (Bertsekas, 2011; Wagner, 2011).
1. Note that in this paper we are not concerned with how exploration should be performed, but only with
ensuring safety in a context where some form of exploration is necessary. In particular, we only refer
to undirect methods for exploration that perform perturbation at the level of actions and are the most
used for continuous problems. In this paper, we do not consider approaches for exploration based on
optimism (e.g., Jaksch et al., 2010) and/or baseline improvements (e.g., conservative bandits: Wu et al.,
2016; Kazerouni et al., 2017).
2. Notably, the approach proposed by (Chow et al., 2018) lays between the two classes. It relies on the
framework of constrained MDPs to guarantee the safety of a behavior policy during training via a set
of local, linear constraints defined using an external cost signal. Similar techniques have been used
in (Berkenkamp et al., 2017) to guarantee the ability to reenter a “safe region” during exploration.
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A similar constraint, that confronts the policy oscillation problem even more directly, is
Monotonic Improvment (MI, Kakade and Langford, 2002; Pirotta et al., 2013b), and is the
one adopted in this work. The requirement is for each new policy implemented by the agent
during the learning process not to perform worse than the previous one. In this way, if the
initial policy is safe, so will be all the subsequent ones.
The way safety constraints such as MI can be imposed on the optimization process
depends, of course, on what kind of policies are considered as candidates and on how the
optimization itself is performed. These two aspects are often tied, and will depend on the
specific kind of RL algorithm that is employed. Policy Search (PS, Deisenroth et al., 2013)
is a family of RL algorithms where the class of candidate policies is fixed in advance and
a direct search for the best one within the class is performed. This makes PS algorithms
radically different from value-based algorithms such as Deep Q-Networks (Mnih et al., 2015),
where the optimal policy is a byproduct of a learned value function. Although value-based
methods gained great popularity from their successes in games, PS algorithms are more
suited for real-world tasks, especially the ones involving cyber-physical systems. The main
reasons are the ability of PS methods to deal with high-dimensional, continuous state and
action spaces, convergence guarantees (Sutton et al., 2000), robustness to sensor noise, and
the superior control on the set of feasible policies. The latter allows to introduce domain
knowledge in the optimization process, possibly including some safety constraints.
In this work, we focus on Policy Gradient methods (PG, Sutton et al., 2000; Peters and Schaal,
2008), where the set of candidate policies is a class of parametric functions and the optimiza-
tion is performed via stochastic gradient ascent on the performance objective. In particular,
we analyze the prototypical PG algorithm, REINFORCE (Williams, 1992) and see how
the MI constraints can be imposed by adaptively selecting its meta-parameters during the
learning process. To achieve this, we study in more depth the stochastic gradient-based
optimization process that is at the core of all PG methods (Robbins and Monro, 1951).
In particular, we identify a general family of parametric policies that makes the optimiza-
tion objective Lipschitz-smooth (Nesterov, 2013) and allows an easy computation of the
related Lipschitz constant. This family, called of smoothing policies, includes commonly
used policy classes from the PG literature, namely Gaussian and Softmax policies. Us-
ing known properties of Lipschitz-smooth functions, we then provide lower bounds on the
performance improvement produced by gradient-based updates, as a function of tunable
meta-parameters. This, in turn, allows to identify those meta-parameter schedules that
guarantee MI with high probability. In previous works, a similar result was only achieved
for Gaussian policies (Pirotta et al., 2013a; Papini et al., 2017).
The meta-parameters analyzed here are the step size of the policy updates, or learning
rate, and the batch size of gradient estimations, i.e., the number of trials that are per-
formed within a single policy update. These meta-parameters, already present in the origi-
nal REINFORCE algorithm, are typically selected by hand and fixed for the whole learning
process (Duan et al., 2016). Besides guaranteeing monotonic improvement, our proposed
method removes the burden of selecting these meta-parameters. This safe, automatic selec-
tion within the REINFORCE algorithmic framework yields SPG, our Safe Policy Gradient
algorithm.
The paper is organized as follows: in Section 2 we introduce the necessary background
on Markov decision processes, policy optimization, and smooth functions. In Section 3,
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we introduce smoothing policies and show the useful properties they induce on the policy
optimization problem, most importantly a lower bound on the performance improvement
yielded by an arbitrary policy parameter update (Theorem 8). In Section 4, we exploit
these properties to select the meta-parameters of REINFORCE in a way that guarantees
MI with high probability. In Section 5, we show that Gaussian and Softmax policies are
smoothing. In Section 6, we provide bounds on the variance of policy gradient estimators
that are necessary for a rigorous applicability of the previous results. In Section 7, we present
the SPG algorithm. In Section 8, we compare our contribution with the related, existing
literature. Finally, we discuss future work in Section 9.
2. Preliminaries
In this section, we revise continuous Markov Decision Processes (MDPs, Puterman, 2014),
actor-only Policy Gradient algorithms (PG, Deisenroth et al., 2013), and some properties
of smooth functions.
2.1 Markov Decision Processes
A Markov Decision Process (MDP, Puterman, 2014) is a tuple M = 〈S,A, p, r, γ, µ〉, com-
prised of a state space S, an action spaceA, a Markovian transition kernel p : S × A → ∆(S),
where ∆(S) denotes the set of probability density functions over S, a reward function
r : S × A → R, a discount factor γ ∈ (0, 1) and an initial-state distribution µ ∈ ∆(S).
We only consider bounded-reward MPDs, and denote with R = sups∈S,a∈A |r(s, a)| the
maximum absolute reward. The MDP is used to model the interaction of a rational agent
with the environment. We model the agent’s behavior with a policy π : S → ∆(A), a
stochastic mapping from states to actions. The initial state is drawn as s0 ∼ µ. For each
time step t = 0, 1, . . . , the agent draws an action at ∼ π(·|st), conditioned by the current
state st. Then, the agent obtains a reward rt+1 = r(st, at) and the state of the environment
transitions to st+1 ∼ p(·|st, at). The goal of the agent is to maximize the expected sum of
discounted rewards, or performance:
J(π) := E
[ ∞∑
t=0
γtrt+1
∣∣ π] , (1)
where the expectation is over all the actions selected by the agent and all the state transitions.
We focus on continuous MDPs, where the state and action spaces are continuous, i.e.,
S ⊆ RdS and A ⊆ RdA . However, all the results naturally extend to the discrete case by
replacing integrals with summations.
Given an MDP, the purpose of RL is to find an optimal policy π∗ ∈ argmaxπ J(π) with-
out knowing the transition kernel p and the reward function r in advance, but only through
interaction with the environment. To better characterize this optimization objective, it is
convenient to introduce further quantities. We denote with pπ(·|s′) the transition kernel of
the Markov Process induced by policy π, i.e., pπ(s
′|s) := ∫a dπ(a|s)p(s′|s, a). The t-step
4
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transition kernel under policy π is defined recursively as follows:
p0π(s
′|s) := δ(s′ − s),
ptπ(s
′|s) :=
∫
s˜
dpπ(s˜|s)ptπ(s′|s˜), (2)
where δ denotes the Dirac delta. Note that p1π(s
′|s) = pπ(s′|s), from the sifting property
of δ. The t-step transition kernel allows to define the following state-occupancy measures:
ρπ(s
′|s) :=
∞∑
t=0
γtptπ(s
′|s), (3)
ρπ(s) :=
∫
s′
dµ(s′)ρπ(s|s′), (4)
measuring the (discounted) probability of visiting a state starting from another state or from
the start, respectively. Note that these measures are unnormalized:∫
s′
dρπ(s
′|s) =
∫
s
dρπ(s) =
1
1− γ . (5)
The following property of ρπ(·|s) will be useful:
Lemma 1 Any function f : S → R that can be recursively defined as:
f(s) = g(s) + γ
∫
s′
dpπ(s
′|s)f(s′), (6)
where g : S → R is any bounded function, is also equal to:
f(s) =
∫
s′
dρπ(s
′|s)g(s′). (7)
Proof By unrolling the recursive definition:
f(s) =
∞∑
t=0
γt
∫
s′
dptπ(s
′|s)g(s′)
=
∫
s′
∞∑
t=0
γt dptπ(s
′|s)g(s′) (8)
=
∫
s′
dρπ(s
′|s)g(s′), (9)
where (8) is from Lemma 18 in (Ciosek and Whiteson, 2018).
The state-value function provides the discounted sum of rewards obtained, in expectation,
by following policy π from state s, and is defined recursively by the Bellman equation:
Vπ(s) =
∫
a
dπ(a|s)
[
r(s, a) + γ
∫
s′
dp(s′|s, a)V (s′)
]
. (10)
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Similarly, the action-value function:
Qπ(a, s) = r(s, a) + γ
∫
s′
dp(s′|s, a)
∫
a′
dπ(a′|s′)Qπ(s′, a′), (11)
denotes the discounted sum of rewards obtained, in expectation, by taking action a in state
s and following π afterwards. The two value functions are closely related:
Vπ(s) =
∫
a
dπ(a|s)Qπ(s, a), (12)
Qπ(s, a) = r(s, a) + γ
∫
s′
dp(s′|s)Vπ(s′). (13)
For bounded-reward MDPs, the value functions are bounded for every policy π:
‖Vπ‖∞ ≤ ‖Qπ‖∞ ≤
R
1− γ , (14)
where ‖Vπ‖∞ = sups∈S |Vπ(s)| and ‖Qπ‖∞ = sups∈S,a∈A |Qπ(s, a)|. Using the definition of
state-value function we can rewrite the performance as follows:
J(π) =
∫
s
dµ(s)Vπ(s). (15)
Policy search methods actively search for the policy maximizing the performance, typically
within a specific class of policies.
2.2 Parametric policies
In this work, we only consider parametric policies. Given a parameter vector θ ∈ Θ ⊆ Rm,
a parametric policy is a stochastic mapping from states to actions parametrized by θ, de-
noted with πθ. The search for the optimal policy is thus limited to the policy class ΠΘ =
{πθ | θ ∈ Θ}. This corresponds to finding an optimal parameter, i.e., θ∗ ∈ argmaxθ∈Θ J(πθ).
For ease of notation, we often write θ in place of πθ in function arguments and subscripts,
e.g., J(θ), ρθ(s) and Vθ(s) in place of J(πθ), ρπθ and Vπθ(s), respectively. We further restrict
our attention to policies that are twice differentiable w.r.t. θ, i.e., for which the gradient
∇θπ and the Hessian ∇∇Tθ πθ are defined everywhere and finite. For ease of notation, we
omit the θ subscript in ∇θ when clear from the context. Given any twice-differentiable
scalar function f : Θ → R, we denote with Dif the i-th gradient component, i.e., ∂f∂θi , and
with Dijf the Hessian element of coordinates (i, j), i.e.,
∂2f
∂θi∂θj
. We also write ∇f(θ) to
denote ∇
θ˜
f(θ˜)
∣∣∣
θ˜=θ
when this does not introduce any ambiguity.
The Policy Gradient Theorem (Sutton et al., 2000) allows to characterize the gradient
of the performance J(θ) for a differentiable policy as an expectation over states and actions
visited under πθ:
∇J(θ) =
∫
s
dρθ(s)
∫
a
dπθ(a|s)∇ log πθ(a|s)Qθ(s, a). (16)
The gradient of the log-likelihood ∇ log πθ(·|s) is called score function, while the Hessian of
the log-likelihood ∇∇T log πθ(·|s) is called observed information.
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2.3 Actor-only policy gradient
In practice, we always consider finite episodes of length T . We call this the effective horizon
of the MDP, chosen to be sufficiently large for the problem not to loose any generality3. We
denote with τ := (s0, a0, s1, a1, . . . , sT−1, aT−1) a trajectory, i.e., a sequence of states and
actions of length T such that s0 ∼ µ, at ∼ π(·|st), st ∼ p(·|st−1, at−1) for t = 1, . . . , T − 1
and some policy π. In this context, the performance of a parametric policy πθ can be defined
as:
J(θ) = E
τ∼pθ
[
T−1∑
t=0
γtr(st, at)
]
, (17)
where pθ(τ) denotes the probability density of the trajectory τ that can be generated by fol-
lowing policy πθ, i.e., pθ(τ) = µ(s0)πθ(a0|s0)p(s1|s0, a0) . . . πθ(aT−1|sT−1). Let D ∼ pθ be a
batch {τ1, τ2, . . . , τN} of N trajectories generated with πθ, i.e., τi ∼ pθ i.i.d. for i = 1, . . . , N .
Let ∇̂NJ(θ) be an estimate of the policy gradient ∇J(θ) based on D. Such an estimate can
be used to perform stochastic gradient ascent on the performance objective J(θ):
θ ← θ + α∇̂NJ(θ), (18)
where α ≥ 0 is a step size and N ∈ N is called batch size. This yields an Actor-only
Policy Gradient method, provided in Algorithm 1. Under mild conditions, this algorithm is
guaranteed to converge to a local optimum (the objective J(θ) is typically non-convex). As
for the gradient estimator, we can use REINFORCE (Williams, 1992)4:
∇̂NJ(θ) = 1
N
N∑
i=1
(
T−1∑
t=0
γtR(ait, s
i
t)− b
)(
T−1∑
t=0
∇ log πθ(ait|sit)
)
, (19)
or its refinement, GPOMDP (Baxter and Bartlett, 2001), which typically suffers from less
variance (Peters and Schaal, 2008):
∇̂NJ(θ) = 1
N
N∑
i=1
T−1∑
t=0
[(
γtR(ait, s
i
t)− bt
) t∑
h=0
∇ log πθ(aih|sih)
]
, (20)
where the superscript on states and actions denotes the i-th trajectory of the dataset and
b is a (possibly time-dependent and vector-valued) control variate, or baseline. Both esti-
mators are unbiased for any action-independent baseline5. Peters and Schaal (2008) prove
that Algorithm 1 with the GPOMDP estimator is equivalent to Monte-Carlo PGT (Policy
Gradient Theorem, Sutton et al., 2000), and provide variance-minimizing baselines for both
REINFORCE and GPOMDP, called Peter’s baselines henceforth.
3. When the reward is uniformly bounded by R, by setting T = O (log(R/ǫ)/(1− γ)), the discounted
truncated sum of rewards is ǫ-close to the infinite sum (e.g., Kakade et al., 2003, Sec. 2.3.3).
4. In the literature, the term REINFORCE is often used to denote actor-only policy gradient algorithms
in general. In this paper, we always use REINFORCE to denote the specific policy gradient method
proposed by Williams (1992).
5. Also valid action-dependent baselines have been proposed. See Tucker et al. (2018) for a recent discus-
sion.
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Algorithm 1 Actor-only policy gradient
1: Input: initial policy parameter θ0, step size α, batch size N , number of iterations K
2: for k = 0, . . . ,K − 1 do
3: Collect N trajectories with θk to obtain dataset D
4: Compute policy gradient estimate ∇̂NJ(θk)
5: Update policy parameters as θk+1 ← θk + α∇̂NJ(θk)
6: end for
Algorithm 1 is called actor-only to discriminate it from actor-critic policy gradient al-
gorithms (Sutton et al., 2000; Peters et al., 2005; Silver et al., 2014; Schulman et al., 2015;
Wang et al., 2016; Mnih et al., 2016; Wu et al., 2017; Ciosek and Whiteson, 2018; Haarnoja et al.,
2018; Espeholt et al., 2018), where an approximate value function, or critic is employed
in the gradient computation. In this work, we will focus on actor-only algorithms, for
which safety guarantees are more easily proven6. A remarkable exception is the proof
of convergence of actor-critic methods with compatible function approximation provided
by Bhatnagar et al. (2009).
Besides improving the gradient estimation (Baxter and Bartlett, 2001; Weaver and Tao,
2001; Gu et al., 2017; Peters and Schaal, 2008; Grathwohl et al., 2018; Liu et al., 2018; Wu et al.,
2018; Papini et al., 2018), generalizations of Algorithm 1 include: using a vector step size
α (Yu et al., 2006; Papini et al., 2017), i.e., θk+1 = θk +α ◦ ∇J(θk), where α is a positive
vector [α1, . . . , αm]
T and ◦ denotes the Hadamard (element-wise) product; making the step
size adaptive, i.e., iteration and/or data-dependent (Pirotta et al., 2013a; Kingma and Ba,
2014); making the batch size N also adaptive (Papini et al., 2017); applying a precondi-
tioning matrix G(θ) to the gradient, as in Natural Policy Gradient (Kakade, 2002) and
second-order methods (Furmston and Barber, 2012)7.
2.4 Smooth functions
In the following we denote with ‖x‖p the Lp-norm of vector x. When the p subscript is
omitted, we always mean the L2 norm, also called Euclidean norm. For a matrix A, ‖A‖p
denotes the induced norm, that is the spectral norm for p = 2.
Let g : X ⊆ Rm → Rn be a (possibly non-convex) vector-valued function. We call g
Lipschitz continuous if there exists L > 0 such that, for every x,x′ ∈ X :∥∥g(x′)− g(x)∥∥ ≤ L ∥∥x′ − x∥∥ . (21)
Let f : X ⊆ Rm → R be a real-valued differentiable function. We call f Lipschitz smooth if
its gradient is Lipschitz continuous, i.e., there exists L > 0 such that, for every x,x′ ∈ X :∥∥∇f(x′)−∇f(x)∥∥ ≤ L ∥∥x′ − x∥∥ . (22)
6. The distinction is not so sharp, as a critic can be seen as a baseline and vice-versa. We call critic an
explicit value function estimate used in policy gradient estimation. Moreover, actor-only methods are
necessarily episodic. Actor-critic algorithms tend to have the time step, not the episode, as their atomic
update, although typically resolving to equally large batch updates (Duan et al., 2016).
7. Note that a vector step size α can be seen as a special diagonal preconditioning matrix.
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Whenever we want to specify the Lipschitz constant8 L of the gradient, we call f L-smooth.
For a twice-differentiable function, the following holds:
Lemma 2 Let X be a convex subset of Rm and f : X → R be a twice-differentiable function.
If the Hessian is uniformly bounded in spectral norm by L > 0, i.e., supx∈X
∥∥∇∇Tf(x)∥∥
2
≤
L, f is L-smooth.
Lipschitz smooth functions admit a quadratic bound on the deviation from a linear
behavior:
Lemma 3 (Quadratic Bound) Let X be a convex subset of Rm and f : X → R be an
L-smooth function. Then, for every x,x′ ∈ X :∣∣f(x′)− f(x)− 〈x′ − x,∇f(x)〉∣∣ ≤ L
2
∥∥x′ − x∥∥2 , (23)
where 〈·, ·〉 denotes the dot product.
This bound is often useful for optimization purposes (Nesterov, 1998). Proofs of Lemmas
2 and 3 are reported in Appendix A for the sake of completeness.
3. Smooth Policy Gradient
In this section, we provide lower bounds on performance improvement based on general
assumptions on the policy class.
3.1 Smoothing policies
We introduce a family of parametric policies having properties that we deem desirable for
policy-gradient learning. We call them smoothing, as they induce the smoothness of the
performance:
Definition 4 Let ΠΘ = {πθ | θ ∈ Θ ⊆ Rm} be a class of twice-differentiable parametric
policies. We call it smoothing if the parameter space Θ is convex and there exist non-
negative constants ψ, κ, ξ such that, for every state and in expectation over actions, the
euclidean norm of the score function:
sup
s∈S
Ea∼πθ(·|s)
[
‖∇ log πθ(a|s)‖
]
≤ ψ, (24)
the squared euclidean norm of the score function:
sup
s∈S
Ea∼πθ(·|s)
[
‖∇ log πθ(a|s)‖2
]
≤ κ, (25)
and the spectral norm of the observed information:
sup
s∈S
Ea∼πθ(·|s)
[ ∥∥∇∇T log πθ(a|s)∥∥ ] ≤ ξ, (26)
are upper-bounded.
8. The Lipschitz constant is usually defined as the smallest constant satisfying the Lipschitz condition. In
this paper, instead, we call Lipschitz constant any constant for which the Lipschitz condition holds.
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Note that the definition requires the bounding constants ψ, κ, ξ to be independent from
the policy parameters and the state. For this reason, the existence of such constants depends
on the policy parametrization. We call a policy class (ψ, κ, ξ)-smoothing when we want to
specify the bounding constants. In Section 5, we show that some of the most commonly
used policies, such as the Gaussian policy for continuous actions and the Softmax policy for
discrete actions, are smoothing.
3.2 Policy Hessian
We now show that the policy Hessian ∇∇TJ(θ) for a smoothing policy has bounded spectral
norm. First, we write the policy Hessian for a general parametric policy as follows:
Lemma 5 (Kakade, 2002, equation 6) Given a twice-differentiable parametric policy πθ,
the policy Hessian is:
∇∇TJ(θ) = E
s∼ρθ
a∼πθ(·|s)
[
∇ log πθ(a|s)∇TQθ(s, a) +∇Qθ(s, a)∇T log πθ(a|s)+
(∇ log πθ(a|s)∇T log πθ(a|s) +∇∇T log πθ(a|s))Qθ(s, a)].
Proof The first derivation was provided in (Kakade, 2001), we restate it for the sake of
clarity. We first compute the Hessian of the state-value function:
∇∇TVθ(s) = ∇∇T
∫
a
dπθ(a|s)Qθ(s, a)
= ∇
∫
a
dπθ(a|s)
[∇T log πθ(a|s)Qθ(s, a) +∇TQθ(s, a)] (27)
=
∫
a
dπθ(a|s)
[∇∇T log πθ(a|s)Qθ(s, a) +∇ log πθ(a|s)∇TQθ(s, a)
+∇Qθ(s, a)∇T log πθ(a|s) +∇∇TQθ(s, a)
]
(28)
=
∫
a
dπθ(a|s)
[
∇∇T log πθ(a|s)Qθ(s, a) +∇ log πθ(a|s)∇TQθ(s, a)
+∇Qθ(s, a)∇T log πθ(a|s) +∇∇T
(
r(s, a) + γ
∫
s′
dp(s′|s, a)Vθ(s′)
)]
(29)
=
∫
a
dπθ(a|s)
[∇∇T log πθ(a|s)Qθ(s, a) +∇ log πθ(a|s)∇TQθ(s, a)
+∇Qθ(s, a)∇T log πθ(a|s)
]
+ γ
∫
s′
dpθ(s
′|s, a)∇∇TVθ(s′)
=
∫
s′
dρθ(s
′|s)
∫
a
dπθ(a|s)
[(∇ log πθ(a|s′)∇T log πθ(a|s′) +∇∇T log πθ(a|s′)) Qθ(s′, a)
+ ∇ log πθ(a|s′)∇TQθ(s′, a) +∇Qθ(s′, a)∇T log πθ(a|s′)
]
, (30)
where (27) is from the log trick (∇f = f∇ log f), (28) is from another application of the log
trick, (29) is from (13), and (30) is from Lemma 1 with ∇∇TVθ(s′) as the recursive term.
Computing the Hessian of the performance is then trivial:
∇∇TJ(θ) = ∇∇T
∫
s
dµ(s)Vθ(s) =
∫
s
dµ(s)∇∇TVθ(s), (31)
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where the first equality is from (15). Combining (30), (31) and (4) gives the statement of
the lemma.
We can now bound the policy Hessian for a smoothing policy:
Lemma 6 Given a (ψ, κ, ξ)-smoothing policy πθ, the spectral norm of the policy Hessian
can be upper-bounded as follows:∥∥∇∇TJ(θ)∥∥ ≤ R
1− γ
(
2γψ2
1− γ + κ+ ξ
)
Proof We start by stating the gradient of the state-value function (see the proof of Theo-
rem 1 in Sutton et al., 2000):
∇Vθ(s) = ∇
∫
a
dπθ(a|s)Qθ(s, a)
=
∫
a
dπθ(a|s) [∇ log πθ(a|s)Qθ(s, a) +∇Qθ(s, a)]
=
∫
a
dπθ(a|s)
[
∇ log πθ(a|s)Qθ(s, a) +∇
(
r(s, a) + γ
∫
S
dp(s′|s, a)Vθ(s′)′
)]
=
∫
a
dπθ(a|s)∇ log πθ(a|s)Qθ(s, a) + γ
∫
s′
dpθ(s
′|s)∇Vθ(s′)
= E
s′∼ρθ(·|s)
a∼πθ(·|s′)
[∇ log πθ(a|s′)Qθ(s′, a)] , (32)
where (32) is from Lemma 1 with ∇Vθ(s′) as the recursive term. Given this, we bound the
euclidean norm of the gradient as:
‖∇Vθ(s)‖ ≤ E
s′∼ρθ(·|s)
a∼πθ(·|s′)
[∥∥∇ log πθ(a|s′)Qθ(s′, a)∥∥]
≤ R
1− γ Es′∼ρθ(·|s)
a∼πθ(·|s′)
[∥∥∇ log πθ(a|s′)∥∥] (33)
≤ ψR
(1− γ)
∫
s′
dρθ(s
′) (34)
=
ψR
(1− γ)2 , (35)
where (33) is from the Cauchy-Schwarz inequality and (14), and (34) is from the smoothing
assumption and the last equality is from (5). Next, we bound the action-value function:
‖∇Qθ(s, a)‖ =
∥∥∥∥∇(r(s, a) + γ ∫S dp(s′|s, a)Vθ(s′)
)∥∥∥∥
≤ γ
∫
S
dp(s′|s, a)∥∥∇Vθ(s′)∥∥
≤ γψR
(1− γ)2 , (36)
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where (36) is from (34). Finally, from Lemma 5:∥∥∇∇TJ(θ)∥∥ ≤ E
s∼ρθ
a∼πθ(·|s)
[∥∥∇ log πθ(a|s)∇TQθ(s, a)∥∥]+ Es∼ρθ
a∼πθ(·|s)
[∥∥∇Qθ(s, a)∇T log πθ(a|s)∥∥]
+ E
s∼ρθ
a∼πθ(·|s)
[∥∥∇ log πθ(a|s)∇T log πθ(a|s)Qθ(s, a)∥∥]
+ E
s∼ρθ
a∼πθ(·|s)
[∥∥∇∇T log πθ(a|s)Qθ(s, a)∥∥] (37)
≤ 2 E
s∼ρθ
a∼πθ(·|s)
[‖∇ log πθ(a|s)‖ ‖∇Qθ(s, a)‖] + Es∼ρθ
a∼πθ(·|s)
[
‖∇ log πθ(a|s)‖2 |Qθ(s, a)|
]
+ E
s∼ρθ
a∼πθ(·|s)
[∥∥∇∇T log πθ(a|s)∥∥ |Qθ(s, a)|] (38)
≤ 2γψR
(1− γ)2 Es∼ρθ
a∼πθ(·|s)
[‖∇ log πθ(a|s)‖] + R
1− γ Es∼ρθ
a∼πθ(·|s)
[
‖∇ log πθ(a|s)‖2
]
+
R
1− γ Es∼ρθ
a∼πθ(·|s)
[∥∥∇∇T log πθ(a|s)∥∥] (39)
≤ R
(1− γ)2
(
2γψ2
1− γ + κ+ ξ
)
, (40)
where (37) is from Jensen inequality (all norms are convex) and the triangle inequality, (38)
is from
∥∥xyT∥∥ = ‖x‖ ‖y‖ for any two vectors x and y, (39) is from (14) and (36), and the
last inequality is from the smoothing assumption.
3.3 Smooth Performance
For a smoothing policy, the performance J(θ) is Lipschitz smooth:
Lemma 7 Given a (ψ, κ, ξ)-smoothing policy class ΠΘ, the performance J(θ) is L-smooth
with the following Lipschitz constant:
L =
R
(1− γ)2
(
2γψ2
1− γ + κ+ ξ
)
. (41)
Proof From Lemma 6, L is a bound on the spectral norm of the policy Hessian. From
Lemma 2, this is a valid Lipschitz constant for the policy gradient, hence the performance
is L-smooth.
The smoothness of the performance, in turn, yields the following property on the guaranteed
performance improvement:
Theorem 8 Let ΠΘ be a (ψ, κ, ξ)-smoothing policy class. For every θ,θ
′ ∈ Θ:
J(θ′)− J(θ) ≥ 〈∆θ,∇J(θ)〉 − L
2
‖∆θ‖2 ,
where ∆θ = θ′ − θ and L = R(1−γ)2
(
2γψ2
1−γ + κ+ ξ
)
.
12
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Proof It suffices to apply Lemma 3 with the Lipschitz constant from Lemma 7.
In the following, we will exploit this property of smoothing policies to enforce safety guaran-
tees on the policy updates performed by Algorithm 1, i.e., stochastic gradient ascent updates.
However, Theorem 8 applies to any policy update ∆θ ∈ Rm as long as θ +∆θ ∈ Θ.
4. Guaranteed Improvement Maximization
In this section, we provide meta-parameters for Algorithm 1 that maximize a lower bound
on the performance improvement for smoothing policies. This yields safety in the sense of
Monotonic Improvement (MI), i.e., non-negative performance improvements at each policy
update.
In standard policy optimization, at each learning iteration k, we aim to find the policy
update ∆θ that maximizes the new performance J(θk +∆θ), or equivalently:
max
∆θ
J(θk +∆θ)− J(θk), (42)
since J(θk) is fixed. Unfortunately, the performance of the updated policy cannot be known
in advance9. For this reason, we replace the optimization objective in (42) with a lower
bound, i.e., a guaranteed improvement. In particular, taking Algorithm 1 as our starting
point, we maximize the guaranteed improvement of a policy gradient update (line 5) by
selecting optimal meta-parameters. The solution of this meta-optimization problem provides
a lower bound on the actual performance improvement. As long as this is always non-
negative, MI is guaranteed.
4.1 Adaptive step size (exact framework)
To decouple the pure optimization aspects of this problem from gradient estimation issues,
we first consider an exact policy gradient update, i.e., θk+1 ← θk + α∇J(θk), where we
assume to have a first-order oracle, i.e., to be able to compute the exact policy gradient
∇J(θk). This assumption is clearly not realistic, and will be removed in Section 4.3. In
this simplified framework, performance improvement can be guaranteed deterministically.
Moreover, the only relevant meta-parameter is the step size α of the update. We first need
a lower bound on the performance improvement J(θk+1) − J(θk). For a smoothing policy,
we can use the following:
Theorem 9 Let ΠΘ be a (ψ, κ, ξ)-smoothing policy class. Let θ ∈ Θ and θk+1 = θk +
α∇J(θk), where α > 0. Provided θk+1 ∈ Θ, the performance improvement of θk+1 w.r.t.
θk can be lower bounded as follows:
J(θk+1)− J(θk) ≥ α ‖∇J(θk)‖2 − α2L
2
‖∇J(θk)‖2 := B(α),
where L = R(1−γ)2
(
2γψ2
1−γ + κ+ ξ
)
.
9. The performance of the updated policy could be estimated with off-policy evaluation techniques, but this
would introduce an additional, non-negligible source of variance. The idea of using off-policy evaluation
to select meta-parameters has been recently explored by Paul et al. (2019).
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Proof This is just a special case of Theorem 8 with ∆θ = α∇J(θ).
This bound is in the typical form of performance improvement bounds (e.g., Kakade and Langford,
2002; Pirotta et al., 2013a; Schulman et al., 2015; Cohen et al., 2018): a positive term ac-
counting for the anticipated advantage of θ′ over θ, and a penalty term accounting for the
mismatch between the two policies, which makes the anticipated advantage less reliable. In
our case, the mismatch is measured by the curvature of the performance w.r.t. the policy pa-
rameters, via the Lipschitz constant L of the policy gradient. This lower bound is quadratic
in α, hence we can easily find the optimal step size α∗.
Corollary 10 Let B(α) be the guaranteed performance improvement of an exact policy gra-
dient update, as defined in Theorem 9. Under the same assumptions, B(α) is maximized
by the constant step size α∗ = 1L , which guarantees the following non-negative performance
improvement:
J(θk+1)− J(θk) ≥ ‖∇J(θk)‖
2
2L
.
Proof We just maximize B(α), which is a quadratic function of α. The global optimum
B(α∗) = ‖∇J(θk)‖
2
2L is attained by α
∗ = 1L . The improvement guarantee follows from Theo-
rem 9.
4.2 Adaptive step size (approximate framework)
In practice, we cannot compute the exact gradient ∇J(θk), but only an estimate ∇̂NJ(θ)
(see e.g., (18)) obtained from N trajectories. To find the optimal step size, we just need
to adapt the performance-improvement lower bound of Theorem 9 to stochastic-gradient
updates. Since sample trajectories are involved, this new lower bound will only hold with
high probability. First, we need the following assumption on the gradient estimation error:
Assumption 1 For every δ ∈ (0, 1), there exists a non-negative constant ǫδ such that, with
probability at least 1− δ: ∥∥∥∇J(θ)− ∇̂NJ(θ)∥∥∥ ≤ ǫδ√
N
,
for every θ ∈ Θ and N ≥ 1.
One way to characterize the estimation error ǫδ is to upper-bound the variance of the
estimator:
Lemma 11 Let ∇̂NJ(θ) be an unbiased estimator of ∇J(θ) such that:
Var
D∼pθ
[
∇̂NJ(θ)
]
= Tr
(
Cov
D∼pθ
(
∇̂NJ(θ), ∇̂NJ(θ)
))
≤ ν
2
N
,
then ∇̂NJ(θ) satisfies Assumption 1 with ǫδ = ν√δ .
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Proof We apply the vector version of Chebyshev’s inequality (Ferentinos, 1982).
In Section 6, we will provide variance upper bounds for the REINFORCE and the GPOMDP
policy gradient estimators in the case of smoothing policies.
Under Assumption 1, we can adapt Theorem 9 to the stochastic gradient case as follows:
Theorem 12 Let ΠΘ be a (ψ, κ, ξ)-smoothing policy class. Let θ ∈ Θ ⊆ Rm and θ′ =
θ + α∇̂NJ(θ), where α ≥ 0, N ≥ 1, and ∇̂NJ satisfies Assumption 1. Provided θ′ ∈ Θ, the
performance improvement of θ′ w.r.t. θ can be lower bounded, with probability at least 1− δ,
as follows:
J(θ′)− J(θ) ≥ α
(∥∥∥∇̂NJ(θ)∥∥∥ − ǫδ√
N
)
max
∥∥∥∇̂NJ(θ)∥∥∥ ,
∥∥∥∇̂NJ(θ)∥∥∥ + ǫδ√N
2

− α
2L
2
∥∥∥∇̂NJ(θ)∥∥∥2
:= B˜(α,N),
(43)
where L = R
(1−γ)2
(
2γψ2
1−γ + κ+ ξ
)
.
Proof From Assumption 1, with probability at least 1− δ:
‖∇J(θ)‖ ≥
∥∥∥∇̂NJ(θ)∥∥∥ − ∥∥∥∇J(θ)− ∇̂NJ(θ)∥∥∥
≥
∥∥∥∇̂NJ(θ)∥∥∥ − ǫδ√
N
, (44)
thus:
‖∇J(θ)‖2 ≥ max
{∥∥∥∇̂NJ(θ)∥∥∥ − ǫδ√
N
, 0
}2
. (45)
Then, from the law of cosines:〈
∇̂NJ(θ),∇J(θ)
〉
=
1
2
(∥∥∥∇̂NJ(θ)∥∥∥2 + ‖∇J(θ)‖2 − ∥∥∥∇J(θ)− ∇̂NJ(θ)∥∥∥2)
≥ 1
2
(∥∥∥∇̂NJ(θ)∥∥∥2 +max{∥∥∥∇̂NJ(θ)∥∥∥ − ǫδ√
N
, 0
}2
− ǫ
2
δ
N
)
(46)
where (46) is from (45) and Assumption 1. We first consider the case in which
∥∥∥∇̂NJ(θ)∥∥∥ >
ǫδ√
N
:
〈
∇̂NJ(θ),∇J(θ)
〉
≥ 1
2
(∥∥∥∇̂NJ(θ)∥∥∥2 + (∥∥∥∇̂NJ(θ)∥∥∥ − ǫδ√
N
)2
− ǫ
2
δ
N
)
(47)
=
(∥∥∥∇̂NJ(θ)∥∥∥ − ǫδ√
N
)∥∥∥∇̂NJ(θ)∥∥∥ . (48)
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Then, we consider the case in which
∥∥∥∇̂NJ(θ)∥∥∥ ≤ ǫδ√N :〈
∇̂NJ(θ),∇J(θ)
〉
≥ 1
2
(∥∥∥∇̂NJ(θ)∥∥∥2 − ǫ2δ
N
)
(49)
=
(∥∥∥∇̂NJ(θ)∥∥∥ − ǫδ√
N
) ∥∥∥∇̂NJ(θ)∥∥∥ + ǫδ√N
2
. (50)
The two cases can be unified as follows:
〈
∇̂NJ(θ),∇J(θ)
〉
≥
(∥∥∥∇̂NJ(θ)∥∥∥ − ǫδ√
N
)
max
∥∥∥∇̂NJ(θ)∥∥∥ ,
∥∥∥∇̂NJ(θ)∥∥∥ + ǫδ√N
2
 . (51)
From Theorem 8 with ∆θ = α∇̂NJ(θ) we obtain, with probability at least 1− δ:
J(θ′)− J(θ) ≥ 〈θ′ − θ,∇J(θ)〉− L
2
∥∥θ′ − θ∥∥2
= α
〈
∇̂NJ(θ),∇J(θ)
〉
− α
2L
2
∥∥∥∇̂NJ(θ)∥∥∥2
≥ α
(∥∥∥∇̂NJ(θ)∥∥∥ − ǫδ√
N
)
max
∥∥∥∇̂NJ(θ)∥∥∥ ,
∥∥∥∇̂NJ(θ)∥∥∥ + ǫδ√N
2

− α
2L
2
∥∥∥∇̂NJ(θ)∥∥∥2 , (52)
where the last inequality is from (51).
From Theorem 12 we can easily obtain an optimal step size, as done in the exact setting,
provided the batch size is sufficiently large:
Corollary 13 Let B˜(α,N) be guaranteed performance improvement of a stochastic policy
gradient update, as defined in Theorem 12. Under the same assumptions, provided the batch
size satisfies the following constraint:
N ≥ ǫ
2
δ∥∥∥∇̂NJ(θ)∥∥∥2 , (53)
B˜(α,N) is maximized by the following adaptive step size:
α∗k =
1
L
1− ǫδ√
N
∥∥∥∇̂NJ(θk)∥∥∥
 , (54)
which guarantees, with probability at least 1 − δ, the following non-negative performance
improvement:
J(θk+1)− J(θk) ≥
(∥∥∥∇̂NJ(θk)∥∥∥ − ǫδ√N )2
2L
. (55)
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Proof Let N0 = ǫ
2
δ
/∥∥∥∇̂NJ(θ)∥∥∥2. When N ≤ N0, the second argument of the max operator
in (43) is selected. In this case, no positive improvement can be guaranteed and the optimal
non-negative step size is α = 0. Thus, we focus on the case N > N0. In this case, the first
argument of the max operator is selected. Optimizing B˜(α,N) as a function of α alone,
which is again quadratic, yields (54) as the optimal step size and (55) as the maximum
guaranteed improvement.
In this case, the optimal step size is adaptive, i.e., time-varying and data-dependent. The
constant, optimal step size for the exact case (Corollary 10) is recovered in the limit of
infinite data, i.e., N →∞.
4.3 Adaptive batch size
In the approximate framework, controlling also the batch size N of the gradient estimation
can be advantageous (Papini et al., 2017). Intuitively, a larger batch size yields a more re-
liable estimate, which in turn allows a safer policy gradient update. The larger the batch
size, the higher the guaranteed improvement, which would lead to selecting the highest pos-
sible value of N . However, we must take into account the cost of collecting the trajectories,
which is non-negligible in real-world problems (e.g., robotics). For this reason, we modify
the policy optimization problem as follows:
max
∆θ,N
J(θk +∆θ)− J(θk)
N
, (56)
which corresponds to maximizing the average, per-trajectory performance improvement. We
can then use the lower bound from Theorem 12 to find the jointly optimal step size and
batch size, similarly to what was done in (Papini et al., 2017) for Gaussian policies:
Corollary 14 Let B˜(α,N) be the lower bound on the performance improvement of a stochas-
tic policy gradient update, as defined in Theorem 12. Under the same assumptions, the
continuous relaxation of B˜(α,N)/N is maximized by the following step size α and batch size
N :  α
∗ = 12L
N∗k =
4ǫ2
δ
‖∇̂NkJ(θk)‖2
.
(57)
Using α∗ and ⌈N∗k ⌉ in the stochastic gradient ascent update guarantees, with probability at
least 1− δ, the following non-negative performance improvement:
J(θk+1)− J(θk) ≥
∥∥∥∇̂NkJ(θk)∥∥∥2
8L
. (58)
Proof Let Υ(α,N) = B˜(α,N)/N and N0 = ǫ
2
δ
/∥∥∥∇̂NJ(θk)∥∥∥2. We consider the continuous
relaxation of Υ(α,N), where N can be any positive real number. For N ≥ N0, the first
argument of the max operator in (43) can be selected. Note that the second argument is
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always a valid choice, since it is a lower bound on the first one for every N ≥ 1. Thus, we
separately solve the following constrained optimization problems:
maxα,N
1
N
(
α
∥∥∥∇̂NJ(θ)∥∥∥ (∥∥∥∇̂NJ(θk)∥∥∥ − ǫδ√N )− α2 L2 ∥∥∥∇̂NJ(θk)∥∥∥2
)
s.t. α ≥ 0,
N >
ǫ2
δ
‖∇̂NJ(θ)‖2 ,
(59)
and: 
maxα,N
1
N
(
α
2
(∥∥∥∇̂NJ(θk)∥∥∥2 − ǫ2δN)− α2 L2 ∥∥∥∇̂NJ(θk)∥∥∥2)
s.t. α ≥ 0,
N > 0.
(60)
Both problems can be solved in closed form using KKT conditions. The first one (59)
yields Υ∗ =
∥∥∥∇̂NJ(θk)∥∥∥4 / (32Lǫ2δ) with the values of α∗ and N∗k given in (57). The second
one (60) yields a worse optimum Υ∗ =
∥∥∥∇̂NJ(θk)∥∥∥4 / (54Lǫ2δ) with α = 13L and N =
3ǫ2δ
/∥∥∥∇̂NJ(θk)∥∥∥2. Hence, we keep the first solution. From Theorem 12, using α∗ and N∗k
would guarantee J(θk+1)−J(θk) ≥
∥∥∥∇̂NkJ(θk)∥∥∥2 / (8L). Of course, only integer batch sizes
can be used. However, for N ≥ N0, the right-hand side of (43) is monotonically increasing
in N . Since N∗k ≥ N0 and ⌈N∗k ⌉ ≥ N∗k , the guarantee (58) is still valid when α∗ and ⌈N∗k ⌉
are employed in the stochastic gradient ascent update.
In this case, the optimal step size is constant, and is exactly half the one for the exact case
(Corollary 10). In turn, the batch size is adaptive: when the norm of the (estimated) gradient
is small, a large batch size is selected. Intuitively, this allows to counteract the variance of
the estimator, which is large relatively to the gradient magnitude. This also agrees with the
intuition that the batch size should be increased as we approach convergence.
5. Common Smoothing Policies
In this section, we show that some of the most commonly used parametric policies are
smoothing and provide the corresponding Lipschitz constants for the policy gradient.
5.1 Gaussian policy
Consider a scalar-action, fixed-variance, shallow Gaussian policy10:
πθ(a|s) = N
(
a|θTφ(s), σ2) = 1√
2πσ
exp
{
−1
2
(
a− θTφ(s)
σ
)2}
, (61)
10. In this section, π with no subscript always denotes the mathematical constant.
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where θ ∈ Θ ⊆ Rm, σ > 0 is the standard deviation, and φ : S → Rm is a vector-valued
feature function that is bounded in euclidean norm, i.e., sups∈S ‖φ(s)‖ <∞. This common
policy turns out to be both smoothing and variance-bounding:
Lemma 15 Let ΠΘ be the set of Gaussian policies defined in (61), with parameter set Θ,
standard deviation σ and feature function φ. Let ϕ be a non-negative constant such that
sups∈S ‖φ(s)‖ ≤ ϕ. Then ΠΘ is (ψ, κ, ξ)-smoothing with the following constants:
ψ =
2ϕ√
2πσ
, κ = ξ =
ϕ2
σ2
.
The corresponding Lipschitz constant of the policy gradient is:
L =
2ϕ2R
σ2(1− γ)2
(
1 +
2γ
π(1− γ)
)
. (62)
Proof Fix a θ ∈ Θ. Let x ≡ a−θTφ(s)σ . Note that A = R and da = σ dx. We need the
following derivatives:
∇ log πθ(a|s) = φ(s)
σ
x, (63)
∇∇T log πθ(a|s) = −φ(s)φ(s)
T
σ2
. (64)
First, we compute ψ:
E
a∼πθ(·|s)
[‖∇ log πθ(a|s)‖] =
∫
R
1√
2πσ
e−x
2/2
∥∥∥∥φ(s)σ x
∥∥∥∥ σ dx
≤ ϕ√
2πσ
∫
R
e−x
2/2|x|dx
=
2ϕ√
2πσ
:= ψ. (65)
Then, we compute κ:
E
a∼πθ(·|s)
[
‖∇ log πθ(a|s)‖2
]
=
∫
R
1√
2πσ
e−x
2/2
∥∥∥∥φ(s)σ x
∥∥∥∥2 σ dx
≤ ϕ
2
√
2πσ2
∫
R
e−x
2/2x2 dx
=
ϕ2
σ2
:= κ. (66)
Finally, we compute ξ:
E
a∼πθ(·|s)
[∥∥∇∇T log πθ(a|s)∥∥] = ∫
R
1√
2πσ
e−x
2/2
∥∥∥∥φ(s)σ x
∥∥∥∥2 σ dx
≤ ϕ
2
√
2πσ2
∫
R
e−x
2/2x2 dx
=
ϕ2
σ2
:= ξ. (67)
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From these constants, the Lipschitz constant of the policy gradient is easily computed
(Lemma 7).
5.2 Softmax policy
Consider a fixed-temperature, shallow Softmax policy for a discrete action space:
πθ(a|s) =
exp
{
θTφ(s,a)
τ
}
∑
a′∈A exp
{
θTφ(s,a′)
τ
} , (68)
where θ ∈ Θ ⊆ Rm, τ > 0 is the temperature, and φ : S × A → Rm is a vector-valued
feature function that is bounded in euclidean norm, i.e., sups∈S,a∈A ‖φ(s, a)‖ < ∞. This
policy is smoothing:
Lemma 16 Let ΠΘ be the set of Softmax policies defined in (68), with parameter set
Θ, temperature τ and feature function φ. Let ϕ be a non-negative constant such that
sups∈S,a∈A ‖φ(s, a)‖ ≤ ϕ. Then, ΠΘ is (ψ, κ, ξ)-smoothing with the following constants:
ψ =
2ϕ
τ
, κ =
4ϕ2
τ2
, ξ =
2ϕ2
τ2
.
The corresponding Lipschitz constant of the policy gradient is:
L =
2ϕ2R
τ2(1− γ)2
(
3 +
4γ
1− γ
)
. (69)
Proof In this case, we can simply bound ‖∇ log πθ(a|s)‖ and
∥∥∇∇T log πθ(a|s)∥∥ uniformly
over states and actions. The smoothing conditions follow trivially. We need the following
derivatives:
∇ log πθ(a|s) = 1
τ
(
φ(s, a)− E
a′∼πθ(·|s)
[
φ(s, a′)
])
, (70)
∇∇T log πθ(a|s) = 1
τ2
E
a′∼πθ(·|s)
[
φ(s, a′)
(
E
a′′∼πθ(·|s)
[
φ(s, a′′)
]− φ(s, a′))T] . (71)
First, we compute ψ and κ:
‖∇ log πθ(a|s)‖ ≤ 1
τ
(
‖φ(s, a)‖ +
∥∥∥∥ Ea′∼πθ(·|s) [φ(s, a′)]
∥∥∥∥)
≤ 2ϕ
τ
, (72)
hence sups∈S Ea∼πθ [‖∇ log πθ(a|s)‖] ≤ 2ϕτ := ψ and sups∈S Ea∼πθ
[
‖∇ log πθ(a|s)‖2
]
≤
4ϕ2
τ2
:= κ.
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Finally, we compute ξ:
∥∥∇∇T log πθ(a|s)∥∥ ≤ 1
τ2
E
a′∼πθ(·|s)
[∥∥∥∥∥φ(s, a′)
(
E
a′′∼πθ(·|s)
[
φ(s, a′′)
]− φ(s, a′))T∥∥∥∥∥
]
≤ 1
τ2
E
a′∼πθ(·|s)
[∥∥φ(s, a′)∥∥ ∥∥∥∥ Ea′′∼πθ(·|s) [φ(s, a′′)− φ(s, a′)]
∥∥∥∥]
≤ 1
τ2
E
a′∼πθ(·|s)
[∥∥φ(s, a′)∥∥ E
a′′∼πθ(·|s)
[∥∥φ(s, a′′)∥∥ + ∥∥φ(s, a′)∥∥]]
≤ 2ϕ
2
τ2
, (73)
hence sups∈S Ea∼πθ
[∥∥∇∇T log πθ(a|s)∥∥] ≤ 2ϕ2τ2 := ξ. From these constants, the Lipschitz
constant of the policy gradient is easily computed (Lemma 7).
Note the similarity with the Gaussian constants from Lemma 15. The temperature param-
eter τ plays a similar role to the standard deviation σ.
6. Variance of Policy Gradient Estimators
In this section, we provide upper bounds on the variance of the REINFORCE and GPOMDP
estimators, generalizing existing results for Gaussian policies (Zhao et al., 2011; Pirotta et al.,
2013a) to smoothing policies.
With variance of a vector v, we always mean the following:
Var(v) = Tr (Cov(v,v)) = E
[∥∥∥v − E [v]∥∥∥2] . (74)
We begin by bounding the variance of the REINFORCE estimator:
Lemma 17 Given a (ψ, κ, ξ)-smoothing policy class ΠΘ and an effective task horizon T ,
for every θ ∈ Θ, the variance of the REINFORCE estimator (with zero baseline) is upper-
bounded as follows:
Var
[
∇̂NJ(θ)
]
≤ TκR
2(1− γT )2
N(1− γ)2 . (75)
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Proof Let gθ(τ) :=
(∑T−1
t=0 γ
tr(at, st)
)(∑T−1
t=0 ∇ log πθ(at|st)
)
with st, at ∈ τ for t =
0, . . . , T − 1. Using the definition of REINFORCE (19) with b = 0:
Var
D∼pθ
[
∇̂NJ(θ)
]
=
1
N
Var
τ∼pθ
[gθ(τ)]
≤ 1
N
E
τ∼pθ
[
‖gθ(τ)‖2
]
≤ R
2(1− γT )2
N(1− γ)2 Eτ∼pθ
∥∥∥∥∥
T−1∑
t=0
∇ log πθ(at|st)
∥∥∥∥∥
2

≤ R
2(1− γT )2
N(1− γ)2
m∑
i=1
E
τ∼pθ
[
T−1∑
t=0
(Di log πθ(at|st))2
+ 2
T−2∑
t=0
T−1∑
h=t+1
Di log πθ(at|st)Di log πθ(ah|sh)
]
=
R2(1− γT )2
N(1− γ)2 Eτ∼pθ
[
T−1∑
t=0
‖∇ log πθ(at|st)‖2
]
(76)
=
R2(1− γT )2
N(1− γ)2
T−1∑
t=0
E
s0∼µ
[
. . . E
at∼πθ(·|st)
[
‖∇ log πθ(at|st)‖2
∣∣∣ st] . . .]
≤ TκR
2(1− γT )2
N(1− γ)2 , (77)
where (76) is from the following:
E
τ∼pθ
[
T−2∑
t=0
T−1∑
h=t+1
Di log πθ(at|st)Di log πθ(ah|sh)
]
=
T−2∑
t=0
E
s0∼µ
[
. . . E
at∼πθ(·|st)
[Di log πθ(at|st) (78)
T−1∑
h=t+1
E
st+1∼p(·|st,at)
[
. . . E
ah∼πθ(·|sh)
[Di log πθ(ah|sh) | sh] . . .
∣∣∣∣ at]
∣∣∣∣∣ st
]
. . .
]
= 0, (79)
where the last equality is from Eah∼πθ(·|sh) [Di log πθ(ah|sh)] = 0.
This is a generalization of Lemma 5.3 from Pirotta et al. (2013a), which in turn is an adap-
tation of Theorem 2 from Zhao et al. (2011). In the Gaussian case, the original lemma is
recovered by plugging the smoothing constant κ = ϕ
2
σ2 from Lemma 15. Note also that, from
the definition of smoothing policy, only the second condition (25) is actually necessary for
Lemma 17 to hold.
For the GPOMDP estimator, we obtain an upper bound that does not grow linearly
with the horizon T :
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Lemma 18 Given a (ψ, κ, ξ)-smoothing policy class ΠΘ and an effective task horizon T , for
every θ ∈ Θ, the variance of the GPOMDP estimator (with zero baseline) is upper-bounded
as follows:
Var
[
∇̂NJ(θ)
]
≤
κR2
(
1− γT
)
N(1− γ)3 . (80)
Proof Let gθ(τ) :=
∑T−1
t=0 γ
tr(at, st)
(∑t
h=0∇ log πθ(ah|sh)
)
with st, at ∈ τ for t = 0, . . . , T−
1. Using the definition of GPOMDP (20) with b = 0:
Var
D∼pθ
[
∇̂NJ(θ)
]
=
1
N
Var
τ∼pθ
[
T−1∑
t=0
γtr(at, st)
(
t∑
h=0
∇ log πθ(ah|sh)
)]
(81)
≤ 1
N
E
τ∼pθ
(T−1∑
t=0
γ
t/2r(at, st)γ
t/2
(
t∑
h=0
∇ log πθ(ah|sh)
))2
≤ 1
N
E
τ∼pθ
(T−1∑
t=0
γtr(at, st)
2
)T−1∑
t=0
γt
(
t∑
h=0
∇ log πθ(ah|sh)
)2 (82)
≤ R
2(1− γT )
N(1− γ) Eτ∼pθ
T−1∑
t=0
γt
(
t∑
h=0
∇ log πθ(ah|sh)
)2
≤ κR
2(1− γT )
N(1− γ)
T−1∑
t=0
γt(t+ 1) (83)
=
κR2(1− γT )
N(1− γ)3
1− T( γT − γT+1︸ ︷︷ ︸
≥0
)
− γT
 (84)
≤
κR2
(
1− γT
)
N(1− γ)3 ,
where (81) is from the fact that the trajectories are i.i.d., (82) is from the Cauchy-Schwarz
inequality, (83) is from the same argument used for (76) in the proof of Lemma 17, and (84)
is from the sum of the arithmetico-geometric sequence.
This is a generalization of Lemma 5.5 from Pirotta et al. (2013a). Again, in the Gaussian
case, the original lemma is recovered by plugging the smoothing constant κ = ϕ
σ2
from
Lemma 15. Note that this variance upper bound stays finite in the limit T → ∞, which is
not the case for REINFORCE.
Thanks to Lemma 11, the variance upper bounds from Lemma 17 and 18 allow to
characterize the estimation error ǫδ in Assumption 1. This, in turn, allows to specialize
Theorem 12 to the REINFORCE and the GPOMDP policy gradient estimator, respectively.
Finally, ǫδ can be used to compute the adaptive step size of Corollary 13 and the adaptive
batch size of Corollary 14. Table 2 reports the value of ǫδ to be used in the different cases.
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Algorithm 2 Safe Policy Gradient (SPG)
1: Input: initial policy parameter θ0, number of iterations K, gradient Lipschitz constant
L and error bound ǫδ
2: α = 12L
3: for k = 0, . . . ,K − 1 do
4: D = ∅
5: N = 0
6: do
7: Collect trajectory τ ∼ pθk
8: D = D ∪ {τ}
9: N = N + 1
10: Compute policy gradient estimate ∇̂NJ(θk) from D
11: while N <
⌈
4ǫ2
δ
‖∇̂NJ(θk)‖2
⌉
12: Update policy parameters as θk+1 ← θk + α∇̂NJ(θk)
13: end for
7. Algorithm
In this section, we exploit the theoretical results of the previous sections to design a rein-
forcement learning algorithm with monotonic improvement guarantees.
Safe Policy Gradient (SPG, Algorithm 2) is a variant of Algorithm 1 that employs the op-
timal step size and batch size from Section 4.3. This removes the necessity of selecting these
two meta-parameters, a task that is typically done by hand or through a time-consuming
grid search (Duan et al., 2016). Moreover, from Corollary 14, this choice of meta-parameters
ensures monotonic improvement at each update with probability at least 1 − δ, where δ is
a confidence parameter specified by the user. The gradient Lipschitz constant L can be
retrieved from Table 1 depending on the policy class (Gaussian or Softmax). Similarly,
the error upper bound ǫδ can be retrieved from Table 2 depending on the gradient estima-
tor (REINFORCE or GPOMDP), the desired confidence 1 − δ, and the policy-dependent
constant κ, which is also reported in Table 1. The gradient estimate ∇̂NJ(θk) must be
re-computed for every new trajectory, or updated in an incremental fashion. The latter is
non-trivial when variance-minimizing baselines (Peters and Schaal, 2008) are employed. A
batch version is also possible, where data collected at the k-th iteration are used to compute
the optimal batch size for the next one. The empirical behavior should not differ from the
one of Algorithm 2, provided the gradient magnitude does not change too abruptly. The
main disadvantage of the batch version is that it requires the batch size for the first iteration
to be manually selected. In practice, the gradient Lipschitz constant can also be estimated
from data (e.g., LeCun et al., 1993). In this way, the algorithm would loose the theoreti-
cal safety guarantees. However, we expect such an empirical variant to preserve the safe
behavior in practice, due to the worst-case nature of the whole approach.
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Table 1: Smoothing constants ψ, κ, ξ and policy-gradient Lipschitz constant L for Gaussian
and Softmax policies, where ϕ is an upper bound on the euclidean norm of the
feature function, R is the maximum absolute-valued reward, γ is the discount
factor, σ is the standard deviation of the Gaussian policy and τ is the temperature
of the Softmax policy.
Gaussian Softmax
ψ 2ϕ√
2πσ
2ϕ
τ
κ ϕ
2
σ2
4ϕ2
τ2
ξ ϕ
2
σ2
2ϕ2
τ2
L 2ϕ
2R
σ2(1−γ)2
(
1 + 2γπ(1−γ)
)
2ϕ2R
τ2(1−γ)2
(
3 + 4γ1−γ
)
Table 2: One-sample estimation error of the REINFORCE and GPOMDP policy gradient
estimators, where T is the task horizon, γ is the discount factor and R is the
maximum reward. The smoothing constant κ is policy-dependent (cf. Table 1).
The reported value is an upper bound on the actual error with probability at least
1− δ.
REINFORCE GPOMDP
ǫδ
R(1−γT )
(1−γ)
√
Tκ
δ
R
(1−γ)
√
κ(1−γT )
δ(1−γ)
8. Related Works
The seminal work on monotonic performance improvement is by Kakade and Langford
(2002). In this work, policy gradient approaches are soon dismissed because of their lack of
exploration, although they guarantee MI in the limit of an infinitesimally small step size.
The authors hence focus on value-based RL, proposing the Conservative Policy Iteration
(CPI) algorithm, where the new policy is a convex combination of the old policy and a
greedy one. The guaranteed improvement of this new policy (Kakade and Langford, 2002,
Theorem 4.1) depends on the coefficient of this convex combination, which plays a similar
role as the learning rate in our Theorem 9. In fact, both lower bounds have a positive
term that accounts for the expected improvement of the new policy w.r.t. the old one, and
a penalization term due to the mismatch between the two. The CPI approach is refined
by Pirotta et al. (2013b), who propose the Safe Policy Iteration (SPI) algorithm.
Building upon these results on safe value-based RL, Pirotta et al. (2013a, Theorem 3.3)
provide the first improvement guarantee for Policy Gradient. Since the general lower bound
involves terms that cannot be computed in practice, the authors specialize it to Gaussian
policies. In this sense, our Theorem 9 generalizes their Corollary 5.1 to a wider class of
policies while maintaining the simple quadratic form and the easily computable constants,
which their Theorem 3.3 lacks. Unfortunately, in the Gaussian case, the tightness of the
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two bounds is not comparable, mainly due the additional assumption made by Pirotta et al.
(2013a) that the action space A is bounded. Moreover, our Theorem 8 further generalizes
the improvement guarantee to general policy updates. Pirotta et al. (2013a) use their im-
provement bound to derive an optimal step size, as we do in Corollary 10. As for selecting
the optimal batch size, we follow the approach from Papini et al. (2017). The latter also
employs non-scalar step sizes, which are not considered in the present work.
Schulman et al. (2015, Theorem 1) provide a very general improvement lower bound.
However, it requires to compute the Kullback-Leibler divergence between the two policies,
which is impractical for most policy classes. A series of approximations leads to the Trust
Region Policy Optimization (TRPO) algorithm, which can be seen as a natural policy gra-
dient algorithm (Kakade, 2002) with an adaptive step size. Although very efficient, TRPO
cannot be considered safe. A variant of TRPO that is closer to its theoretical foundations
has been recently proposed by Pajarinen et al. (2019). Proximal Policy Optimization (PPO
Schulman et al., 2017) is a further approximation of TRPO which achieved astounding re-
sults in games (OpenAI, 2018) and simulated robotics (Andrychowicz et al., 2018), but is
even further from its safe-learning roots.
Finally Cohen et al. (2018) provide a general safe policy improvement strategy that can
be applied also to policy gradient updates. However, it requires to maintain and evaluate a
set of policies per iteration instead of a single one.
9. Conclusions
We have provided an actor-only policy gradient algorithm that guarantees monotonic im-
provement of performance for a wide class of policies. An immediate future work is to
empirically evaluate the proposed method, both in comparison with existing algorithms for
Gaussian policies (Pirotta et al., 2013a; Papini et al., 2017) and in other, previously uncov-
ered settings, such as Softmax policies. A concern remains on the sample complexity of
SPG, due to the conservative assumptions necessary to support the monotonic improvement
guarantees. A promising future direction is to devise heuristic versions of SPG that make a
more efficient use of data. The hope is that the safe behavior can be preserved also in the
absence of formal guarantees. Another possibility is to consider safety guarantees less strict
than monotonic improvement, such as fixed performance thresholds. Other interesting devel-
opments would be to extend the improvement guarantees to actor-critic algorithms, to take
into consideration exogenous risk measures, and to better study the relationship between
safety and exploration.
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Appendix A. Additional Proofs
The following results, reported in Section 2, are well known in the literature (Nesterov,
1998), but we also report proofs for the sake of completeness:
Lemma 19 Let X be a convex subset of Rm and f : X → R be a twice-differentiable func-
tion. If the Hessian is uniformly bounded in spectral norm by L > 0, i.e., supx∈X
∥∥∇∇Tf(x)∥∥
2
≤
L, f is L-smooth.
Proof Let x,x′ ∈ X , h := x′ − x and g : [0, 1]→ R, g(λ) ≡ ∇xf(x+ λh). Convexity of X
guarantees x+λh ∈ X for λ ∈ [0, 1]. Twice-differentiability of f implies ∇xf is continuous,
which in turn implies g is continuous. From the Fundamental Theorem of Calculus:
∇xf(x′)−∇xf(x) = ∇xf(x+ h)−∇xf(x) = g(1) − g(0) =
∫ 1
0
g′(λ) dλ
=
∫ 1
0
hT∇∇Txf(x+ λh) dλ. (85)
Hence:
∥∥∇xf(x′)−∇xf(x)∥∥ = ∥∥∥∥∫ 1
0
hT∇∇Txf(x+ λh) dλ
∥∥∥∥
2
≤
∫ 1
0
∥∥∇∇Txf(x+ λh)h∥∥2 dλ
≤
∫ 1
0
∥∥∇∇Txf(x+ λh)∥∥2 ‖h‖2 dλ (86)
≤ L ‖h‖2 = L
∥∥x′ − x∥∥
2
, (87)
where (86) is from the consistency of induced norms, i.e., ‖Ax‖p ≤ ‖A‖p ‖x‖p.
Lemma 20 (Quadratic Bound) Let X be a convex subset of Rm and f : X → R be an
L-smooth function. Then, for every x,x′ ∈ X :
∣∣f(x′)− f(x)− 〈x′ − x,∇f(x)〉∣∣ ≤ L
2
∥∥x′ − x∥∥2 , (23)
where 〈·, ·〉 denotes the dot product.
Proof Let x,x′ ∈ X , h := x′ − x and g : [0, 1] → R, g(λ) ≡ f(x + λh). Convexity of X
guarantees x + λh ∈ X for λ ∈ [0, 1]. Lipschitz smoothness implies continuity of f , which
in turn implies g is continuous. From the Fundamental Theorem of Calculus:
f(x′)− f(x) = g(1) − g(0) =
∫ 1
0
g′(λ) dλ. (88)
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Hence: ∣∣f(x′)− f(x)− 〈x′− x,∇xf(x)〉| = ∣∣∣∣∫ 1
0
g′(λ) dλ− 〈h,∇xf(x)〉
∣∣∣∣
=
∣∣∣∣∫ 1
0
〈h,∇xf(x+ λh)〉 dλ− 〈h,∇xf(x)〉
∣∣∣∣
=
∣∣∣∣∫ 1
0
〈h,∇xf(x+ λh)−∇xf(x)〉 dλ
∣∣∣∣
≤
∫ 1
0
|〈h,∇xf(x+ λh)−∇xf(x)〉| dλ
≤
∫ 1
0
‖∇xf(x+ λh)−∇xf(x)‖2 ‖h‖2 dλ (89)
≤ L ‖h‖22
∫ 1
0
λdλ (90)
=
L
2
∥∥x′ − x∥∥2
2
,
where (89) is from the Cauchy-Schwartz inequality and (90) is from the Lipschitz smooth-
ness of f .
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