Video activity Recognition has recently gained a lot of momentum with the release of massive Kinetics (400 and 600) data. Architectures such as
Introduction
The domain of Activity Recognition has gained a lot of traction recently -mostly on the account of it's omnipresence in human life and secondly on our ever-increasing computational capability. It is being actively pursued for all sorts of applications like smart homes, human behaviour analysis, sports and even security systems. Owing to the recent success of ConvNets in image classification tasks, one expects video classification to achieve similar performance on large-scale datasets. For action recognition, one needs to pay attention to both spatial cues like pixel intensities, appearance, brightness patterns as well as the temporal dynamics of the scenes across the videos. However, activity recognition in videos face a number of challenges when compared to images.
First and foremost, ConvNets fail to model long-term temporal variations. Most traditional methods focus on using short-term information upto 10 or 15 frames to incorporate temporal dynamics of the scene. Usually ConvNets rely on some recurrent network like Recurrent Neural Networks or Long Short Term Memory Networks to encode temporal information present in the scene. However, these networks are known to require huge amounts of compute power as it is and one cannot think of going beyond 10 or 15 frames with this constraint. Secondly, most existing architectures were designed for trimmed videos. These trimmed sequences have actions that only last for 5 to 10 seconds, which is not the case typically. Hence, these become unrealistic when dealing with real-world scenarios where an action may take place only for a small duration in a video, or, two or more actions performed together might imply a third action.
It is thus important to come up with a sparse sampling technique that can aggregate information present in different parts of videos. It is thus important to come up with a robust framework which can overcome these challenges and can be deployed on-the-edge. We present in this work two architectures we explored for using on-the-edge -I3D and Temporal Segment Network. Specifically, our contributions are:
• We show Temporal Segment Networks can work for smaller base architectures well too.
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• We demonstrate how we can reduce memory usage during test time while maintaining comparable accuracy.
Related Work
We briefly present an overview of representative state-of-the-art architecture for video activity recognition.
ConvNet + LSTM
Conventional activity recognition approaches have relied on using ConvNet's as feature extractors for the spatial domain. They are then followed by models which can learn the dynamics of sequences, like Bi-directional Reccurent Neural Networks or more recently, Long short term memory networks [8] . Architectures like ResNet, VGG-16, Inception-v3 have been among the few architectures which have achieved remarkable results on image classification datasets like ImageNet. Such architectures have also been tried out on videos. As expected, these architectures treat each frame of the video independently and we need to pass the encoded features through a LSTM network to learn the complete spatio-temporal representation of our data. 
3D ConvNets
3D ConvNet's appear to be a very natural approach to encode spatio-temporal features because of their hierarchical nature. Their main advantage compared to other approaches is that these networks learn these representations directly. One major drawback of these networks is the considerable increase in the number of parameters, when compared with 2D ConvNet's. Due to this third dimension, it gets pretty hard to train these networks as well as to deploy them on an embedded platform. We have to rely on availability of large datasets to counter these increase in the number of parameters, but as it turns out, even with datasets like Kinetics-400 and UCF-101, we need a lot more data for 3D ConvNets.
Two-stream networks
While LSTM's or RNN's may be able to encode high-level temporal information, they fail to attend to minor changes in sequences. Two-stream networks [11] achieve good response to small motion as well by using two streams: one for the RGB input and the other namely the flow stream. The flow stream is computed by calculating the optical flow of our original video. Optical flow can really capture minute variations in our input and can help us learn low-level motion which can be critical for a lot of cases.
These models have two identical ConvNet's operating on the RGB and flow streams. Both of these ConvNet's are pretrained on ImageNet and provide a good initialization for the two-stream configuration. The RGB and flow stream networks can then be learned in an end-to-end manner independently. The inputs to the network are 5 consecutive RGB frames sampled 10 frames apart, as well as the corresponding optical flow snippets. This architecture has shown to get very good results on different benchmarks and has been trained end-to-end as well.
3 Two-stream Inflated 3D Convolutional Networks (I3D)
Two steam I3D architecture [1] builds on the concepts introduced in the architectures above. I3D builds very deep, naturally spatio-temporal feature extractors upon extending state-of-the-art image classification architectures by extending their filters and pooling kernels to 3D. It uses two parallel networks, one each for the flow steam and the RGB stream. The biggest question answered by I3D networks was how to extend weights learned for 2D kernels to 3D. Although I3D networks can achieve great results using just the RGB stream, they also benefit from the two-stream configuration by incorporating the optical flow. Inflating 3D kernel weights from 2D kernels. Given that we "inflate" the third dimension for our kernel, the question now arises that how do we initialize the weights across the time axis. Surprisingly, the simplest of approaches works as well, which being, repeat the weights of the N x N 2D kernel N times, and then normalize by dividing with N. This way, the response of our convolutional kernel still remains the same and our model can be implicitly fine-tuned from the ImageNet weights. 
Temporal Segment Networks
Temporal Segment Networks [1] address one of the primary issues in video activity recognitionmodeling long term temporal dependencies in videos. Prior work using ConvNet architectures [11] failed to take this into account or if they did [9] it was computationally intractable for longer videos. Temporal Segment Network propose a model which addresses these issues by presenting a video level framework.
Precisely, TSN divide the video into K segments {S 1 , S 2 , ..., S K }. From each segment a short snippet is randomly sampled. Each snippet makes it's own preliminary prediction about the action in the video. A consensus is then achieved through some consensus function to then combine the scores from these individual predictions. Mathematically, this can be written as:
T 1 , T 2 , ..., T K are the T i snippet sampled from the corresponding S i segment. F(T i ; W ) represents a ConvNet operation on T i with parameters W . Important thing to note is that all the snippets share 
Here, C is the number of classes and K is set to be 3. The aggregate function used is the average function. Although, other aggregate functions like maximum or weighted averaging could also be used.
Standard stochastic gradient descent (SGD) for backpropagation. The gradient accumulated is of the form:
Crucial information in the Eq. 3 is that the gradient updates take into account the information parsed through all the segments. It aggregates the gradients from all the segments. This helps the network in learning the whole video level dependencies rather than a short-sighted frame level dependencies.
Experiments
As mentioned before, we explored two networks -I3D and Temporal Segment Networks. We list down the results of both sequentially.
I3D
We trained the two-stream inflated 3D convolutional networks with Inception-v1 as the backbone for our experiments. We tested the accuracies obtained on UCF-101 and MSR activity recognition dataset [7] . I3D networks were initially introduced along with the kinetics dataset but due to limited compute power and many other restrictions, we were not able to train them end-to-end on the kinetics dataset. UCF-101 dataset has 101 different action categories and 13320 videos in total. The MSR DailyActivity has 16 different classes with 20 videos in each class.
We first sample the original videos at 25 frames per second and normalize the pixel intensities between 0 and 1. To prepare the flow stream, we use the Lucas-Kanade optical flow method, whose implementation is provided by OpenCV. From these sampled frames, the flow stream is generated and is also normalized between 0 and 1. Note that flow stream only has two components, namely the vector velocities in the x and y direction. For both these datasets, the I3D network was trained with Adam optimizer with a learning rate of 0.002 and a batch size of 16. For the MSR results, due to the limited number of training videos in the dataset, we used pre-trained weights of I3D which are trained on the kinetics-400 dataset and add an additional layer with 16 outputs corresponding to class scores for each of our MSR class. The results are summarized in Table 1 .
Temporal Segment Network
We perform all our experiments for Temporal Segment Network on UCF-101 dataset [12] . We explore various aspects of training categorized as below. 
Input Modality
We note that most state-of-the-art architectures for video activity recognition utilize a dual modality for network training -spatial represented by RGB frames and temporal represented by flow fields. Architectures such as [11] [1] [14] gain significant improvement to their performance by adding flow fields to the RGB frames and then concatenating/aggregating the predictions from RGB frames and flow field in from or the other.
In our case, we narrowed our experiments to RGB frames as our only input modality. This was done to reduce memory usage and time, which is essential for edge-devices. We show in Table 2 that good results can still be acheived with only RGB frames.
Network Architecture
Original Temporal Segment Network uses Inception-v2 [2] as their base model. We report our results obtained by training Inception-v2 as our base model as well as Resnet [10] as the base architecture. We find that a performance of 81.77% can still be achieved using a much smaller network architecture such as Resnet.
Memory usage during Testing
For the purpose of testing Limin Wang [14] divide the video into 25 segments and sample a snippet (frame) from each segment. 10 random crops are then obtained from each frame. Snippet level prediction is made by averaging the prediction from each crop. Next, predictions from each of the 25 frames is combined to give video level prediction.
In our work, we only divide the video into 25 segments, sample one frame from each of the segment and make frame level from only one crop. Now the frame level predictions from each of the 25 segments is aggregated to give the video level prediction. This small but subtle difference allows us to reduce the memory usage 10 times as compared to the work by Limin Wang [14] . This becomes very crucial for edge devices. We report this in table 3.
