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Abstract 
DMAPS (Distributed Multi-Agent Planning 
System) is a planning system developed for 
distributed multi-robot teams based on MAPS 
(Multi-Agent Planning System). MAPS assumes 
that each agent has the same global view of the 
environment in order to determine the most 
suitable actions. This assumption fails when 
perception is local to the agents: each agent has 
only a partial and unique view of the environment. 
DMAPS addresses this problem by creating a 
probabilistic global view on each agent by fusing 
the perceptual information from each robot. The 
experimental results on consuming tasks show 
that while the probabilistic global view is not 
identical on each robot, the shared view is still 
effective in increasing performance of the team. 
1 Introduction 
Achieving cooperation in a multi-robot system is a difficult 
task. Cooperation is even more challenging in a distributed 
system where robots’ perceptions are usually unique. 
Conventional approaches to solve team cooperation in a 
distributed team have been done simply in a distributed 
manner [Ozaki et al, 1997] [Parker, 1998]. A robot can 
plan for itself and tries to solve any conflict when it 
encounters another robot [Rude, 1997]. When 
communication is not available, it is possible for a robot to 
use a dedicated hand-coded set of behaviors to achieve 
reactive implicit cooperation [Arkin, 1992] [Yamada and 
Saito, 1999]. 
This paper presents an approach of active team 
planning by adapting a centralized planner in a distributed 
system. The main advantage of a centralized planner is the 
planning mechanism performs the decision making process 
for a robot from a team perspective. In doing so, a robot 
can realize a more suitable decision before actions take 
place. 
MAPS is a method developed for centralized 
multi-robot control [Tews and Wyeth, 1998]. MAPS 
performs high level team planning by generating an 
abstract representation of the environment. The abstraction 
is implemented using a numerical grid covering the 
working environment and accounts for the positions of all 
entities and environment features contained within. The 
grid representation makes this system more practical in a 
spatial constrained environment. By combining the world 
model, the strategic command and each robot’s perspective, 
MAPS can determine an appropriate action for each robot 
to execute. The resulting MAPS command is sent to the 
navigation module to carry out the desired action. 
MAPS was developed in the RoboCup Small Size 
League [Kitano et al, 1998] where a global view of the 
environment is available from an overhead camera. 
DMAPS extends MAPS to remove the reliance on global 
perception. DMAPS permits the use of distributed 
perception, with development focusing on two major 
components:   
• Construction of a probabilistic shared world model that, 
while not necessarily being identical for all team 
members, is sufficient to create effective cooperation.   
• Re-configuration of MAPS to use the probabilistic 
world view.   
To obtain a suitable input space for DMAPS, a 
communication strategy that uses explicit communication 
to share perception has been developed.  The sensing 
information perceived by each robot is abstracted with a 
grid representation and broadcasted to all team members.  
The perceptual information from each robot represents a 
partial world model and a common shared world model is 
obtained by fusion.  Although such a shared world model is 
still relatively partial, its collaborative characteristic gives 
all robots a similar view of the world and thus achieves 
team planning.   
This paper overviews the DMAPS system and focuses 
on the corresponding communication strategy. The 
experiments were performed with common representative 
tasks for preliminary performance measure of the system. 
The experiment aims to show the effect of communication 
to the performance of the cooperative teamwork. 
The following section presents the issues in 
developing a communication strategy to supplement 
perception.  Section 3 describes the concept of applying 
MAPS to a distributed multi-robot team.  Section 4 
presents the system overview and experimental setup.  The 
results are discussed and analyzed in section 5. Section 6 
concludes the paper. 
2 Communication Strategy 
Communication is a crucial component towards effective 
teamwork.  Despite the high cost associated with using a 
suitable communication strategy in a multi-robot system, it 
is generally considered beneficial on the team level.  There 
are two major types of communication, explicit and 
implicit. They are differentiated by whether the 
information exchanged is performed by the intention of the 
message sender. Both types of communication supplement 
each other and are used conjointly by many animal species. 
Taking the example of a human soccer game, the players 
interact by either talking to each other verbally (explicit) or 
visually observing the actions being carried out by other 
players to decide an appropriate action (implicit). 
Implementing both on a robotic system is ideal for 
enhancing interaction and provides redundancy. They can 
be implemented using dedicated communication devices 
and common sensors respectively.  Nevertheless, a capable 
sensing system providing accurate perceptual information 
for implicit communication (communication via 
observation) requires expensive resolution and recognition 
[Cao et al, 1997]. 
Negotiation is a form of explicit communication that 
usually requires a set dedicated and application specific 
“language” [Ozaki et al, 1997] [Rude et al, 1997]. 
Negotiation usually provides the best interaction and 
planning prior to actions.  The time taken to resolve 
conflicts can however be long and un-predictable, this is 
generally undesirable for time critical tasks.  In addition, 
the implementation for negotiation between cooperating 
agents is also more application dependent. The other way 
to communicate explicitly is to share information that a 
robot has for the benefit of other team members. The 
sharing information can include the sensing data, on-board 
states, decision generated and the communication data 
previously received, and this information forms the 
knowledge of a robot. The Plan-Merging Paradigm 
presented in [Alami et al, 1995] uses communication to 
share the current state and intended action of the robots to 
achieve cooperative planning. 
2.1 Communication to Supplement Perception 
This paper focuses on using communication to supplement 
perception for the purpose of developing effective team 
strategies. The block diagram of the system is shown in 
Figure 1. Note that there are two distinct perceptual paths: 
perception that is used locally to drive the robot’s low level 
behaviours, and perception supplemented by 
communication that is used to select the appropriate 
behaviour to achieve team cooperation. 
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Figure 1: The block diagram of the system that uses 
communication to supplement perception. 
The robots’ interactions leading to team cooperation 
rely on the robots’ ability to interpret the perceived 
information from the common working environment.  
When all team members operate based on a common, 
shared world model, the highest level of team cooperation 
is expected. Every robot will arrive at the same team plan 
by using the same decision engine on the same input. This 
alleviates the need for the difficult resolution and 
recognition required for implicit communication, or the 
need for long and un-predictable negotiation of conflict.  
By sharing individual’s sensing data using explicit 
communication devices, it is possible for every robot in the 
team to have the perceptual coverage up to the sum of the 
sensing coverage of all team members. However, the 
effectiveness of such shared perception depends on the 
method of data abstraction and fusion used, along with the 
uncertainties involved.  
A robot’s perception is shared with the team by 
broadcasting a 4-tuple (C, xg, yg, Pc) for each object 
perceived, where C is the classification of the object type, 
(xg, yg) are the estimated global coordinates of the object, 
and Pc is the confidence in the observation. The next two 
sections explain how this 4-tuple is derived and how it is 
used when received from another robot. 
2.2 Generating Perception Tuples 
The vision system expresses an object egocentrically as 
distance and bearing, which is transformed to a global 
Cartesian coordinate based on a localization estimate.  The 
global estimate of position is quantized to suit the channel 
bandwidth to get the grid coordinates (xg, yg). An object is 
represented as a normal distribution, N( ì, kPc), where ì is 
the coordinates of the observation and k is a normalizing 
constant. Objects with high Pc are represented as a sharp 
spike in the map, while objects with a low Pc are shown as 
a flatter hill. 
The observation covariance Pc is calculated from 
estimates of uncertainty from the vision process Pv, and 
from the localization process, Pl, by 
 lvc PPP ×=  (1) 
The uncertainty in the vision recognition process, Pv, is 
extracted from a look-up table that relates the distance and 
bearing to an object with the error in the distance and 
bearing measurement. The look-up table was filled based 
on experimental data. The localization module gives an 
uncertainty, Pl, which is determined based on a model of 
the error in the uncertainty in the odometry process. Pl is 
calculated by 
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The d and θ  in the above equation represent the traversing 
and the rotational components in incremental navigation 
steps respectively. Pe is the rotational certainty obtained 
from the characteristic modeling of the actual robot. 
Uncertainties introduced by the traversing component are 
significantly smaller than the rotational error, therefore not 
accounted for in the system. The calculated Pl decreases as 
the robot travels, and is reset to the vision recognition error, 
Pv, associated with the sighting of a known landmark.   
2.3 Bayesian Fusion of World Models 
After the perception tuples are broadcast to each robot, 
each robot now has the task of combining this information 
into a cohesive world model.  Conventional techniques for 
sensor fusion rely on complex mathematical calculation of 
the sensed data [Dietl et al, 2002]. In contrast, grid 
operation is simple and effective through out the 
incremental operations.   
Moravec attempted to use certainty grid as a base 
representation for fusing sensing data from various sources 
[Moravec, 1988]. In this paper, a similar approach is taken 
to fuse partial world models shared by each team member. 
The shared world model is obtained by performing 
Bayesian fusion on individual cells. The equation for cell 
fusion is derived from the Bayesian Theorem. Let P(Xij|R) 
represents the probability of the existence of X in cell i,j 
reported by robot R. Substituting appropriate variables into 
the Bayesian Theorem gives 
 )()|(),( RPRXPRXP ij =  (3) 
P(R) in the above equation represents the weight of the 
data from each robot. For a team consisting of n robots, the 
value of each cell in the final world model is calculated by 
summing the corresponding cells on all contributing partial 
world models. 
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3 DMAPS – Distributed Multi-Agent 
Planning System 
DMAPS is developed based on MAPS, an efficient and 
robust centralized planning system. MAPS is simple and 
highly configurable, therefore, it can be used by on a 
distributed system simply by re-configuring the grid 
operation algorithm [Tews and Wyeth, 1999]. MAPS 
assumes that a common world model is available to all 
agents: an artifact from its origins in the RoboCup small 
size league where agents have access to information from 
an overhead camera. The previous section described how a 
weaker form of a common world model can be achieved 
for agents with distributed perception. 
This section presents the concept of MAPS and the 
issues on applying MAPS to a distributed system. 
3.1  MAPS 
Multi-Agent Planning System (MAPS) is a centralized 
planning system originally developed for the RoboRoos 
soccer robot team [Tews and Wyeth, 1998]. The system 
can be considered as a single robotic system with multiple 
actors performing the tasks. To achieve efficient and 
effective cooperation, MAPS expects a fairly reliable and 
accurate source of global world model as its input space. 
MAPS constructs a virtual map of the physical 
environment using potential fields. The map is built based 
on numerical operations of different components such as 
the physical features within the environment, the agent’s 
action and the team strategy in order to find the best 
location for a robot to perform the desired action. These 
components are represented by regions of attraction or 
repulsion. Figure 2 shows an example of MAPS kick field 
during a robot soccer game. Robot 1 is about to kick the 
ball and the best location to kick the ball to for goal is 
needed. By superimposing the required components into 
the field, the resulting potential field shows the fitness 
level of each cell to kick the ball to. Cells with higher 
fitness level (attraction) are shown in darker color, and vice 
versa. 
 
Figure 2: Example of MAPS potential field to determine the kick 
to location in a robot soccer game. 
Centralized planning is simpler in the sense that 
individual robot’s actions are planned simultaneously by a 
single entity. Centralized planning requires a shared world 
model that contains a common set of information about the 
environment and all robots. Since the planning of all team 
members are based on an identical set of world model, the 
result is expected to show the highest level of team 
cooperation. In comparison to a truly centralized system 
such as the RoboRoos that relies on one specific agent in 
the team to perform perception and planning, a distributed 
system provides redundancy path on perception and 
planning and is potentially more robust. 
3.2 Dealing with an Uncertain and Partial 
World Model 
The original implementation of MAPS aimed for a system 
that has the knowledge of a practically complete world 
model, nevertheless, availability of information about the 
environment is usually very limited on distributed systems. 
One important feature of MAPS is that MAPS will use any 
known information about the environment (either complete 
or partial) as input and generates an appropriate decision 
for each team member based on the known information. 
When comparing with a complete world model that is 
readily available on a centralized perception system, the 
partial world model presents a potential deficiency in 
planning performance. However, the objective of the 
system focuses on achieving good cooperation based on 
the limited sensing rather than to achieve optimal 
teamwork under the condition of complete perception. The 
following experiments are implemented with this in mind. 
The fused world map can have errors when one or 
more of the team members exhibit difficulties in acquiring 
accurate perception or localization. In worst case condition, 
when the fused map does not correlate with the real world, 
P(R=r) in Equation 4 can be adjusted to have the resulting 
map self-biased. This allows the robot to fall back to 
single-robot planning when there is inconsistency in data. 
In essence, the robot can do no worse than if it did not have 
the information from the other robots. The following 
experiments are designed to illustrate the extent to which 
the information from other robots can improve 
performance. 
4 System Overview 
This section describes the system setup for the experiments. 
The following subsections present the experimental setup 
for the task, experiment platform, and software on board 
the robots. 
4.1 Experimental Tasks 
Consuming is a variation of foraging task that has been 
studied extensively for cooperative robotics (for example, 
[Arkin, 1992]).  Foraging and consuming tasks are both 
biologically inspired. In a consuming task, the agents 
wander around the environment, searching for objects of 
interest (attractors). Once an attractor is found, one or more 
agents will approach the attractor and perform operations 
on the attractor in order to consume it. The agents continue 
to find other attractors upon completion of the operations.  
The foraging task is common to biological systems, for 
example an ant colony collecting food. Consuming is also 
common where species such as birds search for food and 
consume on the spot instead of bringing the food home. 
The consuming task using multiple robots is classified as a 
dynamic environment. The environment contains multiple 
robots moving simultaneously at any time instance. 
Therefore, the task requires the robot to interact with the 
team members to achieve the task efficiently. 
By varying the consuming requirement of the target, 
two tasks can be derived as followed:   
• Consuming - actions on targets can be performed by a 
single robot.  
• Surrounding - actions on targets need to be carried out 
simultaneously by multiple robots.  
The consuming task in this paper involves two robots 
searching within the environment for three targets. Since 
each target only requires one robot to perform actions on, 
the planner pairs up the available robots and targets 
according to the shortest distance method. The robot 
assigned with a target performs approaching and 
consuming, while the free robot remains in the search 
phase. The surrounding task for this experiment involves 
two robots searching for one target and converging to the 
target location. 
Clearly, cooperation in both tasks attempts to produce 
performance improvement from cooperative searching.  
The sooner the target location can be identified, the quicker 
the target can be consumed. In addition, the consuming 
task focuses on the performance of team cooperation with 
target allocation (task decomposition) using DMAPS. On 
the other hand, the surrounding task aims for better 
navigation efficiency on the convergence of the team 
through communication.  
4.2 Experimental Platform 
The robot platform used for the experiment is the Viper 
robot (see Figure 3) that was designed for RoboCup 
Competition at the University of Queensland [Chang et al, 
2003]. The Viper robots are small size fully autonomous 
mobile robots with vision as its primary sensor. Each robot 
utilizes two dedicated processing boards for 
vision/planning and navigation, in addition a half-duplex 
communication device for inter-robot communication. 
The experimental environment is the standard soccer 
field used for RoboCup small-size league. The walls, goals, 
robots and targets are distinctly colored coded for easy 
vision recognition. The camera range is limited to 1 meter, 
thus increasing the effects of distributed perception. 
 
Figure3: The Viper robots 
4.3 System Setup 
To provide a better understanding of the software system 
on the robot, this subsection briefly explains the system 
setup for modeling the world, communication strategy, and 
DMAPS in a consuming task. 
World Model 
The experimental environment (small-size league soccer 
field) is represented as a grid where the cell size of 200mm 
by 200mm roughly covers a robot. The spatial locations are 
expressed as Cartesian coordinates with origin at one 
corner of the field.  The field is bounded by white walls that 
allow the robots to bound localization error when a wall is 
within view. The resolution of this grid is used by the 
system for world modeling and DMAPS operations. The 
soccer field covers about 180 cells and the perception of 
each robot is limited to 16 cells in the direction of the 
robot’s heading.  
Communication strategy 
The team members share their perception over the 
communication system, limited to robots and targets seen 
in the environment. The communication packet is based on 
the tuple described in section 2. The communication packet 
includes several object lists of different types. By using the 
coarse grid units, the locations (xg, yg)  can be encoded as 
one byte. The corresponding confidence measure for each 
position is also one byte.  For consuming task, a complete 
communication packet is around 12 bytes and contains the 
location tuple of the transmitting robot and targets and 
obstacles perceived.  
DMAPS 
The algorithm used for DMAPS follows the two behaviors 
previously described. Behavior selection is based on 
whether a robot has an assigned target or not. DMAPS 
builds the potential field based on the shared world model 
and provides a suitable location for the robot to search for 
more targets or approaching the assigned target.  
Figure 4 shows the DMAPS potential field on robot 1 
during a consuming task. The larger circles represent the 
robots and the smaller circles are the targets. The pie slice 
represents a rough guide to the vision coverage of each 
robot. The white square indicates the goto location 
generated by DMAPS with connecting lines showing the 
assigned target that represents the robot’s current goal . The 
darker colored cells in the potential field represent 
attraction. The desired goto grid location is determined by 
finding the darkest cell in the map.  
In Figure 4, target 2 is the only target that the team 
knows and is assigned to the closest robot, robot 1. Robot 2 
is heading towards an adjacent cell to search for more 
targets. Obviously, this is not the optimal team plan from a 
global perspective. Nevertheless, the resulting decisions 
are ideal at the team level based on the limited knowledge 
the team has. 
 
Figure 4: Example of DMAPS potential field representation 
during consuming task. 
Figure 5 shows the virtual map several hundred 
milli-seconds after Figure 4. Robot 1 has turned around 
during its approaching path to target 2 and sighted target 1. 
At this instance, the target allocation clearly shows 
effective cooperative team strategy based communication 
and DMAPS. The deviation of the target 2 location 
indicates that robot 1 could be suffering from uncertainties 
in vision. This is possibly caused by the target being 
smaller and further away in the image. DMAPS aims to 
provide each robot a rough direction of the allocated target 
from an uncertain shared world model. Once the robot is 
near the target, it relies mainly on the on-board perception 
system to carry out the task. 
 
Figure 5: Example of DMAPS potential field representation 
during consuming task  
4.4 Experimental Method 
Each experiment consists of multiple games. A game 
begins by placing the robots and targets randomly on the 
field and ends with a valid goal condition or on timeout. 
The preliminary experiments presented in this paper were 
performed on the SimViper simulator. The simulator was 
designed for robot soccer competition and it models the 
Viper robot and physics accurately. The uncertainties in 
the physical environment are also modeled based on the 
robot’s experimental data.  SimViper represents an 
excellent tool for developing and configuring the robots. In 
addition, it reduces the time and effort needed for long 
experiments which is not practical on the real robots. In 
this experiment, each experimental space involves no less 
than 2000 games.  
4.5 Performance Measure 
Performance measure is primarily based on the duration 
taken to accomplish the task.  To avoid the experimental 
time being extended indefinitely due to target conflicts or 
navigation difficulties encountered, each game is limited to 
200 seconds.  If the goal is accomplished within the time 
limit, a successful game is recorded, otherwise, the game is 
considered failed and aborted.  Within those successful 
games, the time taken for the team to locate the target and 
consume each target is recorded for analysis.  At the same 
time, the robot’s traveli ng distance throughout the duration 
of the task is collected for analysis on navigation 
efficiency. 
The following summarizes the performance measures 
used to evaluate the experimental results:  
• Successful Goals Achieved - the percentage of games 
with the goal achieved within the time limit in the each 
experiment.  
• Task Duration - the average time taken to achieve the 
incremental sub-goals and the goal.  
• Distance Traveled - the length of the path traveled by 
each robot during the game.  
5 Results 
This section describes the results for the two multi-robot 
coordination problems: consuming and surrounding. 
5.1 Consuming Task 
Using communication to supplement perception in a 
consuming task aims to provide wider vision coverage and 
better target allocation to the team.  By using 
communication, we mainly aim for improvement on task 
duration from the introduction of a target allocation 
mechanism using DMAPS. 
Figure 6 shows the percentage of the successful games 
with communication throughput as the variable.  As 
percentage of the communication throughput increases, the 
number of games that went over time reduces.  The 
performance gain is slight as the allowable time per game 
of 200 seconds was normally adequate for the task. 
 
Figure 6: Percentage of successful games in consuming tasks  
By limiting the sample space to those games with 
successful goals, time-related performance measures can 
be analyzed.  The plotted lines TL and TT1 in Figure 7 
show the time taken for the multi-robot team to see the first 
target and consume one target respectively.  The 
performance gains are barely noticeable but expected.  The 
time taken for the team to consume the first target depends 
on the time it was first seen.  The experimental 
environment is relatively small, therefore the benefits of 
searching the targets cooperatively are minimal.  By 
increasing the size of the environment, significant 
improvement of these time measures can be achieved.   
 
Figure 7: Time taken to locate and consume targets in consuming 
tasks 
In contrast to the above, the time taken for the team to 
consume the second (TT2) and the third target (TT3) have 
shown significant improvements.  The TT2 and TT3 lines 
in Figure 8 indicate time reductions of around 6.5 and 12 
seconds respectively by utilizing communication to share 
perception.  Since the time taken for a robot to consume a 
target is 10 seconds, these improvements have 
demonstrated the benefit of target allocation strategy.  
When there is no communication, two robots can 
redundantly approach and consume the same target.  The 
results have clearly shown that independent sub-tasks are 
carried out in parallel with a cooperation strategy.   
5.2 Surrounding Task 
For a surrounding task with multiple robots, cooperation 
aims to reduce the target searching time for each team 
member. The availability of a common world model allows 
the robots to converge to the target location quicker. By 
performing the experiment with communication 
throughput as the variable, we can examine the effect of the 
presence of a shared world model and the benefits of the 
cooperative strategy. Figure 8 shows the percentage of 
successful games for each experiment. The surrounding 
task focuses on perception sharing rather than target 
allocation which relies on the continuous availability of 
communication and team planning. The diagram has 
demonstrated that intermittent communication is adequate 
for robots to locate static targets quicker. 
 
Figure 8: Successful games in surrounding tasks 
Figure 9 shows the average time taken for the team to 
locate the target (TL) and to achieve the goal (TG), and the 
average distance a robot traveled to achieve the goal (DG) 
at different level of communication throughput. On 
average, it takes only about 5 seconds for one robot to see 
the target.  As a comparison, the average time for a robot to 
search through the whole field is around 25 seconds.  The 
TG line in Figure 9 shows the time taken for the team to 
achieve the goal condition.  The TG line shows that the 
robots only require very limited communication packet to 
realize the common target.   
 
Figure 9: Time and distance performance measures in 
surrounding tasks 
The DG line in the same diagram is the average 
distance traveled by the robots during the game, and it 
provides a performance measure on navigation efficiency.  
Both DG and TG lines have shown similar performance 
gain in the diagram. This demonstrates that the 
performance gain in distance traveled is relative to the time 
taken in a surrounding task. Also, the robot’s na vigation is 
efficient as the robot did not have to retrieve from a stuck 
situation.  However, if more obstacles are introduced into 
the environment, the time taken should increase at faster 
rate than the distance traveled. 
6 Conclusion 
A team of robot can produce better cooperative strategies 
by performing action selection on a common view of the 
environment. By modeling the perceptual information 
contributed by team members using certainty grid, such a 
common world model can be obtained through explicit 
communication. Unlike a multi-robot system with 
centralized perception, the resulting shared world model 
can only provide limited information about the 
environment, and usually with high level of uncertainties.  
DMAPS relies on this world model and hence reliable 
communication to share perception for its input. DMAPS 
is effective and robust. The experimental results presented 
in this paper not only have shown that reliable 
communication contributes to better teamwork, but in 
many cases, the availability of limited communication 
packets is sufficient to dramatically enhance the 
cooperative strategy of the team. 
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