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ABSTRACT
The uprise of legislative documents within the past decade has risen
dramatically, making it difficult for law practitioners to attend to
legislation such as Statutory Instrument orders and Acts. This work
focuses on the use of topic models for summarizing and visualizing
British legislation, with a view toward easier browsing and identifi-
cation of salient legal topics and their respective set of topic specific
terms. We provide an initial qualitative evaluation from a legal ex-
pert on how the models have performed by ranking them for each
jurisdiction according to topic coherency and relevance.
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1 INTRODUCTION
The legal domain is experiencing a major shift toward automated
tools that can cope with rapid change in the respective legal do-
mains. Regulatory change (RC) is a notable area that has gained
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much attention in recent years due to the difficulties in compli-
ance. In order to build automated solutions for compliance and
verification, automated knowledge acquisition is an imperative for
related tasks. An initial step towards such a system requires an
overview/summarization of the core topics within the domain, in
order to identify salient terms within the topics that are potentially
associated with compliance across various documents. Unlike, other
approaches that use metadata as a This papers analyzes topic models
as well as one domain model to address this. We start by describing
the models used in this analysis.
2 TOPIC MODELLING
Topic Modelling has many applications in natural language process-
ing [23] and information retrieval, including summarizing the main
topics in a domain and ranking documents given a query [29], the
former in which we are interested in.
2.1 Dimensionality Reduction Approaches
A basic approach to modeling topics is to view a corpus as a set
of term frequencies (tf) where the weight for each term is also
dependent on the inverse document frequency (idf), as shown in
equation 1 ( e.g “and” occurs many times in a document, therefore
its weight is low). Here N represents the number of documents and
nt is the number of documents term t appears in.
ft,d ∗ log
N
nt
(1)
From a term-document matrix M , dimensionality reduction tech-
niques are often used to reduce all terms to a set of concepts, which
can be interpreted as approximations of “topics” in a given corpus.
The matrix factorization techniques we discuss include Singular
Value Decomposition (SVD) and Non-Negative Matrix Factoriza-
tion (NMF).
2.1.1 Non-Negative Matrix Factorization. NMF is specifi-
cally for factorizing matrices with non-negative values, hence why it
is particularly suitable for term-document matrices. Since M is rep-
resented as non-negative values, features are composed of additive
computations resulting in a part based representation (as opposed
to subtracting values which would not lead to parts-based factored
representation) [7].
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The objective of NMF is to find an approximation of matrix M
by factorizing it intoW (r x k) and H (k x c) such that M ≈WH and
k have lower rank1 than M . The reconstruction error is minimized
according to that shown in equation 2 [14, 15].
1
2 |M −WH |
2
F =
1
2
n∑
i=1
m∑
j=1
(Mi j −WHi j )2 (2)
Also described by Lee and Seung [14], the multiplicative update
algorithm is used for updating bothW and H . Both update rules are
outlined in equation 3. The equations ensure the minimization is
constrained toW and H being positive and also that the distance D
between both is positive.
(3)
Hα,µ := Hα,µ
(WTM)α,µ
(WTWH )α,µ
,
Wi,α :=Wi,α
(MHT )α,i
(WHHT )α,i
In this work, instead of using gradient descent to minimize the
sum of squared (euclidean) distance (SSD) between M andWH , we
use the Coordinate Descent solver, provided in scikit-learn [20]. Lin
et al. [16] describe the process that builds upon the multiplicative up-
date algorithm by applying Alternating Non-negative Least Squares2
(ANLS) using projected gradient descent which is a parameter es-
timator with lower-bounded constraints. Although, NMF is widely
used for topic modeling [31], it is sometimes known to produce
non-meaningful topics, particularly if a term-document matrix is
relatively sparse. Therefore, the identification of both rare and non-
distinct terms is an important step to consider for removal before
factorization. Furthermore, NMF can be prone to local minima3.
2.1.2 Singular Value Decomposition. SVD decomposes a
matrix into three parts as shown in equation (4) in order to find
a lower rank4 approximation of the term-document matrix. Con-
sider M to be a tf-idf matrix representation of the corpus, where
U diagonalizes MMT and ui represents the corresponding eigen-
vector. Similarly V ∗5 diagonalizes MTM and vi represents MTM
eigenvectors. The diagonal values of Σ are ordered singular values6.
M = UΣV ∗ (4)
SVD on a term-document matrix is also referred to as Latent
Semantic Analysis (LSA), as the lower ranked matrix M is said
to represent a latent semantic space. In information retrieval, it is
referred to as Latent Semantic Indexing (LSI), where SVD is used to
index documents by representing documents (document-document)
and terms (document-term where terms are query terms) in vector
space where the elements in the vector correspond to the degree that
a term or document has to a given topic. The similarity between a
query and a given set of documents can then be determined using a
1The rank of a matrix is the amount of linearly independent column or row vectors
2see [16] for more technical detail
3A state where the model converges to a non-global solution, that can lead to poor
parameter estimates.
4The rank of a matrix is the number of linearly independent column vectors in a matrix
(e.g document-term matrix), which can be used to reconstruct all column vectors.
5The ∗ denotes the transpose of a conjugate matrix in the case that the coefficients are
complex. If real valued, it simply represents a matrix transpose.
6singular values are the square root of the eigenvalue
term-topic-matrix [24]. This is particularly helpful for distinguishing
polysemous and synonymous terms.
2.2 Probabilistic Topic Modelling
Although, both NMF and SVD are well-founded dimensionality
reduction techniques they do not provide the flexibility of a proba-
bilistic framework that can introduce priors. Hence we introduce a
set of probabilistic based topic models.
2.2.1 Probabilistic Latent Semantic Analysis. In contrast
with LSA, probabilistic Latent Semantic Indexing (pLSA) is an
aspect model (where aspects are unobserved latent variables) instead
of a dimensionality reduction technique such as SVD in LSA. In this
sense, a term t with a document d in a term-document matrix can
be described as being generated by a joint distribution P (t ,d). PLSA
proposes to use maximum likelihood estimation (MLE) to estimate
the probability of terms in a collection D given a set of parameters θ
and topics z as shown in equation 5.
P (D |θ ) =
K∑
k=1
P (D |θ , zk )P (zk |θ ) (5)
The parameters for the equation 6 are P (t |zk ) and P (zk |d) for
computing conditional probability p(t |d) and requires a product of
sums P (d).
P (t |d) =
K∑
k=1
P (t |zk )P (zk |d),
P (d) =
T∏
t=1
K∑
k=1
P (t |zk )P (zk |d)
X (t,d ) (6)
Obtaining the optimal parameters for both requires that the like-
lihood is not directly computed but rather the log likelihood, with
the constraint that the probability P (t |k) for all t must sum to 1 and
P (zk |d) for all topics zk must sum to 1 as shown in 77.
log P (d) =
N∑
d=1
T∑
t=1
X (t ,d) log
K∑
k=1
P (t |zk )P (zk |d) (7)
The KL divergence8 is then used in equation 8 to minimize the
distance between the estimated topic distribution q(z) and P (z |X ,θ ).
Since obtaining MLE directly is difficult, a lower bound is often
placed on the likelihood estimate in practice. Expectation Maximiza-
tion (EM) is often used to optimize equation 8, a common algorithm
for maximizing the likelihood for models with latent variables such
as topics Z .
log P (X |θ ) − KL(q(z)| |P (z |X ,θ )) (8)
In summary, pLSA has advantages over previously mentioned
NMF and LSA topic models by modeling topic distributions for
specific documents in a generative modeling procedure. Although,
7There is a number of algebraic steps in solving for this equation, for the interested
reader please refer to the following tutorial [13]
8KL divergence measures the distance between two distributions
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all three models neglect word and document ordering, following
the “exchangeability” assumption [2], hence there is no distribution
over the mixture of topics, which commonly results in overfitting.
One model that does allow for this Bayesian approach to estimation
instead of maximum likelihood is Latent Dirichlet Allocation (LDA).
2.2.2 Latent Dirichlet Allocation. Latent Dirichlet Allocation
was first introduced by Blei et al. [3] and has since been a state of the
art (SoTA) topic model, showing to have more expressiveness over
probabilistic LSA (pLSA) [4, 9]. LDA builds a Bayesian generative
model using Dirichlet priors for topic mixtures (an assumed prior
probability for each topic distribution, Dirichlet is a set of categorical
distributions in this sense), in contrast to pLSA that can be consid-
ered to use uniform prior distribution for the topic mixtures. Further
extensions since then have been made to improve and adapt this
model in a continuous space setting. In this sense, continuous word
embeddings are used. Categorical distributions are replaced with
multivariate Gaussian distributions, meaning that Gaussian LDA
has the capability of handling out of vocabulary words on unseen
text [10]. Figure 1 illustrates LDA in a block diagram. Here the
probability of word w is dependent on a topic k in z which is depen-
dent on probability of a document θd that is drawn from a Dirichlet
prior α . Likewise the a word w is also dependent on the probability
ϕ that a word w is in topic k
wzΘ
α
ϕ
β
D
N
K
Figure 1: Latent Dirichlet Allocation
The LDA generative process is described in algorithm 2.2.2 as
described by Blei [4]. . Here for each document a parameter θd is
chosen from a Dirichlet prior distribution, then for each word in d
a topic category is chosen according to the Dirichlet. A word w is
then generated given the topic zw and β .
for document d in corpus D do
Choose θd ∼ Dirichlet(α )
for position w in d do
Choose a topic zw ∼ Cateдorical (θd )
Choose a word ww from p(ww |zw , β), a categorical distri-
bution over words conditioned on the topic and the prior
β .
end for
end for
The aforementioned Gaussian LDA represents these words as con-
tinuous embedded vectors instead of discrete co-occurrence counts,
replacing the categorical distributions for zn and wn with Gaussians.
The saliency of terms within a topic is considered by [8] and
formulated in equation 9. A distinctive word w is a word that has a
higher log-likelihood of being in a topic K compared to a random
word. Hence, if a word w occurs many topics it is non-informative,
resulting in lower saliency. The more informative topic specific
terms and less general terms are desired by the legal practitioners,
hence we use this saliency measure in our analysis.
S(w) = P (w)
∑
T
P (K |w) log P (K |w)
P (K ) (9)
Sievert and Shirley [25] describe the relevance measure, also
shown in 10, where ϕk (w ) is the probability ofw for topic k and p(w)
is the probability of observing w in corpus D. In this work, λ is set
to multiple settings, in which λ will be set according to relevance
of terms a legal practitioner has informed us of, prior to the final
analysis of each topic model. As mentioned by [25], ϕ is commonly
estimated using Variational Bayes (VB), similarly we employ both
VB for posterior estimation.
(10)r (w,k |λ) = λ log(ϕk (w )) + (1 − λ) log(
ϕk (w )
p(w) )
2.2.3 Hierarchical Dirichlet Process. The hierarchical Dirich-
let process (HDP) is a parameter free model, in contrast to the stan-
dard LDA algorithm. The number of topics are inferred from the
corpus and not chosen beforehand, as is the case with LDA. HDP
requires a two-stage process where the common core distribution
represents a Dirichlet process (DP) where DPs all share this common
distribution. The common corpus distribution is sampled from for
each cohort of data instances as described by Wang et al. [27], shown
in equation 11. C0 is the core Dirichlet distribution, H is a Dirichlet
distribution, α is the inverse variance of the H DP (
H (A)(1 − H (A))
α + 1 ,
A being a subset of the corpus) and index j is an iteration over each
DP subset.
C0 DP (γH )
Cj DP (α ,C0)
(11)
Wang et al. [27] propose the use of a computationally feasible
online variational Bayesian inference for this task, similarly we
follow the same approach using the gensim9 library. Variational
Bayes is a variational method that tries to find an approximate joint
distribution with latent variables Q(x ;θ ) such that this approximate
distribution is close to the true distribution P (x ). To minimize the
asymmetric distance between both distributions KL-divergence10 is
used KL(Q(x ;θ )| |P (x )).
HDP has the advantage over previously mentioned topic models
in that the number of topics do not have to be chosen apriori to
modeling. This practical advantage is useful in the context of this
work as the number of topics emerging can vary (depending on the
jurisdiction, publication year etc.) and are not explicitly known.
The main disadvantage over LDA from an implementation perspec-
tive is that it is more complicated to implement and requires extra
computation to use variational Bayes.
9see here-https://radimrehurek.com/gensim/models/hdpmodel.html
10Measures the distance between two distributions.
ASAIL’17, June 2017, London, UK J. O’ Neill et al.
2.3 Saffron
Saffron is a software tool11 that can construct a model-free topic hier-
archy. It extracts topics related to the domain of expertise, along with
the semantic relatedness of the terms between them, and constructs a
taxonomy out of it. Saffron can deal with multiword expressions (as
opposed to single terms of that proposed in the previously mentioned
topic models) with the goal of improving the topic coherency within
the domain description.
2.3.1 Saffron Domain Modelling. Saffron builds this topic
hierarchy from a corpus using feature selection during a term and lin-
guistic pattern extraction phase. Mimno [18] discuss the importance
of topic coherency, which is important issue for statistically driven
models in order for SMEs to rely upon them. This issue is addressed
with Saffron by using the following constraints: only extracting
contentful parts-of-speech only (that is noun, verbs and adjectives),
limited multiword expression length (very long expressions are too
specific while shorter ones are more generic) and the distribution of
a term across the corpus (generic words of an area of expertise are
meant to appear in at least 1/4 of the documents of the corpus).
2.3.2 Saffron Topic Extraction. The domain hierarchy is then
used as a base for topic extraction, in order to measure a terms
coherence within the domain. It features techniques using context
words: lexical coherence of candidates with general terms, domain
coherence calculated using Pointwise Mutual Information (PMI),
use of top level terms to extract intermediate terms, etc.
2.3.3 Saffron Taxonomy Construction. To create the pruned
graph which represents the taxonomy, the measure of the strength of
the relationships between two research terms is calculated, defined
as follow12:
Ii j =
Di j
Di ∗ D j (12)
Edges are added in the graph for all the pairs that appear together
in at least three documents, threshold fixed based on the results of
previous studies and tests (see [5] for more details). Saffron also
uses a generality measure to direct edges from generic concepts to
more specific ones. This results in a dense, noisy directed graph
that is further trimmed using a specific branching algorithm which
was successfully applied for the construction of domain taxonomies
in [19]. This yields a tree structure where the root is the most generic
term and the leaves are the most specific terms.
Saffron Graph Visualization. To visualize the obtained topical
hierarchy, Saffron incorporates Cytoscapes graph visualization tool
(see http://www.cytoscape.org/) to perform a network analysis and a
customization of the output layout. In our layout, the size and the
colour of the nodes are proportional to the number of neighbours
each topic connects to and different colours represent the level in
the hierarchy, red being the root, orange a child node of the root and
turquoise nodes are parents of the leaf nodes that are blue.
11see here - http://saffron.insight-centre.org/
12where Di is number of articles that mention the term Ti in our corpus, D j is number
of articles that mention the term Tj , and Di j is the number of documents in which both
terms appear
3 RELATED WORK
Wiltshire et al. [30] introduced a large scale machine learning sys-
tems that incorporates the use of hierarchical topic construction after
the extraction of terms, legal phrases and case cites. Their system
allows for a ranking and classification of topics given a legal concept
as input according to a scoring criterion. George et al. [12] provide
a legal system for ranking documents according to their similarity
to legal cases by finding similarity between documents in the latent
topic space and query terms. They then use human assistance to
provide annotate documents that are relevant to the query in a semi-
supervised fashion. In contrast, our work is fully unsupervised with
no human assistance during the topic modelling process. LDA has
been used extensively on natural language texts such as social media
texts [21], publication texts, newspapers etc. and typically not in
formal settings such as their use on legal texts.
Raghuveer and Kumar [22] use LDA to cluster Indian legal judge-
ments and use cosine similarity as the distance measure between
documents for clustering. However, their evaluation does not present
the prior knowledge of a legal expert to determine if the clusters
coincide with legal knowledge within the domain.
Wang [28] apply the nonparametric Bayesian HDP to tractogra-
phy segmentation (segments images of neural tracts that use tech-
niques for Magnetic Resonance Imaging (MRI)) to identify clusters
of fibres in the brain. Teh et al. [26] use HDP on biology abstracts,
NIPs (Neural Information Processing Systems) sections and the book
“Alice in Wonderland”, three quite distinct text registers.
In all texts, HDP automatically inferred approximately the same
number of topics as LDA after LDA underwent model selection
according to the log-likelihood of the topic distributions.
Ahmed and Xing [1] use dynamic HDP to track topic over time,
documents can be exchanged however the ordering is intact. They
also use longitudinal NIPS papers to track emerging topics and de-
caying topics (this is worth noting, particularly for tracking changing
topics around compliance issues).
The use of the aforementioned Saffron has been previously demon-
strated through a wide range of projects from several domains and
for different tasks. In [6], Bordea used Saffron’s topic extractor to
analyze legal documents arising around the financial crisis in 2008.
She mapped the problem as an expert finding task, which aims at
ranking people that have knowledge about a given topic. In that
particular context, the task allowed the identification of individuals
involved in defining the response of the U.S. government to the fi-
nancial crisis by searching for a topic of interest. In [5], Saffron was
used as a tool to detect the presence of different disciplines within
the field of Web Science. By running it on over 10 years of Web
Science conference series documents, it resulted on a discovery of
four communities (Communication, Computer Science, Psychology,
and Sociology), and trends over time and types of paper. Saffron was
also used in a demo for an Irish bookshop website13 to extract topics
from book descriptions/reviews and then classify them accordingly.
It was also used to link the books for the creation of a multi-level
browsing application for book navigation.
Lu et al. [17] cluster documents with topic segmentation on a
large collection of legal documents including “ judicial opinions,
13see http://kennys.insight-centre.org/
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statutes, regulations, administrative materials and analytical docu-
ments”. Legal experts first predefine the topics according to their
expertise which is used as a baseline to compare the quality of the
topics extracted from the soft clustering algorithms. The pipeline
involves the topic clustering of segmented documents from metadata.
A large set of topics are then merged using an SVM ranker. These
merged clusters are then associated with documents to produce a
document-topic segmentation. To our knowledge, this work is the
most relevant application of topic clustering for legal documents.
Although, their pipeline uses metadata during the topic clustering
process which is not always available and as to this date there is
not an agreement within the legal domain upon a standard schema
for legal documents. Although, LegalDocML (previously known
as AkomoNtoso XML) has made a significant effort to overcome
such issues, it is still in its infancy and thus far, it is not guaranteed
to adapt to changes over time. Therefore, our focus is on raw text
and assumes no use of a markup language. Hence, we introduce
the methodology from dataset description and text processing to the
modelling procedure and legal experts evaluation.
4 METHODOLOGY
This section outlines the steps towards creating each topic model
and their configurations used for analysis. We start with a brief
introduction to the corpora used and preprocessing steps common to
all topic models.
4.1 Dataset Description
United Kingdom legislative texts were used for topic modeling14.
The corpus contains 41,518 documents between 2000 - 2016. How-
ever, for practical purposes the analysis is carried out on the year
2016 only to lessen the reading burden on the legal practitioner.
The legislative types consist of the following: 304 Northern Ireland
Statutory Rules, 838 UK Statutory Instruments, 132 Welsh Statutory
Instruments and 317 Scottish Statutory Instruments.
4.2 Text Preprocessing
Corpus specific regular expressions (RE) are used to clean legal
domain syntax (e.g bracketed alphanumerics), followed by tokeniza-
tion and lemmatization using the WordNet lemmatizer [11]. The
structure usually contains nested expressions e.g (ii) followed by
(a) and (b) subsections. This syntax is removed using the regular
expressions along with other standard RE for identifying references
and alphanumeric expressions e.g “Regulation EC No. 1370/2007
means Regulation 1370/2007 ...” Stopwords are used to remove
redundant and non-consequential terms in the corpora, by removing
words that have a frequency f < 2. This is carried out under the
superivsion of a subject expert by analysing a subsample of terms
which are considered for removal. We assume that terms with high
frequency are not specific to a particular topic e.g ’the’,’of’ etc. Also,
rare terms that occur infrequently are not representative of a single
topic since they do not appear enough to infer that it is salient for a
topic. Each corpus (corpus per jurisdiction) is then converted to a
term-document matrix where weights are placed on each word using
14Retrieved from: http://www.legislation.gov.uk/
Figure 2: Rare-word Removal For Each Corpus
the aforementioned tf-idf weighting scheme. Furthermore, 30 terms
for all models except Saffron are listed for an SME for ranking. For
Saffron we rely on a visualization of the term hierarchy for a domain
expert to judge.
4.3 Model Configurations
This section details the topic model parameters. Since the term-
document matrix is quite sparse (evident from 2), NMF is initialized
using Non-Negative Singular Value Decomposition (NNSVD). The
Coordinate Descent solver is used for minimizing the reconstruction
error as mentioned in section 2.1.1. The number of components
is set to nk = 10. LSI uses standard SVD which does not require
much tuning only to choose the number of singular values, also set
nk = 10. For LDA we choose low relevance λ = 0.25 to highlight
topic specific terms. As mentioned, HDP infers the number of topics
therefore we
4.4 Ranking Criterion
In order for a legal practitioner to assess the models in a fair manner,
a set of guidelines are presented for the ranking of the models. An
important aspect to ranking is the pretuning of the term relevance
parameter λ, which chooses the top 30 terms that are presented for
each topic within the jurisdiction accordingly. We also assess a
number of parameter setting for NMF, LSA, LDA and HDP before
finally choosing the final 10 set of topics which the legal expert
makes their final judgment.
5 RESULTS
In this section we analyse and the topics retrieved for each approach
and SME evaluated topics for the regulations. Figure 2 simply
compares the effects of dictionary size once infrequent terms are
increasingly removed. It is evident that after removing terms that
occur less than twice the corpus size dramatically decreases, meaning
that a significant number of terms are too specific too a particular
document. We remove these terms for subsequent analysis.
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Latent Dirichlet Allocation Visualization. For visualization of
LDA topics we use the pyLDAvis [25] visualization tool. Multidi-
mensional scaling is used to project the t dimensional space to a 2
dimensions as shown in figure 3. Ten topics for Northern Ireland
Statutory Rules (NISR) are presented with the relevance metric set
λ = 0.25 (decides the term-topic specificity). This is done under
the supervision of a legal practitioner to ensure λ is tuned to correct
specificity and topics that are also coherent before a final evaluation.
Figure 3: Latent Dirichlet Allocation topics for Northern Ireland Statu-
tory Rules projected to 2 principal components using multi-dimensional
scaling (MDS)
Some terms such as biomass, biomaterial, bioliquid, fossil and
fuel show a clear and distinct topic and are quite topic specific given
λ = 0.25, shown by red bars which indicate the term frequency with
the given topic as opposed to the blue bar that indicate the term
frequency among the whole corpus.
Figure 4: Latent Dirichlet Allocation terms for topic 10 of Northern
Ireland Statutory Rules
Saffron. Figure 5 illustrates Saffron for Northern Ireland Statu-
tory Rules. As expected, the most prominent nodes include high-
level entities such as european union,statutory rules, northern ire-
land, united kingdom, floating structure, support allowance,food
safety and police service all emerge as topical noun phrases. The
root of the graph is without surprise the term northern ireland, which
also has the highest degree (number of incoming and outgoing links).
Note that northern ireland can embody different roles/facets: it can
refer to the political entity, the administrative state, the province, the
legal jurisdiction, etc., which can result in many different possible
connections and clusters of a different sense. We notice here a few
different topics which Northern Ireland is connected to. Apart from
isolated nodes already referring to different facets of this entity (like
public service ombudsman, regional development, civil legal service,
etc.), two main clusters can be identified deriving from the root.
We locate a cluster around the extracted topic of the department
of justice, and one of the support allowance, the latter from which
derives the whole graph of topics for the Northern Ireland Statutory
Rules. This topic thus seems to be the main focus of the content
of this corpus for 2016. In figure 6 we analyze a subset of this
graph (and thus sub-domains) that includes housing benefit, income
support, social security, personal˙independence payment. They
are all semantically related to the mother node support allowance,
but tackling different aspects of it. We can see the advantage of
the hierarchical structure of the graph, with semantically related
topics that go from the more generic to the more specialized one.
This way, we identify a waterfall structure from the housing ben-
efit branch, which is logically followed by the more specific local
housing allowance, and then local housing allowance determina-
tion. Another quite clear example can be observed from the child
support branch, related to the personal independence˙payment node.
From child support, the directed edge goes to child support main-
tenance, then maintenance calculation, and finally the three topics
child˙support˙maintenance˙calculation˙regulation, welfare service
and maintenance assessment. The police service node is the root of a
taxonomy that includes children nodes northern˙ireland˙reserve⇒
notice˙of˙appeal⇒ written˙representation,avoiding service⇒ rea-
sonable˙amount˙of˙duty˙time. This example summary allows a legal
practitioner to identify topics surrounding certain legal issues or for
simply summarizing a complete jurisdiction. Zooming in on a subset
of the hierarchical tree we highlight a topic and coherent multi-word
expressions summarizing an area within Northern Ireland Statutory
Rules in figure 7.
Ranking. Table 1 shows the results of SME ranking after assess-
ing each topic model for each jurisdiction. Saffron overall is favored
for all jurisdictions, considering it is the only model that performs
multi-word expression topic extraction and weighting of descriptive
noun terms/phrases. We conjecture that the appeal of a hierarchi-
cal structure and multi-word noun expressions has influenced the
interpretation of the salient terms in the domain, making it easier for
legal practitioners to identify important and coherent legal topics.
We emphasize at this point that single word topic models and
multi-word hierarchical models are not directly comparable for this
reasons outlined however, they are included in table 1 to highlight
the importance of longer expressions that are linked in a taxonomy,
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Figure 5: Saffron Hierarchical Topic Extraction for Northern Ireland Statutory Rules
Table 1: Subject Matter Expert Ranking of Topic Models
Rank Northern Ireland Statutory Rules Scottish Statutory Instruments UK Statutory Instruments Welsh Statutory Instruments
1 Saffron Saffron Saffron Saffron
2 LDA LDA LDA LDA
3 HDP NMF HLDP/LSI HLDP/LSI
4 LSA LSI HLDP/LSI HLDP/LSI
5 NMF HLDP NMF NMF
Figure 6: Support Allowance topic within Northern Ireland Statutory
Rules
providing more clarity on what the emerging topics are in legal
corpus.
6 CONCLUSION
This work has presented a fully automated approach for identifying
topics in regulations that assist in easier tracking of important domain
terms that correspond to compliance related issues. After evalua-
tion Saffron has been consistently ranked as the most favourable of
all models, as the aforementioned vocabulary pruning and usage
of multi-word expressions has played a fundamental role in topic
coherency. Standard LDA has performed the best of all single term
models, particularly when top terms are chosen according to their
topic specificity. HDP has inferred a similar number of topics as that
of LDA according to an analysis of the log-likelihood curve and the
legal practitioners judgment. This work is an early indication as to
how legal practitioners can identify salient and coherent topics using
automatic topic modelling tools.
ASAIL’17, June 2017, London, UK J. O’ Neill et al.
Figure 7: Police Service topic within Northern Ireland Statutory Rules
7 FUTURE WORK
In the future we plan on collaborating with a number of legal prac-
titioners that are experts in specific jurisdictions. This will allow a
more generalized overview of the field and subsequently a larger sam-
ple of practitioners for the evaluation of these models presented.
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