One may anticipate that a small k in (1.1) is not sufficient to give the positivity of r k (N ). Since it is well known that one of the fundamental problem on the solubility of additive equations is to determine a lower bound for the number of variables in the equation, an interesting question arises of how many powers of 2 are needed to ensure r k (N ) > 0.
In this paper, we shall show that k ≥ 22000, so a not very large number of variables in the equation (1.1) is sufficient to ensure r k (N ) > 0. More precisely, we have the following result: 
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. Theorem 1 depends mainly on Theorem 2:
). 
Proof. The proof is similar to that of Lemma 7 of [2] , so we leave it to the reader as an exercise. Define
Obviously, we have
e(−nλ) dλ,
e − an q
We also define
First, we estimate I 6 : 
For I 5 , we have the following estimate:
Similarly, we have
we have
Since
we obviously have
Next,
The first term on the right hand side is
while the second is 1. Therefore,
For J and K, we have the following lemmas:
where the O-constant depends at most on A.
where c > 0 is an absolute constant.
Now it remains to estimate J. This is similar to Lemma 5.1 of [4] . For completeness, we write it out in detail.
where the definition of J R is similar to that of J except that the sum is over r ∼ R, we only need to prove
. We divide the proof into two cases:
So we need to prove the following three lemmas.
Lemma 2.5. We have
hence (2.5) becomes a consequence of the following lemma:
This is proved by a slight modification of the proof of Lemma 5.1 of [4] 
, we have the following result:
, where the implied constant depends at most on A and B.
The proof is similar to that of Lemma 5.5 of [4] 
). Now, we can estimate I 1 , . . . , I 6 . We have
Thus, we have
).
It remains to deal with I 1 . From (2.3) and (2.4), we have
e(mλ) e(−nλ) dλ
and
, the second sum in ( * ) is, according to the earlier estimate for V 1 (λ) and V 2 (λ),
Hence
where σ 1 (n) is defined in (2.1). Therefore,
In the following, we want to show that M S
From Cauchy's inequality, we have
where 
We have
23 ,
where Z(M ) is defined in (2.6). From (2.7) we have
M <p
Therefore we have
where δ is a sufficiently small positive number. Now, we will mainly deal with σ 1 (n).
The singular series.
We need the following lemmas:
, where
.
Lemma 3.2 (see [5, Lemma 4]). If α is a rational number with odd denominator
where ξ(q) denotes the least positive integer ξ satisfying
for odd q.
Lemma 3.3. Let A(q) = p|q A(p), where p is prime and A(p) satisfies
where c 1 = 5.287076611, c 2 = 3.803.
If ξ(q) ≤ x, then q | X, and obviously 2 X, X ≤ 2
By Lemma 3.3, we have
since by Lemma 5 of [5] , we have
Note that (3.2) 1.7810 < e γ < 1.78108.
So we have
where c 1 = 5.287076611.
and for p ≥ 25,
where we have used (3.1) and (3.2).
Lemma 3.4 (see [5, Lemma 6] ). For odd q and k ≥ 2, we have
where r k,k (n) is the number of ways to write n as
Consider the sum
According to the length of ξ(q), we obtain
where E is a constant ≤ L . By Lemmas 3.2 and 3.3, the first sum on the right hand side of (3.3) is
For the last sum in (3.3), we use Lemma 3.
Thus we have
and so
By Lemma 3.3, the first sum on the right hand side above is log 2 R. The second sum is
We will prove that
where (a, p) = 1, χ(a) = a p is the Legendre symbol and
is the Gauss sum. Here S(p, 1) satisfies
Therefore, we have (3.6)
For S 1 , we need the following result:
By this result and (3.5), we obtain (3.7)
Then obviously we have
(q, n).
Thus,
Obviously, the function of q
is multiplicative, therefore we have
This infinite series is positive and has positive partial sums, it must converge to a positive constant, say c, i.e.
When n is sufficiently large, we have σ 1 (n) > 0, σ(n) > 0. Thus, we could replace σ 1 (n) by σ(n). Take
). From (3.4), we have with the set E from Lemma 3.1.
In order to estimate the minor arcs, we first estimate the second integral. 
The last integral can be estimated as Take E = 400; when k ≥ 22000, from (4.1)-(4.3) and (4.5), we have
