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Libérer le potentiel de détection sans fil dans les réseaux Wi-Fi et IoT
Résumé: La détection sans fil a évolué depuis la découverte de la détection radar
en 1886. L’analyse des réflexions électromagnétiques d’objets a ouvert la voie à
un large éventail d’applications allant de la localisation de cibles à longue distance
pour la navigation civile et militaire à la surveillance du vent et des précipitations
les prévisions météo à la détection de vitesse pour la sécurité routière. Cependant,
pendant très longtemps, la détection sans fil a rarement été utilisée pour des appli-
cations centrées sur l’homme en raison de limitations techniques, d’impraticabilité
ou de coût. L’introduction des réseaux sans fil a suscité un nouvel intérêt pour le
développement de nouveaux services de détection sans fil en raison de leur sou-
plesse et de leur polyvalence. L’intégration de ces fonctionnalités contribuerait à
résoudre certains problèmes de société importants. La localisation, la détection de
mouvements et la surveillance des signes vitaux ont un grand potentiel pour pro-
mouvoir le vieillissement en bonne santé, la sécurité publique et le commerce. La
détection sans contact offre un degré de liberté appréciable, permettant de surveiller
à distance les personnes âgées isolées sans entraver leur vie quotidienne. Elle pour-
rait aider les services de sécurité publique à dénombrer les foules et à détecter les
survivants à l’intérieur des bâtiments en cas d’urgence. Les commerces de détail et
les établissements publics tireraient parti d’une localisation active et passive pour
offrir une expérience améliorée à leurs visiteurs et faciliter leurs efforts logistiques.
Cette thèse aborde le problème de l’exploitation des réseaux sans fil commerci-
aux pour les applications de détection :
L’un des défis de la surveillance sans fil consiste à détecter l’orientation d’une
personne avec précision. Tandis que d’autres travaux fournissent des solutions à
granularité grossière pour résoudre de tels problèmes, nous utilisons les techniques
de radar MIMO pour fournir un système d’estimation d’orientation précis pour les
infrastructures Wi-Fi. Pour être plus précis, nous analysons les informations de
phase des signaux reçus sur le réseau d’antennes afin de calculer le cap d’un ter-
minal Wi-Fi.
Un deuxième défi consiste à fournir un système de positionnement précis aux
systèmes LPWAN afin de maintenir la cohérence des informations des capteurs dé-
ployés. Les solutions actuelles sont complexes, coûteuses ou consomment beau-
coup d’énergie. Pour résoudre ce problème, nous introduisons les fonctions MIMO
dans les systèmes LoRa LPWAN afin de permettre une localisation précise avec des
coûts de démarrage limités. Nous activons l’estimation de l’angle d’arrivée en util-
isant une deuxième antenne sur la passerelle LoRaWAN. Nous prouvons également
l’utilité de ces informations pour augmenter l’efficacité des communications sans fil.
Un troisième défi pour la localisation sans fil est l’inefficacité des approches
actuelles basées sur un modèle en cas de conditions de non-visibilité et la rigidité
des approches basées sur les données en cas de changements d’environnement de
propagation. Pour relever ce défi, nous proposons une nouvelle solution de localisa-
tion passive pilotée par les données afin de remédier aux limitations des techniques
de localisation basées sur un modèle.
Pour donner vie à de tels systèmes et leur donner une chance d’impact sur notre
quotidien, nous devons promouvoir la réutilisabilité et la reproductibilité. Pour cela,
ii
nous essayons de relever le défi de la reproductibilité dans les réseaux sans fil en
analysant l’état actuel, en réalisant une étude de cas et en présentant les enseigne-
ments qui en découlent.
Mots-clés: Localisation active, Localisation passive, Sans fil, Wi-Fi, OFDM, Informa-
tion d’état du canal (CSI), Orientation, LoRaWAN, LoRa, Filtrage spatial, Combinai-
son cohérente, Apprentissage profond, Adaptation de domaine, Reproductibilité
iii
Unlocking Wireless Sensing Potential in Wi-Fi and IoT Networks
Abstract: Wireless sensing has evolved since the discovery of radio wave echo
detection and radar in 1886. Analyzing electromagnetic reflections from objects
opened the way for a wide range of applications spanning from locating long-
range targets for navigation and military to monitoring wind and precipitation for
weather-forecasting to velocity detection for public safety. However, for the longest
time, its usefulness was seldom for human-centric applications because of technical
limitations, impracticality or costliness. Introducing wireless networks awakened a
newfound interest in developing new wireless sensing services for their seamless-
ness and versatility. Integrating such functionalities would contribute to resolving
some prominent societal issues.
Localization, motion detection, and vital signs monitoring have great potential
for promoting healthy aging, public safety, and retail. Contactless sensing offers an
appreciable degree of freedom, enabling remote monitoring of the isolated elderly
without hampering their daily lives. It could assist public safety services for crowd
counting and detection of survivors inside buildings during emergencies. Retail
and public facilities would benefit from passive and active localization to offer an
enhanced experience to their visitors and to help their logistical efforts.
This thesis addresses the problem of leveraging commercial off-the-shelf wireless
networks for sensing applications:
One challenge for wireless monitoring is to detect the attitude of a person accu-
rately. While other works provide coarse-grained solutions for resolving such issues,
we use MIMO radar techniques to provide an accurate orientation estimation sys-
tem for Wi-Fi infrastructures. To be more precise, we analyze the phase information
of signals received on the antenna array to compute the heading of a Wi-Fi terminal.
A second challenge is to provide an accurate positioning system for LPWAN
systems to maintain the information consistency of deployed sensors. Current solu-
tions are complex, costly, or not energy-efficient. To address this problem, we intro-
duce MIMO capabilities to LoRa LPWAN systems that provide accurate localization
with limited startup costs. We enable the angle of arrival estimation by leveraging
a second antenna on the LoRaWAN gateway. We also prove the usefulness of such
information for wireless communication efficiency.
A third challenge for wireless localization is the inefficiency of current model-
based approaches in case of non-line-of-sight conditions and the rigidity of data-
driven approaches in case of propagation environment changes. To address this
challenge, we propose a new data-driven solution for passive localization to address
the limitations of model-based localization techniques.
To give life to such systems and provide them with a chance of impacting our
everyday lives, we should promote reusability and reproducibility. For that, we
focus on the challenge of reproducibility in wireless networking by surveying the
current state, performing a case study, and presenting the engendered lessons.
iv
Keywords: Active Localization, Passive Localization, Wireless, WiFi, OFDM,
Channel state information (CSI), Orientation, LoRaWAN, LoRa, Spatial Filtering,
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Our society is morphing with the new industrial revolution. Prompted by the emer-
gence of artificial intelligence (AI), big data, and the internet of things (IoT), this
shift aims at enhancing the individual ability and raising the standard of living.
This newly defined human-technology relationship imposes a more in-depth under-
standing of the individual and her needs. In this sense, remote sensing could pro-
vide seamless solutions transparent to the user, thus avoiding clutter and anxiety-
inducing gadgets.
Remote sensing is not a new topic; It dates back to the 1840s, where some bal-
loonists had been taking pictures of the ground using the freshly invented cameras.
The principle is still the same where a sensor collects radiation from impinging elec-
tromagnetic waves from either direct or reflected sources. This information acquisi-
tion thrives by its non-invasive nature, making it an ideal choice for human-related
applications. Given this attractive advantage, remote sensing has a significant role
to play in this industrial revolution.
However, for the longest time, these tools were for niche markets and required
specialized hardware. Fortunately, new wireless networks (5G, IoT networks, and
Wi-Fi) which lead this modern technological era could take on advanced remote
sensing applications on top of providing a robust communication medium for the
billions of connected devices. Thanks to their versatility and omnipresence, they
could open a broad spectrum of applications unexplored until a few years ago or
only accessible through specialized hardware.
This generation of wireless networks could help address critical societal chal-
lenges. For instance, several countries are witnessing the worrisome aging of their
population. This demographic change raises the question of elderly care with isola-
tion being one of the most pressing matters; It increases seniors’ health-related risks
dramatically and supervising their wellbeing becomes even more challenging con-
sidering the limited human resources. Using these systems for elderly remote mon-
itoring would ease the burden on the caregiver who can remotely and continuously
assess the elder’s health while preserving her autonomy, dignity, and privacy.
These solutions could also accompany retail professionals in their shift towards
adopting the retail 4.0 model. Store owners are interested in studying the customers’
behavior and provide her a custom-tailored experience. Engaging clients in shallow
surveys on their level of satisfaction and interests is a hardly informative diagnosis
tool. This new trend promises an in-depth behavioral examination of the shopper’s
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habits by tracking her position, path, orientation, and gait. Retailers could recreate
the customer’s mental patterns accurately, offer personalized services to each client,
and in fine improve customer retention.
They could play an essential role in public safety. Crowd counting would assist
law enforcement during large events by planning their resource allocation according
to the attendees’ distribution without infringing on their privacy. During disasters,
these technologies would allow to detect and locate lives inside buildings, allowing
a surgical intervention of rescue teams while avoiding unnecessary risks.
Finally, they will be the go-to solution for tracking the position of the billions
of IoT devices, averting the need for dedicated personnel to establish and maintain
accurate cartography. This solution is especially attractive for personal IoT networks
where cost-effectiveness and energy efficiency are determining adoption factors.
For most of these uses cases, camera and computer vision are well-explored and
efficient under some conditions. However, they are not applicable under occlusion,
limited range, or privacy restrictions, whereas radio frequency (RF)-based passive
and active localization become serious contenders.
Over the past two decades, the wireless sensing community has dedicated an
extensive effort to investigating active and passive RF localization using radio de-
vices [151]. Wi-Fi has always played a substantial role in driving novel sensing
applications because of its omnipresence and cost-effectiveness. Therefore, Wi-Fi
was hailed as the solution for indoor localization and wireless sensing for its poten-
tial seamless integration into the existing infrastructure. However, introducing IEEE
802.11n wireless cards supporting multiple-input multiple-output (MIMO) spurred
an even greater interest, as researchers had access to a new fine-grained primitive,
the channel state information (CSI). With this gained spatial diversity and CSI, it
set us to unlock more sensing potential in commercial off-the-shelf (COTS) wireless
networks.
In particular, given the context of MIMO enabled devices, are we able to propose accurate
localization and orientation estimation systems?
1.2 Contributions
In this thesis, we seek to address some essential localization challenges for COTS
wireless networks. (1) We enriched systems with original orientation estimation
capabilities for Wi-Fi, which goes beyond coarse-grained solutions. (2) We enable
MIMO capabilities for Low-power wide-area networks (LPWAN) to provide accu-
rate localization using spatial diversity. (3) We introduce a new paradigm for pas-
sive localization to alleviate the limitations of model-based localization techniques.
(4) We touch upon reproducibility issues in the wireless networking community to
help draw a picture of the current state and promote the reusability of community
provided tools. This work makes these specific contributions to RF-based sensing:
• Orientation estimation Integrating MIMO functionalities in W-Fi led the way
to adopt antenna array techniques for fine-grained localization using commod-
ity hardware. This approach has also spurred interest to reach beyond local-
ization and now allows us to consider estimating the device’s orientation in
space, which once required other sources of information. Wi-Fi’s popularity
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and the availability of metrics related to channel propagation (CSI) make it
a candidate readily available for experimentation. In chapter 2, we propose
the ORION system to estimate the orientation (heading and yaw) of a MIMO
Wi-Fi-equipped object, relying on a joint estimation of the angle of arrival and
the angle of departure. Although several phase inconsistencies plague the CSI
phase data, we show that an appropriate phase compensation strategy im-
proves estimation accuracy.
• Active Localization for LPWAN Chapter 3 introduces Snipe, a novel system
offering joint localization and range extensions for LPWANs. Although LP-
WAN systems such as long range (LoRa) achieve high communication range
with low energy consumption, they suffer from fading in obstructed envi-
ronments with dense multipath components, and their localization system is
sub-par in terms of accuracy. In this work, we leverage MIMO techniques to
achieve a higher signal-to-noise ratio at both the end device and the gateway
while providing an opportunistic accurate radar-based system for localization
with limited additional cost. The proposed system offloads the position es-
timation processing to the gateway and thus eases the energy cost incurred
when using the Global Positioning System (GPS) devices. It eliminates the
need for fine-grained synchronization between gateways, which is necessary
for other localization techniques such as time difference of arrival (TDoA).
• Robust Passive Localization Passive localization technology can leverage RF
reflection signals to identify a target’s position. Existing passive localization
solutions use closed-form models to resolve location based on signal path ge-
ometries. However, these models either rely on wideband radar or fail in non-
line-of-sight (NLoS) conditions. In Chapter 4, we argue that a data-driven,
deep learning-based approach may overcome such limitations, enabling ro-
bust and accurate passive localization when using low-profile Wi-Fi devices.
We identify the significant challenges and establish RFLoc an open-source
data infrastructure to encourage researchers to approach this vision. Based on
the 1.1 million location-labeled Wi-Fi channel samples in RFLoc, we design a
deep learning framework that uses a generative model to eliminate the cross-
environment labeling overhead. Our experiments show that this framework
can achieve sub-meter localization accuracy, even in unseen NLoS environ-
ments with multiple targets.
• Reproducibility for Wireless Networking Experiments Experimentation is
an essential step for a realistic evaluation of wireless network protocols and
testing and comparing the performance of wireless systems, like for any other
scientific area, requires the ability to reproduce experimental results. The re-
producibility of artifacts encourages enhanced reusability of tools, allowing a
more efficient research project cycle. In Chapter 5, based on our experience in
reproducing wireless sensing projects, we draw the principal aspects of an ar-
tifact crucial for easing the reproducibility. We describe to the current state of
the reproducibility community by conducting a community survey and pro-
vide a recount of the steps we carried to promote artifact reusability in the
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special interest group on data communication (SIGCOMM) organized by the
association for computing machinery (ACM).
5
Chapter 2
Estimating Orientation with COTS
Wi-Fi Devices
2.1 Introduction
With the popularity of Wi-Fi, indoor localization would be well-integrated into its
existing infrastructure and therefore would avoid new dedicated systems. The shift
to MIMO techniques through the adoption of the 802.11n standard further reinforced
this idea. Fingerprinting [21] and other methods based on received signal strength
indication (RSSI) measurements [24] cleared the way for more sophisticated localiza-
tion approaches based on radar tracking techniques [16]. Hence, MIMO extended
the set of localization techniques a single-input single-output (SISO) Wi-Fi infras-
tructure can propose. The infrastructure can now locate a terminal with decimeter
level precision, either by using time-of-flight based ranging [12, 23], or angle of ar-
rival (AoA) estimation techniques [20, 17]. With MIMO and orthogonal frequency-
division multiplexing (OFDM) present on recent Wi-Fi chipsets, we are set to unlock
more potential than simple localization, knowing that radar tracking techniques al-
low estimating, for instance, the orientation of a target [19, 22]. Although inertial
measurement units (IMU), which consist of accelerometers, gyroscopes and also
magnetometers, provide orientation information for devices, the gyroscope only
provides the derivative of the yaw and magnetometers suffer from a perturbation
in measuring the heading in indoor environments [10]. Therefore, an important
question to answer is: Can we propose an accurate alternative to fingerprinting and
IMU-based orientation estimation using radar tracking techniques on commodity
Wi-Fi infrastructures? In this chapter, we intend to allow off-the-shelf MIMO Wi-Fi
access points to estimate the orientation of a MIMO-enabled terminal using antenna
array signal processing, by jointly estimating both the AoA and the angle of de-
parture (AoD). The idea is to propose a deployable system in every Wi-Fi platform
without modifying the equipment. The benefit would range from providing a ref-
erence for referencing IMU calibration, to indoor clients orientation tracking as they
will all have the same heading reference unlike magnetometers measurements, and
enabling simultaneous localization and mapping (SLAM) techniques [18], which re-
quire position and orientation measurements. Designing such a system in commod-
ity Wi-Fi equipment implies tackling several design challenges:
1. CSI, i.e., the output matrix used for antenna array signal processing, suffers
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FIGURE 2.1: Packet in case of two spatial streams[102].
from phase shifts. We should compensate these errors to achieve higher accu-
racy, and reproducibility of AoA estimation results.
2. Estimating a signal’s AoD relies on the measurement of the phase difference
between transmitted synchronized signals. The system should propose an ap-
proach for estimating the AoD by both allowing a synchronized transmission
on multiple RF chains and being robust to phase inconsistencies associated
with the chosen transmission scheme.
3. Estimating the orientation requires accurate and precise AoA and AoD values.
Therefore, the system should be robust enough to estimation uncertainty.
Thus, our system design pays special attention to detecting and correcting phase
inconsistencies, and to reducing measurement outliers. Hence, our contributions are
along the same lines. First, we propose a phase correction technique for calibrating
the system based on a single initial measurement reference, to provide a meaningful,
accurate, and reproducible estimation of the AoA. Second, we present a novel mech-
anism for estimating the AoD of the signal by a Wi-Fi access point, using a common
MIMO technique called spatial multiplexing (SM). Using SM introduces some phase
inconsistencies we correct before launching the estimation. To the best of our knowl-
edge, ORION[93] is the first system to propose the AoD estimation on commodity
Wi-Fi devices. Finally, we propose an approach for estimating the orientation of the
terminal. We apply a joint estimation of AoA and AoD to enhance estimation accu-
racy. ORION relies on signal processing done in a remote server to avoid hardware
modifications of the access points and facilitate seamless adoption.
We organize the chapter as follows: we start by giving a brief primer on CSI and
angle estimation in Section 2, then we lay down the system design in Section 2.3.
We present the evaluation in Section 2.4, where we assess the system performance
in an office room. Finally, we expose the related work in Section 2.5 and conclude in
Section 2.6.
2.2 MIMO-CSI Primer
Wireless communication systems traded single antenna for a multi-antenna config-
uration for achieving higher spectral efficiency. However, exploiting antenna ar-
rays for the purpose above requires detailed knowledge of the propagation channel,
which we can acquire through the analysis of the response of the propagation envi-
ronment to an emitted signal. More precisely, this channel response, called channel
state information, is determined by the propagation channel (reflection, refraction,
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scattering, fading, path loss). We characterize the multipath phenomenon present in
the propagation environment by the following channel transfer function H( f ):




ρnejφn e−j2π f τn (2.1)
where τn represents the delay of the n–th path, N the total number of paths, f the
frequency, and ρnejφn the complex gain of each path. Knowing we are exploiting
a MIMO-OFDM system, we will have a value of H( f ) for each subcarrier corre-
sponding to a receiving antenna and a transmitted signal. Interestingly, the channel
estimation mechanism at the receiver can capture this multipath phenomenon (CSI)
to a certain extent.
Generally, the CSI feedback from a receiver helps to achieve a more reliable com-
munication by allowing a transmitter to target a receiver in particular, subsequently
avoiding a spectrally inefficient omnidirectional transmission. By using a phased
array, the transmitter shapes its radiation pattern [34] to reach more efficiently the
intended receiver and avoid causing interference to other clients.
With 802.11n, we acquire the CSI by specifying particular pilot signals and train-
ing fields encoded in space (antennas) and time [105] [126] , which helps to com-
pute the CSI matrix for a MIMO system. As detailed in the IEEE 802.11n amend-
ment [73], a specific training field is used within high throughput (HT)packets to es-
timate the CSI per receiving antenna and transmitted signal; this packet format was
introduced for exploiting the advantages of MIMO in terms of spectral efficiency
and thus achieving higher throughput and reliability. The training field is called
high throughput long training field (HT-LTF), whose symbols are encoded in time
and space for each one of the subcarriers, knowing that MIMO is usually used with
OFDM in Wi-Fi systems. In the IEEE 802.11n amendment, two types of HT packets
(Mixed mode and greenfield) are specified, and both are holding the HT-LTF train-
ing field. Figure 2.1 showcases the greenfield packets for two signal streams. As
we mentioned earlier, the pattern used in HT-LTF is encoded over time and space
and is known by the receiver. The number of symbols is determined by the num-
ber of subcarriers used throughout the communication. For example, with 20 MHz
bandwidth, there will be 56 symbols, or with 40 MHz we will get 114 symbols. The
transmitted symbols are distributed across subcarriers; this channel estimation im-
plements block type pilot [44]. The number of transmitted HT-LTF fields depends
on the number of transmitted streams, as shown in Figure 2.1. To estimate the CSI
matrix corresponding to the transmitted streams and receiving antenna, the receiver
can apply for instance a least square (LS) or a minimum mean square error (MMSE)
or a maximum a-posteriori (MAP) estimator.
2.2.1 Signal Phase and emitter’s position estimation
Multiple antennas on Wi-Fi devices not only offer better link reliability but also al-
lows the estimation of the origin of a signal through measuring the signal’s phase
and amplitude from different positions (spatially separated antennas). The measure-
ment of the AoA of a signal, which equates estimating its point of origin, is based
on the observation that the signal of interest impinging on the receiver’s antennas is
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FIGURE 2.2: Signal impinging on an M-element uniform linear an-
tenna array: Each antenna receives a copy of the signal with a phase
shift (k− 1)dsin(θ) relatively to the reference element (First antenna),
with d, the antenna spacing, in the order of half a wavelength.
detected at slightly different time delays, see Figure 3.8. Knowing that the measured
baseband signal is represented in the frequency domain, we use the relative phase
between the signals received at the antenna array to estimate the AoA. This phase
shift is defined by the distance between the antenna elements and the AoA of the
signal. This distance is kept in the order of half of the wavelength λ.










a1(θ0) a1(θ1) · · · a1(θL−1)




















where ak(θ) = e−j2π(k−1)
d
λ sin(θ) represents the phase shift between the signals re-
ceived by the reference and the kth antenna, d the half-wavelength inter-antenna




a(θ0) a(θ1) · · · a(θL−1)
]
· s + n (2.3)
x = A · s + n (2.4)
where x is the M × 1 received signal vector, s is the vector of the L impinging sig-
nals, A is the M × L steering matrix whose columns represent the steering vectors
a(θl) of the l-th impinging signal, and n is the Gaussian white noise vector with
zero mean. Here, lowercase, bold lowercase and bold uppercase denote respectively
scalars, vectors and matrices. The above model allows computing the value of θ,
which represents the AoA.
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FIGURE 2.3: MIMO system with N-element send and M-element re-
ceive coplanar ULA with omnidirectional antennas.
2.3 The ORION system
In this section, we present the system design of ORION. We first describe the system
model and the techniques used to estimate the Angle of Departure; then we detail
the different phase corrections applied to the Channel State Information to obtain
accurate and precise estimates. Finally, we describe our technique used to estimate
the terminal’s orientation.
2.3.1 A look into the system model
In a MIMO system with N-element send and M-element receive coplanar uniform
linear arrays (ULA) with omnidirectional antennas like the one depicted in Fig-
ure 2.3, joint estimation of azimuth AoD and azimuth AoA is possible. At the
transmitter side, N signals are emitted with identical bandwidth and center fre-
quency. The steering vector of an M-antenna array representing the relative phases
at each antenna of a signal received at an angle θ, can be written as stated above:
a(θ) = [1 a2(θ) · · · ak(θ) · · · aM(θ)]. In a multipath environment, the i-th
path is represented by θi and φi, which are respectively the AoA and AoD of this
path. Hence, the received signal vector is in the form:
x = [ar(θ0)⊗ at(φ0), ar(θ1)⊗ at(φ1), · · · , ar(θp−1)⊗ at(φp−1)] · s + n (2.5)
where x is the MN× 1 received signal vector, at(φ) is the transmit steering vector,
ar(θ) is the receive steering vector, s = [s1 s2 · · · sp]T is the vector representing
the complex gain of the p paths with si = αiejωi , αi being the reflection coefficient
of the i-th path and ejωi its phase component mainly due to the Doppler effect. As
the Doppler shift has almost no effect on the orthogonality of the signals, we chose
to ignore it in the remainder of the chapter. n is the Gaussian white noise vector
with zero mean. Here, ⊗ represents the Kronecker product and (.)T denotes the
vector/matrix transpose.
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Number of Impinging Signals A precise and accurate estimation of the parame-
ters imposes the knowledge of the number of signals present in our measured sam-
ple. Before applying an estimation algorithm, we need to identify the signal sub-
space and the noise subspace. This is mainly conducted by computing the covari-
ance matrix from the sample vector, and then by applying an Eigen decomposition.
Thereafter we will subdivide our space according to the eigenvalues. Generally, the
highest eigenvalues that contribute to most of the signal are the ones mainly related
to the signal of interest. One can make sure of this observation by plotting the scree
plot (eigenvalues) and look for the knee of the plot, which represents the point or
the frontier between the noise space and signal space.
Estimation algorithm We used a maximum likelihood estimation (MLE) to esti-
mate our AoA and AoD. This approach offers a higher resolution solution to esti-
mate the parameters of a signal impinging on an antenna array. Generally, there is
no closed-form solution for the MLE problem, but we can approach it using iterative
methods such as expectation-maximization (EM) [98] [47]. This iterative procedure
comprises two parts: the expectation step (E-step) and the maximization step (M-
step). The first step is the approximation of the data using conditional expectation,
while the second step maximizes the data likelihood. We repeat this procedure un-
til the convergence. Knowing that the EM is expensive in terms of computation
and suffers from slow convergence, the space alternating generalized expectation-
maximization (SAGE) algorithm was proposed to speed up the estimations [54].
SAGE relies on updating sequentially the parameters of the minimization prob-
lem on small missing data spaces instead of using the complete data space as in the
EM method. It takes advantage of the fact that using smaller missing data spaces
will achieve faster convergence. On top of being faster than EM, SAGE keeps the
main advantage of maximum likelihood methods, which is its robustness and accu-
racy even if multipath signals occur. This contrasts with subspace methods that need
to apply spatial smoothing to reduce the effect of correlated signal sources [116].
In our case, we adapted the SAGE algorithm to estimate the AoA and AoD in the
frequency domain jointly.
We are trying to estimate the AoA and AoD that characterize the line-of-sight sig-
nal impinging of our antenna array. In the maximum likelihood estimation method,
we could interpret this problem as maximizing log-likelihood function L(ψi; Yobs( f ))
of ψi = [θi, φi] given an observation Yi( f ) = Yobsi ( f ) :
L(ψi; Yobsi ( f )) = 2
∫
<{PH( f ′; ψi)Yobsi ( f ′)}d f ′ −
∫
‖PH( f ′; ψi)‖2d f ′ (2.6)
Where ψi comprises the parameters of the ith path and (.)H denotes the vector/-
matrix conjugate transpose (Hermitian). We estimate the angle parameters by max-
imizing the above function. The maximum likelihood estimator is:
(ψ̂i)ML(Yobsi ) = argmax
ψi
{L(ψi; Yobsi )} (2.7)
(θ̂i, φi)ML(Yobsi ) = argmax
[θ,φ]
{|z(θ, φ; Yobs)|} (2.8)
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with
z(θ, φ; Yobs) = vH(θ, φ)Yobs (2.9)
where vH(θ, φ) = ar(θ)⊗ at(φ). Given that ψ̂i = [θ̂i, φi], we use the following cost




z((θi, φi)ML(Yobsi ); Y
obs
i ) (2.10)
Given we have access to a M× N virtual antenna array, we use the spatial diversity
for the estimation procedure instead of time or frequency samples. By using this
method, we can carry the estimate of our angles using signals from a single packet.
In our expectation step, we start by canceling interference. We iteratively cancel-
out paths from the one with the highest contribution to the lowest. We carry this
procedure by iteratively synthesizing a signal according to the estimated parameters
and subtracting it from the received signal. The goal is to keep only the contribution
of one path at a time before updating its parameters.
The procedure relies on estimating the path parameters to reduce the computa-
tion complexity. We get the updated parameters θ′′ and φ′′ of the ith path by sequen-
tially varying one parameter at a time:
(θ̂′′i ) = argmax
[θ]
{|z(θi, φ′i ; Ŷobs( f , ψ̂i
′
))|} (2.11)
(φ̂′′i ) = argmax
[φ]










i ( f , ψ̂i
′
)) (2.13)
where Ŷobsi ( f , ψ̂i
′
) represents the signal after the interference cancellation proce-
dure, (.′) and (.′′) represent respectively the previous and the current update of the
SAGE iterative procedure.
Proper initialization of our iterative method is essential to have convergence. We
use spatial correlation to find the AoA and AoD of the Line-of-Sight signal. Then,
we reconstruct the LoS signal and subtract it from the received signal. We carry the
same procedure for all the other signals.
2.3.2 COTS Wi-Fi and AoD Estimation
We are mainly interested in estimating the orientation of the receiver. Therefore, the
receiver plays the role of the target in our study in a line-of-sight (LoS) setting. The
idea behind AoD measurement is to send a signal from each element of an antenna
array and to measure the relative phase between the signals at the receiver antenna,
see Figure 2.4.
The varying nature of the wireless medium imposes that measurements are per-
formed with respect to a specific time delay constraint. In order to collect accurate
measurements, we need to make sure that the frame transmission time is lower than
the channel coherence time, to avoid phase changes due to channel variation. Oth-
erwise, the phase shift measured between the streams would not be consistent with
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FIGURE 2.4: Signal radiation from an N-element uniform linear an-
tenna array: The k-th antenna transmits a signal with a phase shift of
e−j2π(k−1)
d′
λ sin(φ) relatively to the reference antenna.
the phase shift relative to the AoD. With measurements on the 5.32 GHz band using
802.11 OFDM with an environment speed (walking speed) of 0.33m/s, we typically
have 5.85 Hz of Doppler frequency according to Clarke’s model, which equals a co-
herence time of Tc = 72.3ms [14] and which is much bigger than the time symbol of
Ts = 3.2ms and the transmission time of 10ms.
The AoD estimation is based on the measurement of the phase difference be-
tween signals coming to one antenna from the same origin. The idea is to trans-
mit temporally delayed signals on different antennas and then to estimate the phase
shift between the received signals. This measurement is difficult to perform when no
fine grain synchronization between the signals is available. This criterion is critical
knowing that the phase measurement is done based on the wrapped phase, and thus
if one does not fine track the phase delays, it will be difficult to retrieve the phase
difference between the signals. Thus, a strategy that consists in sending signals at
different time delays with coarse time coordination is not suitable. In summary, we
need a solution that respects a specific time coherence constraint, and that maintains
a fine-grained synchronization between the transmitter’s RF chains.
Recent wireless NICs are supporting more advanced MIMO techniques such as
SM. SM is one of the most common features, it was mainly adopted for achieving
higher data rates, and it consists of transmitting independent data streams over
different RF chains in parallel. To estimate the channel between each receiving
chain and spatial stream transmitter, the 802.11n amendment adopted the high-
throughput long training field (HT-LTF) mentioned in Section 2.2. Thus, by enabling
SM at the transmitter wireless network interface controller (NIC), we have access at
the receiver to CSI values for each of the N streams, provided the system allows us
to collect channel station information.
2.3.3 Phase correction for AoA/AoD estimation
Most of the commercial off-the-shelf (COTS) wireless cards are not intended to be
used as measurement instruments, and thus, the measured metrics need to be cor-
rected before launching our estimation procedures. In the following parts, we iden-
tify the different problems encountered regarding the phase information, and then
we detail our correction design choices to achieve accurate estimation.
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Phase correction for AoA estimation The wireless NICs used in this project pro-
vide a CSI value for each receiving antenna, each transmitted signal, and each sub-
carrier. The CSI’s phase and amplitude information capture the channel conditions
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 (2.14)
This matrix representation with a numbering subscript (CSIi=1,2) will showcase the
adopted phase corrections for the AoA estimation. Here, C is the number of subcar-
riers or frequencies, M is the number of receiving antennas, and hc,m is the channel
complex gain for the c-th subcarrier and the m-th antenna. However, exploiting
phase information provided by COTS wireless cards is rather challenging. Some
design choices are at the origin of several distortions in the phase information. RF
oscillator offset, carrier frequency offset (CFO), and sampling frequency offset (SFO)
are among the most prominent ones.
RF oscillator phase offset happens when, upon starting up a wireless card, RF
chains are locked at different instants. Therefore, each RF chain will have a different
constant ψ value added to the measured phase. These phase values are constant for
a wireless card till the next recalibration or reset, and thus, we only need to correct
the phase offset once for each session. More precisely, this offset is due to the phase-
locked loop (PLL) which locks in on a reference frequency. The design of the PLL,
which is in our case a fractional-N synthesizer, is not capable of tuning in to the
absolute value of the phase; it makes it possible to have a deterministic phase and
thus a specific phase coherency between the reference signal and the synthesized
one. So, knowing that all the RF chains have an oscillator in common, RF chains
are all coherent with the frequency generated by the reference crystal and thus also
between themselves. However, the RF chains will not have the same phase because
each one of them has their own synthesizers, as shown in Figure 2.5.
Correcting the phase at the hardware level is neither practical nor feasible, so
we choose software pre-processing. As the phase offset is constant during the entire
session, tuning on a reference signal arriving at a known angle θre f helps in attenu-
ating the undesired hardware-induced phase shift ψ. This implies applying a phase
rotation on the measured target signal phase considering the reference signal phase.
Thus, the new CSI matrix will be:
CSI2 =

h1,1 h1,2∆2 · · · h1,M∆M





hL,1 hL,2∆2 · · · hL,M∆M
 (2.15)
where ∆j = ψ1 · ψj is the relative phase between the first and j-th RF chain for the
reference signal coming at θre f . Here (.) denotes the conjugate.
CFO occurs when the transmitting oscillator and the receiver are not synchro-
nized: when the baseband down conversion is done, the signal will be rotated by a
constant frequency. As the CFO is applied equally over all the RF chains, it does not
affect the AoA estimation.







FIGURE 2.5: Partial view of the transceiver Block with a focus on the
phase ambiguity generated by the signal synthesizers.
SFO is because the sender and the receiver sample the signal at different times
with an offset δt. The same sampling delay offset is applied to all the subcarriers. In
Wi-Fi OFDM, the subcarriers have equally spaced frequencies with ∆ f = 312.5 kHz
and thus the phase rotation is different for all the subcarriers. The phase rotation
applied on the phase data of the k-th subcarrier is e−j2πk∆ f δt. The peculiar feature of
this phase offset is that it varies linearly across subcarriers. However, this linearity
is not at first visible in the phase data as the phase wraps around every 2π, and
phase unwrapping is the only way to observe phase tendencies across subcarriers
and particularly the linearity. Thus, an SFO phase correction that allows consistent
inter-subcarrier phase shift information is not needed, as we only focus on phase
shifts sanitation between RF chains while estimating the AoA.
Phase correction for AoD estimation Using SM for estimating AoD on COTS Wi-
Fi cards imposes to apply RF oscillator phase correction, as explained in Section 2.3.3.
Implementing SM in Wi-Fi cards is usually paired with two other mechanisms that
are spatial mapping and cyclic shift diversity (CSD), see Figure 2.6.
Spatial mapping is used for matching streams to RF chains. It consists of mul-
tiplying the stream matrix by the spatial mapping matrix V(k) whose columns are
orthonormal. Hence, the transmitted signal corresponding to subcarrier k is repre-
sented as:
s̃(k) = V(k)s(k) (2.16)
where s(k) is the original signal before spatial spreading. Thus, the channel matrix
as seen at the reception is:
H̃(k) = H(k)V(k) (2.17)
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FIGURE 2.6: Partial view of the MIMO Transmission Block as de-
scribed and specified in the IEEE 802.11n standard.
Then we need to retrieve the original CSI matrix that is related to the channel,
by multiplying the received CSI matrix with the inverse of the spatial spread matrix.
Different types of spatial spreading are available among them: direct mapping that
consists of sending each stream to an independent RF chain and Walsh Hadamard
that relies on using the Walsh matrix to mix the space-time streams. According to the
standard, wireless NIC manufacturers may specify their own custom spatial map-
ping matrix. We have found that the adopted spatial mapping matrix in our scenar-
ios involving two streams is Walsh Hadamard.
CSD is a mechanism adopted by the wireless NICs for delaying the streams (sig-
nals) in the time domain to avoid unintentional beamforming. However, it intro-
duces for each stream a phase rotation of ξk = e−j2πk∆ f δt in the phase data of the
streams (signals), with δt, a constant delay applied to all subcarriers of the stream.
The channel matrix as seen at the receiver for a subcarrier k and N streams is in the
form:
H̃(k) = H(k)U(k)V(k) (2.18)
where U(k) = diag(1, e−j2πk∆ f δt1 , . . . , e−j2πk∆ f δtN−1). We compensate the CSD applied
by the wireless NIC like for the spatial mapping according to IEEE 802.11n standard,
which specifies the applied time delay. We also noticed, while processing the col-
lected phase data, that the delays specified in the standard are not strictly respected,
which imposes a fine tuning of the CSD correction. Figure 2.7 shows the effect of
phase correction enabling the use of the phase difference between the streams for
all the subcarriers to estimate the AoD. Knowing that the CSD induced delay is in
the order of hundreds of nanoseconds, it does not affect our condition regarding the
coherence time.
2.3.4 Channel correlation and Spatial Diversity
The performance of a MIMO system depends highly on the availability of indepen-
dent channels. It is well known that channel correlation will degrade the perfor-
mance of a MIMO system, especially its capacity: this phenomenon is called spatial
correlation fading [128]. When the channel correlation is high, using MIMO tech-
niques (like spatial multiplexing that rely on the presence of spatial diversity), do
not achieve higher capacity. This is mainly explained by the receiver is incapable of
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FIGURE 2.7: Signal phase in radian of each spatial stream as seen
by the first receiving antenna with and without phase correction for
CSD.
detangling the signals of interest. In our experience, we faced packet loss in envi-
ronments poor in multipath clusters. Such clusters generally serve as secondary an-
tennas and therefore provide multiple statically independent paths between a trans-
mitter and receiver. This provides the receiver with different copies of the signals of
interest and as a result achieves a higher signal-to-noise-ratio (SNR) value. This issue
was mainly observed when the experiments were conducted in an environment like
an anechoic chamber as shown in Figure 2.9, where the modification of the antenna
array positioning, inter-element distance and shape and the presence of reflectors or
scatters are necessary conditions for decoding packets sent using a MIMO technique
such as spatial multiplexing. Thus, as per our observation in the anechoic chamber
about the efficiency of the SM technique, there is a need for an environment rich in
multipath clusters such as an office.
Another phenomenon that could influence the channel capacity is mutual cou-
pling between closely spaced antenna elements of an array. This proximity generally
influences the performance of the antenna array negatively. However, using our an-
tenna array that respects a half a wavelength distance between elements, we did not
observe problems in our real indoor environment in terms of packet decoding.
2.3.5 Estimating orientation
The simultaneous estimation of the AoA and AoD opens the opportunity of estimat-
ing the orientation of a target terminal. Rather than relying on an RSSI-based fin-
gerprinting, we propose an approach that exploits the phase information provided
while the terminals are engaged in a MIMO communication process. There have
been multiple approaches proposed [19, 22] especially in the radar signal processing
for aircraft attitude estimation based on the phase difference estimation between the
antennas of a particular antenna array geometry.
Our approach, illustrated in Figure 2.8, is similar in substance to the aircraft atti-
tude estimation. However, it differs in that the terminal in question does not have to
be equipped with a GPS chip. We exploit an antenna array at the sender and at the
receiver, which respectively provides the AoD and the AoA. Intuitively, when the
antenna arrays are parallel to each other and on the sample plane, the AoA would






















FIGURE 2.8: ORION System Design for orientation Estimation.
as the difference between the estimated AoA and AoD. In summary, the difference
between the AoD and AoA gives back the rotation applied to the transmitting termi-
nal. Orientation estimation, even though achievable through an inertial module unit
(IMU) installed on the transmitting terminal, imposes more technical constraints to
share these measurements with the access point (AP). In our method, all the signal
processing is done at a central server. Only measurements are done at the AP level,
and no requests are made for the terminal’s IMU readings, which is much more con-
venient as the AP rarely provides these services.
2.4 Evaluation
In this section, we present the hardware, the software and the environment of cali-
bration and test. Then we give the performance results of our design.
2.4.1 Implementation
Our implementation uses COTS Wi-Fi network interface cards (Intel Wireless Link
5300 AGN) with a modified version of the firmware to extract the CSI matrices using
the Intel CSI tool for 802.11n HT packets [11]. In the case of OFDM systems, we can
extract a CSI matrix for each subcarrier. In our case, the Wi-Fi cards offer up to 30
subcarriers. Knowing that the wireless card’s CSI suffers from phase inconsistencies
in the 2.4GHz band, we use instead the 5 GHz band with 20MHz of bandwidth that
does not suffer from the same issue. Those wireless cards are suffering from cross-
talk on the third RF chain port. Cross-talk happens when the wires in the integrated
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FIGURE 2.9: Inria Sophia Antipolis’ faradized anechoic chamber
(R2lab) with 37 Wi-Fi nodes equipped with 3-elements ULA and Intel
5300 cards. The antennas are placed under the nodes (blue boxes) to
have clear line-of-sight (LoS) communication between nodes.
FIGURE 2.10: Omni-directional antenna array rotated through a com-
puter controlled module (red circle).
circuit are adjacent, due to magnetic field interference. So, we set up our wireless
cards in injection mode using the Lorcon package*. This avoids the need of associ-
ation with an AP and allows raw Wi-Fi packets transmission. The injection mode
relies on raw socket programming, and thus, we are not tied to the IEEE 802.11n
media access control (MAC) layer mechanisms. As for the receptor, knowing there
is no association, we use the monitor mode of the wireless card to receive packets.
All the packets are processed at a central server where the phase corrections are con-
ducted. The transmission is controlled by disabling the antenna selection algorithm
and by specifying the desired number of antennas, streams and transmission tech-
niques (SM). We have to make sure that the number of streams corresponds to the
number of antennas chosen for the experiment. The number of streams corresponds
to the modulation and coding scheme (MCS) index. We explain in further detail




FIGURE 2.11: Experimental cumulative density function of orienta-
tion error according to absolute reference.
(A) Box-plot of Orientation Error using
SAGE.
(B) Box-plot of Orientation Error using MU-
SIC.
FIGURE 2.12: Box-plot of Orientation Error using SAGE and MUSIC
realized using extension cables that connect the coplanar transmitter and receiver
antenna arrays to the access points. To control the rotation of the antenna array in a
fine-grained manner, we use a computer-controlled module for applying a specific
rotation angle on the transmitting antenna array, see Figure 2.10. The calibration
process of our system was conducted in the R2lab anechoic testbed before launching
real life tests.
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(A) Box-plot of Orientation Error using SAGE
w/ outliers.
(B) Box-plot of Orientation Error using MU-
SIC w/ outliers.
FIGURE 2.13: Box-plot of Orientation Error using SAGE and MUSIC
w/ outliers.
FIGURE 2.14: Office room where the experimentation is conducted.
2.4.2 Experimental Results
We conducted our experiments in an office room, which contains many scatters,
reflectors, and other multipath sources. This environment has co-channel and near-
channel interference from Wi-Fi hot spots with 48 functional independent basic ser-
vice sets (IBSS) present in the building. The transmitter and receiver are placed in a
coplanar setting with a maximum distance of 3m.
Orientation accuracy: In Figure 2.11, we compare the performance of multiple
signal classification (MUSIC) and SAGE in terms of orientation estimation accuracy.
We use only one packet and one sub carrier for each estimation and apply strictly
the same phase corrections for both methods. In Figure 2.11, we can observe that
the orientation accuracy and precision of MUSIC are low, with 9 degrees of error for
80% of the orientation estimations. As for SAGE, we observe a dramatic increase in
accuracy and precision with 1.32 degrees of error for 80% of the estimations. The
accuracy has jumped to 63.7% using the SAGE algorithm.
2.4. Evaluation 21
FIGURE 2.15: Experimental cumulative density function of orienta-
tion error for long distances according to absolute reference.
Impact of transmitted streams: We then vary the number of transmitted space-
time streams (STS) and observe that using 3 STS instead of 2 allows for a 51.8%
increase in accuracy when using SAGE, and a 10.2% increase when using MUSIC.
The impact of using 3 STS is more perceptible when using SAGE than when using
MUSIC. We can even observe that SAGE using only 2 STS still outperforms MUSIC
with 3 STS by 23.9%.
Impact of wide angles on estimation accuracy: In Figures 2.12a and 2.12b, we
examine the impact of the antenna array orientation angle on the estimation per-
formance. The results show that when the rotation angle of the antenna array is
superior to 50 degrees, added errors are observed, and the accuracy drops for both
SAGE and MUSIC. This is mainly due to the fact that the elements of the antenna
array are not completely visible to the receiver. Even though this error is common to
both methods, the impact is different. The MUSIC algorithm cannot give any consis-
tent estimation, and the precision drops tremendously with 178% of median error,
in comparison SAGE still holds a fairly good precision with a 19.7% median error.
In Figures 2.13a and 2.13b, we can observe that MUSIC has a fair number of
outliers far from the median value; e.g. for 5 degrees, the median error is -10% and
the maximum outliers is 2280%. However, for SAGE, even if outliers still exist, they
are located close to the median compared to the MUSIC case.
Impact of distance on estimation accuracy: The goal here is to show we can get
decent orientation estimation performance even for longer distances. For that pur-
pose, we deploy a testbed on a corridor where we test the estimation accuracy for
distances up to 11 meters. We place the gateway at the same level as the terminal.
The corridor is narrow and rich in multipath, which increases the number of mul-
tipath clusters. The results of the experiment, see figure 2.15, show that we have a
median error of 5.6 ° with 10.8 ° of error for 90% of estimations for 11 meters and
3.9 ° with 8.6 ° of error for 90% of estimations for 6 meters.
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2.5 Related Work
Wi-Fi based positioning is prolific, however, little focus was given to orientation
estimation using Wi-Fi signals. Most of the contributions go towards making a ro-
bust estimation of a terminal’s position using IMUs (gyroscope, accelerometer, and
magnetometer) [9, 13, 25]. The main idea is to identify the physical orientation and
compensate for the localization estimation error it generates. Authors of other re-
lated works [15, 115] considered the estimation of the position and the orientation
by building a radio map using Wi-Fi received signal strength (RSS) and with orien-
tation estimation limited to 4 directions. The ORION system allows for orientation
estimation with an accuracy of the order of the degree as shown by the estimation of
AoD and AoA usually used in bistatic radar systems [76] [36] to ensure the position
detection of a passive target.
2.6 Conclusion
We described ORION, a system that can estimate the orientation of a Wi-Fi ter-
minal using unmodified off-the-shelf Wi-Fi devices. We proposed phase correc-
tion techniques for both AoA and AoD estimations, and we applied a joint es-
timation of both parameters to enhance the performance accuracy. ORION ex-
ploits MIMO techniques widely adopted in Wi-Fi equipment such as spatial mul-
tiplexing, which makes it deployable in practice. We evaluated our system to be
accurate for a joint AoA and orientation estimation in a non-controlled environ-
ment (an office room). We plan to extend ORION for estimating the pitch and the
roll as well using two-dimensional antenna arrays. Detailed information on how
to reproduce the experiments made on the R2lab anechoic chamber and the of-




Joint localization and range
extension for LPWAN
3.1 Introduction
LPWANs are sought to be the networks of choice for large-scale IoT communica-
tion in urban areas. Their main selling points are a low power consumption that
can span a decade and broad geographical coverage of a few kilometers [110]. They
also offer a cost-effective alternative to their cellular counterparts by operating on
the sub-gigahertz industrial, scientific and medical (ISM) radio band, thus avoiding
costly licenses. Unlike cellular networks which give great importance to dimension-
ing and have adopted industry standards concerning the quality control, privately
owned LPWANs suffer from an inherent heterogeneity and poor dimensioning that
hinder their performance in terms of rate, or poses serious reliability questions. This
chapter presents Snipe [92] * , a diversity combining LoRa system with spatial fil-
tering techniques providing: (1) an enhanced communication range for end-devices
and gateways alike and (2) a precise and accurate position estimation system based
on radar techniques. By exploiting the multipath effect omnipresent in urban and
in-building settings, the Snipe gateway can increase the received SNR and hence
enhance its decoding capabilities. The system uses spatial filtering techniques to
achieve a higher SNR at the end-device. While most contributions are towards im-
proving the uplink [52, 49], Snipe enhances both the uplink and downlink by using
a MIMO design that respects the LoRa energy consumption restraints. MIMO sup-
port at the gateway provides a low-cost AoA and end-device position estimation.
By offloading the position estimation processing to the gateway, the Snipe system
alleviates the energy cost incurred when using GPS-enabled end-devices. By host-
ing the MIMO signal processing locally at the gateway, the proposed system allows
combining the signals coherently from each antenna element indiscriminately. This
proposal contrasts with cloud-based approaches that involve renting compute and
storage nodes and providing links with large bandwidth [49].
We organize the rest of the chapter as follows: Section 2 reminds some basic
LoRa principles. Section 3 presents the range extension problem and the approach to
address it by leveraging coherent combining and spatial filtering. Section 4 presents
in more detail the AoA estimation technique needed to perform spatial filtering.
*https://github.com/naoufal51/MIMO_LoRa.git
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FIGURE 3.1: LoRa Gateways each equipped with a uniform linear array apply spa-
tial filtering by adopting a more focused radiation pattern (beamforming) for Trans-
mitting Down-link packets to clients instead of the usual omnidirectional radiation
pattern.
Section 5 presents the power gain for both the uplink and the downlink. Section 6
describes the related work, and Section 7 concludes the chapter.
3.2 LoRa primer
Many IoT applications require low cost, low energy, and long-range communication.
Spread spectrum techniques provide enhanced robustness with frequency diversity
and low power density with signals transmission below the noise floor. However,
classical direct-sequence spread spectrum (DSSS) systems for IoT applications need
highly accurate and expensive reference clock source violating the low-cost require-
ment. LoRa uses Chirp Spread Spectrum, a modulation technique that uses chirps
as carrier signals to encode information. An up (down) chirp is a tone in which fre-
quency increases (decreases) linearly with time. An advantage of this specific spread
spectrum technique is that timing, and frequency offsets between transmitter and re-
ceiver are equivalent, which reduces the complexity (and therefore the cost) of the
receiver design. Different parameters can customize the modulation, such as the
bandwidth (BW) and the spreading factor (SF). The SF is equal to the number of
raw information bits per symbol. At the cost of a reduction of bit rate, adopting a
higher SF results in higher time on air, which provides better coverage and a higher
packet delivery ratio. LoRa can change the SF according to the link quality, and
different orthogonal SFs can be supported to trade data rate for sensitivity within a
fixed channel bandwidth. In the EU863-870 unlicensed radio spectrum in the ISM
band, any LoRa end-device [89] has to support at least three channels of 125 kHz.
Figure 3.4 shows a simplified view of the LoRa demodulation process. The frame
payload (part a of the figure) comprises a chirp sequence transmitted with an SF.
Chirps are cyclically shifted, and frequency jump (∆ f ) at the beginning of each chirp
encodes user information. To decode this information, the received signal is multi-
plied by a down-chirp sequence with the same length and SF (part b). Then, FFT is
applied to the product to provide the encoded information (part c).
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FIGURE 3.2: LoRA demodulation process.
FIGURE 3.3: Spectrum showing the different SF, where the higher the
SF the longer the time-on-air.
3.2.1 Physical Frame Format
LoRa transmitters and receivers implement the following physical frame format.
Each frame starts with a preamble made with a sequence of up chirps; the last two
up chirps encode the sync word used to discriminate between devices that use the
same frequency band. A device with a given sync word will discard packets with a
different sync word. After the sync word, there are two and a quarter down chirps
followed by a sequence of choppy up-chirps representing the payload as in Fig-
ure 3.4. An optional header containing information about the size of the payload (in
bytes) could follow the preamble, the code rate used for the end of the transmission,
and an optional 16-bit cyclic redundancy check (CRC) for the payload at the end of
the frame.
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FIGURE 3.4: LoRA Physical frame format composed of sequential
Chirp Signals.
3.3 LP-WAN MIMO Gateway for Range extension
Obstruction and multi-path propagation can cause severe channel degradation in
indoor environments. This may significantly reduce the communication range in
the case of in-building LoRa deployments. In these environments, it is therefore
important to try increasing the range in both the uplink (from the end-device to
the gateway) and the downlink (from the gateway to the end-device) directions.
This will help to widen the coverage and allow the cost-effective deployment of
these LPWANs. Hopefully, leveraging spatial diversity with MIMO techniques can
mitigate the range reduction and gain some dBs.
About the uplink, several state-of-the-art techniques leveraging temporal, fre-
quency, or spatial diversity can be envisaged to enhance the SNR. Temporal diversity
is not very appropriate in LPWAN networks because it would require a high duty
cycle of end-devices (supposed to remain low) and increase their energy consump-
tion. Frequency diversity is already well exploited in LoRa with the Chirp Spread
Spectrum modulation that allows robust signal decoding. It can also improve the
communication range by increasing SF. However, this will increase the Time on Air
and then energy consumption, which is detrimental for the end-devices.
In this chapter, the proposed approach is to exploit spatial diversity by adding a
second antenna at the gateway to intelligently combine the signals received on both
antennas to increase the SNR at the gateway and therefore the uplink communica-
tion range. As for the downlink, a second antenna allows to beamform the signal to
specific end-devices, thus improving the downlink range. However, this enhance-
ment requires knowing the AoA of the signal sent by the end-device to the gateway
to point the beam toward the end-device.
Using MIMO techniques makes it possible to provide the gateway with informa-
tion on the arrival angle of the signal coming from end-devices. We may combine
this additional information with various information from other sources such as the
TDoA to improve the accuracy of the localization of LoRa devices. Traditional LoRa
localization techniques based on TDoA lack in precision when multipath is present
and rely on complex, fine-grained synchronization [53].
Regarding leveraging spatial diversity in LPWANs, previous work has proposed
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combining signals from an end-device arriving at several gateways in the cloud to
improve the SNR and thus increase the range of the uplink. The approach described
in this chapter, supporting a second antenna at the gateway allows improving the
range in the uplink direction while saving bandwidth between gateways and the
cloud infrastructure. The cost of this approach in terms of CPU and energy con-
sumption is reasonable because adding the processing functions takes place only at
the gateway which, unlike end-devices, does not use a battery but is connected to a
power source.
In the rest of the section, we present the range extension techniques used to en-
hance the transmission range from the gateway to the end-device and vice versa.
3.3.1 Coherent Combining for Uplink Communication
LPWAN’s are getting very popular as a communication platform for the Internet-
of-Things in large cities with big buildings and dense population. This situation
mainly limits the signal range because of the attenuation from the buildings and
other sources. This phenomenon will also result in battery drainage of the end-
devices, forcing them to use of slow data rates to reach even the closest gateway.
Hence, there is a need to improve the received signal’s quality at the reception (gate-
ways), allowing decoding the information of interest.
We take advantage of the MIMO capabilities of the proposed system to increase
the SNR at the gateway and improve the decoding of the received signals. By lever-
aging multiple RF chains and antennas, we expect to benefit from the diversity factor
that comes from the spatial separation of antennas, thus reducing the effects of mul-
tipath and co-channel interference (CCI) in wireless systems [ref12]. The rationale
is that when the target signal suffers from multipath fading, different copies of the
signals can be combined to provide a more robust representation of the signal. We
chose in our system to adopt a weighted average approach, where the weights are
selected to delay appropriately each copy of the signal to align the different copies






where yk is the received signal at the kth antenna element and hk is the channel
estimate for the kth antenna. The output ycomb is the summation of N matrices.
The combined LoRa signal shows an SNR almost equal to the highest SNR as
seen from 3.6
3.3.2 Beamforming for Downlink Communication
As the name suggests, beamforming technology realizes directional communication.
There are two types: digital beamforming and analog beamforming. We prefer to
use analog beamforming as it works in the RF chain, and it is useful for generat-
ing a narrow directional beamform. Then, the higher the number of antennas, the
narrower the pattern will be. In this work, we use adaptive beamforming to direct
RF radiation patterns for the downlink messages according to the AoA from the up-
link communication. For example, when an end-device attempts the transmission
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FIGURE 3.5: Upon receiving a signal at the LoRa gateway’s antenna
array, the different signal copies are combined constructively accord-
ing to their signal-to-noise ratio.
FIGURE 3.6: Distorted Chirps in the LoRa signals impinging on the
antenna array are combined by aligning, scaling and summing the
different copies producing a signal with a higher SNR.
of a ’confirmed’ frame towards the network, it expects to receive an acknowledg-
ment in one of the subsequent reception slots. In the acknowledgment’s absence, it
will try to retransmit the same data again. However, if we could make the gateway
to relay the acknowledgment by targeting the end-device, we could avoid message
retransmission of the same data, and, we will increase the battery life of the end-
device. We achieve reliability in LoRaWAN through the message acknowledgment
in downlink communication, which increases the capacity of the network. There-
fore, it becomes mandatory to minimize the number of downlink frames to avoid
the channel capacity drain. For all these restrictions, fair spectrum sharing is essen-
tial beyond the duty cycle limitation. With the beamforming technology, instead of
minimizing the downlink messages, the acknowledgment/downlink messages can
be sent efficiently, increasing the reliability of the transmission and also by abiding
the duty cycle restrictions.
Spatial filtering As presented earlier, we propose to use beamforming or spatial
filtering as a suitable candidate for not only increasing the decoding power of end-
devices but also for reducing interference between devices. Beamforming allows a
higher gain in the target direction while attenuating other directions with no direc-
tional antennas. More precisely, by sending simultaneous signals from the different
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FIGURE 3.7: LoRa signal beamforming by applying complex weights to each RF
chain. This allows combining the signals constructively towards the direction of
the target.
elements of the Tx RF chain, we combine the omnidirectional radiated signals to
form a higher gain beam towards the end-device. To exploit this feature, we need to
control the direction of the beam by defining complex weights on each one of the RF
chains, see Figure 3.7. By defining a weight that controls the phase of the radiated
signal at each antenna, we can augment the response in the desired direction:






Where θ is the beam steering angle, d is the distance between the radiating
antennas,αk the signal amplitude weight, N is the number of antenna elements in
the array and y is the received signal.
Note that the weights we define are related to the position of the target. Thus, we
need to accurately estimate the AoA of the signal radiated from the end-devices to
steer the Tx beam to the direction of the target.
3.4 LP-WAN MIMO Gateway for AoA-based localization
To propose a system that allows continuous tracking of the position of end-devices
while updating their steering angles, we propose to estimate the AoA of a LoRa end-
device by using the gateways as reference points (localizers). The AoA estimation
allows tracking the origin of a received LoRa chirp sent by the end-device through
measuring the signal’s phase from different positions (spatially separated antennas).
The diversity provided by the chirp signal’s distribution in time and frequency al-
lows for a more robust estimation of the AoA.
The proposed AoA-based localization system will consume less power and pro-
vide a precise and accurate position estimation. On the one hand, adopting an op-
portunistic localization approach reduces the energy consumption burden on the
end-device induced by GPS modules. But unlike TDoA localization techniques that
require fine-grained time synchronization between the gateways and the end-device,
AoA exploits phase data, thus providing an accurate localization system at a lower
cost.
Measuring the AoA is based on the observation that the signal of interest im-
pinging on the antennas is received at slightly different time delays, see Figure 3.8.
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FIGURE 3.8: Signal impinging on an N-element uniform linear antenna array: Each
antenna receives a copy of the signal with a phase shift k.d.sin(θ) relatively to the
reference element (First antenna), with d, the antenna spacing, in the order of half
a wavelength.
As the measured baseband signal is in the frequency domain, we compute the rela-
tive phase between the signals received at the antenna array. The distance between
the antennas and the signal’s direction of arrival define this phase shift. Usually, this
distance is expressed in wavelengths and is in the order of half of the wavelength λ.
Previous work [69] shows that respecting this distance constraint makes it possible
to reduce the effect of mutual coupling, which usually occurs when the antennas el-
ement of the antenna array are too close (less than 0.2λ) and creating side lobes that
can pollute the AoA estimations if they are too far (over 0.5λ).
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where ak(θ) = e−j2πkdsin(θ) represents the phase shift between the signals received
by the reference and the kth antenna. For practical reasons we choose to express the
signal in a compact form:
x =
[
a(θ0) a(θ1) · · · a(θr−1)
]
· s + n (3.4)
x = A · s + n (3.5)
Where x is the N × 1 received signal vector, A is the N × r steering matrix which
columns are the steering vectors a(θk), s is the vector composed of r transmitted sig-
nal sk and n is the Gaussian white noise vector with zero mean. Here, lowercase,
bold lowercase and bold uppercase denote respectively scalars, vectors and matri-
ces.
To estimate the angle, we use the MUSIC algorithm [123]. The first step of the proce-
dure consists in computing the sample covariance matrix. Usually, time distributed
samples (packets) can obtain a robust estimation of the covariance. However, as very
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few packets are exchanged in LoRa applications, we adopt an estimation procedure
that involves time-frequency distributed samples.
Choosing such an approach allows taking advantage of the intrinsic diversity
of chirp modulated signals. Thus, we compute the sample covariance matrix from
the in-phase and quadrature (IQ) samples corresponding to L observations in time
R̂xx = 1L ∑
N
i=1 xx
H. Then, we compute the eigenvectors and eigenvalues of the Rxx
by an eigen-decomposition, where Rxx = QDQH. Based on the assumption that
the signal and noise vectors are uncorrelated, we partition the Q matrix containing
the eigenvectors into two subspaces; one spanned by the signal eigenvectors Qs cor-
responding to the largest eigenvalues and the other by the noise eigenvectors Qn.
Then we use the MUSIC algorithm [123] to estimate the parameters by launching a
search over all the possible values of the steering vectors to identify the ones related
to the signal. This is possible because the signal and noise are uncorrelated. Thus,
the signal steering vectors are orthogonal to the noise eigenvectors and ultimately to




a(θi)H Qn QHn a(θi)
where (.)H denotes the Hermitian operation. The estimated AoA corresponds there-
fore to peaks in the computed spectrum.
By estimating the AoA for each one of the received signals, we can adapt the radia-
tion pattern and the direction of the lobe. Then the gateway can now track a client
whenever there is a change in either the environment or the client node’s position.
To achieve a better estimation of the signal source position, a calibration procedure
is mandatory in most cases where the different RF chains of a transceiver are not
synchronized. During the frequency tuning phase, each one of the RF chains will
lock at different phase offsets if they do not share the same phase reference. This
is mainly mitigated by the calibration process where the phase delay between the
reference RF chain and the others is estimated using a reference signal coming from
a waveform generator with known properties, and applying a phase delay on the
RF chains according to the reference RF chain [113].
3.5 SDR implementation
Most LoRa transceiver implementations [64] expect the Spreading Factor and Band-
width and frequency information to be explicitly given as parameters for decoding.
LoRa implements the frequency-hopping spread spectrum (FHSS) method to mit-
igate interference by allowing end-nodes to send packets on different frequencies
868.1 MHz, 868.3 MHz, and 868.5 MHz in a circular way. Therefore, to achieve our
joint range extension and localization system, we need to infer these parameters for
received LoRa signals. We implemented the following approach:
• Spreading Factor Algorithm 12 describes the procedure to detect the SF and
the BW. LoRa modulated signals are received, and their IQ samples are de-
noised with a threshold. Then the signal is dechirped by multiplying the re-
ceived ’frequency-shifted LoRa chirp’ with ’conjugated time-reversed chirp’
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so we will get the constant frequency signal, with a specific frequency charac-
teristic of the transmitted signal. This multiplication is done with the inverse
chirps generated for all the SFs. Now if we take the fast Fourier transform
(FFT) over the entire symbol, then the bin with the highest energy, which is the
fundamental frequency, will represent the transmitted symbol. The plot with
the highest peak represents the SF of the received signal. Here in 3.9 plot for
SF 9 the highest peak than the other FFT plots.
• Frequency Detection We perform frequency detection by computing the
power spectral density (PSD) of the received signal. The PSD describes how
the power of the signal is distributed over frequency while the discrete Fourier
transform) (DFT) shows the spectral content of your signal, the amplitude and
the phase of harmonics in your signal. Then we are applying thresholding on
the signal to remove the noise according to an empirically determined limit,
which corresponds to the half of the maximum value of this peak.
Algorithm 1 Spreading Factor Detection
1: procedure SF DETECTION
2: signaldenoised ← Threshold(signal) . Denoising by thresholding
3: for SF ← 7to12 do
4: for BW ← 125KHz, 250KHz do
5: downChirp← complex(chirpI, chirpQ)
6: convSignal ← signaldenoised ∗ conj(downChirp)






11: SF, BW ← argmax(Peak) . The estimated SF and BW
12: end procedure
3.6 System Evaluation
To test the system performance, we assess the localization precision and the power
gain in a 700m2 office and outdoor environments. We build both the end-device
and the proposed MIMO gateway as custom software-defined radio systems using
GnuRadio and Ettus Research’s universal software radio peripheral (USRP) B210
software-defined radio on laptops with 32 GB RAM and a 2.70GHz i7-4800MQ pro-
cessor. The MIMO gateway has a 2-element ULA (Vertical antenna VERT 900MHz
3dBi) for beamforming and a similar ULA for AoA estimation and coherent combin-
ing, while the end-device has only one antenna for transmission and another one for
reception. We established two channels between the gateway and the end-device:
the uplink on the 900 MHz frequency and the downlink on the 868MHz frequency.
We use a band-pass filter with a bandwidth of 4MHz for the 869MHz frequency
that covers the band of interest to filter out-of-band interference. In the following
evaluation, we use a LoRa signal with an SF of 10 and 125KHz of bandwidth.
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FIGURE 3.9: FFT for all SFs
FIGURE 3.10: USRP b210 equipped with a 2-element Uniform Linear Array for estimating
the AoA and spatial filtering.
3.6.1 Position estimation precision
To evaluate the accuracy of our AoA localization system for LoRa, we conduct a
series of experiments in various environments (indoor and outdoor) and conditions
(LoS and NLoS).
Evaluation of the positioning system in Indoor Environments.
Distance, multipath, and environment geometry have a significant impact on local-
ization accuracy and precision. Thus, we deployed our system in various typical
indoor environments with abundant multipath clusters, namely a corridor, an of-
fice, and a meeting room with a total area of 700 square meters. The testbed used
to evaluate our system is shown in Figure 3.11. As shown in Figure 3.12, the AoA
estimation in the office environment has a mean error of 4.84°. This is explained by
the relatively short distance between the gateway and the end-device, as the max-
imum distance between the transceivers is 12 meters. Regarding the corridor and
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FIGURE 3.11: Experiment testbed showing the end-device locations (blue circles) and the
gateway locations (red squares). The testbed is designed to evaluate Snipe in a wide variety
of deployment scenarios indoors. Snipe has been tested when both the gateway and the
end-device are along a corridor, office and meeting room.
meeting room environments, the mean error is 12.10° and 11.16°, respectively. We
observe a drop in AoA accuracy due mainly to the estimation algorithm (MUSIC)
that suffers from the correlation between the multipath signals and the Line-of-Sight
signal. The longer the distance between the transceivers, the bigger the number of
reflected signals, the higher the estimation error. However, the error is still rela-
tively small, thanks to the estimation process that samples the signal in time and
frequency. Finally, with a through-the-wall position estimation, the mean AoA error
is 4.66°, which is explained by the limited distance between the transmitter and re-
ceiver. We observe that the effect of reflected signals on the wall is negligible, which
is mainly because of signal power at the gateway where the LoS signal is attenuated
but not occluded.
Evaluation of the positioning system in Outdoor Environments.
Outdoor environments are challenging because of vast distances between the end-
device and the gateway and heterogeneous multipath sources, which entails ex-
tremely attenuated signals with difficulty to recover the phase information on top
of having highly correlated signals. The task becomes even more challenging when
the communication is near-line-of-sight and NLoS between the transceivers where
the LoS signal is weakened and becomes indistinguishable from other multipath
signals.
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FIGURE 3.12: ECDF of the AoA estimation error in different environments.
FIGURE 3.13: Experiment testbed showing the end-device locations (blue circles) and the
gateway locations (red squares). The testbed is designed to evaluate Snipe in outdoor LoS
condition with large building, cars and vegetation.
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Position Distance (m) Relative altitude (m) GT AoA [° ] Est AoA [°] Abs Est Error [°]
North Bench 5 0 -26.6 -21.01 5.59
East Bench 20 0 -37 -10.85 26.1
LEAT Bench 50 0 -13.7 -11.16 2.54
Down 70 -8 -12.9 -10.36 2.60
Up Bat1 90 0 -4.4 -11.22 6.82
Templiers1 130 14 12.92 -8.09 21
TABLE 3.1: The estimated Angle of arrivals and the incurred errors
according to the distance from the gateway and the elevations for LoS
Experiments.
Position Distance (m) GT AoA [°] Est AoA [°] Abs Est Error [°]
NLoS 1 20 32,4 8,75 23,7
NLoS 2 42 12,4 -3,28 15,7
NLoS 3 25 3,57 -22,3 25,9
NLoS 4 32 19,5 -21,9 41,4
TABLE 3.2: The estimated Angles of arrival and the errors according
to the distance from the gateway for NLoS Experiments.
Line-of-Sight We evaluate the performance of our system for such a scenario in
the outdoor testbed shown in Fig 3.13. We deploy this testbed on the Sophia Tech
campus, where the line-of-sight conditions are preserved, with buildings, trees, and
cars serving as multipath clusters. To estimate our AoA, we use the same setup and
procedure described earlier with end-devices placed at different distances and ele-
vations. As seen from the Table 3.1, the mean AoA error for Snipe is around 10.7 °.
This performance is comparable to the corridor’s results; known for being plagued
by multipath due to its narrowness. Given that our array is one-dimensional, the dif-
ference in level influences negatively the AoA precision as it renders the broadside
angle (a combination of azimuth and elevation) instead of the azimuth.
Near-line-of-sight and NLoS The goal of this evaluation is to assess the resilience
of the system to partial or total blockage. We define NLoS conditions for our gate-
way where all direct paths to the end-device are obstructed, and then LoS becomes
weaker than reflected signals. For that, we deploy a testbed with a gateway placed
on an elevated vantage point and end-devices in positions where the direct path is
blocked. The elevation in this scenario is negligible compared to the LoS outdoor
testbed. As seen from the Table 3.2, the mean AoA error for Snipe is around 26.7 °.
This performance is worse than those obtained indoors, which can be explained by
the EM characteristics of the blockage.
3.6.2 Coherent Combining
To evaluate the accuracy of the coherent combining system for LoRa, we conduct a
series of experiments in various environments (indoor and outdoor).
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FIGURE 3.14: Outdoor Experiment testbed deployed on Inria campus showing the end-
device locations (blue circles) and the gateway locations (red squares). The testbed is de-
signed to evaluate Snipe in an outdoor environment rich with multipath and in NLoS prop-
agation conditions.
Position Distance (m) Relative altitude (m) Coherent Combining Gain [dB]
North Bench 5 0 5.42
East Bench 20 0 5.41
LEAT Bench 50 0 4.93
Down 70 -8 5.95
Up Bat1 90 0 6.05
Templiers1 130 14 5.16
TABLE 3.3: The power gain using coherent combining according to
the distance from the gateway and the elevations for LoS Experi-
ments.
Coherent Combining in Outdoor Environments
To test the power gain using coherent combining, we have deployed experiments in
an outdoor environment. The goal here is to show we can achieve a better decoding
power by combining signals constructively in conditions where there are rich mul-
tipath conditions. For that purpose, we use the same outdoor line-of-sight testbed
described earlier, see Fig 3.13, where the multipath comprises cars, buildings, and
trees. In Table 3.3, we observe that mean power gain is 5.4 dB, thus making the link
between the end-device and the gateway more robust.
Coherent Combining in Indoor Environments
To test the power gain using coherent combining, we have deployed experiments
in both a corridor and a meeting room environment. We show in Figure 3.15 the
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FIGURE 3.15: Empirical CDF power gain using coherent combining in a meeting room and
corridor.
result of the coherent combining of the signals impinging of the 2-element antenna
array. We observe an average power gain in the meeting room and corridor of 5.81
dB and 5.99 dB respectively, which is a 400% gain compared to the baseline. By
applying the coherent combining, we can enhance the link between the Tx and Rx.
We also observe that we retain roughly the same power gain across environments
and conditions (LoS and NLoS).
3.6.3 Beamforming
The experiments to evaluate the beamforming based on AoA for LoRa were done
in the following manner. We have used two USRP B210s. One as a gateway (beam-
former) and other as end-device (beamformed). Since commercial LoRa devices do
not offer power gain readings, we have been utilizing the USRP B210 as an end-
device to estimate and compare the gain of the beamformed signal with a non-
beamformed one.
Beamforming in Indoor Environments
To test the power gain of our system, we have deployed experiments in both a cor-
ridor and a meeting room environment. Figure 3.16 shows that when using beam-
forming, we have an average power gain of 2.7 dB in the corridor environment and
2 dB in the meeting room, which is roughly a 200% gain compared to the baseline.
The performance difference comes from the partial or total occlusion between the
gateway and the end nodes when experimenting on through-the-wall transmission.
Beamforming in Outdoor Environments
To further characterize the performance of our system in terms of beamforming in a
real campus environment, we conducted a measurement campaign in which, taking
different positions, we computed the SNR value at the receiving side of the end-
device. The experiment was designed to assess the power gain at the end-device
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FIGURE 3.16: Empirical CDF power gain when using beamforming in a meeting room and
corridor.
Position Distance (m) Relative altitude (m) Beamforming Gain [dB]
North Bench 5 0 3.48
East Bench 20 0 2.49
LEAT Bench 50 0 8.87
Down 70 -8 -0.87
Up Bat1 90 0 3.68
Templiers1 130 14 -2.36
TABLE 3.4: The power gain using beamforming according to the dis-
tance from the gateway and the elevations for LoS Experiments.
when applying beamforming at the gateway. We tune the Tx gain at the gateway
and the Rx gains at End-Device to avoid signal clipping.
LoS To estimate the system efficiency in applying spatial filtering, we use the same
outdoor line-of-sight testbed described earlier, see Figure 3.13. As seen in Table 3.4,
the mean power gain for Snipe is around 2.54 dB. This performance is comparable
to the corridor’s results. Given that our array is one-dimensional, the difference in
level influences negatively the AoA accuracy, and thus, the beamforming gain drops
and becomes negative. This limitation can be mitigated by using a 2D antenna array
for both estimating the AoA and performing spatial filtering.
Near-line-of-sight and NLoS The goal here is to show we can get decent beam-
forming performance even under blockage and lack of line-of-sight conditions. For
that purpose, we use the same testbed used earlier for localization, see Figure 3.14,
where the gateway is placed at a vantage point, and either cars, buildings, or foliage
partially or entirely obstruct the end-devices. We have shown earlier that our local-
ization system sustains an additional 10 ° error on average. However, the results of
the experiment, see Table 3.5, shows that even when the AoA is slightly off, we have
large power gains using beamforming with an average of around 6.87 dB.
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Position Distance (m) Estimation AoA Error [°] Beamforming Gain [dB]
NLoS 1 20 23,7 14.6
NLoS 2 42 15,7 4.64
NLoS 3 25 25,9 0.18
NLoS 4 32 41,4 7.97
TABLE 3.5: The power gain using beamforming according to the dis-
tance from the gateway for NLoS Experiments.
3.7 Related Works
Range extension LoRa range extension has been the focus of multiple research
projects trying to increase the decoding capabilities at the gateway level for the
uplink while achieving a low power consumption by end-devices [52, 49]. A sys-
tem with a single antenna gateway that enables collaboration between end-devices
was proposed to overcome the challenges rising in high-density deployment [52].
However, this system requires a dense deployment of end-devices and a synchro-
nization mechanism between them. The authors have extended the latter system in
Charm [49], aiming to enhance the battery life of client devices and the uplink cov-
erage of LPWANs in a sizeable urban deployment. The system is built in such a way
that if the signal is decodable at any individual gateway, then these weak signals
coming from multiple gateways are coherently combined in the cloud. However,
this approach is only suitable for private operators, as it involves costs to maintain
a cloud infrastructure and deploy geographically distributed gateways. In compar-
ison, the Snipe system proposed in this chapter uses multiple antennas on a sin-
gle gateway system to extend the LPWAN range for both the uplink and downlink
transmissions. We combine signals coming from multiple antennas in the uplink
communication, which increases the SNR of the signal and improves the downlink
communication through beamforming[138, 60] based on the target signal’s direction
of arrival.
Localization LoRa geolocation using the signal of opportunity methods has been
studied in the context of TDoA to infer the position of the end-device [53] and [106].
The authors in the first paper [53] propose a LoRaWAN geo-positioning system ca-
pable of exploiting transmitted packets to compute the current position without GPS
or global system for mobile communications (GSM), allowing low-power consump-
tion. The authors use multilateration, which consists in computing the different
TDoAs from the coordinated universal time (UTC) timestamp of the packets re-
ceived by the end-device. This technique requires a fine-grained synchronization of
gateways with a reported mean accuracy around 100 m. The authors in the second
paper[106] quantify the TDoA geolocation performance in a publicly deployed LoRa
network for different scenarios (walking, cycling, and driving). The authors propose
using an additional tracking improvement algorithm to enhance tracking accuracy,
which considers the road map and movement speed with an overall median error of
the TDoA location output was around 200 m, and in 90 percent of the cases, the error
is less than 500 m overall SFs and trajectories. Other authors [67] propose the design
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of an energy-efficient LoRa GPS wristband tracker for dementia patients by leverag-
ing the low energy consumption of the LoRa communication module and the GPS
duty cycling strategy. The trackers use a GPS module to retrieve geolocation from
satellites and a LoRaWAN module to transfer real-time locations back to a central
server. Our work does not rely on synchronization between gateways reducing the
complexity and provides an accurate estimate of the position [125]. Our system is
energy efficient as all we offload the processing for the position estimation to the
gateway, thus avoiding draining the end-device batteries. Our technique requires
only one station, allowing it to be easily deployed in different environments; a flexi-
bility lost when using TDoA receivers, which needs at least two stations to estimate
the position, three for 2D localization. Our localization technique based on AoA uses
low data rates to send to the network server, while TDoA systems require a high
data rate for sending the collected waveforms to a remote server. TDoA systems
are prone to signal de-correlation between receivers imposing costly frequency and
time coherence tracking, which is not the case of AoA based localization. Given that
TDoA is based on signal cross-correlation, a signal with high periodicity could in-
duce erroneous estimations. The time to fix is orders of magnitude more significant
than AoA. Some AoA systems support concurrent geolocation of many frequency
separated signals, which is difficult for TDoA requiring higher data transmission
requirements.
3.8 Conclusions
This chapter presents a novel MIMO-LPWAN system that not only extends the range
between a gateway and an end-device but also enables a precise LoRa end-device lo-
calization system. We have shown that leveraging spatial filtering techniques and
coherent combining across the signal impinging on a linear antenna array it is pos-
sible to increase the decoding capabilities at both the gateway and the end-device.
We show that it is possible to achieve an accurate angle of arrival estimation by
adopting model-based MIMO radar techniques for a signal distributed across time
and frequency (Chirp). Therefore, allowing the estimation of the AoA information
using a MIMO gateway would complement other already deployed ranging tech-
niques for LoRa and thus strengthen the localization. Given that we are dealing
with LoRa, which is a low-cost oriented IoT solution, providing a localization so-
lution that builds upon this limitation is crucial. Therefore, we privilege using the
estimated AoA in two distinct scenarios for LoRa localization:
• Single homing: Trilateration is not possible since a single gateway is used to
serve the deployed end-nodes. By adding ranging capabilities (Time of arrival)
to the AoA information, a single gateway would be able to localize the emitter,
which would require synchronization between the Tx/Rx. Or in a coarser-
grained manner, we could utilize a ranging system based path loss between an
end-node and the gateway. Therefore, the level of the received signal power
at the gateway would be used to approximate the distance; however, this re-
quires prior knowledge of the Tx power, the antenna gain, AGC (automatic
gain control), etc.
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• Multiple-station homing: Multilateration based techniques ( TDoA) are
adopted by the LoRa community. AoA would be complementary to TDoA,
which would create a hybrid AoA/TDOA system. This hybrid approach re-
quires fewer stations than separate AOA or TDOA systems while preserving
optimal area coverage, thus reducing budget requirements. This would mean
computing the hyperbolic line of time difference from TDoA and the azimuth
line from the AoA system, and therefore the position of the target would be
the intersection of these two lines. For this case, we would need at least one
gateway with AoA/TDOA, and all the other ones with TDoA capabilities.
Future work seeks to enhance AoA accuracy by augmenting spatial resolution using
synthetic aperture radar and virtual antenna arrays. With the higher number of an-
tennas, this approach would allow mitigating the multipath effect by decorrelating
the signal of interest from its reflected copies using spatial smoothing techniques on
a broader virtual array. Detailed information on how to reproduce the experiments
is available at https://github.com/naoufal51/MIMO_LoRa.git .
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Chapter 4
Robust Passive Localization Using
Wi-Fi CSI: A Data-Driven
Paradigm
4.1 Introduction
Passive localization technology can track the position of objects without requiring
a specialized instrument on them. It represents a fundamental primitive for many
ubiquitous computing applications. Some use cases include: (i) Mobile healthcare.
The intensity and quantity of motor activities can indicate the healthiness of a per-
son and assess the risk or the recovery from chronic diseases such as stroke and de-
mentia [70, 121]. Therefore, by enabling continuous, non-intrusive passive motion
tracking, the healthcare agents can remotely assess elder people’s health without
hospitalization. (ii) Retail 2.0. By mining the location and sojourn time distribution
of customers in a retail store, the retailer can predict the demands and realize a more
precise inventory control [58]. (iii) Public safety. The real-time estimation of crowd
distribution can enable law enforcement personnel to plan their dispatch. The ability
to locate lives inside buildings can also enable more effective disaster recovery.
In most of these applications, the well-explored camera and computer vision
technologies are not applicable because of occlusion or privacy restrictions, whereas
RF-based passive localization becomes a niche solution. Over the past two decades,
substantial research has been devoted to active RF localization using radio devices
[151]. Passive localization leverages the RF signals reflection off target objects, much
like radar tracking. It has been well established that the spatial resolution of RF sig-
nals is proportional to λdBA [101], i.e., finer resolution can be achieved with shorter
signal wavelength λ, a wider sampling bandwidth B, shorter distance d from trans-
mitter/receiver to the target, and larger antenna aperture A. Practical localization
algorithms manipulate B and A to achieve high precision.
For example, WiVi [5] used an inverse synthetic aperture radar (ISAR) algo-
rithm to create a virtual antenna array, thus increasing A and realizing sub-meter-
level through-wall human tracking. WiTrack [6, 4] used a multi-GHz frequency-
modulated continuous-wave radar (FMCW) radar (with large a B) and multiple an-
tennas (to increase A) to resolve the locations of multiple human subjects.
This work has been carried out under the guidance of Prof. Xinyu Zhang at UC San Diego and
with the help of Yifan Huang and Changhan Ge.






FIGURE 4.1: (a) LoS and (b) NLoS in passive localization.
In this chapter, we propose a challenging task for wireless sensing: Can we
achieve similar spatial resolution as the wideband MIMO radar, by using low-profile
COTS Wi-Fi radios? Unlike radar, COTS Wi-Fi radios operate at a narrower sam-
pling bandwidth (20 MHz) with few antennas. They do not maintain phase coher-
ence across channel samples (i.e., packet transmissions and channel estimations),
which precludes the use of coherent processing techniques like ISAR to increase A.
Essentially, meeting this grand challenge would entail the design of super-resolution
algorithms that circumvent the RF resolution law.
A few systems [149, 107, 108] have started to address the challenge. These sys-
tems use Wi-Fi CSI to extrapolate the geometries of the propagation paths, including
time-of-flight (ToF), AoA, AoD, etc.. They adopt super-resolution parameter esti-
mation algorithms (e.g., MUSIC[124] SAGE[55]) to jointly obtain the path metrics.
However, these closed-form models have to make a fundamental assumption[108]:
A first-order reflection path exists between the transmitter, target, and receiver
(Fig. 4.1(a)), although the path may be attenuated by weak obstacles. Many ob-
stacles (e.g., brick/concrete walls, metal furniture) lead to non-line-of-sight (NLoS)
conditions (Fig. 4.1(b)). Geometries of the resulting high-order reflection paths be-
come highly dependent on the environment, which apparently cannot be resolved
by closed-form models.
In lieu of the fundamental limitations of geometrical models used since the radar
era, we propose to adopt a data-driven paradigm for passive localization, based on
RFLoc[114]—an open-source data infrastructure we create. We use a COTS Wi-Fi
802.11ac radio to collect CSI samples in 4 distinct environments, with a variety of
LoS/NLoS conditions and up to 4 human subjects walking simultaneously. Mean-
while, we use a depth camera sensor to label the target location.The RFLoc dataset
comprises 1.1 million location labels each associated with one CSI matrix.
Despite the stunning growth of deep learning (DL) tools, it is non-trivial to apply
them to passive localization. We propose the following specific challenges.
Challenge 1: Designing DL models for wireless signals. DL architectures are
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essentially designed to efficiently represent the distribution of high-dimensional fea-
tures [62]. Whereas the majority of existing DL applications focus on images com-
prised of a dense array of pixels, wireless signals are intrinsically sparse due to a
few "sensors” (antennas). In addition, rather than modeling the spatial distribu-
tion of pixels, DL based wireless sensing needs to represent the propagation envi-
ronment, i.e., distribution of the complex channel gains which can be affected by
reflector locations, activities, etc. Such distribution may indirectly imprint the ToF,
AoA, AoD metrics used in closed-form geometrical models. Therefore, we have to
tailor classical DL mechanisms for wireless sensing. Examples include new regu-
larization schemes (e.g., task-specific loss function), training optimization (e.g., ad-
versarial training), CSI sequence modeling (e.g., long short-term memory (LSTM) to
model channel correlation), and structured probabilistic models to incorporate do-
main knowledge and more interpretable structures.
Challenge 2: Super-resolution passive localization in true NLoS conditions. To
overcome the LoS limitations of closed-form models, data-driven solutions need to
implicitly capture the geometrical relation between the target’s position and the so-
phisticated high-order reflections (Fig. 4.1(b)). The corresponding DL models have
to work under the Wi-Fi hardware constraints (A and B), while achieving even
higher spatial resolution than first-order geometries[149, 107, 108, 77]. This is chal-
lenging, but feasible, because DL models can incorporate prior knowledge of the fea-
ture distribution (e.g., continuity of reflector surface, diffraction/refraction effects)
by training over massive data.
Challenge 3: Weakly supervised or unsupervised learning for environment-
independent passive localization. Ambient multipath reflections can strongly affect
CSI features associated with a target location. Even in LoS conditions, closed-form
solutions’ performance can deviate by 20%-40% depending on the reflection envi-
ronment [108]. Under NLoS, even for the same target location, the CSI can vary dras-
tically depending on the ambient reflectors’ geometry, orientation, and reflectivity.
Therefore, the passive localization model must be robust across different environ-
ments. Unfortunately, one cannot afford to collect location-labeled CSI samples and
run supervised training for each environment, and even the same environment may
change rapidly because of furniture placement, human activities, etc.. So weakly
supervised training (which requires a minor recalibration), or even unsupervised
adaptation to a new environment, is more preferable. Recent work in Wi-Fi-based
activity sensing [155] adapted transfer learning [62] to ease the labeling overhead.
But they still need non-trivial ground-truth labels (> 500 samples) in each new en-
vironment.
In this work, we address challenges 2 and 3. We propose a DL framework, called
Deep Passive Localization (DPLoc), that uses a deep convolutional neural network
(CNN) to infer locations given CSI inputs, and an unsupervised generative model
to automatically reconcile unlabeled CSI samples in a new environment with those
labeled ones in a benchmark environment. In this way, DPLoc only needs a one-time
CSI collection and location labeling in the benchmark environment, and can automat-
ically adapt to the new environment with zero additional labeling efforts. We have imple-
mented DPLoc and conducted extensive experiments based on the RFLoc dataset.
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The results demonstrate that, compared with a baseline without environment adap-
tation, DPLoc reduces localization error by around 25%, consistently maintaining
sub-meter precision when locating multiple subjects across a variety of LoS/NLoS set-
tings. Under the same NLoS setup, the location error escalates to around 6.7 m when
using state-of-the-art closed-form models [108]. We can summarize the main contri-
butions of this work: (i) We create the RFLoc dataset as an open source campaign
for passive RF localization. This effort will probably help establish standard prac-
tices, and encourage more reproducible research in wireless sensing, just like the
ImageNet challenges [48] did in computer vision. (ii) We address the challenges via
a novel DL framework, and validate its effectiveness through comprehensive exper-
iments.
4.2 Related Work
Passive localization technology roots in the vast literature of radar tracking, but
mostly targets indoor and civilian use cases. Early work, such as WiVi [5], focused
on through-wall tracking. The main challenges involve removing wall-induced clut-
tering effects through static signal cancellation and improving tracking precision us-
ing ISAR. WiTrack further enables multi-people tracking [6, 4] using a wideband
(multi-GHz) multi-antenna FMCW radar with high spatial and temporal resolution.
WiDeo [77] uses a full-duplex radio to cancel the direct LoS signals, rendering the
target reflections more prominent. These systems all require specialized wireless
transceivers, such as radar or software-radio, to evade the limitations of commodity
communication-oriented packet radio devices such as Wi-Fi.
COTS Wi-Fi devices have limited sampling bandwidth (and hence ToF or range
resolution). However, recent work has shown that, by combining angular estimation
from multiple antennas, and Doppler frequency estimation across multiple subcar-
riers, it is possible to achieve "super-resolution", in both spatial and temporal do-
mains. For example, mDTrack and Widar [149, 107, 108] cast the problem as a multi-
dimension joint parameter estimation and used the SAGE algorithm to estimate ToF
and AoA simultaneously. The target location can then be computed as a point in the
2D space that satisfies both parameter constraints. Unlike radar [4], these systems
can only track a single subject.
All the above approaches are contingent on the LoS setup. Although some exper-
iments involve blockage effects [5], the obstacle is typically a drywall that attenuates
(by a few dB at most) but never eliminates the LoS path. Alternative models, such
as radio tomography [143, 147], suffer from the same limitation and often require a
much denser deployment of radio devices. Fingerprinting based approaches [148,
127] do not rely on such geometries, and can implicitly account for the impacts of
high-order reflections that detour NLoS.
But such approaches face a severe difficulty in multi-subject tracking since the
fingerprinting load increases exponentially with the number of location spots. Fin-
gerprinting has to be re-initiated upon minor environment changes.
Machine learning models have been adopted recently for RF localization. For
example, deep learning algorithms can automatically extract robust features from
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CSI fingerprints [145, 144] for locating active radios. RFPose [160] localizes promi-
nent limb joints of the human body by using vision labels to train RF signals. Al-
though RFPose achieves remarkable precision, it still relies on a specialized wide-
band MIMO radar and assumes a LoS signal path (possibly attenuated by obstacles)
exists.
Parallel to RF localization, image-based target tracking has been well studied in
the past decades. Approaches include 2D-to-3D matching [119], CNN-based object
localization [119] based on a massive ImageNet dataset [48], etc. In contrast, RF
signals are intrinsically sparse and ill-shaped because of sophisticated multipath re-
flections. Some deep learning mechanisms we adopt in this chapter (e.g., CNN) are
well known in image, speech, and natural language processing. However, to our
knowledge, we are the first to design a generative model to reconcile the heteroge-
neous NLoS reflection effects, making a single passive tracking model work across
different environment without additional labeling.
4.3 The RFLoc Dataset
It is critical to have a large CSI dataset with location labels to enable deep learning-
based passive tracking models. However, collecting fine-grained position labels
comes with scaling and accuracy challenges. Using manual labeling would be too
tedious or nearly impossible to achieve with limited guarantees on the label’s qual-
ity.
To overcome these constraints, we implement a system to automatically collect
labeled CSI data.
Automatic dataset generation. Our CSI data are collected using a COTS Wi-Fi
device, equipped with the 4 × 4 802.11ac Wave 2 wireless chipset QT3840BC [40]
from Quantenna. Quantenna provided us a development version of the device,
along with APIs to access the physical (PHY) layer information. Unlike the Intel
5300 or Atheros ath9k devices widely used for localization research [149, 107, 108],
the Quantenna radio provides CSI for all the 48 data subcarriers on each 20 MHz
Wi-Fi band, and across all 4 antennas (hence 192 CSI values per sample).
To autogenerate fine-grained location labels, we use the depth sensor of Kinect
v2 [159], with Brekel Pro Body v2 [39]–a motion capture software driver that logs an
accurate skeleton representation of each human subject. Typically, the skeleton con-
sists of 62 body joints; each mapped to a 3-D Cartesian coordinate system. In RFLoc,
we only extract the hip coordinates as location labels (which would correspond to
the center of mass of the human body). To synchronize the data collection, we send
a triggering signal in parallel from a local server to start the CSI and position mea-
surement.
Although the optical-based system can generate highly accurate location labels,
we had to take a few additional steps to preserve the quality of our ground-truth
position labels: (i) We collect data in the evenings as the depth sensor performs
poorly under sunlight interference. (ii) The subjects need to wear light color clothes;
Otherwise, the motion capture system cannot create the skeleton frames.
(iii) In the multi-subject scenario, we have to avoid inter-subject crossing; Oth-
erwise, the occlusion effect will fail the depth perception. However, note that one
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Depth SensorRGB Camera
FIGURE 4.2: The DPLoc dataset is built using Quantenna Wi-Fi radio
for CSI collection and the Kinect v2 for location labeling which pro-
vides both depth maps and hip coordinate as location label for each
CSI sample.
subject may still block the other from the perspective of the radio devices placed
at different locations and possess a different field-of-view than the Kinect sensor.
(iv)Brekel performs random ID allocation and has difficulties in maintaining the
skeleton data integrity across sessions. During the pre-processing of skeleton data,
we identify the initial position of each skeleton and apply an id reassignment.
Data format and diversity. Our dataset spans four propagation environments
(yoga room, corridors, meeting room, and outdoor space) with a mix of LoS and
NLoS conditions and up to four human subjects moving simultaneously. Fig. 4.3
illustrates the corresponding floor plans and setup for data collection. To create the
NLoS, we use a large metal board to block the LoS path between the target and the
Tx/Rx (Fig. 4.6). Both the Tx and Rx radios are co-planar, with the Rx located close
to the Kinect sensor. We fix the Tx-Rx distance in all environments. We maintain
the same Cartesian coordinate system with the xy-plane parallel to the ground, the
receiver position is our origin (0,0), and the transmitter position is (0,5.4).
For each CSI sample, we log the target position, and a depth map of the experi-
mental scene, which may be instrumental for vision-assisted deep learning models
for RF sensing [160]. For each environment, we also log a set of baseline samples in
the absence of human subjects. Our RFLoc dataset comprises approximately 1.1 mil-
lion location labels and CSI samples. Table 4.1 summarizes the structure of our dataset.
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(A) Yoga room
42 162 462 540
(B) Corridor






Access Point Station Kinect V2 Walking Region Metal	Board Concrete Wall
FIGURE 4.3: Floor plans of experiment environments.
4.4 Data-Driven Passive Localization in NLoS and Heteroge-
neous Environments
Our DPLoc framework consists of two distinct modules. The position inference module
produces a position estimation given a phase matrix extrapolated from a CSI sam-
ple. It comprises a deep neural network, trained on a single benchmark environ-
ment with location labels. The environment adaptation module runs an unsupervised
generalization network. It takes CSI samples in a new (unseen) environment and
processes the samples to remove environment heterogeneity. Its output is fed into
the inference module to obtain a location estimation.
4.4.1 Position Inference module
CSI phase sanitization. As in geometrical model-based approaches[107, 108, 149],
DPLoc exploits the phase components from CSI as input. In general, the CSI in a
multipath environment can be expressed by a channel transfer function:




ρnejφn e−j2π f τn (4.1)
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Environment Obstacles
LoS NLoS
# of People # of Sample # of People # of Sample
Yoga Room No
1 72720 1 ——
2 90540 2 54300
3 —— 3 72600
4 —— 4 36460
Yes-1 2 54600 2 144800
Yes-2
1 18130 1 18130
2 36260 2 72340
3 18130 3 18130
Corridor
No
1 118170 1 ——
2 36240 2 36240
3 —— 3 36220
Meeting Room Yes
2 36220 2 36360
3 —— 3 36260
Outdoor No 2 36180 2 72440
Total number of sample 1,115,210
Total Video Time 9.38h
TABLE 4.1: Structure of the RFLoc dataset.
Conv1-2 Conv3-4 Conv5-6 Conv7-8 Conv9-10 Conv11 Conv12
Num Filters 64 128 128 256 256 4096 1024
Filter Size 3×3 3×3 3×3 3×3 3×3 3×3 3×3
Context 12×4 12×4 6×2 6×2 3×1 3×1 3×1
Conv13 Conv14 ConvBlock1-2 Conv15-16 Conv17-18 Conv19-20 Conv21-22
Num Filters 1024 1024 1024 1024 1024 1024 3
Filter Size 3×3 3×3 3×3 3×3 3×3 3×3 1×1
Context 3×1 3×1 8×6 8×6 8×6 4×3 1×1
TABLE 4.2: Convolutional layers used in our location inference
model.
where τn denotes the delay of the n-th path, f the frequency, and ρnejφn the complex
gain of each propagation path. Thus, the target can be characterized as a multi-path
cluster with a complex gain. In MIMO-OFDM WiFi, a separate H( f ) exists for each
Tx-Rx antenna pair and each subcarrier.
As the phase data changes in time, our training data will suffer from offsets. To
mitigate this problem, we use the relative phase data between antenna elements for
our model as the inter-element spacing is fixed.
Specifically, for subcarrier k:
ωij(k) = ∠(Hi(k)H∗j (k)) (4.2)
In addition, each RF chain on the MIMO radio may have a different constant ψ
value added to the measured phase. So, the measured CSI on RF chain i is:




ρnejφn e−j2π f τn)ejψi (4.3)
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Fortunately, the phase offset remains stable [107] for a wireless card till the next
re-calibration or reset. Therefore, we use a calibration signal to estimate this offset
and subtract it from our relative phase data, in a similar way as [150].
Network architecture design choices and optimization. Fig. 4.4 illustrates the
architecture of the position inference module. The input is a 192× 16 matrix, repre-
senting the sanitized phase values of the 4× 4 MIMO channels for each of the 192
subcarriers as we use CSI on 80MHz bandwidth. The input is further split into 16
parts in both the frequency (subcarrier index) and space (antenna index) dimensions,
where each split is a 24× 8 matrix (Fig. 4.4). Using smaller dimension inputs reduces
the number of trainable filters in the deep neural network and hence the training
time (Sec. 4.5). We feed each 24× 8 matrix through convolutional neural blocks with
residual connections. Each convolutional layer comprises learnable filters, so the
result is a matrix of filter responses to the sanitized relative phase information.
Closed-form models [149, 107, 108] often extrapolate the relation between target
location and relative phase. Here we expect the deep network to do so automat-
ically through supervised training. Intuitively, using a large number of convolu-
tional layers to learn more complex features would yield a better estimation preci-
sion. However, this comes with the vanishing gradient problem, where the gradient
value becomes too small to update the filter weights. Therefore, we adopt the resid-
ual connections [71], which reduces the information loss through the convolutional
layers. Our convolutional residual blocks apply multiple convolution operations on
their input while preserving their original dimension. Then the blocks’ inputs are
added to the outputs of the subsequent convolutions (the ⊕ in Fig. 4.4).
As the network goes deep, the number of convolution operations snowballs,
which challenges trainability. To mitigate this problem, we adopt depth-wise sepa-
rable convolution layers [43], which reduces the convolution operations and training
time, while maintaining accuracy. To stabilize the training process of the inference
network, we use batch normalization [74] in the residual blocks to provide a more
stable gradient decent during the back-propagation operation and allowing a bet-
ter convergence of the network. Our residual design uses 3× 3 stride-2 depth-wise
separable convolution layers with ReLU activation [100] and a batch normalization
layer (Fig. 4.4).
After processing each matrix, we recover a single stream provided to the subse-
quent layers using a concatenation layer along the matrices’ third dimension. The
output of this fusion operation is first processed through 4 residual blocks to learn
more complex features. The result is then propagated in two branches (Branch1 and
Branch 2 in Fig. 4.4). Each branch is composed of two convolutional residual blocks.
The first block applies the residual attention method [142] to help identify the critical
features in the input. This method relies on skip connection with multiple convolu-
tional layers. As for the second block, it has the same architecture as the described
residual blocks. To shape our output to the dimension of the location label, we use
two stride-2 convolutional layers with ReLU activations. Finally, as our position es-
timation system deals with a regression problem on unbounded continuous values,
the last layer uses a linear activation. We summarize the output dimension of each
convolution layer in Table 4.2.
Loss function for training the position inference network. To train the position



























FIGURE 4.5: Network design for environment adaptation.
inference module, we adopt a loss function that aims to minimize the Euclidean










(pi − p̂i)2 (4.4)
where pi and p̂i are the ground-truth and the estimated location coordinates, respec-
tively; while n represents the number of dimensions. To accommodate the multi-
subject scenarios and to minimize the impact of missing/corrupted labels (due to
occasional Kinect sensor failure), we apply a binary mask function M(n) that rejects
imperfect labels. The label matrix used by our loss function is sparse with a dimen-
sion corresponding to the maximum number of subjects supported by the model.
Thus, the mask’s role is to exclude missing position labels in the model’s calcula-
tion. Otherwise, the training process would diverge.
4.4.2 Environment Adaptation Module
To ensure DPLoc’s model applies to a new environment with zero additional posi-
tion label collection, we design an unsupervised generative model.
Each environment (also called a domain) can be characterized by the many-
dimension distribution of CSI, conditioned on the distribution of target locations.
Our generative model allows the joint correspondence between distributions of the
original (source) and new (target) environments.
Let csiA ∼ p?(csiA) and csiB ∼ q?(csiB), where p?(csiA) and q?(csiB) are the
empirical distributions of source domain A and target domain B, respectively. Our
goal is essentially to convert a sample from the domain A into a sample that matches
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the distribution of domain B, and vice versa:
˜csiB = GenΘ(csiA), csiA ∼ p?(csiA) (4.5)
˜csiA = GenΨ(csiB), csiB ∼ q?(csiB) (4.6)
In this way, whenever a CSI sample is collected in the new environment, we can
use the generative model to map it to the original environment and use the pre-
trained inference model (Sec. 4.4.1) to predict a subject’s location.
As illustrated in Fig. 4.5, our generative model extends the GAN [63][161]. The
traditional GAN model contains a generator and a discriminator. The generator net-
work relies on the feedback of the discriminator network, which has access to both
the ground-truth samples and the "fake" samples created by the generator. We can
consider the discriminator as a learned loss function, that outputs D(real) = 1 when
the sample is from the real dataset and D(G( f ake)) = 0 otherwise. We train the
generator to produce new samples that are good enough to be classified as genuine
by the discriminator, whereas the discriminator aims to maximize its discrimination
accuracy. Our design comprises two GANs, for the source and target domain, re-
spectively. The generator in GAN uses its CSI input to produce CSI samples realistic
enough to be mapped to the target environment, while the discriminator is in charge
of detecting fake CSI samples from real ones. The overall process for producing the
training samples follows:
˜csiB = GB(EA(csiA)) (4.7)
where EA(·) is a neural network encoder that produces feature maps from CSI data
for a generator G. The superscript A indicates the domain it operates on. While
GANs are often used for image-to-image translation,they are hard to optimize and
usually suffer from instability.
Empirically the discriminator is usually easier to converge, thus often overpow-
ering the generator, which leads to unsatisfactory samples.
To mitigate this problem,[29] proposed to use the Wasserstein distance. Given
this distance is hard to optimize, the authors use the Kantorovich-Rubinstein duality






Intuitively, this metric represents the distance between the distribution of our CSI
data Preal and the distribution of the generated samples PGen. Instead of generating
a Boolean decision, the discriminator in Wasserstein GAN gives a score ranging be-
tween -1 and 1, which is seen as how real or fake the input samples are. By using
this loss function, there is a 1-Lipshitz condition on the discriminator D:
|D(x1)− D(x2)| ≤ |x1 − x2| for all x1, x2 ∈ R. (4.9)
The derivative of the discriminator function is bounded. This 1-Lipshitz conti-
nuity condition was at first fulfilled by clipping weights to a fixed range.
wclipped = clip(w,−c, c) (4.10)
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However, this method suffers from vanishing gradient when the clipping value
is small, and it increases the training time when the value is large [140]. Because
of this problem, we adopt the Wasserstein GAN with a regularization term called
gradient penalty [65], used for constraining the gradient to respect the 1-Lipshitz








∥∥∇ ˆcsiD( ˆcsi)∥∥2 − 1)2] (4.11)
where the first two terms correspond to the Wasserstein loss; the last term is related
to the gradient penalty where ˆcsi = ρcsi + (1− ρ ) ˜csi with ρ is uniformly distributed
on [0,1]. We apply the gradient penalty to samples produced by a combination be-
tween the distribution of the real data and the one produced by the generator.
Reconstruction consistency between different environments. Ideally, we want
the generative process to produce a one-to-one mapping between the two domains,
i.e., the original input can also be recovered from its converted version. However,
with the adversarial loss function alone, the generator may produce a CSI in the tar-
get domain even given a random CSI input. Inspired by the image-to-image trans-






The previous loss function conserves the one to one mapping between a CSI
sample and its reconstructed version after domain translation. But we also need to
preserve the identity mapping between the input sample and the output of its corre-
sponding generator without domain translation. Otherwise, the translated samples
would not be completely consistent with the target domain [134, 161]. Therefore,






Retraining the position inference model.
After mapping the samples from the original environment to the target environ-
ment, we retrain the position inference model against these generated samples to
learn the characteristics of the target domain. This process could be likened to a data
augmentation process that improves the generalization capability of the network
and reduces the estimation error when making predictions on new samples from
unseen environments. This requires that the generated samples used for retraining
should conserve the position information of the original CSI samples. As we have
access to the labels from the original domain, we feed the generated CSI samples
to our pre-trained model to produce position estimations further used in our loss
function:
Lpc = λ3Linference( ˜csi
B
) (4.14)
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Algorithm 2 Training algorithm for environment adaptation.
1: for k training steps do
2: for t = 1, .., nDisc do
3: Process data csiA and csiB
4: Update DA with ∇DA [LDA(DA, (EB, GA))]
5: Update DB with ∇DB [LDB(DB, (EA, GB))]
6: end for
7: Process data csiA and csiB
8: Update G with ∇G[Lglobal(EA, EB, GA, GB)]
9: Update Posest with ∇Posest [Lposition(EA, GB)]
10: end for
where λ3 is a weighting parameter that sets the importance of the regularization and
Linference is the Euclidean loss function described in Sec. 4.4.1.
In sum, after the training process, our complete model will concatenate a gen-
erator used to produce new CSI samples in the original domain and the retrained




EA ,EB ,GA ,GB
Lpc(EA, GB) + λ4LGAN(EA, GB, DB)
+ λ4LGAN(EB, GA, DA) + λ5Lae(EA, GA) + λ5Lae(EB, GB)
+ λ6Lcc(EA, GB, EB, GA) + λ6Lcc(EB, GA, EA, GB)
where the weighting parameters represent the importance of each regularizer
(Sec. 4.4.3).
Network architecture design and optimization. Within the environment adap-
tation module, we use convolutional layers with no fully connected layers, which
has proven to stabilize the training procedure [109]. As illustrated in Fig. 4.5, the en-
coder part uses convolutional blocks to compress the CSI input into a latent space,
and the generator uses transposed convolutional blocks to recover the input. The
transposed convolutional layers can upsample input to the desired dimension, [50].
We adopt five 5× 5 2D convolution layers at the encoder level, and five of their 5× 5
transposed counterparts at the generator level, with a ReLU activation and a batch
normalization layer interleaved between every two convolutional layers.
The discriminator architecture is based on five 4× 4 stride-2 convolutional blocks
with an increased number of filters, ReLU activations for the first and intermediate
layers and a tanh activation for the final layer. The final activation, which outputs
values within [−1, 1], is used with the Wasserstein loss function. As we are using
gradient penalty, we avoid batch normalization layers in our discriminator design
as it was shown to create a correlation between the samples of a batch and thus
hindering the effectiveness of the regularization process [65].
4.4.3 Implementation and End-to-End Training
We implement our deep neural networks using Keras 2.2.4 with a TensorFlow 1.12.0
back-end. For training and testing, we use the Google Cloud Platform instances with
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FIGURE 4.6: NLoS





NVIDIA Tesla K80 GPUs (12GB of video memory each) and Intel Broadwell proces-
sors. We first pre-train the inference network using a batch size of 64 samples and
train with Adam optimizer [80] with a learning rate of 1e−4 which is reduced after
every epoch, and momentums of 0.90 and 0.99. As for the environment adaptation
network, we reduce the learning rate for the pre-trained model to 5e−5, and set the
learning rate to 1e−4 for the generators and discriminators with a batch size of 30.
The training process of the discriminator is slow [65]. Thus, during each training
iteration on a group of CSI data, the discriminator is trained for nDisc = 5 iterations
followed by a single generator and inference model training (see Alg 2). To avoid
over-fitting; We chose a weight decay strategy in the form of an L2 regularization
with a rate of 0.01 in the inference module.
The weighting hyper-parameters are empirically set to: λ = 10, λ3 = 0.1, λ4 = 1,
λ5 = 1 and λ6 = 10.
4.5 DPLoc Evaluation
In this section, we validate the efficacy of DPLoc. By default, we use the 2-subject
scenarios in the RFLoc dataset.
4.5.1 Effectiveness of the Inference Module
Input splitting strategy. We used two criteria to test the advantages of our input
design: the estimation accuracy and the training time. We have tested multiple
splitting configurations, which spans from using the raw 192 × 16 relative phase
matrix to the 24× 8 matrix produced by splitting the input space dimension by 2
and the frequency dimension by 8. From the results (Table 4.3), we observe our in-
put splitting strategy provides a relative gain in position accuracy compared to other
configurations. The advantage of this approach is clearer when it comes to training
time optimization, which is reduced by almost 36%. Note that the batch time means
the training time for each batch of samples.
Position estimation accuracy with the inference module alone. To test DPLoc’s
position estimation capabilities, we have trained its inference network on LoS CSI
data inside the empty yoga room. Table 4.4 summarizes the mean error, and Fig 4.8
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FIGURE 4.8: Location error CDF when changing the layout in the
same environment (yoga room).
Splitting
Strategy No split Freq/2 Freq/4 Freq/8 Spatial/2 Freq/8 & Spatial/2
Position (cm) 20.01 20.42 20.33 19.99 19.74 19.29
TABLE 4.3: Split and estimation error on same validation set.















FIGURE 4.9: Location error CDF when using adaptation in a different
LoS environments.
plots the CDF across all test samples. The average location error is only 19.05 cm,
and 90th percentile 21.93 cm, when the testing data are generated in the same envi-
ronment as the training data.
We then change the testing environment, by placing metallic cabinets and blocks
of stacked chairs with metallic frames around the radios, while maintaining the LoS
path towards the target. The resulting average error increases to 49.62 cm. Finally,
we change the propagation environment by blocking the LoS path between the tar-
get and both the Tx and Rx radios. As expected, we see a sharp decrease in the
estimation accuracy, with an average error around 96.40 cm. These results verify
that data-driven passive localization is highly sensitive to the environment.
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Domain
w/o Env. Mitigation w/ Env. Mitigation
Mean (cm) 90th pctl (cm) Mean (cm) 90th pctl (cm)
Outdoor 83.77 92.31 68.79 75.43
Yoga room 96.56 103.34 77.42 85.65
Corridor 87.42 95.61 69.57 77.39
Meeting room 83.25 89.73 71.50 78.10
TABLE 4.4: Estimation error in different environments in NLoS.
Network Batch Time (ms) Total (h)
No split 21 8.11
Freq/8 and Spatial/2 13 5.23
TABLE 4.5: Training time delay with different splitting methods.













FIGURE 4.10: Estimation error with and without retraining on gener-
ated corridor data.
4.5.2 Effectiveness of Environment Adaptation
We repeat the yoga room experiments by enabling the environment adaptation mod-
ule. The results (Fig. 4.12) demonstrate that our generative model can reduce the
mean localization error by 19% (from 96 cm to 78 cm), when the training and testing
data are produced in the same environment, but with LoS and NLoS setup, respec-
tively. We further run experiments across different environments, starting with an
LoS setup. All the environments reuse the same LoS training data in the yoga room.
Fig. 4.9 plots the CDF of localization errors. We observe that the environment adap-
tation module can reduce the LoS mean localization error from 84 cm to 70 cm, and
Domain Mean (cm) 90th pctl (cm)
LoS Empty room 19.05 21.93
LoS w/ Obst 49.62 67.15
NLoS 96.40 103.34
TABLE 4.6: Estimation error when changing the layout in the same
general environment (yoga room).
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Corr. Inf w/o Gen.
Meet. Inf. w/o Gen.
Out. Inf. w/o Gen.
Yoga Inf. w/o Gen.
Meet. Inf. w/ Gen.
Corr. Inf. w/ Gen.
Out. Inf. w/ Gen.
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FIGURE 4.11: Location error CDF using the retrained inference w/
and w/o adaptation generator.











FIGURE 4.12: Location error CDF when enabling the environment
adaptation module.
from 89 cm to 69 cm, for the corridor and meeting room, respectively. We then repeat
the above experiment but with LoS blocked, and include the outdoor setup. Fig. 4.12
shows that, when the environment adaptation is added atop the position inference
module, it reduces the mean error by 28%, 20.4%, 23.5%, for the outdoor, corridor,
and meeting room, respectively. These experiments verify the significance of our
generative model in dealing with the heterogeneous multipath environment.
We have also conducted experiments on the Widar 2.0, which builds on geomet-
rical models and has an open-source implementation [108]. Fig. 4.13 plots the CDF of
location errors within the yoga room environment (Fig. 4.8). We see that the average
error in LoS is 1.8 m, slightly larger than [108], likely because of more abundant mul-
tipath reflections in our setup. Remarkably, under NLoS, the mean error escalates
to 6.7 m, which verifies the failure of the closed-form models in NLoS (Sec. 4.1). In
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contrast, DPLoc maintains a small error of 0.77 m under the same setup (Table. 4.4).
Effect of inference model retraining on localization error.
Furthermore, we were able to reduce even more the localization error by roughly
4 cm compared to a strategy without retraining our inference model and using the
generative model, see Fig. 4.10. For instance, the mean error without the retraining
strategy is 73.07 cm in the corridor environment, while retraining reduces it to 69.55
cm. We tested our inference system after retraining without using the domain adap-
tation generator (Fig. 4.11). We observe that our inference model can achieve better
performance after retraining, even without using the adaptation module, which is
explained by the data augmentation procedure based on the generated samples us-
ing our domain adaptation method.













FIGURE 4.13: Location error of Widar 2.0.
4.6 Conclusion
Through this work, we have established RFLoc, a large labeled dataset for Wi-Fi CSI-
based passive localization. This dataset was designed with accurate labels collected
through a computer-vision-based motion capture system. We further identify the
advantages and fundamental challenges in deep learning-based passive localization.
In addition, we design a generative model to address the NLoS and environment-
dependency issues. The Dploc model exploits state-of-the-art generative adversarial
networks to ensure an unsupervised migration of a localization model to new un-
seen propagation environments. By adopting such approach, we were able to reduce
the localization error by 20 % in average. We plan on expanding this work to achieve
super-resolution on new environments with limited measured data. We expect that








Reproducibility is a crucial aspect of establishing a trustful scientific contribution.
Its importance does not lie in proving the correctness of published results but the
ability to retrace all the steps carried during a research project. When Faced with
sophisticated methodologies and complex data analysis, reproducibility ensures a
coherent and transparent recount of information for explaining the reported claims.
Given its importance, one could think reproducibility is one of the main aspects of
a researcher’s work. Most scientific communities still consider reproducibility as
a marginal activity optionally carried and upon explicit demand of conferences or
journal editors. This situation has led to a so-called reproducibility crisis. According
to a survey carried by Nature [1], 70% of researchers could not reproduce experi-
ments from other peers, and 50% failed at repeating their experiments. This survey
establishes the severity of the current state and the need for more efforts towards
reproducibility. ACM has exerted more effort to spread awareness about the im-
portance of reproducibility as an integral part of a researcher’s occupations. While
ACM issued a policy defining a specific terminology to ensure the homogeneity of
the review process, it proposed no additional guidelines.
Along with technical challenges, we consider sociological issues as prominent
circumstances hindering reproducibility. Most factors related to scientific research
irreproducibility (selective reporting, the pressure to publish) stem from these is-
sues. In this work, we will try to address aspects related to each challenge regarding
networking and wireless networking communities. The rest of this chapter is: In
Section 5.2, we identify the main problems related to reproducibility and identify
the reasons and factors behind the current state. Later on, in Section 5.3, we present
the results of a survey on the state of reproducibility in the community to draw a
more accurate diagnostic. In Section 5.4, we offer two approaches to tackling the re-
producibility problem from our experience in reproducing wireless networking and
sensing projects. In Section 5.5, we discuss procedures and guidelines for improving
reproducibility in the community from our experience and through our interactions
with members of the ACM community in workshops and other talks. We conclude
by drawing our perspective on reproducibility in the wireless experimentation do-
main.
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5.2 Why is Reproducibility is so hard to achieve?
Introducing reproducibility in the community as an indispensable part of an inves-
tigator’s workflow requires considering the peculiarities of the scientific community
and its inherent technical challenges. Members of the ACM community have orga-
nized a reproducibility workshop during SIGCOMM 2017 to identify the pitfalls and
propose recommendations to enhance reproducibility under the prevailing circum-
stance [120].
Author incentives In our community, reproducibility is still frowned upon and
has little to no influence on scientific recognition. Given this state of mind, it is a
costly time-wasting activity that slows down original scientific contributions. Even
in the absence of intellectual property restrictions and privacy issues, providing a
reproducible contribution solicits an added effort including more resources (human
operator, material) to repeat the experiments and rigorous maintenance of the doc-
umentation consistency. However, these added organizational efforts are benefi-
cial. By ensuring the experiment reproducibility, authors can reuse the developed
tools and artifacts and maintain a convenient archive that outlives the project’s life-
cycle. It could quicken project development by avoiding the time-consuming re-
implementation of pre-existing tools.
Reviewer incentives While the ACM reproducibility initiative provides authors
with reproducible projects a seal of approval and thus more credibility, reviewers
have little to gain. Reviewing reproducibility is a difficult task; It involves a deep
understanding of the internal functioning of the provided artifacts and checking
their sanity and consistency. It involves time-consuming investigative work such as
setting up custom environments, launching code, or accessing datasets. To conduct
a fair and trustworthy review, the reviewer has to be keen on diving in projects with
aspects involving diverse expertise. A reviewer with an adequate skill set is rare.
So other than the sense of duty, there is rarely any incentive for her to delve in such
endeavors.
Technical limitations and Artifacts Availability Artifact dissemination and its
technical ramifications impose adopting a new review process. Depending on the re-
viewed project, artifacts could be subject to restrictions, which would complicate the
reviewing process. Sometimes, the reviewer must sign a non-disclosure agreement
to review confidential artifacts. Also, the current review process cannot guarantee
anonymity, and reviewers may reuse artifacts to their discretion.
Ensuring the perenniality of artifacts is crucial to maintain reproducibility. The het-
erogeneity of the artifacts (hardware, software, hybrid) proposed by the community
surfaces new types of challenges. Given these circumstances, the usefulness of an
imposed unified platform such as IEEE Code Ocean [32] to run the author submit-
ted code is doubtful. Usually, artifact description and documentation are vague,
too broad, or superficial. This situation could be fatal when the used material or
resources are not available anymore, and therefore finding alternatives becomes un-
likely.
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5.3 Survey of Reproducibility in the Community
Investigating the factors behind the lack of reproducibility calls for surveying the
current state of the produced research artifacts [56] *. This survey has a critical aim
to sound out the likeliness of reproducibility, given the current practices and the
nature of the provided artifacts.
5.3.1 Method
We conducted the study among participants from four leading ACM SIGCOMM
conferences, including venues with broad topics (SIGCOMM, CoNEXT), and more
domain-specific venues (IMC and ICN). CoNEXT is a conference on novel and
emerging networking technologies; ICN is a conference on Information-Centric Net-
working; IMC is a conference on Internet measurement and analysis, and SIG-
COMM is a major generalist conference in communications and computer networks.
Questionnaire We designed an informal questionnaire (Google form) forwarded
by the conference chairs to the authors of the accepted papers. We sectioned the
questions into three groups. The first group aims to collect the metadata (paper title,
conference name, and author email). Then, we provide an open-ended question
to allow the authors to explain their artifacts in their own words, where we asked
the authors to provide a brief but precise and complete description of their tools
and data. We also asked the participants to provide a URL to access these artifacts.
Responders provided a link to their artifacts with a more comprehensive description
than the one in the paper. Among all responses, three papers were not listing any
link to their artifacts in the paper itself. The last section is a self-assessment provided
by the authors in a scaled closed-ended question about the reproducibility ease of
their publication with a scale from 1 ("easy – an undergraduate can do that") to 10
("hard – only I can do that").
Recruiting Participants To solicit participation in the survey, we asked the chairs
of the technical program committees to contact all authors of accepted papers after
the conferences. Some authors did not receive the email if they disabled the notifica-
tions in the conference submission system. However, at least one author per paper
was reachable, and we removed duplicate submissions. We increased the number
of survey participants of ACM ICN by sending a reminder. After we collected the
provided data, we analyzed the artifact descriptions and the actual artifacts in more
detail. Those authors who replied provided at least the same information in their
published paper.
The form and all the data we collected are available online [129].
5.3.2 Results
Out of the 137 potential respondents, 49 researchers (35.8%) took part in the survey.
The response rate was diverse among the conferences. Most of the ICN authors
*Artifact as defined by ACM is a digital object either created by the authors to be used as part of
the study or generated by the experiment itself".











CoNEXT 40 8 20
ICN 19 12 63
IMC 42 17 40
SIGCOMM 36 12 33
Total 137 49 35.8
TABLE 5.1: Summary of artifact survey, compared to the overall num-
ber of published papers per conference.
(63%) were responsive, followed by IMC (40%) and SIGCOMM (33%). Only 20% of
the CoNEXT authors participated in the survey; see Table 5.1.
Given the surveyed conferences’ diversity, we identified three main cate-
gories —Architectural, Measurements, Miscellaneous—from the 49 collected responses.
Among the surveyed papers, 22 were aiming at providing a new network algorithm,
protocol, or architecture [45, 72, 35, 78, 41, 42, 85, 87, 84, 118, 153, 68, 31, 82, 79, 97, 51,
30, 88, 28, 66, 162]. The scientific work described in 19 papers is focused on measur-
ing an already installed system as measurements [139, 94, 90, 75, 154, 157, 96, 46, 99,
86, 131, 61, 146, 141, 57, 117, 111, 130, 81]. 8 papers are classified as miscellaneous,
which do not fit in the other topics, optical networks or security [133, 95, 152, 158,
59, 26, 37, 27].
Then from the open-ended questions intended for artifact description,
we propose an artifact classification —Tools, Hardware, Simulation, Dataset,
Testbed—according to their nature. The surveyed artifacts are based on custom-
made software (Tools), depend on specialized hardware (Hardware) , relies on numer-
ical evaluation, simulation, or emulation (Simulation), based on an external dataset
(Dataset) or uses a testbed or a specific infrastructure (Testbed). For each type of ar-
tifact, we identified three options. Either the artifact is new (i.e., researchers had to
build the artifact on their own) or is built upon existing material. When at least two
papers have used existing material, we highlight the artifact by naming it in the ta-
ble. If only one paper uses a specific existing material, we summarize those artifacts
by Other. We count an artifact in the table only if it is provided (by some sort) to
the community. The only exceptions are private testbeds, which have been used by
users but that cannot be shared.
Table 5.2 shows the number of papers for each research topic and the applied
method. Significant differences are visible among the fields. For architectural pa-
pers, researchers use existing tools or change the operating system. However, re-
searchers in the measurement domain created their tools (automation scripts). A
trade-off is followed by the ICN community, which extends libraries and well-
established tools or creates new tools from scratch.
The conference’s scope and themes influence the artifacts provided by the au-
thors. From the survey, we have identified these tendencies:
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Arch. Measurements Misc.
Tools
New 8 11 6
NDN [156] 3 – –
CCN-Lite [122] 2 – –
Linux/RIOT [33] 6 – –
Other 8 4 2
Hardware
New – – 1
Smartphones 3 – 1
Specific 3 1 1
Simulation
New 1 – —
MATLAB [137] – – 2
ndnSim [8] 2 – –
Other 4 – 1
Dataset
New – 12 3
CAIDA [136] 2 4 –
Other 4 4 1
Testbed
Private 2 5 2
IoT-Lab [7] 2 – –
RIPE [132] – 4 –
Other 1 6 1
Average rank 4.2 3.5 2.0
TABLE 5.2: Summary of artifact nature. Please note: Some artifacts
are counted in multiple rows (if applicable). But only once per col-
umn.
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• Architectural Communities, e.g., ICN, depend on experiments and hardware-
specific solutions. They require a non-negligible start-up cost. For instance,
several proposed projects rely on specialized hardware or modified plat-
forms (Smartphone). However, we see a tendency of using publicly available
testbeds with dedicated operating systems, which promotes more reusability
of the project artifacts and a smoother review process.
• Measurement Communities, e.g., IMC, rely on publicly available datasets,
testbeds, or measurement platforms. Given the importance of such resources,
and the effort required for such endeavors, IMC has established the community
contribution award as an incentive to authors who provide high-quality reusable
artifacts [3]. However, some papers published in the measurement community
use private infrastructures or testbeds.
A common trait between these communities is the importance of testbeds and
datasets, highlighting the need for publicly available reliable testbeds, not only to
allow external users to conduct their experiments but also to allow comparison of
solutions by using the same infrastructure in multiple studies. As a general remark,
researchers in the measurement and simulation domains are much more confident
in the ability to reproduce their work, compared to other researchers. The least con-
fident researchers are those who worked with sophisticated platforms or testbeds.
Data Storage The responding authors provide information for reproducing their
results. Overall, papers point to webpages containing artifacts (tools, data). Less
than 20% of researchers store artifacts on their personal or project websites; Instead,
they prefer popular code platforms such as GitHub. Four papers had broken links
further establishing the need for well-maintained platforms such as the ACM Digital
Library [2]. Using such a platform would improve the durability data access, with a
snapshot of the status of the artifacts at publication time.
5.3.3 Discussion
As presented earlier, and from our analysis of the survey results, we can identify
two classes of scientific work:
• Network architecture contributions that propose new standalone systems
or changing existing systems. In IoT, wireless, and optical networking, re-
searchers often have to rely upon specific hardware and testbeds. However,
they comprehensively describe the used environment. A tendency that is
much less common in network architecture contributions that share most chal-
lenges as the mentioned research areas but do not offer the same level of de-
scriptive effort.
• Measurement contributions that rely on datasets. The measurement com-
munity uses well-known public datasets and public measurement platforms
and makes their collected data available to everyone. However, there is also
a broader set of measurement papers that use confidential data, and thus, in-
stead of publishing the raw data, they provide aggregated data instead. In
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large measurement projects, companies often provide data. These data are
confidential because of business reasons or cannot be shared because of size.
As seen by categories, for developing new network architectures, researchers
emphasize on implementing real systems and make sure their code is available,
putting aside from the actual data used in their evaluation or the precise descrip-
tion of their evaluation environment. Measurement papers insist on the data they
used more than on the tools themselves. With a system relying on specific hardware,
researchers describe the hardware and software they use.
Many papers in our survey used existing public datasets, testbeds, infrastruc-
tures, or source code. For instance, many papers are reusing artifacts from other
research projects. Given the importance of such tools and artifacts, we should give
special care when disseminating and maintaining them.
5.4 Reproducibility for Wireless Experiments:
Testing and comparing the performance of wireless systems, like for any other sci-
entific area, requires the ability to reproduce experimental results. In this section,
we describe the specific issues we encountered when focusing on reproducing the
experiments described in a paper related to wireless systems.
5.4.1 Reproducing a wireless experiment: A case study
We selected the OpenRF [83] paper published in SIGCOMM 2013, an exciting re-
search work proposing a beamforming system on commodity Wi-Fi devices. We
illustrate how reproducibility depends strongly on the hardware used and why ex-
tensive knowledge of the hardware used and its design is necessary. Based on this
experience, we propose recommendations and lessons for the design of reproducible
wireless experiments.
Our initial goals when starting our work around OpenRF were to study and
design cross-layer performance enhancements in commodity MIMO devices. This
effort required the ability to easily modify the network, MAC, and physical layer
parameters of the wireless system. For example, accessing the channel state infor-
mation and using it to pre-code the transmission matrix is essential for beamforming
and interference nulling. Upon receiving an explicit beamforming request from the
transmitter, the receiver computes and sends back a compressed form of the mea-
sured CSI matrix respecting the IEEE 802.11n recommendations. In this way, the
transmitter can pre-code its transmission matrix by allocating complex weights on
each antenna element, which influences the phase and the power of the radiated
signal. This method results in focusing the radiated signal to the receiver’s region,
which increases the signal-to-noise ratio at the receiver and reduces interference for
others. Even though the IEEE 802.11n draft [73] mentions this feature, very few
chip manufacturers enabled it natively. It is usually impossible to access the CSI or
to pre-code the transmission matrix in Consumer-Off-The-Shelf devices because of
firmware lock.
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OpenRF
In the absence of close collaboration with chip manufacturers, we used the OpenRF
extensions* of the 802.11n CSI Tool, initially developed by the University of Wash-
ington [11] for the Intel Wireless Link 5300 802.11n MIMO cards. It is interesting to
use OpenRF as it enables commodity Wi-Fi access points to perform several MIMO
management techniques: interference nulling, implicit beamforming, and interfer-
ence alignment. Contrary to the explicit beamforming technique described in the
IEEE 802.11n draft, OpenRF uses an implicit beamforming mechanism that requires
no feedback from the receiver, assuming that the channel conditions are the same
in both directions. The OpenRF code includes a MATLAB function that pre-codes
the channel for either nulling interference or beamforming according to the MAC
address of the receiver. This function reads the CSI matrix on the transmitter side,
computes the steering or beamforming matrix in user-space, and sends it back to the
wireless chip driver. We identify the OpenRF system components in Figure 5.1.
To sum up, the perspective of using beamforming within a cross-layer system
was the main reason for us to reproduce the OpenRF experiments.
Reproducibility challenges
The OpenRF code release web page1 contains installation and testing instructions
with an old Ubuntu 10.04.4 long term support (LTS) ISO image to download. It was
late 2015 when we were trying to reproduce the OpenRF experiment, and we faced
the problem that this deprecated Ubuntu 10.04.4 LTS release would not support our
recent hardware; so we first attempted to install the OpenRF tool on a more recent
release (15.04), keeping the same kernel as the one used for the original implemen-
tation. Within a 15.04 image, compiling OpenRF raised issues related to deprecated
packages. We could not conduct and maintain our experiments, even after applying
the changes and improvements. Suspecting that the problem would come from the
OS distribution, we tried to identify and use the previous Ubuntu long term releases,
more precisely 14.04 LTS and 12.04 LTS. Installing OpenRF was much simpler within
these distributions, as it did not raise compilation issues as before.
However, this setup did not yield satisfactory results as we could not reproduce
the experiment, which comprises pre-coding our transmission with a beamforming
matrix. When reached through email, the original authors of the OpenRF paper
suggested that using 12.04 LTS was a potential source of the problem. So, we took
measures to install 10.04 LTS regardless of the many incompatibilities - video card,
SSD hard drive, and network card were not supported - and we finally installed it
after much effort. Therefore, we adopt the following system configuration to repro-
duce the experiment:
OS Kernel Wireless Cards
Ubuntu 10.04.4 LTS 3.5.4-csitool+ 533AN MMW Full / Half
At that point, we had precisely matched the original conditions of the OpenRF paper
but still could not reproduce its results. Getting the CSI matrix was straightforward
*https://www.andrew.cmu.edu/user/swarunk/openrf.html
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with the Intel CSI tool. However, for beamforming using OpenRF, we observed no
variation in the signal-to-noise ratio at the receiver. Hence, we adopted a verification
process that eventually allowed pinpointing the problem. To test the beamforming
matrix injection at the transmitter level, we check the CSI matrix computed at the
receiver end by plotting the SNR for each one of the sub-carriers before and after
injecting the transmission matrix. Usually, the spatial mapper should use the infor-
mation from the injected matrix to compute the beamforming vectors. However, we
observed that the beamforming matrix was never applied, and the spatial mapper
was still using Intel’s indirect spatial mapping every time we send a packet. This sit-
uation is peculiar since we were getting a positive acknowledgment from the driver
about the beamforming matrix injection. We double-checked every step down the
path for sending the CSI report to the wireless card firmware. We resorted to check-
ing the driver messages which report the state of the card and problems but could
spot no message related to a firmware crash or a rejection of the matrix injection by
the firmware. In addition, we adopted several transmission scenarios while injecting
the beamforming matrix. At first, we kept the rate adaptation mechanism function-
ing, which yielded no changes other than those related to the rate variation. Then,
we specified the number of space-time streams (between 1 and 3), and the modula-
tion and coding scheme (MCS) code, and we noticed no variations on the SNR plots.
We adopted this verification process on different Ubuntu releases starting from a
recent 15.04 Ubuntu, including 14.04 and 12.04, down to a deprecated 10.04 LTS.
We made this effort to match the software setup of the original implementation of
both the Intel CSI tool and OpenRF. In our work, we used almost 45 wireless cards
that vary in sizes (Half or Full) and origins, and none supported the injection of the
beamforming matrix. We describe further details on our verification process in 5.A,
stating the technical path we followed. Our goal is to promote such practices that
lead to better replicability and to ease the learning process for future experimenters.
From this experience, even though the authors provided their experiment source
code, there was not enough information about the hardware settings. Fully describ-
ing the experimental setup is critical to reproduce the experiment, especially when
the equipment presents peculiarities, e.g., related to the manufacturers. We discov-
ered several types of Intel Wi-Fi Link 5300 cards on the market. Some were engineer-
ing samples, which are a source of problems and complications. We contacted the
authors to seek their support. However, this interaction was not fruitful as none of
the proposed solutions succeeded. The OpenRF experiment reproducibility process
took three weeks in four months.
Observation and Discussion
Although reproducibility is the ultimate goal as stated by the ACM Result and Artifact
Review and Badging policy*, the replicability of experimental results by indepen-
dent researchers using author-supplied artifacts represents an important intermedi-
ate step. The simplest case is when experiments can be done using hardware and
software available in open testbeds such as ORBIT† and R2lab‡. Here, authors only
*https://www.acm.org/publications/policies/artifact-review-badging
†ORBIT testbed at WINLAB, URL: http://www.orbit-lab.org/
‡FIT Reproducible Research Lab (R2lab) at Inria, URL: http://fit-r2lab.inria.fr
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FIGURE 5.1: Beamforming System Design
need to ensure they explain the scenarios and to provide all the code and scripts
used to replicate the experiments.
However, these testbeds are not convenient for many experiments, and for in-
stance, the experiment repeatability could be tied to a specific hardware setting not
available in those testbeds. Therefore, it is essential to explain the configuration.
The description should focus on the specifications and requirements necessary for
reproducing the experiments. A simple description of the OS reference is not suf-
ficient; There should be a mention of what makes this version of the OS necessary
for the success of the experiments (packages, drivers, ...). The full description of the
defining characteristics has to be provided and not just a simple description of the
setup used for the experiment. This could help future experimenters to find a suit-
able equivalent when the hardware or software used is not available anymore. This
allows for a future-proof reproducible experiment. It is helpful that authors verify
that their solution works with hardware from different manufacturers or OS and, as
importantly, that they mention the setups that did not work. Again, mentioning the
motivation behind the choice of particular hardware or software is desirable. If the
verification work cannot be done, an explicit warning should be present, and all the
details about the hardware should be provided with the corresponding references
(serial number, manufacturer, vendor, etc.). As for the software used for the system
design, authors should avoid when possible licensed software. For example, using
MATLAB code also hindered our setup because of license management difficulties
on experimental machines.
It is worth considering managing a research project more like a software devel-
opment project. In many aspects, the challenges for reproducibility have strong sim-
ilarities with the ones of software development, and tools like source code manage-
ment tools, maybe even test suite frameworks, and interactive computing concepts
like notebooks, can be beneficial in building more reproducible research.
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5.4.2 Towards Reproducible Wireless Experiments Using R2lab
We have launched a project called ORION [93] that focuses on the design of an orien-
tation measurement system, based on the joint estimation of the angle of departure
and the angle of arrival of a Wi-Fi signal. Our system exploits antenna arrays at both
the transmitter and receiver ends. When a signal is radiated or received by an an-
tenna array, a phase shift is created between the signals of adjacent antenna elements.
By computing this phase difference from the CSI measurements, an estimation of the
angles mentioned above is possible. As estimation techniques for the angle of arrival
were already mentioned in several works before, we proposed a method for estimat-
ing the angle of departure, exploiting a well-known MIMO mechanism called spatial
multiplexing, and supported in commercial off-the-shelf (COTS) wireless cards. The
reproducibility of our experiments was a driving force, and a necessity in the system
design since an orientation measurement system requires consistency and resilience
against recalibration or reset.
In our previous work [93], we explain in greater length the scientific challenges
addressed in this work, which focuses on properly dealing with various sources
of phase shifts and inconsistencies that need to be accounted for to achieve decent
accuracy.
In the present part, we wish to describe into more detail the actual experimental
method and work carried out to reach the ORION results, with a focus on what is
easily reproducible and what is not, and to discuss improvements.
Experimental Methodology
Throughout our experiment design, we have adopted R2lab as an initial testbed
for designing and testing features. By using a controlled wireless environment
such as an anechoic chamber simplifies the design process of a wireless system. It
allows identifying design flaws before launching costly realistic wireless environ-
ments [112]. It has been crucially important for us to use the R2lab testbed* in the
early stages of the project, for an initial calibration phase.
R2lab, testbed for reproducible wireless experiments
Room characteristics
The R2lab platform sits in a 90m2 insulated anechoic chamber in a basement of a
building at Inria, Sophia Antipolis, France. Figure 5.2a shows a snapshot from inside
the room and Figure 5.2b the topography. It hosts thirty-seven PC nodes on the
ceiling scattered on a fixed grid; more than half of the nodes feature an software
defined radio (SDR) board, of various kinds.
It is insulated from the outside electromagnetic conditions by a Faraday cage. RF
absorbers are needed to prevent a high level of reflections on the copper foils.
*FIT Reproducible Research Lab (R2lab) at Inria, URL: http://fit-r2lab.inria.fr
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(A) R2lab room (B) R2lab topology
Wi-Fi nodes
The 37 wireless nodes are Icarus* computers provided by NITlab† with the following
features:
• CPU Intel® Core™ i7-2600, 8M Cache at 3.40 GHz
• 8GB DDR3
• 240 GB Solid State Drive
• 3 Gigabit Ethernet interfaces: one for remote node power and reset manage-
ment, one for control used by the testbed management framework for provid-
ing access, and one for data, dedicated to experimentation, e.g., to create wired
link or to connect to an SDR device such as USRP2 or N210.
• 2 Wi-Fi MIMO NICs dedicated to experimentation: one Atheros 802.11 93xx
a/b/g/n and one Intel 5300. Each card is connected to 3 dual-band 5dBi an-
tennas, operating on both 2.4GHz and 5GHz. Antennas are spaced of 2.8cm,
which corresponds to half the wavelength at 5GHz, see photo in Figure 5.3.
To control and monitor each Icarus node, we use the NITlab’s Chassis Manager
Card (called CM card); this device embarks a tiny web server that can serve HTTP
requests to power on/off and reset the motherboard, or one attached USB device.
SDR devices
About half of Icarus nodes are attached to an SDR device. R2lab currently supports
USRP1, USRP2, N210, B210 and X310 Ettus‡ devices and also LimeSDR from Lime
Microsystems§, see Table 5.3.
Each N210 device includes an SBX-40 USRP daughterboard (400 MHz - 4.4 GHz,
40 MHz BW), whereas the X310 board includes two SBX-120 USRP daughterboards
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FIGURE 5.3: Wi-Fi dual-band antennas for a node
Device USRP1 USRP2 & B210 X310 LimeSDR
type N210
# of 4 8 6 1 2
TABLE 5.3: Available SDR devices
Using R2lab for calibration
The benefit of using R2lab [91] [103] is that its basic hardware components, like
nodes and wireless devices and antennas, remain in a relatively constant configu-
ration, which is a good thing in terms of reproducibility. Running experiments in
a controlled environment, allowed us to draw observations between runs that dif-
fered in only a small set of parameters, which is something hardly possible in an
open environment, if at all. Launching our first experiments in R2lab helped to pro-
vide us the means to classify the various phase shifts and inconsistencies at work,
and namely:
• Phase inconsistencies due to hardware defect: Intel Wi-Fi Link 5300 wireless
cards suffer from a defect on the third RF chain on the 2.4 GHz band, which
further alters phase data. Instead, we used the 5 GHz band that does not ex-
hibit this issue.
• Phase inconsistencies not affecting the estimations: we could experimentally
verify that within our approach - that does not use time-of-flight - even though
SFO and CFO do bring phase shifts, they are equally applied to all RF-chains
and thus can be safely ignored.
• Phase shift due to the adopted transmission mode: spatial multiplexing in the
wireless card involves two techniques, spatial mapping SM and cyclic shift de-
lay, that create phase shifts that need to be compensated for, using a mapping
matrix from either the manufacturer’s datasheets, or from the IEEE 802.11n
draft [73].
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FIGURE 5.4: Pseudospectrum for AoA (left) and AoD (right) before
(blue) and after (red) phase correction (from [93]).
• Phase inconsistencies impairing reproducibility of results: RF oscillator
phase offset is a constant phase shift added to each one of the RF chains of
a wireless card. This phenomenon occurs because the RF chains are locked at
different instants when starting up the wireless cards. Therefore, each RF chain
will have a different constant offset added to the measured phase. This offset
remains constant across one session*.
Using an anechoic chamber gave us a unique way to address each potential issue. As
an illustration of the outcome of dealing with the latest mentioned source of phase
shifts, we showcase in Figure 5.4 the estimation results of AoA and AoD before and
after applying the phase correction method introduced in ORION[93]. This tech-
nique relies on measuring the RF oscillator offset from a known reference point. By
doing so, we can reproduce comparable results throughout different measurement
sessions.
Details on the experimental setup
In terms of software, the ORION paper uses the same technical substrate as
OpenRF [83], namely Intel Wi-Fi Link 5300 wireless cards, with the Intel CSI
tool [11], which allows interactions with the firmware, such as reading or writing
the CSI matrix for 802.11n HT packets.
In terms of radio, after determining that the 2.4GHz band could be an issue, we
used the 5GHz band with 20MHz of bandwidth. We also set up the cards in the
injection mode, which avoids the need for an association with an AP and allows raw
Wi-Fi packet transmission. The antenna arrays installed in R2lab are fixed and thus
inoperable for rotation estimation. Hence, we used two external uniform linear an-
tenna arrays (ULAs), which are connected to the nodes through extension cables to
have more liberty of movement. These cables are 3 meters long and compatible with
both the Wi-Fi bands with a 2dB signal attenuation for the 2.4GHz band. To respect
the coplanar aspect of the experiments and to accommodate the cable rigidity, we
placed the ULAs on ladders at the same height as the R2lab nodes. The antennas
used for our experiments are 5dBi omnidirectional, compatible with 2.4GHz and the
5GHz band. Since we are operating at a 5.32GHz frequency, we created a 2.8cm
inter-antenna spacing, which corresponds to a half-wavelength.
*A session is a period during which hardware configuration is fixed. Typically a node reset, a node
reboot, or simply a change of frequency in the card, yields a new session.
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In our experiments, we faced issues while attempting to decode a packet at the
receiver end when using three antennas with three spatial streams. Therefore, we
operated with two spatial streams and a 2-antenna system at the transmitter end. As
for the receiver, we had no problems while using the 3-antenna setting.
Using an orchestration engine
Most wireless experiments face a need for fine-grained synchronization of tasks oth-
erwise intrinsically parallel. So as experimental scenarios grow in complexity, easy
and effective management of synchronizations in an experimental scenario is critical.
We chose nepi-ng [104][38] as an orchestration engine for running experiments, as
it enhances the experiment reproducibility:
• Lean software dependency. The only requirement for managing a computing
resource is for it to be reachable via ssh OMF requires a dedicated messaging
infrastructure to be in place for controlling resources.
• Convenience. nepi-ng is usable from an experimenter’s laptop in terms of
both experiment control and data analysis.
• Efficiency. nepi-ng transparently and seamlessly share and re-use ssh con-
nections expensive to establish.
• Modularity. The modules defined in nepi-ng can be re-used, shared, or so
that the testbed can expose convenience helpers such as decorating the core of
one experiment with utility features like loading images, turning off unused
nodes, checking for a valid reservation, or similar.
• Clarity. nepi-ng adopts a job-oriented programming model to enable paral-
lelism and synchronization where dependencies are explicit between jobs, al-
lowing for an explicit and visual representation of dependencies, as illustrated
below.
Thus nepi-ng focuses on providing an efficient paradigm for orchestrating ex-
periments and a clean way to write these gory details using the most appropriate
tool - often a plain shell script.
Given all the complexity described so far, many runs of the same scenario, or
small variants of it, need to be carried out to fine-tune and validate the overall
method. Being able to launch such runs efficiently is very desirable, and to achieve
this we have used nepi-ng*, a tool designed for R2lab that addresses this usage†.
Based on this tool, we have been able to script‡ the actual data collection process,
which can be achieved in only few minutes even with a reasonably large set of nodes,
while letting the experimenter focus on meaningful issues, instead of having to focus
on the tedious task of adequately coordinating the various stages.
*Read the Docs documentation for nepi-ngat https://nepi-ng.inria.fr/
†Tutorials for nepi-ngat https://r2lab.inria.fr/tutorial.md
‡ORION data gathering script at https://github.com/parmentelat/r2lab/tree/
public/demos/jobs-angle-measure
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Furthermore, given the efficiency of this orchestration tool, we have also been
using it for launching and controlling 4G networks in R2lab using OpenAirInter-
face [91]. We have deployed a standalone 4G network in less than 5 minutes. All
the network components (base station, subscriber management, serving and packet
gateways, network traffic analyzers) were run automatically using the nepi-ng ex-
periment orchestration tool.
Experimental material in a git repository
As an additional step towards a more reproducible experiment, we have gathered
in a single public git repository* a detailed description of the system setup and the
hardware, with illustrations, that hopefully provides sufficient information on the
measurement steps. To avoid any licensing problems when using MATLAB the
repository contains a python version of our code data post-processing tools, and a
jupyter notebook† that allows running all the steps of our angle estimation technique.
Running in a different environment
To make our system deployable, we needed to test our system in an open, realistic,
and non-controlled wireless environment. We reproduced the same experiment in
an office room. This setup involved several multipath clusters; the main difference
with the original system setup in R2lab is the elevation of the antenna arrays, as we
were careful to preserve their co-planarity. We have been using the same hardware
as in R2lab, including antennas cables and antennas spacing.
With all these pieces in place, it has been rather straightforward to re-run the
same experiments in such an open environment. As a side effect, the same tools can
be used by other experimenters to reproduce our results with reasonable effort. Here
is a tentative list of the topics that may require extra work to do, given the feedback
we have gathered so far:
• Hardware setup when reproducing outside of our premises, setting up the
right wireless cards and antennas should be rather straightforward, but will
require some initial effort though.
• Position in space of the antennas: whether the experiment is run in R2lab, in
our open environment or other premises altogether, antennas crucially should
be properly spaced, and in a common plane; This is hardly automatable, and
so accounts for most of the time spent in variously tedious and possibly time-
consuming activities.
• Software image we do provide a ready-to-load image for the R2lab nodes for
running the experiment, but in the current state, this is not usable as such on
other types of hardware, due to our imaging technique. It would make sense
to use more standard techniques like e.g., docker to manage images, although
it is not yet clear if running in a container-based system can provide a level of
hardware interaction typically needed in wireless experiments.
*ORION git repository https://github.com/naoufal51/Orion
†ORION notebook at https://www-sop.inria.fr/teams/diana/orion/
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Discussion
In the research work’s early stages, and along with the steps of our system design,
the main concern was control and calibration of the hardware. In this context, having
access to an anechoic chamber has been a tremendous asset. Extensive knowledge of
the experiment hardware with a thorough understanding of its capabilities and lim-
itations is essential to decide on a measurement system based on COTS hardware.
For instance, in our case, the card was functioning abnormally in the 2.4GHz band.
In the same spirit, we have published a study on some pitfalls to avoid when using
COTS hardware in experimental testbeds [135]. As the project became more mature,
our concerns shifted to making the experiment more reproducible and have led us
to manage the project more like a software development project. In many aspects,
the challenges for reproducibility have strong similarities with the ones of software
development, and tools like source code management tools, maybe even test suite
frameworks, and interactive computing concepts like notebooks, can be beneficial
in building more reproducible research.
In terms of operating the R2lab testbed, this study has brought very fruitful in-
sights into what user expectations can be, and even if it is impossible for remote
users to control for example the position of antennas, it is crucial to describe such
details accurately. R2lab’s website formally describes a reference configuration for
all such elements in the room so that users can return the chamber in a known and
well-documented configuration.
5.4.3 A step further towards runnable papers using R2lab:
For illustrating a methodological approach to publish experiment results, we have
defined an experiment, that comprises measuring, for all couples of nodes (a, b) in
the testbed, the power received by b when a is sending. We designed the experiment
to characterize the radio channel in the room according to the measured power dis-
tribution and infer the impact of the disposition of the room and its peculiarities,
e.g., pillars and blind corners, on the wireless channel. This experiment is particu-
larly interesting as it helped us characterizing the propagation environment before
experimenting on Wi-Fi mesh networks [38] [103]; it allowed identifying the right
nodes to chose to enable multi-hop scenarios.
Jupyter notebooks are hybrid documents that mix formatted text and exe-
cutable code. In this section, we are exploring the capabilities offered by using
Jupyter notebooks, with publicly available infrastructures like github.com and
mybinder.org, as a step towards runnable papers. Again, the experiment is
straightforward, as our focus here is purely methodological. We want to exhibit
one way of publishing this experiment to maximize reproducibility.
Scenario Description
In general, we define two main successive phases for describing the experiment
workflow.
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FIGURE 5.5: A glimpse at the Jupyter notebook for R2lab radiomap
click the images to run on mybinder.org
Data collection consists of generating traffic between a Tx and Rx node and mea-
suring the RSSI at the level of the receivers. The procedure used for collecting the
measurements is as follows:
1. Create an ad-hoc network at a given frequency.
2. Generate traffic using ping with different parameters (see Table. 5.4) from a
Tx node while all the other nodes are listening. The nodes take turn in sending
the traffic.
3. Capture the incoming packets with tcpdump on the monitor interface of each
receiving node.
4. Process the dump files in the nodes and collect the generated RSSI to the ex-
perimenter’s local machine.
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Data processing can then occur to provide a higher level of quantitative feedback
as a result of the experiment. The processing involves the visualization of some
representative outcome of the experiment. With this simplified experiment, we will
provide a small visualization tool, that allows a user to select a specific sender node,
and that displays the perceived power from all other nodes.
Data collection requires actual physical access to the experimental resources,
while data processing can be carried out in the void. Also, several environmental
parameters can affect the measurements (see below). Collecting data for many com-
binations of these environmental parameters can require a vast amount of time, and
so it is reasonable to perform data collection incrementally in several complemen-
tary measurement campaigns.
The notebook
We provide a Jupyter notebook that can be used to perform either of the stages de-
scribed above.
Data collection: the environmental parameters of the experiment protocol that can
be controlled in the notebook are listed in Table 5.4.
NIC Driver ath9k iwlwifi
Transmit Power (in dBm) 5 to 14 0 to 15
Number of antennas 1, 2, 3 3
Physical Tx Rate 1 to 54 Mbps
Wi-Fi Channel 1-11, 36, 40, 44, 48, 52, 56
TABLE 5.4: Controllable parameters from the notebook
The data collection code leverages both nepi-ng and rhubarbe. Data gath-
ered along the various runs accumulates in a simple directory structure, so that data
collection is trivially incremental.
Data processing: once performed in python code, data can be plotted interactively
right inside the notebook using various visual tools, in the sense that the reader can
select either the environmental parameters he is interested in - when available or
select a sender node, and in the case of 3D diagrams, can navigate inside the figure
space. These possibilities naturally reach way beyond what is usually workable from
a static printable paper.
The reader can download the notebook as part of a git repository*, and run
from anyone’s computer. Clickable Figure 5.5 will lead directly to a pre-deployed
instance of that notebook, hosted in the mybinder.org public infrastructure, as a
best-effort attempt to make it usable as seamlessly as possible.
The experimenter can study the impact of parameters on the transmission range
and the channel response. Researchers can use the radio maps as a prospection tool
for researchers to select the most convenient nodes to be used for their experimenta-
tion scenarios by taking advantage of the R2lab’s layout, for example, when various
*The notebook source from its GitHub repository
https://github/parmentelat/r2lab-demos/radiomap/radiomap.ipynb
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types of communication scenarios are required, e.g., with line-of-sight, non-line-of-
sight, near-line-of-sight. Radio maps can be useful as a diagnostic tool to identify
issues with NICs and antennas.
The notebook is part of a git repository that contains other required artifacts.
This repository comes with some measurements; in a real experience, this would
correspond to the data gained by the author. Thus, in a first step, a reader could
quickly reproduce the visualizations of the paper from that data, before she can go
further and perform her own data acquisition.
Discussion
Using the runnable paper methodology for publishing results is attractive; However,
it is not perfect.
On the pro side, notebooks are a very effective way to convey ideas and imple-
mentation. The format provides executable documents allowing authors to have a
significant level of flexibility to show the essential pieces of the code and to hide less
crucial details in code stored separately.
Still, on the bright side, the current public offering allows combining
github.com and mybinder.org and to offer single-click access to a runnable
notebook, that removes the burden of software installation, at the price of more lim-
ited features though.
On the downside, however, running the notebook from that public environment
is limited to post-processing, as gaining physical access to R2lab requires SSH cre-
dentials. Whether the notebook is run from that public spot or local machine, a
reservation needs to be obtained before data collection can be carried out.
Sustainability is a significant challenge here. We cannot assume that
mybinder.org will be up forever; therefore we rely on this platform only as best-
effort mode, essentially to smoothen the adoption process of Jupyter, which besides
is gaining increasing popularity in several scientific communities. The notebook, in
our case, with its depending code and notes, can be considered a regular artifact
where its real purpose is to be run locally.
5.5 Thoughts On Improving Reproducibility
ACM Members organized a SIGCOMM Reproducibility workshop to discuss and
come up with some guidelines and general recommendations to improve repro-
ducibility in the community. Guided by the participants’ diverse experiences, we
organized a brainstorming session to tackle some of the most sensitive and chal-
lenging aspects of the scientific work that hinder the widespread adoption of repro-
ducibility.
5.5.1 Author incentives
As suggested earlier in the chapter and through the conclusion of the survey con-
ducted in the community, researchers are keen to provide and encourage repro-
ducible research projects. However, given the restraints and the exerted pressure
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by funding agencies, they had to prioritize novelty at the expense of reproducibil-
ity, which is undervalued and with a low return on investment. Thus, encouraging
reproducibility should consider the sensitivities of researchers and avoid antagoniz-
ing the community by imposing the reproducibility of each accepted paper. A more
positive alternative is to provide an incentive in added recognition to the presented
research work. The badging policy proposed by ACM should be applied as an opt-in
and focus on helping the volunteer author achieve the highest badge. By doing so,
the author gets more recognition from the achieved work and provides the commu-
nity with reusable tools and artifacts. Producing reproducible and reusable artifacts
would help reduce the burden and starting costs for other research projects and fos-
ter more collaboration. Promoting more reproducibility in the community should
avoid shallow initiatives and adopt a more hands-on approach that comprises guid-
ing the volunteer authors to gain the reproducibility reflexes and introduce repro-
ducibility as an organic part of the research activity.
5.5.2 Reviewer incentives
Unlike classical reviews, reproducibility is challenging and time-consuming; there-
fore, the process should be straightforward, well-structured, and efficient. For that
purpose, the review process should be deployed progressively and only focus on
authors that provide artifacts. This approach would allow us to identify the short-
comings and the pitfalls and develop recommendations and an efficient process. For
this purpose, during the workshop, participants proposed to keep a volunteering-
based approach where authors are encouraged to apply for the badging imposing no
other constraints. By doing so, the reviewer will deploy a more focused effort and
plan her workload more efficiently. The participants proposed to keep the review
committee public and independent dedicated only to reviewing reproducibility and
only get involved after the acceptance of the paper; this is motivated by the need for
a specific set of skills to fairly assess the reproducibility and avoid problems related
to intellectual property infringement and privacy concerns. So, to make this process
more immune to possible derives, the review process and the comments are made
public in the same spirit as openreviews.
5.5.3 Review Form Design
Reviewing reproducibility is impossible using the current review tool. We have put
in place a task force to produce a draft of the review form*. This form would allow
a structured review that considers pre-defined criteria and would at the give the ap-
propriate badge to the candidate papers. This initiative would be focused on two
main goals, produce a fair review and guide the reviewer in this process in the sim-
plest way possible. We have designed the form to be included in the ACM Artefact
Review HOTCRP for assisting reviewers in their task. Even though this form has
seen multiple versions since it was introduced in the ACM SIGCOMM Artefact Re-
view, it keeps four main aspects. The form comprises closed-ended and open-ended
questions to the reviewer axed on presenting the key aspects of the provided artifact,
*Artifact review form https://github.com/naoufal51/Review-Template.git
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to assess the completeness of the provided information, the artifact consistency with
the paper content and a recommendation (Artefacts Available, Artefacts Evaluated -
Functional, Artefacts Evaluated - Reusable.)
5.5.4 Sharing Artifacts
Verifying reproducibility is conditioned by the quality of the artifacts’ presentation.
As the review process is limited in time and is already strenuous enough, the com-
munity should adopt a standardized method to present artifacts and should privi-
lege using benchmarking datasets or proven tools when it is possible. The conducted
survey shows that different communities have different challenges about artifacts
sharing. However, most suffer from underserved documentation or lack of struc-
ture, which hinders first the reviewing process and in-fine the reproducibility pro-
cess. Given that most research projects are continuously updated, a versioning effort
in artifacts is critical for conserving coherence, especially when the modifications
change the system’s behavior. The documentation should be accurate, organized,
and intelligible to simplify the evaluation process. The authors should provide the
level of detail necessary to reproduce the results, which could be identified by asking
lab mates to redo the experiments by only using the description provided. Through
this exercise, the authors can enhance the quality of the description and provide
troubleshooting procedures if problems occur. To ensure a longer reproducibility
cycle, authors should be able to motivate the choice of tools according to the needed
functionalities; Hence, avoiding problems related to packages deprecation, end-of-
life operating systems, non-commercially available equipment, etc.
After badging, the artifacts should be hosted in long-term storage and adopt a
versioning procedure that would tag the version used for reproducing the results.
With new features, authors should use other dedicated branches, and the documen-
tation should stay consistent with the published source code.
5.6 Conclusion
Through this work, we address some reproducibility challenges in our community
by first providing a comprehensive understanding of the current state and also by
proposing methodologies to improve the reusability of the artifact, especially in the
wireless community. Through this study, we have shown that the reproducibility
problem is not only technical but also societal, where a system of incentives for all
the involved parties (authors and reviewers) is crucial. Moreover, we have shown
that there is a dire need for well-designed and well-dimensioned testbeds capable
of providing a comprehensive benchmarking base. And finally, we have shown that
there also a need for a new approach to publishing scientific contribution which
could enhance the understanding of the contribution by the reviewers and readers
alike, e.g, runnable papers, notebooks. Even though these few steps represent a
good start, achieving reproducibility is still laborious to achieve, especially for com-
munities relying on specialized hardware, cutting-edge equipment, or fine-grained
control over experimentation parameters.
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Appendix
5.A OpenRF reproducibility: Detailed verification process
When trying to reproduce the OpenRF results, our symptom was that no matter
how hard we try to change, in our Intel WiFi Link 5300 card, the CSI matrix used
for emission, we could measure no noticeable change in the emitted waves. In this
appendix, we describe the technical steps we have taken to get our Intel cards to take
our modified CSI matrix into account - but to no avail. We are thus left with tracking
down data interchange between kernel space - namely the modified iwlwifi driver
- and userland, and back.
Upon the reception of a packet, a CSI report is sent from kernel to userspace us-
ing a Netlink socket. Then the CSI report is decoded, the CSI matrix is extracted,
and a singular value decomposition of the matrix is performed. This decomposition
results in the computation of the V matrix used for either beamforming, interference
nulling or alignment. This matrix is compressed using specific rotations respecting
the IEEE 802.11n recommendation for explicit beamforming. These operations are
conducted through the MATLAB function precod_channel in userspace. After
computing the V matrix, we need to send it to the wireless card. Two structures
are used when sending this matrix back to the kernel: the MIMO Control subfields
and the Compressed Beamforming Report field (iwl-command.h), both defined in
the standard [73]. More precisely, the MIMO Control field is implemented to han-
dle beamforming feedback information, and the Compressed Beamforming Report
field is to used to carry explicit feedback in angles to be used by a transmitter when
computing the corresponding steering matrix.
After storing the matrix in the structures, a netlink socket is used to
send this CSI report from userland to kernel space with a specific ID
(REPLY_BFER_VCOMP_CONFIG = 0xbc). This operation is implemented in the
test_send_weight_matrix.c function. When the CSI report structure is re-
ceived in kernel space, it is used in function (iwlagn_send_bfer_config)
defined in file iwl-agn-lib.c. In this function we are using the command
iwl_dvm_send_cmd_pdu for sending this CSI report to firmware. When check-




iwlwifi 0000:04:00.0: Setting beamforming matrix
iwlwifi 0000:04:00.0: Set bf: Returned (0)
iwlwifi 0000:04:00.0: In iwlagn_send_rxon_assoc_wsdn
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These driver messages indicate that the beamforming was performed and that
the wireless card is already using the compressed beamforming matrix instead of
the indirect mapping matrix. However, despite all that the SNR plots showed no
changes in the signal levels. From our correspondence with the authors, we applied
a transmitter reset to verify if it could fix the problem, but it has no effect either.















O Extension of Existing Artefact
3. What is the degree of efforts to obtain the artefact?
Rate from 0% to 100%, where 0% means NOT AVAILABLE; 20%, VERY HARD TO OBTAIN up







4. Comment about the degree of efforts to obtain the artefact
E.g., did the paper have explicit pointer to the artefact? The artefact is simply not available. I
need to register to obtain the artefact. The artefact is a testbed and I cannot use it. The artefact
is actually hardware, I cannot obtain it. The artefact is licensed and I should pay...
5. Do you consider that the nature of the artefact (or any component of it) may
raise (non-technical) issues? Of which Nature?
E.g., ethical issues; non FRAND - Fair, Reasonable and Non Discriminatory - licenses; environ-
mental issues; safety issues;...
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6. Has the artefact been deposited in what can be reasonably considered the
most appropriate available repository, which ensures perennially availability?
7. In relation to the previous point, how long do you expect or estimate the
artefact will be available:
O Less than 1 year
O Between 2 and 5 years
O Between 5 and 10 years
O More than 10 years
8. Are the instructions on how to install and make the artefact functional
provided?
Rate from 0% to 100%, where 0% means NOT INSTRUCTION PROVIDED; 20% VERY HARD
TO UNDERSTAND up to 100% meaning VERY EASY TO INSTALL AND RUN.
In case of a data set the question has to be answered considering 0% means NOT DATA
FORMAT DESCRIPTION; 20% VERY HARD TO UNDERSTAND THE DATA FORMAT up to







9. Comment about the efforts to obtain, install, and use the artefact
E.g., very limited instructions were given; I abandoned at some point because it was not clear
what to do; it was difficult to figure out what exactly are the steps to follow; easy to follow
but some degree of familiarity is necessary; very simple step-by-step instructions have been
provided; piece of cake, the authors provide a guide for dummies; I had nothing to do I just
downloaded a VM image.
10. If the artefact reached the "functional" level, meaning that it seems to function
correctly, did the authors provide all of the information and meta-data needed
for others to reuse the artefact?
Rate from 0% to 100%, where 0% means NO DOCUMENTATION PROVIDED; 20% DOCU-
MENTATION HARD TO UNDERSTAND up to 100% meaning DOCUMENTATION VERY
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11. Comment about the quality of the documentation
E.g., documentation is complete and clear; documentation is lacking fundamental explanations;
authors even explain in details how to reproduce the paper; documentation is not provided;
documentation is lacking the following basic information;...
12. If the artefact reached the "functional" level, meaning that it seems to function
correctly, can the artefact be easily reused and/or repurposed?
Rate from 0% to 100%, where 0% means IMPOSSIBLE TO REUSE; 20% VERY LIMITED







13. Comment about the degree of reusability/repurposing
E.g., I already have some ideas how to reuse it; the artefact does not sufficiently feature-rich to
be reused; I can see opportunities to use it for; the artefact is functional but reusing it is kind of
a hassle...
14. Artefact Weight in the Research Paper
Considering the portion of the paper supported by artefacts (included other artefacts not
proposed by the authors), what share the key results therein are clearly directly linked to the
provided artefact? Please choose between 0% and 100%. Where 0% means no key results are
directly related to the artefact and 100% means that all of the key results therein are clearly







15. Badge Recommendation based on the following ACM Badge definitions
• Artefacts Available: Author-created artefacts relevant to this paper is publicly available.
A DOI or link to this repository along with a unique identifier for the object is provided.
• Artefacts Evaluated ? Functional: The artefacts associated with the research are found
to be documented, consistent, complete, exercisable, and include appropriate evidence of
verification and validation.
• Artefacts Evaluated ? Reusable: The artefacts associated with the paper are of a qual-
ity that significantly exceeds minimal functionality. That is, they have all the qualities of
the Artefacts Evaluated ? Functional level, but, in addition, they are very carefully doc-
umented and well-structured to the extent that reuse and repurposing is facilitated. In
particular, norms and standards of the research community for artefacts of this type are
strictly adhered to.
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O No Badge
O Artefact Evaluated - Available
O Artefact Evaluated - Functional
O Artefact Evaluated - Reusable
16. Comments to the authors
17. Confidential comments to the AEC
18. Rebuttal
In case of a claim made by the authors to dispute the badge assignment, would you like to







In this thesis, we have taken on the challenge of providing robust and accurate local-
ization and orientation estimation systems by exploiting antenna array signal pro-
cessing and data-driven approaches. This work specifically contributes to RF-based
sensing:
• Estimating orientation with COTS Wi-Fi devices: In Chapter 2, we describe
an orientation estimation method called ORION; a system that can estimate
the orientation of a Wi-Fi terminal using unmodified off-the-shelf Wi-Fi de-
vices. We designed our approach by enabling the angle of arrival and angle
of departure estimation, which are primitives essential to compute the ori-
entation of a target terminal by the infrastructure. As phase inconsistencies
plague COTS hardware, we propose a specific procedure to mitigate the phase
shifts influencing the orientation estimate. We preferred using a joint estima-
tion framework that provides a more robust and accurate estimation of both
AoA and AoD.
• Joint Localization and Range Extension for LP-WAN: In Chapter 3, we have
presented a novel MIMO-LPWAN system that enables a precise AoA based
localization system on top of extending the range between an LPWAN gate-
way and an end node. We propose a system design that makes it possible to
achieve accurate position estimation by adopting model-based MIMO radar
techniques. Our study also shows that using beamforming and coherent com-
bining across the signals impinging on the antenna array element increases the
gain at both the gateway and the end device.
• Robust Passive Localization Using Wi-Fi CSI: A Data-Driven Paradigm: In
Chapter 4, we have presented both a new large-scale dataset called RFLoc for
Wi-Fi CSI-based passive localization and a data-driven passive localization
system called DPLoc. Our design takes advantage of the generative model
paradigm to address the Non-Line-of-Sight and environment-dependency is-
sues. By using this approach, we are trying to address the problem of domain
dependency, which translates into a generalization problem of trained models.
Our design shows that we can mitigate the environmental effect on position es-
timation by adopting transfer learning techniques. We predict that the RFLoc
campaign can inspire more open-source, data-driven research in wireless sens-
ing.
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• Reproducibility for Wireless Networking Experiments: In Chapter 5, we
opened a discussion about reproducibility challenges in networking and wire-
less networking communities. Addressing this challenge is far exceeding this
thesis. However, we attempt to understand the situation by assessing the
blocking factors while providing our take on reproducibility according to our
requirements and limitations. We tried to present the point-of-view of the dif-
ferent actors of the community (Authors, Reviewer, Conference organizers)
and highlighting their struggles to either provide or review or organize repro-
ducibility and the axes of enhancements.
6.1 Future Work
In this thesis, we have presented contributions for passive and active localization us-
ing COTS RF devices. Wireless remote sensing has advantages compared to optical
methods in terms of occlusion, range, and privacy. However, the level of accuracy
using the existing models is in the centimeter level, which is not enough to be a
viable alternative for application demanding a high level of accuracy, for instance,
human pose estimation for virtual reality application and augmented reality.
To address these challenges, data-driven approaches and particularly deep learn-
ing could play a key role in providing enhanced accuracy. However, deep learning
tools are tailored for computer vision applications, which makes it challenging to
adapt to our wireless sensing problem. In this sense, we project on working on these
aspects:
• Novel deep learning model custom-tailored for wireless signals To cater to
the sparse nature of wireless signals because of the limited number of "sensors"
(antennas), which contrasts with the models built on exploiting the dense na-
ture of images. This approach will focus on modeling the propagation envi-
ronment rather than using models designed for exploiting the spatial distribu-
tion of pixels.
• Novel deep learning model for Super-resolution passive localization in true
Non-Line-of-sight conditions. To achieve a spatial resolution higher than
first-order geometry radar methods, even in NLoS conditions and under Wi-
Fi hardware constraints (few antennas and limited bandwidth). This solution
will need to capture the geometrical relation between the target’s position and
the sophisticated reflection patterns.
• Weakly supervised or unsupervised learning for environment-independent
passive localization. To mitigate the effect of the environments’ multipath on
the CSI features associated with the target’s location. The CSI can vary depend-
ing on the ambient reflectors’ geometry, orientation, and reflectivity. Therefore,
the passive localization model must be robust across different environments
while avoiding the burden of collecting location-labeled CSI samples, carried
by human operators.
Reproducibility In this thesis, we have also presented our reproducibility project.
To promote more reproducibility in the community while reducing the strain on the
conference organizers and reviewers, we are working on changing the format of the
6.1. Future Work 93
ACM reproducibility committee to be more representative of the topics discussed
in the community. We are planning on simplifying the review process and make it
more inclusive, which means more interaction between authors and reviewers with
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