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О ЗАДАЧАХ ИДЕНТИФИКАЦИИ 
ДЛЯ ЛИНЕЙНЫХ РАЗНОСТНЫХ УРАВНЕНИЙ 
В работах [1] - [3) мы проводили исследования задачи о вос­
становлении коэффициентов системы линейных разностных 
уравнений 
G(k + 1) = WG(k), k = 1, .. "М - 1, (1) 
где G(k) = (G1(k) , . . . , GN(k))т, а W = (щj) - искомая чис­
ловая матрица размера N х N , такая, что решения системы (1) 
наиболее точно аппроксимируют векторы наблюдений 
( 
Y1(k) ) 
y(k) = : ' 
· YN(k) 
k=1, .. . ,м. (2) 
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Элементы матрицы W определяются при минимизации функ­
ционала 
м L lly(k) - G(k)l/ 2 - min. 
W,G 
k=I 
(3) 
В частности, в работах [lJ, [21 изучалась задача идентификации 
для общих систем вида (1) при произвольном числе векторов 
наблюдения. В этих работах при некоторых условиях на век­
торы наблюдения (2) были доказаны теоремы о разрешимости. 
При доказательстве использовался вариант метода ВИ [4], при 
этом впервые была установлена сходимость метода и получе­
ны оценки скорости сходимости. В работе [2) впервые получе­
но также описание множества решений задачи идентификации 
при произвольном числе векторов наблюдения . На основе ре­
зультатов [lJ, [2) в работе [3] была установлена непрерывная 
зависимость решений задачи идентификации коэффициентов 
системы (1) от векторов наблюдений и получены новые апри­
орные оценки, характеризующие погрешность идентификации 
при малых возмущениях векторов наблюдения . 
В настоящей работе мы укажем ряд задач, для решения 
которых можно применить полученные результаты, а также 
схему рассуждений, проведенных в (1) - [З]. 
1. Рассмотрим задачу о восстановлении матрицы коэффи­
циентов W и вектора F системы JШНейных неоднородных раз­
ностных уравнений 
G(k + 1) = WG(k) + F, k = 1, . . . , М -1. (4) 
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Как и выше, предполагается, что заданы векторы наблюде­
ний (2), а матрица W и вектор F определяются при мини­
мизации функционала 
м L \ly(k) - G(k)ll 2 ~ min. 
~1 ~~G 
(5) 
Иными словами, W и F должны быть такими, чтобы решения 
системы ( 4) наиболее точно аппроксимировали векторы наблю­
дения. 
Решения этой задачи можно получить, дока.зав аналоги тео­
рем 1, 2 из работы [2]. 
2. Получить оценки устойчивости в задаче идентификации 
(4), (5) при малых возмущениях векторов наблюдения 
y(k) = y(k) + ду(k). (6) 
Решения этой задачи можно получить, доказав аналог тео­
ремы 3 из работы {3] . 
3. Для задачи идентификации (1) - (3) выделить системы 
разностных уравнений 
G(k + 1) = WG(k), k = 1, 2, . . . , 
нулевые решения которых асимптотически устойчивы . П~:.- 1 
этом определить величины возможных возмущений векторо 3 
наблюдения (6), позволяющих для задачи идентификации вь·­
делить системы разностных уравнений 
G(k + 1) = WG(k) , k = 1, 2, . .. , 
нулевые решения которых также асимптотически устойчивы. 
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Решения этой за.дачи основано на использовании теорем 1, 2 
из работы [2] и теоремы 3 из [3], а также на анализе свойств 
решений дискретного уравнения Ляпунова 
Н- (W +дW)*H(W +ЛW) =С, С= С* . 
4. Рассмотрим задачу о восстановлении коэффициентов си­
стемы линейных разностных уравнений, используемых в зада­
чах управления: 
А1V(k+1) + Ао V(k) = В1V(k+1) + BoV(k), (7) 
k = 1, . .. ,М-1, 
где 
V(k) = (Vi(k) , . .. , VN(k))T , 
V(k) = (U1(k) , . .. , Иm(k))т , 
а искомые матрицы Ао, А1 размера N х N, Во, В1 размера 
N х m, таковы, что решения системы (7) 
наиболее точно аппроксимируют векторы наблюдений 
X(k)ERN+m, k=1, . .. ,M. 
Элементы матриц Ао, А1, Во, В1 определяются при миними­
зации функционала 
м 
.L ИХ(k) - Z(k)ll2 -+ min . 
k=l Ao,A1,Bo,B1 ,Z 
(8) 
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5. Получить оценки устойчивости в задаче идентификации 
коэффициентов (7), (8) при малых возмущениях векторов на­
бmодения 
X(k) = X(k) + дХ(k). 
Решения задач 4 и 5 можно получить , доказав аналоги тео-
рем из [1] - [3] . 
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