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Zusammenfassung
Geodateninfrastrukturen (GDI) erfahren in den letzten Jahren immer weitere Verbreitung
durch die Schaffung neuer Standards zum Austausch von Geodaten. Die vom Open Geospa-
tial Consortium (OGC), einem Zusammenschluss aus Forschungseinrichtungen und priva-
ten Firmen, entwickelten offenen Beschreibungen von Dienste-Schnittstellen verbessern die
Interoperabilität in GDI. OGC-konforme Geodienste werden momentan hauptsächlich zur
Aufnahme, Verwaltung, Prozessierung und Visualisierung von Geodaten verwendet.
Durch das vermehrte Aufkommen von Geodiensten steigt die Verfügbarkeit von Geoda-
ten. Gleichzeitig hält der Trend zur Generierung immer größerer Datenmengen beispielsweise
durch wissenschaftliche Simulationen an (Unwin et al., 2006). Dieser führt zu einem wach-
senden Bedarf an Funktionalität zur effektiven Exploration und Analyse von Geodaten, da
komplexe Zusammenhänge in großen Datenbeständen untersucht und relevante Informatio-
nen heraus gefiltert werden müssen. Dazu angewendete Techniken werden im Forschungsfeld
Visual Analytics (Visuelle Analyse) umfassend beschrieben. Die visuelle Analyse beschäftigt
sich mit der Entwicklung von Werkzeugen und Techniken zur automatisierten Analyse und
interaktiven Visualisierung zum Verständnis großer und komplexer Datensätze (Keim et al.,
2008).
Bei aktuellen Web-basierten Anwendungen zur Exploration und Analyse handelt es sich
hauptsächlich um Client-Server-Systeme, die auf fest gekoppelten Datenbanken arbeiten.
Mit den wachsenden Fähigkeiten von Geodateninfrastrukturen steigt das Interesse, Funk-
tionalitäten zur Datenanalyse in einer GDI anzubieten. Das Zusammenspiel von bekannten
Analysetechniken und etablierten Standards zur Verarbeitung von Geodaten kann dem Nut-
zer die Möglichkeit geben, in einer Webanwendung interaktiv auf ad hoc eingebundenen
Geodaten zu arbeiten. Damit lassen sich mittels aktueller Technologien Einsichten in kom-
plexe Daten gewinnen, ihnen zugrunde liegende Zusammenhänge verstehen und Aussagen
zur Entscheidungsunterstützung ableiten.
In dieser Arbeit wird die Eignung der OGC WMS GetFeatureInfo-Operation zur Ana-
lyse raum-zeitlicher Geodaten in einer GDI untersucht. Der Schwerpunkt liegt auf der dy-
namischen Generierung von Diagrammen unter Nutzung externer Web Map Service (WMS)
als Datenquellen. Nach der Besprechung von Grundlagen zur Datenmodellierung und GDI-
Standards, wird auf relevante Aspekte der Datenanalyse und Visualisierung von Diagrammen
eingegangen. Die Aufstellung einer Task Taxonomie dient der Untersuchung, welche raum-
zeitlichen Analysen sich durch die GetFeatureInfo-Operation umsetzen lassen. Es erfolgt die
Konzeption einer Systemarchitektur zur Umsetzung der Datenanalyse auf verteilten Geoda-
ten. Zur Sicherstellung eines konsistenten und OGC-konformen Datenaustauschs zwischen
den Systemkomponenenten, wird ein GML-Schema erarbeitet. Anschließend wird durch ei-
ne prototypischen Implementierung die Machbarkeit der Diagramm-basierten Analyse auf
Klimasimulationsdaten des ECHAM5-Modells verifiziert.
iv
Abstract
Spatial data infrastructures (SDI) have been subject to a widening dispersion in the last
decade, through the development of standards for the exchange of geodata. The open des-
criptions of service interfaces, developed by the OGC, a consortium from research institutions
and private sector companies, alter interoperability in SDI. Until now, OGC-conform geo-
services are mainly utilised for the recording, management, processing and visualisation of
geodata.
Through the ongoing emergence of spatial data services there is a rise in the availability
of geodata. At the same time, the trend of the generation of ever increasing amounts of data,
e. g. by scientific simulation (Unwin et al., 2006), continues. By this, the need for capabilities
to effectively explore and analyse geodata is growing. Complex relations in huge data need
to be determined and relevant information extracted. Techniques, which are capable of this,
are being described extensively by Visual Analytics. This field of research engages in the
development of tools and techniques for automated analysis and interactive visualisation of
huge and complex data (Keim et al., 2008).
Current web-based applications for the exploration and analysis are usually established
as Client-Server approaches, working on a tightly coupled data storage (see subsection 3.3).
With the growing capabilities of SDI, there is an increasing interest in offering functionality
for data analysis. The combination of widely used analysis techniques and well-established
standards for the treatment of geodata may offer the possibility of working interactively
on ad hoc integrated data. This will allow insights into large amounts of complex data,
understand natural interrelations and derive knowledge for spatial decision support by the
use of state-of-the-art technologies.
In this paper, the capabilities of the OGC WMS GetFeatureInfo operation for the ana-
lysis of spatio-temporal geodata in a SDI are investigated. The main focus is on dynamic
generation of diagrams by the use of distributed WMS as a data storage. After the review of
basics in data modelling and SDI-standards, relevant aspects of data analysis and visualisati-
on of diagrams are treated. The compilation of a task taxonomy aids in the determination of
realisable spatio-temporal analysis tasks by use of the GetFeatureInfo operation. In the fol-
lowing, conceptual design of a multi-layered system architecture to accomplish data analysis
on distributed datasets, is carried out. In response to one of the main issues, a GML-schema
is developed to ensure consistent and OGC-conform data exchange among the system com-
ponents. To verify the feasibility of integration of diagram-based analysis in a SDI, a system
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1 Einführung
1.1 Motivation und Zielsetzung
Geodateninfrastrukturen (GDI) erfahren in den letzten Jahren immer weitere Verbreitung
durch die Schaffung neuer Standards zum Austausch von Geodaten. Die vom OGC, einem
Zusammenschluss aus Forschungseinrichtungen und privaten Firmen, entwickelten offenen
Beschreibungen von Schnittstellen verbessern die Interoperabilität in GDI. Der bisher am
weitesten verbreitete OGC-Standard ist der WMS (Baumann, 2010). Weitere Standards
wie Web Processing Service (WPS), Web Coverage Service (WCS) oder Sensor Observation
Service (SOS) erfahren kontinuierliche Weiterentwicklung und sind derzeit Gegenstand der
Forschung (siehe z. B. Aiordăchioaie and Baumann, 2010; Brauner et al., 2009; Müller et al.,
2010; Walter and Nash, 2009). OGC-konforme Geodienste werden momentan hauptsäch-
lich zur Aufnahme, Verwaltung, Prozessierung und Visualisierung von Geodaten verwendet.
Speziell zählen dazu beispielsweise die in-situ Aufnahme von Daten durch SOS, die Mög-
lichkeit der Datennutzung und -weitergabe durch WCS und Web Feature Service (WFS),
die Prozessierung kompletter Datensätze mittels WPS oder die Generierung statischer und
dynamischer Karten durch einen WMS.
Durch das vermehrte Aufkommen von Geodiensten steigt auch die Verfügbarkeit von
Geodaten. Gleichzeitig hält der Trend zur Generierung immer größerer Datenmengen bei-
spielsweise durch wissenschaftliche Simulationen an (Unwin et al., 2006). Dieser führt zu
einem steigenden Bedarf an Funktionalität zur effektiven Exploration und Analyse von Geo-
daten, da komplexe Zusammenhänge in großen Datenbeständen untersucht und relevante
Informationen heraus gefiltert werden müssen. Dazu angewendete Techniken werden im For-
schungsfeld Visual Analytics (Visuelle Analyse) umfassend beschrieben. Die visuelle Analyse
beschäftigt sich mit der Entwicklung von Werkzeugen und Techniken zur automatisierten
Analyse und interaktiven Visualisierung zum Verständnis großer und komplexer Datensätze
(Keim et al., 2008).
Bei aktuellen Web-basierten Anwendungen zur Exploration und Analyse handelt es sich
hauptsächlich um Client-Server-Systeme, die auf fest gekoppelten Datenbanken arbeiten (sie-
he Unterkapitel 3.3). Mit den wachsenden Fähigkeiten von Geodateninfrastrukturen steigt
das Interesse, Funktionalitäten zur Datenanalyse in einer GDI anzubieten. Das Zusammen-
spiel von bekannten Analysetechniken und etablierten Standards zur Verarbeitung von Geo-
daten kann dem Nutzer die Möglichkeit geben, in einer Webanwendung interaktiv auf ad
hoc eingebundenen Geodaten zu arbeiten, um Einsichten in komplexe Daten zu gewinnen,
ihnen zugrunde liegende Zusammenhänge zu verstehen und Aussagen zur Entscheidungsun-
terstützung abzuleiten.
In dieser Arbeit wird die Eignung der OGC WMS GetFeatureInfo-Operation zur Analyse
raum-zeitlicher Geodaten in einer GDI untersucht. Der Schwerpunkt liegt auf der dynami-
schen Generierung von Diagrammen unter Nutzung externer WMS als Datenquellen. Dazu
finden Raster-basierte Klimasimulationsdaten des ECHAM5-Klimamodells Anwendung. Die-
se Daten besitzen die Dimensionen Länge, Breite und Zeit sowie thematische Layer für die
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Attribute Surface Temperature (Oberflächentemperatur), Cloud cover (Wolkenbedeckung)
und Precipitation (Niederschlag).
1.2 Projektkontext und Forschungsfragen
Thematisch ist die Arbeit im Umfeld des Projektes GLUES1 - Global Assessment of Land
Use Dynamics, Greenhouse Gas Emissions and Ecosystem Services - angesiedelt. GLUES
ist das BMBF2-geförderte Koordinierungsprojekt von zehn international forschenden Ver-
bundprojekten zum Thema Klimawandel und dessen sozio-ökonomischen Auswirkungen. Die
GLUES-GDI soll den Datenaustausch zwischen Projektpartnern vereinfachen und den Mehr-
wert der erzeugten Ergebnisse u. a. durch die Bereitstellung von Analysedienste erhöhen3.
Die Analysen, welche idealerweise auf den Datensätzen durchgeführt werden können,
beinhalten u. a. Visualisierungen räumlicher Wertedifferenzen eines natürlichen Phänomens,
Abfragen und Vergleiche von Zeitreihen, Untersuchungen von Wertedifferenzen zwischen
Klimaszenarien und Korrelationen zwischen Phänomenen und statistische Analysen. Die
Nutzbarkeit der OGC WMS-Spezifikation für die Anwendung derartiger Analysen wird auf
den mehrdimensionalen Klimasimulationsdaten untersucht. Dazu sollen in dieser Arbeit die
folgenden Forschungsfragen beantwortet werden:
1. Welche relevanten Standards existieren im GDI-Bereich?
2. Welche Anforderungen existieren an Werkzeuge zur interaktiven Exploration und Ana-
lyse raum-zeitlich modellierter Rasterdaten?
3. Welche thematischen Fragestellungen sind mit GDI-Standards - unter Beachtung ev-
tentuell gegebener Restriktionen - zu beantworten?
4. Welche Informationen muss ein OGC WMS GetFeatureInfo-Response enthalten, um
valide Diagramme zu erstellen?
5. Welche Vorteile bringt die Nutzung einer Geodateninfrastruktur (GDI) für die visuelle
Analyse?
1.3 Struktur der Arbeit
In dieser Arbeit sollen die Möglichkeiten untersucht werden, die der OGC WMS-Standard
bietet, um raum-zeitlich modellierte Geodaten von einem Dienst abzurufen und Client-seitig
zu analysieren. Um an das Thema heran zu führen, werden im Kapitel 2 grundlegende Begriff-
lichkeiten geklärt. Dazu zählen die Erläuterung relevanter Spezifikationen zur Modellierung
1http://modul-a.nachhaltiges-landmanagement.de/de/wissenschaftliche-begleitung-glues; eingesehen:
07. Februar 2012
2Bundesministerium für Bildung und Forschung
3http://modul-a.nachhaltiges-landmanagement.de/fileadmin/user_upload/Bilder/rechte_spalte/
3_Wiss_Begleitung_GLUES/fact_sheet_2b_ GLUES-GDI.pdf, eingesehen: 29. Mai 2012
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raum-zeitlicher Geodaten und von GDI-Schnittstellen (Forschungsfrage 1) sowie ein Über-
blick über das Forschungsfeld Visual Analytics. Des Weiteren werden die Vorteile einer GDI-
basierten visuellen Analyse besprochen (Forschungsfrage 5). Im Kapitel 3 werden relevante
Aspekte für die Exploration und Analyse von raum-zeitlich modellierten Daten betrachtet.
Dazu wird sowohl auf Anforderungen an Explorations- und Analysewerkzeuge (Forschungs-
frage 2) als auch Möglichkeiten zur Visualisierung von mehrdimensionalen, raum-zeitlichen
Geodaten eingegangen. Anschließend werden aktuelle Projekte Web-basierter explorativer
Analyse vorgestellt. In Kapitel 4 erfolgt die Konzeption einer Web-basierten Anwendung
zur Exploration und Analyse von raum-zeitlichen Geodaten anhand der vorhergehend aus-
gearbeiteten Anforderungen. Dabei wird darauf eingegangen, welche thematischen Frage-
stellungen allgemein mit raum-zeitlichen Geodaten und speziell unter Nutzung eines WMS
beantwortet werden können (Forschungsfrage 3). Außerdem wird ein Vorschlag für die Struk-
tur eines bisher nicht standardisierten GetFeatureInfo-Response vorgestellt (Forschungsfrage
4). Anschließend wird in Kapitel 5 die Implementierung einer prototypischen Anwendung be-
sprochen und die gewonnenen Ergebnisse diskutiert. Kapitel 6 beantwortet die Forschungs-
fragen und gibt einen Ausblick auf Erweiterungsmöglichkeiten für die Anlyse.
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2 Grundlagen und Definitionen
Dieses Kapitel soll grundlegende Begrifflichkeiten klären, auf die in den folgenden Kapiteln
zurückgegriffen wird. Dazu werden internationale Standards der Modellierung von Geodaten
besprochen, Technologien zur Datenbereitstellung mittels Geodateninfrastrukturen erläutert
sowie auf Methoden aus der visuellen Analyse eingegangen.
2.1 Raum-zeitlich modellierte Geodaten
Geodaten mit raum-zeitlicher Domäne treten immer häufiger in den Blickwinkel geoinfor-
mationstechnischer Verarbeitung. Das Datenaufkommen aus Simulationsergebnissen oder
von Sensoren steigt stetig an, nicht zuletzt durch den Aspekt, dass die Zeit als Dimensi-
on vermehrt neben der rein räumlichen Modellierung eine Rolle spielt. So vervielfachen sich
Messungen in dem Maß, wie die zeitliche Auflösung der Messdaten steigt. Beispiele für raum-
zeitlich modellierte Geodaten sind 1-D Zeitreihen, 2-D Bilddaten, 3-D Bilddaten-Zeitreihen
bzw. x/y/z räumliche Datenwürfel und 4-D x/y/z/t raum-zeitliche Datenwürfel (Baumann,
2010).
Die beiden folgenden Abschnitte behandeln die relevanten theoretischen Grundlagen der
Modellierung solcher Geodaten. Die Beschreibung basiert auf den Standards des OGC sowie
den Normen der Reihe 19100 der International Organization for Standardization (ISO).
2.1.1 OGC Coverage Konzept
Die in der Geoinformatik maßgeblichen ISO-Normen der Reihe 19100 bauen für die Model-
lierung von Geodaten auf das vom OGC entwickelte Open Geodata Model (Abbildung 1) und
dessen zentrales Konzept des Feature auf (Bernard, 2001). Ein Feature ist definiert als die
Abstraktion eines Phänomens der realen Welt (ISO, 2005), eine Instanz dieser Klasse reprä-
sentiert ein Geoobjekt. Jedes Feature besitzt genau einen FeatureType, der gekennzeichnet
ist durch eine Menge von Eigenschaften, welche jedem Feature dieses Typs zugeordnet sind
(Fitzke, 2005). Bei den Attributen eines Features handelt es sich um Instanzen der Klasse
FeatureProperty, wobei ein Feature beliebig viele FeatureAttributes besitzen kann.
Das Open Geodata Model vereint die beiden in der Geoinformatik gebräuchlichen Sichten
auf Geoobjekte - objektbasiert (Feature) und feldbasiert (Coverage) (Bernard, 2001). Ein
Coverage ist nach dem Modell eine Spezialisierung der Klasse Feature. Es handelt sich dabei
um die Umsetzung der in der Geoinformatik gebräuchlichen feldbasierten - im Gegensatz zur
objektbasierten - Sicht auf Geoobjekte. Dabei besitzen Coverages eine Domäne, also einen
Koordinatenraum, der aus bis zu drei räumlichen und einer zeitlichen Dimension oder Achse
aufgespannt wird. Jede Dimension wird von einer oberen und unteren Grenze beschränkt.
In der ISO 19123 Spezifikation (ISO, 2005) wird zwischen diskreten und kontinuierlichen
Coverages unterschieden. Die Domäne eines diskreten Coverages besteht aus einer begrenz-
ten Menge geometrischer Objekte und den sogenannten unmittelbaren Positionen in diesen
Objekten. Ein diskretes Coverage besitzt die selben Attributwerte für jede unmittelbare Po-
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Abb. 1: Open Geodata Model. Bernard (2001)
sition innerhalb eines Objektes. Somit wird jedem Objekt ein Wert eines FeatureAttributes
zugeordnet. Diese Zuordnung wird als geometry value pair bezeichnet. Ein kontinuierliches
Coverage dagegen beschreibt die Zuordnung zwischen seiner Domäne und einer kontinuierli-
chen Werteoberfläche. Jeder Position der Domäne wird dabei ein Wert aus der Wertemenge
eines Attributes zugewiesen. Das kontinuierliche Coverage besitzt innerhalb jedes Objektes
in der Domäne unterschiedliche Werte an jeder unmittelbaren Position. Dieser Zuordnung
liegt die sogenannte CoverageFunction (C_Function) zugrunde (siehe Abbildung 1).
Bei der Modellierung von Geodaten mittels Coverages liegen alle Geoobjekte disjunkt
vor. Das heisst, es sollen keine Überschneidungen zwischen einzelnen Objekten vorkommen.
Gleichzeitig erlaubt die Spezifikation aber das Auftreten von NULL-Werten für Positionen,
die keinem Objekt zugeordnet sind (ISO, 2005).
2.1.2 Modellierung der Zeitdimension
In vielen Geoinformationssystemen wird die Dimension Zeit als Attribut eines Geoobjektes
abgebildet (Yuan, 1996; ISO, 2002). Das bedeutet, dass nur ein Zustand des Objektes zu
einem festen Zeitpunkt darstellbar ist. Für die zeitabhängige Modellierung raum-zeitlicher
Daten ist dies jedoch ungenügend, da es der Notwendigkeit, das Verhalten eines Geoobjektes
als Funktion der Zeit zu modellieren, nicht gerecht wird (Kresse and Fadaie, 2004).
Auf die Zeit als eigenständige Dimension wird in der ISO 19108 Spezifikation (ISO, 2002)
eingegangen. Die Dimension Zeit wird dort konzeptionell analog zu den räumlichen Dimen-
sionen betrachtet. Das bedeutet, dass Zeit sowohl eine Geometrie als auch eine Topologie
besitzt. Die beiden Unterklassen der Geometrie sind die Primitiven Instant (Punktobjekt
mit einer zeitlichen Koordinate) und Period (Zeitintervall). Bei einem Instant handelt es
sich um eine 0-dimensionale Position auf der Zeitachse. Eine Period wird durch zwei In-
stants begrenzt, hat also einen Beginn und ein Ende, wodurch sich die Länge (Dauer) des
Zeitintervalls ergibt. Die zeitliche Topologie von Objekten enthält keine Aussage über abso-
lute zeitliche Positionen, sondern gibt die Beziehung zwischen zwei Geometrien wieder. Nach
der ISO 19108 Spezifikation (ISO, 2002) wird zwischen den zwei Primitiven Node (Knoten)
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und Edge (Kante) unterschieden (Abbildung 2). Dabei korreliert ein Node mit einem Instant
und eine Edge mit einer Period. Bei der Umsetzung dieser Spezifikation in Geography Mar-
kup Language (GML) (ISO, 2007) wird erläutert, dass ein Node als Beginn oder Ende einer
unbestimmten Anzahl an Edges agiert. Die Realisierung eines Node erfolgt als Geometrie,
also durch seine Position, deren Wert ein Instant ist.
Abb. 2: Beziehung der zeitlichen topologischen Primitiven Node und Edge zueinander. ISO (2002)
Zeitliche Primitive können in Relation zu einem eindimensionalen zeitlichen Bezugssy-
stem referenziert werden. Dieses kann sowohl ordinal- als auch intervallskaliert sein (siehe
Abschnitt 3.1.3). Ein Kalender ist ein diskretes zeitliches Bezugssystem, das sich auf eine
Intervallskala bezieht und das Messen von Zeitabständen erlaubt. Ein Kalender besitzt ei-
ne hierarchische Struktur, in der für jedes Level ein spezielles Zeitintervall genutzt wird.
Üblicherweise sind die Instanzen der Intervalle auf einem Level benannt oder durchnumme-
riert auf der Basis eines Zyklus, dessen Länge dem Intervall auf dem nächsthöheren Level
entspricht. Ein typischer Kalender verwendet die Intervalle Jahr, Monat und Tag. Andere
Intervalle sind, abhängig vom Kalender, möglich. Die geringste zeitliches Auflösung eines
Kalenders beträgt einen Tag. Ein ordinales zeitliches Bezugssystem, wie es beispielsweise
in der Geologie angewandt wird, erlaubt lediglich die relative Einordnung von Ereignissen
zueinander, jedoch nicht das Messen der Abstände zwischen ihnen. (ISO, 2002).
Ein weiterer bedeutender Aspekt für die Modellierung ist die strukturelle Organisation
der Dimension Zeit (Andrienko et al., 2010). Es existieren u. a. die Typen Ordered time und
Branching time. Der Typ Ordered time beschreibt einen kontinuierlichen Zeitablauf und
besitzt die Subtypen Lineare Zeit und Zyklische Zeit. Lineare Zeit ist die Umsetzung der
natürlichen Wahrnehmung der Zeit als kontinuierliche Sequenz zeitlicher Primitiven, also
von Zeitpunkten und zeitlichen Perioden. Im Gegensatz dazu besteht eine zyklische Zeitach-
se aus einer begrenzten Anzahl wiederkehrender zeitlicher Primitiven wie beispielsweise den
Jahreszeiten in einem Jahr. Der Typ Branching time erlaubt die Abbildung paralleler Hand-
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lungsstränge. Damit kann eine Modellierung Zeit-paralleler Daten, wie beispielsweise bei der
Beschreibung und dem Vergleich von Szenarien, erfolgen. Diese Anwendung spielt speziell in
der Vorhersage und Planung eine Rolle (Andrienko et al., 2010).
2.2 Geodateninfrastrukturen
Geodateninfrastrukturen (GDI) haben im letzten Jahrzehnt verstärkt an Bedeutung gewon-
nen. Sie vermeiden teure Mehrfacherhebungen von Geodaten durch vereinfachten Datenaus-
tausch, ermöglichen Mehrfachnutzung bereits erhobener Daten und verringern den Aufwand
für den Zugriff (Bernard et al., 2005, S.4-5). In der Forschung verlagert sich der Schwerpunkt
verstärkt von der reinen Datenbereitstellung durch einzelne Dienste, hin zu Mehrwert gene-
rierenden, lose gekoppelten Diensteketten (Bernard et al., 2001, 2003; Müller et al., 2010).
Die technologische Grundlage von GDI ist das Konzept einer Service-orientierten Archi-
tektur (SOA). Eine SOA ist in OASIS (2006) definiert als ein Paradigma zum Organisieren
und Nutzen verteilter Funktionalitäten, die der Kontrolle verschiedener Herausgeber unter-
stehen können. Als grundlegende Merkmale einer SOA beschreibt Melzer (2007)
• die verteilten Komponenten bzw. Dienste,
• die dynamische Suche und Einbindung von Dienstefunktionalität,
• die lose Kopplung der Dienste zur Laufzeit, sowie
• die Verwendung offenener Standards sowohl für die Schnittstellenbeschreibung in ma-
schinenlesbarer Form als auch die Kommunikation eines Dienstes.
Die praktische Umsetzung einer SOA kann beispielsweise mittels Web Services erfolgen, wie
es bei einer GDI der Fall ist. Ein Web Service ist definiert als Software, die als abgeschlossene
Einheit eine wohl definierte Funktionalität bereitstellt und dessen veröffentlichte Schnittstelle
mittels standardisierter Extensible Markup Language (XML)-Nachrichten über das Internet
nutzbar ist (Wöhr, 2004). Die logische Adresse, unter der man diesen Web Service ansprechen
kann, wird als Endpoint bezeichnet (Bean, 2009).
Im Kontext dieser Arbeit ist die Verwendung standardisierter Schnittstellen einer der
wichtigsten Aspekte. Grundsätzlich ist der Betrieb einer GDI auch ohne Standardisierung von
Schnittstellen möglich (Bernard et al., 2005). Dann ist die Kommunikation mit einem Dienst
allerdings nur Komponenten möglich, denen die Struktur dessen proprietärer Schnittstelle
bekannt ist. Im Gegensatz dazu soll die Standardisierung ermöglichen, dass die Nutzung von
Diensten durch ad hoc Zugriff auch fremden Clients oder anderen Diensten möglich ist.
Der Prozess zur Beschreibung von Standards für Schnittstellen wird vom Open Geospatial
Consortium vorangetrieben. Dieses Konsortium aus Forschungseinrichtungen und Unterneh-
men hat sich zum Ziel gesetzt, Standards für die nahtlose Integration geographischer Daten
und Dienste in Geschäftsprozesse und das „Spatial Web“ zu entwickeln4.
4http://www.opengeospatial.org/ogc/vision. Zuletzt eingesehen: 09. März 2012.
2 Grundlagen und Definitionen 8
Aktuell wird der Aufbau einer europäischen Geodateninfrastruktur nach der INSPIRE5-
Richtlinie von 2007, basierend auf ISO- und OGC-Standards vorangetrieben. Ziel ist die
grenzüberschreitende Nutzung und der vereinfachte Zugriff auf Umweltdaten. INSPIRE baut
auf den nationalen GDI der Mitgliedsstaaten der Europäischen Gemeinschaft auf und be-
schreibt Empfehlungen und Implementierungsregelungen zur Schaffung von Interoperabili-
tät in der europäischen GDI (INSPIRE, 2007). Beim Aufbau von Geodatendiensten sollten
demnach INSPIRE-Richtlinien herangezogen werden, um Interoperabilität gleichermaßen im
Rahmen einer nationalen wie länderübergreifenden GDI zu gewährleisten.
2.2.1 OGC Web Map Service
Die Aufgabe eines Web Map Service (WMS) ist die dynamische Generierung räumlich refe-
renzierter Karten auf Grundlage geographischer Informationen (OGC, 2006c). Eine Karte ist
demnach die Darstellung geographischer Informationen als digitales Bild, das für die Ausgabe
auf einem Monitor geeignet ist (OGC, 2006c). Der WMS gehört zu den bisher am häufigsten
eingesetzten OGC-Standards (Baumann, 2010, S.468) und besitzt eine breite Akzeptanz in
der Industrie (Iosifescu-Enescu et al., 2010, S.242).
Für einen OGC-konformen WMS sind drei grundlegende Operationen beschrieben. Diese
sind GetCapabilities, GetMap und GetFeatureInfo, wobei nur die letztgenannte optional ist.
Im Folgenden werden diese Operationen näher erläutert. Die Darstellung beruht auf der
OGC WMS Implementation Specification, Version 1.3.0 (OGC, 2006c).
Jeder WMS soll nach der WMS Implementation Specification obligatorisch die GET6-
Methode und optional die POST-Methode des Hypertext Transfer Protocol (HTTP) zur
Kommunikation unterstützen. Ein HTTP GET-Request, also eine Anfrage an den Dienst,
hat immer die Form http://host?key=value, wobei host einem Hostnamen zu dem Dienst
entspricht. Nach dem Fragezeichen erfolgt die Kodierung der Request-Parameter in Form
von mit „&“ voneinander getrennten Schlüssel-Wert-Paaren.
Ein WMS verwendet unterschiedliche Koordinatensysteme. Beim Map Coordinate Sy-
stem (Map CS) handelt es sich um das Koordinatensystem, welches zur Anzeige der Karte
in Pixelkoordinaten am Monitor dient. Die Achsen des Koordinatensystems verlaufen recht-
winklig zueinander, die i-Achse horizontal und die j-Achse vertikal. Der Ursprung des Map
CS befindet sich in der oberen linken Ecke der Karte (OGC, 2006c). Das Layer Coordi-
nate Reference System (Layer CRS) ist ein horizontales Koordinatenreferenzsystem, in der
die geographischen Informationen, welche der Karte zugrunde liegen, vorliegen. Ein Dienst
kann verschiedene Referenzsysteme für die Darstellung anbieten. Allerdings können Layer
von verschiedenen Diensten nur gemeinsam verwendet werden, wenn sie ein gemeinsames
Koordinatenreferenzsystem verwenden (OGC, 2006c). Der Begriff CRS wird seit der WMS
Version 1.3.0 verwendet. Frühere Versionen nutzen den Begriff SRS.
Daneben kann bei multidimensionalen Daten ein vertikales Koordinatenreferenzsystem
Anwendung finden, wenn Informationen in unterschiedlichen Höhen vorliegen. Dieses defi-
5Infrastructure for Spatial Information in Europe: http://inspire.jrc.ec.europa.eu/
6http://www.w3.org/Protocols/rfc2616/rfc2616-sec9.html
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niert die dritte Dimension in den Daten und gibt Einheit und Richtung der vertikalen Achse
vor. Ein Zeitkoordinatensystem wird für Daten benötigt, welche zusätzlich eine Zeitkompo-
nente beinhalten. Sowohl das vertikale als auch das Zeitkoordinatensystem sind Server-seitig
mit einem Standardwert belegt, auf welchen zurückgegriffen wird, wenn der Client keine
Angaben dazu spezifiziert (OGC, 2006c).
GetCapabilities
Mit der GetCapabilities-Operation kann ein Dokument mit Metadaten über die WMS-
Instanz in sowohl computer- als auch menschenlesbarer Form in der Auszeichnungssprache
XML abgerufen werden. Dieses Capabilities-Dokument stellt sogenannte Service Metadaten
bereit, also Informationen über die Fähigkeiten des Dienstes. Dazu gehören Angaben über
die vom Dienst vorgehaltenen Daten, speziell über die vorgehaltene Layer-Struktur sowie
Referenzsysteme für die einzelnen Dimensionen. Im Weiteren wird der Request (Anfrage an
einen WMS) und der Response (Antwort des WMS) der GetCapabilities-Operation kurz er-
läutert. Eine ausführliche Beschreibung findet sich in der WMS Implementation Specification
(OGC, 2006c).
Für einen GetCapabilities-Request werden die Parameter VERSION, SERVICE und
FORMAT benötigt. Der Parameter VERSION steht für die Version der OGC WMS Im-
plementation Specification, nach welcher der Dienst die Anfrage behandeln soll. Der Wert
des Parameters SERVICE ist immer auf WMS zu setzen und FORMAT enthält die Codie-
rung des Rückgabeformates als MIME-Typ, wie z. B. text/xml.
Die Antwort eines WMS auf einen GetCapabilities-Request soll in Form eines XML-
Dokumentes erfolgen. Der erste Teil des Capabilities-Dokumentes ist ein Service-Element,
welches allgemeine Informationen über den Dienst bereitstellt. Im zweiten Teil der Service
Metadaten, dem Capability-Element, sind die durch den Dienst unterstützten Operationen
und Ausgabeformate definiert. Dazu gehören Angaben über die unterstützten Operationen,
der Layer-Titel sowie der Layer-Name, welcher zur Identifikation des Layers bei einer An-
frage erforderlich ist. Weiterhin wird die räumliche Ausdehnung des im Layer angegebenen
Gebietes als Bounding Box angegeben. Ein Layer kann optional das Attribut queryable be-
sitzen, also abfragbar sein. Wenn der WMS die Operation GetFeatureInfo für diesen Layer
unterstützt, ist queryable = 1 gesetzt.
Das Dimension-Element kann mehrfach auftreten und enthält jeweils Angaben über eine
weitere Dimension eines Layers, wie beispielsweise Höhe oder Zeit. Nach der WMS Spezifika-
tion (OGC, 2006c) soll ein Dienst ein Zeitintervall im Format Startzeit/Endzeit/Auflösung
herausgeben. Dabei handelt es sich um eine Erweiterung der ISO 8601 Spezifikation (ISO,
2004) für Repräsentationen der Zeit. Listing 1 zeigt ein Beispiel für ein Zeitintervall mit
einer Dauer von Januar 2006 bis Dezember 2012 mit einer zeitlichen Auflösung von einem
Monat. Der Buchstabe „P“ steht für die Kennzeichnung einer Periode, der Buchstabe „M“ für
eine monatliche Auflösung. Weitere Angaben sind in der ISO 8601 Spezifikation einzusehen.
Handelt es sich bei den lieferbaren Dimensionswerten um eine Liste mehrerer Messpunkte
ohne feste Auflösung, erfolgt die Schreibweise analog zu Listing 2.
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<Dimension name="time" un i t s="ISO8601" de f au l t="2012−06">
2006−01/2012−12/P1M
</Dimension>
Lst. 1: Beispiel für die Angabe eines Zeitintervalls in den Service Metadaten nach der OGC WMS-
Spezifikation (OGC, 2006c)
<Dimension name=" e l e v a t i o n " un i t s=" vert i ca lCRSid " unitSymbol="symbol">
0/150/200/500
</Dimension>
Lst. 2: Beispiel für die Angabe von Höhenwerten in den Service Metadaten nach der OGC WMS-
Spezifikation (OGC, 2006c)
Das units-Attribut bezieht sich in Listing 1 auf gültige Schreibweisen nach der ISO 8601
Spezifikation (ISO, 2004). Im Listing 2 ist als unit ein vertikales Koordinatenreferenzsystem
angegeben, welches die Eigenschaften für die Dimension beschreibt. Die Einheit unitSymbol
muss der Einheit des gewählten CRS entsprechen.
GetMap
Ein GetMap-Request hat die Generierung einer digitalen Karte zum Ziel. Dabei sendet ein
Client eine Anfrage mit den in Tabelle 1 genannten Parametern und erhält vom Dienst eine
gültige Karte zurück. Das Format der Rückgabe ist ein Bildformat, welches als MIME-Typ
im FORMAT-Parameter angegeben wird. Der STYLE-Parameter erwartet als Wert eine mit
Komma getrennte Liste von Stilen, welche für die Darstellung der einzelnen Layer genutzt
werden sollen. Dabei wird der Layer an einer bestimmten Stelle der LAYERS-Liste mit
dem Stil an derselben Stelle der STYLES-Liste gezeichnet. Die Stile zur Darstellung der
Karte sind dabei vom Dienst vorgegeben. Nutzerdefinierte Stile kann nur ein Styled Layer
Descriptor (SLD)-fähiger Dienst anwenden (siehe Abschnitt 2.2.2). Weitere Informationen
und eine detaillierte Beschreibung der GetMap-Operation bietet die WMS Implementation
Specification (OGC, 2006c).
GetFeatureInfo
Mit der optionalen GetFeatureInfo-Operation kann ein Client zusätzliche Informationen über
Geoobjekte, in einer vorher durch eine GetMap-Anfrage vom WMS gelieferten Karte, abru-
fen. Damit diese durchgeführt werden kann, muss der entsprechende Layer im Capabilities-
Dokument als queryable ausgewiesen sein (siehe Abschnitt 2.2.1).
In Tabelle 2 sind die Parameter für eine standardkonforme GetFeatureInfo-Anfrage auf-
geführt. Die Parameter VERSION und REQUEST müssen wie in der Tabelle angegeben
bezeichnet werden. Der mit map request part bezeichnete Teil bedeutet, dass die vorher-
gehende GetMap-Anfrage, bis auf die Parameter VERSION und REQUEST, übernommen
werden muss. Der Parameter QUERY_LAYERS erwartet als Wert eine Liste mit Layern,
für welche die Werte an der mit I und J bezeichneten Position abgefragt werden sollen. I




Version=1.3.0 E Version der gültigen Spezifikation
Request=GetMap E Name der Operation
Layers=layer_list E Liste von Layern
Styles=style_list E Stile zur Kartendarstellung
Crs=namespace:identifier E Koordinatenreferenzsystem
Bbox=minx,miny,maxx,maxy E Koordinaten der Bounding Box
Width=output_width E Breite der Karte in Pixeln
Height=output_height E Höhe der Karte in Pixeln
Format=output_format E Rückgabeformat (Mime-Typ)
Time=time O Zeit des gewünschten Layers
Elevation=elevation O Höhenwert des gewünschten Layers
Tab. 1: Parameter eines GetMap - Request (Auszug). OGC (2006c)
und J werden in Pixelkoordinaten angegeben, welche sich auf den Kartenausschnitt bezie-
hen. Es gilt ein Wertebereich von Null bis WIDTH-1 für die horizontale I-Achse bzw. Null
bis HEIGHT-1 für die vertikale J-Achse. Der Koordinatenursprung befindet sich in der lin-
ken oberen Ecke des Kartenausschnittes. Über die Parameter I und J, zusammen mit der
Kartengröße WIDTH und HEIGHT, dem gültigen Koordinatenreferenzsystem CRS und der
aktuellen BOUNDING BOX, kann der WMS die an dieser Position vorliegenden Features
bestimmen. INFO_FORMAT gibt das gewünschte Rückgabeformat der angefragten Infor-
mationen als MIME-Typ an. Das kann beispielsweise ein Bildformat wie JPEG (image/jpeg)
oder ein Textformat wie XML (text/xml) sein. FEATURE_COUNT bezeichnet die maxi-
male Anzahl an Objekten pro Layer, für die Informationen zurückgeliefert werden sollen.
Dabei handelt es sich um die Objekte, welche am dichtesten an der Position (I,J) liegen. Ist




Version=1.3.0 E Versions der gültigen Spezifikation
Request=GetFeatureInfo E Name der Anfrage-Operation
map request part E Partielle Kopie des vorhergehenden
GetMap-Requests
Query_Layers=layer_list E Komma-separierte Liste von Layern
Info_Format=output_format E Rückgabeformat (Mime-Typ)
Feature_Count=number O Anzahl Objekte, für die Informatio-
nen abgerufen werden sollen
I=pixel_column E i-Koordinate in der Karte (Pixel)
J=pixel_row E j-Koordinate in der Karte (Pixel)
Tab. 2: Parameter eines GetFeatureInfo - Request (Auszug). OGC (2006c)
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Auf den Response einer GetFeatureInfo-Anfrage wird in der Spezifikation nicht näher
eingegangen. Die genaue Art der Rückgabe ist dem Anbieter des Dienstes vorbehalten, sie soll
sich lediglich an das im Request spezifizierte INFO_FORMAT halten. Verschiedene WMS
verwenden beispielsweise XML, Hypertext Markup Language (HTML) oder Bildformate wie
Joint Photographic Experts Group (JPEG) als Rückgabeformat. Soll der Client die Daten
des GetFeatureInfo-Dokumentes allerdings auswerten, ist ein Textformat einem Bildformat
vorzuziehen. Dabei bietet sich XML als Standard-Austauschformat für Web Services an.
2.2.2 OGC Styled Layer Descriptor
Nutzer-definiertes Styling ist kein obligatorischer Standard der WMS-Spezifikation. Um ei-
nem Client zu ermöglichen, Karten von einem WMS mit eigenen Stilen darzustellen, existiert
das SLD-Profil (OGC, 2007b) als Erweiterung zur WMS-Spezifikation. Damit werden die ein-
geschränkten Styling-Möglichkeiten eines Standard-WMS erweitert. So ist es beispielsweise
möglich, einem Digitalen Geländemodell eine eigene farbcodierte Höhendarstellung zu zuwei-
sen oder für räumliche Analysen die Werte der Klassengrenzen in einer Karte zu verändern.
Das SLD-Profil beruht auf der Symbology Encoding (OGC, 2006b). Dabei handelt es
sich um einen XML-Dialekt, welcher entwickelt wurde, um eine standardisierte Darstellung
für Geodaten zu gewährleisten. Die Symbology Encoding definiert sogenannte Symbolizer für
Punkte, Linien, Polygone, Text und Rasterdaten. In diesen wird eine Zeichenvorschrift so
hinterlegt, dass der Dienst sie auf Geodaten des entsprechenden Typs anwenden kann.
Sendet der Client anstatt eines vom Dienst vorgegeben Stiles ein eigenes SLD-Dokument
oder einen Verweis darauf an den Dienst, ist dieser in der Lage, die geographischen Infor-
mationen in der vom Client angegebenen Zeichenvorschrift darzustellen. Um die Vorteile
nutzerdefinierter Stile nutzen zu können, muss der WMS SLD-fähig sein. Ein sogenannter
SLD-WMS unterstützt zusätzlich die optionalen Operationen DescribeLayer sowie GetLe-
gendGraphic (OGC, 2007b). Die DescribeLayer -Operation liefert zusätzliche Informationen
über einen Layer und GetLegendGraphic sendet eine Legende zur Interpretation der in der
Karte verwendeten Farbkodierungen.
2.3 Visuelle explorative Datenanalyse - Visual Analytics
Zum Erkennen und Verstehen von Zusammenhängen in Daten ist deren graphische Visuali-
sierung eine effektive Methode. Forschungsgebiete, die sich mit dieser Methode beschäftigen,
lassen sich im map use cube (Abbildung 3) anhand ihrer Zielstellung einordnen. MacE-
achren and Kraak (1997) stellen in diesem Würfel die Ziele der Nutzung von Karten bzw.
geographischen Anwendungen im weiteren Sinne, in Abhängigkeit der Merkmale Interak-
tionsgrad, Informationsgehalt sowie Nutzerkreis dar. Diese vier Ziele der Kartennutzung
sind Präsentation und Synthese, aus dem Bereich visuelle Kommunikation (visual commu-
nication), sowie Analyse und Exploration, welche dem Bereich visual thinking zugeordnet
werden. In diesem „dreidimensionalen Raum der Kartennutzung“ stehen sich Präsentation
und Exploration diagonal gegenüber. Die Zielstellungen dieser entgegengesetzten Positionen
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bezeichnen MacEachren and Kraak (1997) als „presenting knowns vs. revealing unknowns“.
Analyse und Exploration lassen sich in der Ecke Expertennutzer - hoher Grad an Interaktion
- unbekannter Informationsgehalt einordenen (MacEachren and Kraak, 1997).
Abb. 3: Map Use Cube. Schiewe (2011), nach MacEachren and Kraak (1997)
Ein Forschungsgebiet, welches sich mit der Analyse und Exploration von Daten beschäf-
tigt, ist Visual Analytics. Dieses junge Forschungsgebiet verbindet Ansätze verschiedener Dis-
ziplinen zwischen Datenexploration und Visualisierung (siehe Andrienko et al., 2010, S.1577).
Thomas and Cook (2005) definieren Visual Analytics als die Wissenschaft des analytischen
Schlussfolgerns, unterstützt durch interaktive visuelle Nutzeroberflächen. Keim et al. (2008,
2010) benennen als Aufgabe von Visual Analytics die Kombination automatisierter Analyse-
techniken mit interaktiver Visualisierung. Dies soll dem effektiven Verstehen sehr großer und
komplexer Datensätze sowie der Entscheidungsunterstützung dienen. Aufbauend auf diese
Definition benennen Keim et al. (2010) die Ziele von Visual Analytics als die Entwicklung
von Werkzeugen und Techniken für
• das Synthetisieren von Informationen und Ableiten von Erkenntnissen aus großen,
dynamischen, mehrdeutigen und oftmals widersprüchlichen Datensätzen,
• das Bestätigen von Erwartetem und Erkennen von Unerwartetem in Daten,
• das Erbringen zeitnaher, belastbarer und verständlicher Einschätzungen, sowie
• effektives Kommunizieren dieser Einschätzungen für weitere Aktionen.
In dieser Arbeit werden die Termini visuelle Analyse und visuelle explorative Analyse
gleichbedeutend zu Visual Analytics verwendet, da ein exaktes deutschsprachiges Äquivalent
in der Literatur fehlt.
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2.3.1 Der visuelle Analyseprozess
In der Visual Analytics-Disziplin wird das Auffinden von Informationen als ein iterativer
Prozess verstanden, der durch den Nutzer maßgeblich gesteuert wird und zur schrittweisen
Verfeinerung gefundener Informationen führt. Dieser Analyseprozess (Abbildung 4) kom-
biniert automatische und visuelle Analysemethoden, eng gekoppelt durch menschliche In-
teraktion, um Wissen aus Daten zu generieren (Keim et al., 2010, S.10). Interaktivität ist
daher eine der Kernanforderungen an Werkzeuge, die dem Zweck der Datenexploration die-
nen sollen. Der erste Schritt bei der Exploration und Analyse ist das Pre-processing, um
heterogene Datenbestände zu integrieren oder durch Transformation einen Ausgangsdaten-
bestand zu erhalten. Der Nutzer hat dann die Möglichkeit, ein Modell der Daten durch
automatisierte Analyse zu erzeugen. Dieses Modell wird anschließend vom Nutzer durch In-
teraktion evaluiert und verfeinert. Das kann beispielsweise durch Anpassen von Parametern
oder Wählen von Auswertefunktionen erfolgen. Alternativ kann der Nutzer auch zuerst eine
visuelle Datenexploration durchführen, um eine Hypothese aufzustellen. Im nächsten Schritt
muss diese Hypothese dann durch die Nutzung automatisierter Analysemethoden verifiziert
werden. Das iterative Zusammenwirken von Visualisierung und automatisierter Analyse so-
wie die Interaktion zwischen Visualisierung, Model und Nutzer führt zur Generierung von
Wissen, welches wiederum in die nächste Iteration des Prozesses eingeht (Keim et al., 2010,
S.10).
Abb. 4: Visueller Analyseprozess. Keim et al. (2010)
Ein Model zur Beschreibung der Transformation der Daten in eine visuelle Form ist das
Reference Model for Visualisation (Abbildung 5). Als Card et al. (1999) dieses Modell be-
schrieben, existierte der Begriff Visual Analytics noch nicht, auf das Modell wird aber immer
noch in aktueller Literatur verwiesen (Keim et al., 2010). Die Data Transformations über-
führen Rohdaten in Data Tables, also strukturierte, relationale Beschreibungen der Daten.
Visual Mappings transformieren Data Tables in Strukturen, die räumliche und graphische Ei-
genschaften besitzen, sogenannte Visual Structures. View Transformations erzeugen Sichten
(Views) der Visual Structures durch das Spezifizieren graphischer Parameter wie Position,
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Maßstab oder Ausschnitt. Durch Nutzerinteraktion können die Parameter der Transforma-
tionen kontrolliert werden, um beispielsweise den Wertebereich der Daten anzupassen (Card
et al., 1999). Aus dem Modell gehen die konzeptionellen Elemente einer Anwendung zur
visuellen Analyse – Data, Visual Form und Human Interaction – hervor.
Abb. 5: Das Visualisierungs-Referenzmodell. Card et al. (1999)
2.3.2 Herausforderung Datenintegration
Das Forschungsgebiet Visual Analytics setzt sich vor allem mit Methoden zur Informations-
visualisierung und dem Ableiten von Mustern aus Daten auseinander. Abseits von den gut
entwickelten Methoden der Datenanalyse und Visualisierung fehlen dem Forschungsbereich
allerdings Möglichkeiten zur Integration heterogener Datenbestände und der Nutzung ver-
teilter Informationen in Analyseanwendungen (Andrienko et al., 2007, 2010; Thomas and
Cook, 2006; Keim et al., 2010). Es besteht ein signifikanter Bedarf an Interoperabilität zwi-
schen Datenbanken und Applikationen zur Auswertung. So stellen (Keim et al., 2010, S.15)
fest, dass die Mehrzahl der Anwendungen zur visuellen Datenexploration derzeit anwen-
dungsspezifische Programme auf monolithischen Systemen mit eigener Datenhaltung sind.
Als Grund dafür nennen sie inkompatible Softwaretechnologien und die Anforderung ho-
her Interaktivität an visuell-explorative Anwendungen. Allerdings messen sie dem Design
und der Entwicklung von Systemarchitekturen eine sehr hohe Bedeutung bei, um die Tech-
nologien der visuellen Datenexploration effektiv zu nutzen und Wiederverwertbarkeit für
Anwendungsteile zu schaffen. Auch nach Einschätzung von Andrienko et al. (2010) muss
im Visual Analytics-Umfeld mehr für die integrierte Prozessierung und Analyse heteroge-
ner Daten getan werden. Gleichzeitig verweisen sie auf neue Entwicklungen im Bereich der
Datenintegration durch OGC-Standards.
2.3.3 Standardisierte Geodaten-Dienste zur visuellen Analyse
In den letzten Jahren hat sich im Bereich der Architekturen von IT-Systemen ein Wandel
vollzogen. Die klassische 2-Schichten-Architektur – das Client-Server-Modell (Abbildung 6A)
– hat sich zu einer n-Schichten-Architektur weiterentwickelt. In einer 3-Schichten-Architektur
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(Abbildung 6B) ist üblicherweise eine Unterteilung in Präsentation, Geschäftslogik und Da-
tenhaltung auf den Komponenten Client, Webserver und einem Datendienst vorzufinden
(siehe z. B. Wöhr, 2004). Der Begriff Application Server findet in dieser Arbeit analog zu der
Bezeichnung Webserver Anwendung.
Abb. 6: A) 2-Schichten-Architektur (Client-Server-Modell): Webserver hält Daten vor.
B) 3-Schichten-Architektur: Webserver bezieht Daten von einem Datendienst.
Der Unterschied dieser beiden Modelle für die Nutzung externer Datenquellen ist erheb-
lich. Eine Gegenüberstellung der Vor- und Nachteile beider Architekturen zeigt Tabelle 3. In
der 2-Schichten-Architektur erfolgt die Datenhaltung geschlossen auf dem Webserver, der die
Anwendung bereitstellt. Das bedeutet, der Webserver kommuniziert nicht mit anderen Da-
tenquellen im Web, so dass externe Daten per Upload auf den Webserver hinzugefügt werden
müssen. Dieser Fall bietet bei der Datenanalyse den Vorteil eines geringen Datentransfers,
da nur zwischen dem Webserver und dem Browser des Clients Daten ausgetauscht werden
müssen. Bei der Bearbeitung größerer Datensätze kann dies einen Vorteil bei der Geschwin-
digkeit des Datentransfers bringen, was sich in einer interaktiven Anwendung positiv auf
die Nutzbarkeit der Explorationsfunktionalität auswirkt. Einen Nachteil stellt der Upload
dar, der im Vorfeld der Analyse manuell durchgeführt werden muss. Dieser führt zu einem
hohen Zeitaufwand beim Datenzugriff und eignet sich durch den Transfer nur begrenzt für
die Analyse größerer Datensätze.
In einer 3-Schichten-Architektur kann die Dateneinbindung mittels Web Services erfol-
gen. In diesem Fall kommuniziert der Webserver über Schnittstellen mit externen Daten-
diensten. Bei den Schnittstellen soll hier zwischen proprietären und standardisierten, offe-
nen Schnittstellen unterschieden werden. Die standardisierten Schnittstellen können sowohl
OGC-konform als auch konform zu anderen Standards sein.
Die Nutzung von Web Services bietet einige Vorteile. So ist es möglich, (Geo-) Daten
dezentral, direkt beim Anbieter des Dienstes, vorzuhalten. Das bedeutet, der Anbieter einer
Webanwendung muss selbst keine Daten vorhalten und die Daten sind für mehrfache Ver-
wendung, auch in einem anderen Kontext, verfügbar. Für den Nutzer bedeutet dies einen
geringeren Zeitaufwand beim Zugriff auf Daten, da diese ad hoc über die entsprechende
Schnittstelle abgerufen werden können. Durch die Kommunikation über standardisierte Pro-
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Parsen von XML)
Kein Vorhalten der Datensätze auf
Webserver notwendig
Sicherheit der Datenübertragung
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Tab. 3: Gegenüberstellung der Datenhaltung auf demWebserver und der Nutzung vonWeb Services
tokolle wie HTTP und die Nutzung des offenen Austauschformates XML, ist die Kommu-
nikation unabhängig von der verwendeten Plattform oder speziellen Implementierung auf
Seite des Web Services und des Webservers. Allerdings ist bei der Nutzung von Web Services
zusätzlicher Datentransfer zum Webserver notwendig, der zusammen mit einem erhöhten
Verwaltungsaufwand, z. B. für das Parsen von XML-Dateien oder das Konvertieren in ein
anderes Datenformat, längere Ladezeiten verursachen kann. Diese Transferkosten relativie-
ren sich allerdings, wenn man in Betracht zieht, dass für die Datenanalyse i. d. R. kleine
Teildatensätze angefordert werden, da der Analyseprozess schrittweise iterativ erfolgt (siehe
Abschnitt 2.3.1). Weiterhin ist zu erwähnen, dass Dienste allgemein nur genutzt werden kön-
nen, wenn sie bekannt sind, also publiziert wurden. Wie bei jeder Übertragung von Daten
im Web, ist es auch in diesem Fall notwendig, die Sicherheit der Übertragung zu beachten
und gegebenenfalls bei sensiblen Daten Verschlüsselungsverfahren zu nutzen.
Web Services mit einer standardkonformen Schnittstelle bieten für den Nutzer zusätzlich
den Vorteil, dass sie üblicherweise kaum Zugriffsrestriktionen unterliegen, da deren Anbieter
eine breite Streuung der Daten erreichen wollen. Dies erhöht die Dienste- und Datenvielfalt
und bringt eine höhere Flexibilität bei der Auswahl von Datenquellen mit sich. Die Schnitt-
stellenbeschreibungen ändern sich nur in wichtigen Fällen. Solche Änderungen werden als
neue Version einer Spezifikation veröffentlicht, um Interoperabilität sicher zu stellen.
Anbieter von Web Services mit proprietärer, nicht offen gelegter Schnittstelle wollen übli-
cherweise die Datennutzung gemäß ihrer lizenzrechtlichen Bestimmungen sicher stellen. Dazu
ist vielfach eine Bindung an Client-Software des Dienste-Anbieters vorzufinden, mit welcher
der Zugriff ausschließlich erfolgen kann. Ausserdem sind erhöhte Restriktionen, wie die Be-
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Tab. 4: Vergleich standardisierter und proprietärer Schnittstellen
schränkung der Anzahl der Zugriffe oder Kosten für den Datenabruf, üblich. Die Geschlossen-
heit der Schnittstelle hat in der Praxis zur Folge, dass vergleichsweise wenige Daten verfügbar
sind. Letztendlich sollte auch beachtet werden, dass eine proprietäre Schnittstelle sich ohne
Ankündigung ändern kann, was i. d. R. erheblichen Mehraufwand für die Umstellung von
Clientanwendungen bedeutet. In Tabelle 4 sind Vor- und Nachteile von standardisierten und
proprietären Schnittstellen zusammengefasst.
Bei der Nutzung von OGC-Datendiensten arbeitet die Anwendung auf dem Webserver
in einer GDI und ist in der Lage, fremde OGC-Dienste ad hoc einzubinden und über diese
genormten Schnittstellen Daten auszutauschen. So kann auf aktuelle Datensätze theoretisch
sofort nach deren Publikation zugegriffen werden. In der Praxis ist eine Clientanwendung
oft für einen speziellen Anwendungsfall entwickelt, so dass die Interoperabilität auf eine
Teilmenge angebotener Dienste beschränkt bleibt. OGC-Spezifikationen unterstützen den
Raumbezug und erlauben daher die Beschreibung von Geodaten. Bei Standards, die in an-
deren Bereichen fokussieren, muss dies nicht der Fall sein (Tabelle 5). Durch diese Spezia-
lisierung und die inzwischen weite Verbreitung von OGC-Diensten, ist ein großes Spektrum
an Geodaten zugänglich.
Art des Standards Vorteile Nachteile
OGC - konform Beschreibung von Geodaten
Für Geodaten verbreitete Spe-
zifikation, d. h. weites Spek-





Tab. 5: Vergleich von OGC-Standards mit anderen Standardisierungen
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Zusammenfassend lässt sich feststellen, dass die Nutzung von Web Services sowohl Vor-
als auch Nachteile bietet. Der Zugriff auf verteilt vorgehaltene Daten ist dadurch möglich.
Durch die Verbreitung offener Standards verbessert sich die Verfügbarkeit von Daten, wo-
von sowohl Anbieter als auch Nutzer profitieren. Bei der Einbindung von OGC-Diensten
sind die Nachteile allgemeiner Art und treten gleichermaßen bei Web Services mit ande-
ren Schnittstellen auf. Werden die Nachteile von Web Services generell in Kauf genommen,
bieten OGC-konforme Dienste einen effizienten Weg zum Austausch von Geodaten.
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3 Aspekte der Datenanalyse und Visualisierung
Im folgenden Kapitel werden spezielle Aspekte der Datenanalyse und Visualisierung be-
trachtet, die sich auf die Gestaltung von Diagrammdarstellungen auswirken. Damit sollen
Voraussetzungen für die dynamischen Generierung Diagramm-basierter Analysen untersucht
werden.
3.1 Datenanalyse
Um eine möglichst umfassende Analyse von raum-zeitlichen Geodaten zu gewährleisten, ist
es von Bedeutung die Fragestellungen, welche ein Nutzer mittels der vorhandenen Daten
beantworten möchte, zu systematisieren. Zu diesem Zweck werden Task Taxonomien ge-
braucht, da sie mögliche Operationen oder Tasks auf den Daten strukturieren. Zwei solcher
Taxonomien werden in Abschnitt 3.1.1 beschrieben und ihre Struktur gegenübergestellt.
In Abschnitt 3.1.2 werden Anforderungen an Werkzeuge zur visuellen explorativen Ana-
lyse zusammengetragen. Zusätzlich erfolgt eine kurze Charakterisierung der Nutzergruppe
von Analyse und Exploration, anhand aktueller Literatur. Die Nutzer weisen spezifische
Bedürfnisse auf, welche sich in den Anforderungen an eine Anwendung zur Datenanalyse
wiederfinden. Diese Anforderungen werden dann in konkrete Funktionalitäten übersetzt.
Abschnitt 3.1.3 erläutert die in der Statistik gebräuchlichen Skalenniveaus. Diese sind bei
der Datenverarbeitung von Bedeutung, so z. B. für statistische Berechnungen und die Visua-
lisierung in Diagrammen. Abschnitt 3.1.4 umreisst die Bedeutung statistischer Kennwerte
für die Datenanalyse.
3.1.1 Task Taxonomien zur Datenanalyse
Jeder Nutzer einer Anwendung zur explorativen Analyse hat bestimmte Fragestellungen, die
er mit seinen Daten untersuchen möchte. Ein Beispiel dafür ist die Frage „Wie viel Nieder-
schlag wird voraussichtlich im August 2050 im Monatsmittel in Dresden fallen?“. Zu dieser
thematischen Fragestellung gehört ein sogenannter Task, welcher die technische Umsetzung
der Fragestellung beschreibt (Abbildung 7). Dieser Task könnte für das genannte Beispiel
lauten: „Suche die raum-zeitliche Position für Dresden in den Daten und greife den Wert für
das Attribut Niederschlag ab!“.
Andrienko and Andrienko (2006) zufolge besteht ein Task aus einem Ziel (target) und
Beschränkungen (constraints). Das Ziel stellt die Information dar, nach der in den Daten
gesucht wird und die Beschränkungen sind Bedingungen, die diese Information erfüllen muss.
Ein Task beschreibt demnach, wie anhand von vorgegebenen Informationen – z. B. einer
räumlichen und zeitlichen Position –, unbekannte Informationen – z. B. ein Attributwert –
gefunden werden können. Auf das genannte Beispiel übertragen wäre die Niederschlagsmenge
das gesuchte Ziel. Die Beschränkungen stellen die Koordinaten Dresdens sowie der Zeitpunkt
August 2050 dar.
Bei der Konzeption einer Anwendung zur explorativen Analyse ist eine Systematisierung
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Abb. 7: Modell der Beziehungen zwischen thematischer Fragestellung und Task
der thematischen Fragestellungen bzw. Tasks von ausschlaggebender Bedeutung, um die
Zielstellungen, Aufgaben und notwendige Funktionalitäten der Anwendung zu klären. Bei-
spielsweise benötigt man für die Abfrage und Darstellung einer Zeitreihe andere Werkzeuge
als für die Abfrage und Darstellung eines einzelnen Punktwertes.
Task Typ Definition
Identify Bestimmen der Charakteristiken eines Objektes in den Daten.
Locate Bestimmen der Position eines Objektes in den Daten.
Compare Untersuchen von Unterschieden und Ähnlichkeiten von Objekten.
Associate Erstellen von Beziehungen zwischen Objekten.
Tab. 6: Task Taxonomie nach Knapp (1995)
In der Literatur existieren verschiedene Ansätze, um Tasks der explorativen Analyse zu
systematisieren. So beschreiben Wehrend and Lewis (1990) eine Taxonomie von 11 visuellen
Operatoren, die in dieser Arbeit als Task Typen bezeichnet werden (siehe Abbildung 7).
Aus diesen bestimmt Knapp (1995) die für den Analyseprozess wichtigsten vier: Identify,
Locate, Compare und Associate (Tabelle 6). Mit Identify beschreibt Knapp die Bestimmung
von Charakteristiken eines Objektes in den Daten, also eine Abfrage von Attributen oder
Eigenschaften zu einer gegebenen Referenz aus der Domäne des Datensatzes. Locate ist
der entgegengesetzte Ansatz, bei dem zu einem gegebenen Attributwert ein Objekt aus der
Domäne bestimmt wird, d. h. ein Ort an dem dieser Attributwert auftritt. Mit Compare sollen
verschiedene Objekte miteinander verglichen werden. Das bedeutet, die Attributwerte von
zwei oder mehreren Objekten werden einander gegenübergestellt. Im Gegensatz dazu dient
Associate dazu, gegebene Beziehungen zwischen Attributwerten auf Objekte zu übertragen.
Diese Einteilung übernehmen auch Dransch et al. (2010), Traynor and Williams (1995) sowie
Ogao and Kraak (2002) für ihre Untersuchungen.
Eine andere Einteilung verwenden Andrienko and Andrienko (2006), aufbauend auf einer
Taxonomie von Bertin (1983). Sie unterteilen in ihrer Task Taxonomie zwischen Elemen-
taren (Elementary) und Synoptischen (Synoptic) Tasks. Diese Unterteilung wird hier als
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Tab. 7: Task Taxonomie nach Andrienko and Andrienko (2006)
Task Ordnung bezeichnet (siehe Abbildung 7). Elementare Tasks beziehen sich auf einzel-
ne Elemente der Domäne eines Datensatzes, also beispielsweise eine einzelne raum-zeitliche
Position x/y/z/t. Solch ein Element bezeichnen sie als Referenz. Synoptische Tasks dagegen
beziehen sich auf die Domäne in ihrer Gesamtheit oder eine Untermenge der Domäne, ein
sogenanntes Set an Referenzen (Andrienko and Andrienko, 2006, S.47). Für eine Zeitrei-
he ist das beispielsweise eine Menge an t-Koordinaten für eine Position x/y/z. Elementare
Tasks gliedern sich in die Typen Lookup, Comparison und Relation-Seeking. Dieser Gliede-
rung entsprechen Pattern identification, Pattern comparison und Relation-seeking bei den
Synoptischen Tasks (Tabelle 7).
Nach der Definition von Andrienko and Andrienko (2006) gehört zu einer Referenz eine
ihr zugeordnete Charakteristik, also ihr thematisches Attribut. Zugeordnet wird eine Cha-
rakteristik zu einer Referenz durch die Data function (vgl. CoverageFunction, Abschnitt
2.1.1). Die einem Set an Referenzen zugehörigen Charakteristiken bilden eine Konfiguration
(Configuration). Eine solche Konfiguration von Charakteristiken, die durch die Beziehungen
ihrer Referenzen zueinaner und durch die Data function bestimmt wird, bezeichnen Andri-
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Task Ordnung Taxonomie Knapp Taxonomie Andrienko
Task Typ Task Typ
Elementar Identify Lookup Direct Lookup
Locate Inverse Lookup














Tab. 8: Vergleich der Task Taxonomien nach Knapp (1995) und Andrienko and Andrienko (2006)
enko and Andrienko (2006) als Behaviour (Verhalten). Dieses Verhalten der Data function
reflektiert das Verhalten des zugrunde liegenden Phänomens der Daten. Das bedeutet, dass
eine Untersuchung des Verhaltens der Data function zum Verständnis des Verhaltens des
Phänomens führen soll. Um dieses Verhalten zu beschreiben, ist es notwendig, ein Modell
davon zu erstellen. Dieses sogenannte Pattern stellt eine Vereinfachung eines Verhaltens dar,
welches dennoch alle bedeutenden Informationen über dieses enthält, es also approximiert.
Mit der Gegenüberstellung beider Task Taxonomien sollen Übereinstimmungen zwischen
ihnen festgestellt werden (Tabelle 8). Dadurch fällt auf, dass Synoptische Tasks, wie von
Andrienko and Andrienko (2006) vorgeschlagen, bei Knapp (1995) keine Rolle spielen. Bei
den Elementaren Tasks enspricht das Identify dem Direct lookup und Locate dem Inverse
lookup. Die Unterteilung in Direct und Inverse comparison wird bei Knapp nicht gemacht,
sondern ausschließlich von Compare gesprochen. Associate und Relation-seeking lassen sich
ebenso gegenüberstellen. Insgesamt lässt sich feststellen, dass die Task Typen sich wechsel-
seitig gut aufeinander abbilden lassen. Die Gliederung fällt bei Andrienko and Andrienko
(2006) teilweise detaillierter aus als bei Knapp (1995). Das führt allerdings auch dazu, dass
deren Taxonomie sich als komplexer und auf den ersten Blick weniger verständlich darstellt.
3.1.2 Anforderungen an interaktive Analysewerkzeuge
In diesem Abschnitt wird auf die Nutzer visueller explorativer Datenanalyse sowie deren Be-
dürfnisse eingegangen. Davon werden Anforderungen an eine Analyse-Anwendung abgeleitet
und, soweit relevant, beispielhaft konkrete Funktionalitäten zu deren Umsetzung festgelegt.
Ogao and Kraak (2002) fordern von einer Anwendung die Möglichkeit zum Erforschen
von Rohdaten in jeder beliebigen Kombination von Dimensionen und in jedem beliebigen
Maßstab. Ziel dabei ist die Möglichkeit zur schnellen Erkennung wesentlicher Zusammenhän-
ge in den Daten (Stoyan et al., 1997). Um dies zu erreichen, fordern Dransch et al. (2010),
3 Aspekte der Datenanalyse und Visualisierung 24
dass der Anwender durch einen effizient gestalteten Analyseprozess unterstützt wird. Der
Nutzer soll während des gesamten Explorationsprozesses die zentrale Rolle einnehmen (siehe
Abbildung 8). Um seine Fragestellung zu untersuchen, muss dieser zwischen Visualisierung
und Exploration von Daten wechseln können (Ogao and Kraak, 2002), da es sich um einen
iterativen Prozess handelt (siehe Abschnitt 2.3.1). Der Nutzer ist für das interaktive Steu-
ern der Anwendung verantwortlich. Sein Wissen und seine Erfahrung entscheiden über die
untersuchten Charakteristiken der Daten (Weaver, 2008). Aus diesem Grund muss ein User-
Interface an die Bedürfnisse und die Aufgabenstellung des Nutzers angepasst sein (Ogao and
Kraak, 2002).
Bei der Konzeption der Funktionalitäten einer Anwendung zur visuellen explorativen Da-
tenanalyse spielt die fachliche Erfahrung des Nutzers eine wesentliche Rolle. Zwar sehen Keim
et al. (2010) nicht nur Experten sondern auch Laien als Nutzer solcher Systeme, setzen aber
zumindest eine grundlegende Kenntnis von Internetanwendungen und Informationssystemen
voraus. MacEachren and Kraak (1997) ordnen im Map Use Cube die Datenexploration in
ihrem fachlichen Kontext als Expertenfunktionalität ein (Abbildung 3) und Dransch et al.
(2010) sehen Modellentwickler als Nutzer von Anwendungen zur explorativen Analyse. Auch
Bernard (2001) weist Modellentwickler und Fachwissenschaftler als Nutzer von Analyse und
Exploration atmosphärischer Simulationsmodelle aus.
Abb. 8: Zentrale Rolle des Nutzers in einer Anwendung zur visuellen explorativen Analyse. Nach
Ogao and Kraak (2002)
Um Rohdaten in jeder beliebigen Kombination von Dimensionen und in jedem beliebigen
Maßstab untersuchen zu können, ist es von Bedeutung, dass die Anwendung sowohl die
Nutzung mehrdimensionaler Daten als auch deren maßstabsabhängige Betrachtung (Ogao
and Kraak, 2002), beispielsweise durch Zoom- oder Aggregierungswerkzeuge, unterstützt.
Eine bedeutende Anforderung um eine effektive Analyse durchzuführen, ist die Interak-
tivität der Anwendung (Ogao and Kraak, 2002; Andrienko et al., 2007). Dabei ist es nicht
nur von Interesse, dass interaktiv verschiedene Visualisierungsarten gewählt werden kön-
nen (Weaver, 2008), sondern auch, dass verschiedene Darstellungen des selben Sachverhaltes
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miteinander verbunden sind und auf Nutzerinteraktion gegenseitig reagieren – sogenannte
multiple dynamically linked views (Ogao and Kraak, 2002; Anselin et al., 2006; Robinson,
2011), im Weiteren als Linked views bezeichnet. Damit werden gleichzeitig unterschiedli-
che Sichten, z. B. mittels Karte, Diagramm und Tabelle, auf die selben Daten gewährleistet
(Anselin et al., 2006). So könnte beispielsweise in einer Karte der globalen Temperaturver-
teilung durch Klicken auf eine beliebige Position, ein Diagramm einer Zeitreihe ausgegeben
werden. Gleichzeitig werden die numerischen Daten der Zeitreihe in einer Tabelle darge-
stellt. Klickt der Nutzer dann auf einen Datenpunkt der Zeitreihe im Diagramm, führt dies
zum Aktualisieren der Karte für den gewählten Zeitpunkt. So kann der Nutzer sowohl den
zeitlichen Verlauf der Temperaturschwankungen an einer geographischen Position untersu-
chen, gleichzeitig aber auch die Umgebung der Position für einen gewählten Zeitpunkt zur
Plausibilitätskontrolle mit in die Untersuchung einbeziehen. Die Funktionalität die dazu bei-
trägt, dass ein Objekt in allen Anzeigen auffindbar ist und damit das Erkennen verschiedener
Eigenschaften eines Objektes unterstützt, ist das Hervorheben (Highlighting) gewählter Ele-
mente über diese Linked views (Robinson, 2011). Zur Interaktivität einer Anwendung gehört
weiterhin der Aspekt, Zeitverzögerungen zwischen der Nutzerinteraktion und dem Anzeigen
des Ergebnisses weitestgehend zu minimieren (Keim et al., 2010).
Weiterhin sollten für einen effizienten Analyseprozess Möglichkeiten bestehen, das Para-
digma von Shneiderman (1996) – „Overview first, zoom/filter, details on demand“ – umzuset-
zen. Dieses beschreibt die von Shneiderman propagierte Reihenfolge in einem Explorations-
prozess, zum Verstehen eines komplexen Datensatzes und seiner internen Zusammenhänge.
Der Nutzer soll zuerst einen Überblick über den Datensatz bekommen. Das lässt sich z.B.
dadurch erreichen, dass die Karte, als Hauptelement der Anwendung, an einer entsprechend
zentralen Stelle eingebunden wird. Sie ist der Ausgangspunkt für den iterativen Analysepro-
zess (Ogao and Kraak, 2002). Durch Funktionalitäten wie Zoom oder Filtern von Objekten
sollen interessante Gegebenheiten genauer betrachtet werden können. Hat der Nutzer In-
teresse daran, von den gewählten Objekten Details einzusehen, soll er auf Anforderung die
Möglichkeit dazu haben. Dieses Paradigma unterstützt auch die Sicht der zentralen Rolle des
Nutzers während des gesamten Explorationsprozesses. Um diese zentrale Rolle bestmöglich
zu unterstützen, soll das Design der graphischen Oberfläche Nutzer-zentriert (User-centered)
sein (Ogao and Kraak, 2002).
Zum schnellen Erkennen wesentlicher Zusammenhänge in den Daten und zur Unterstüt-
zung eines effektiven Explorationsprozesses sollte die Anwendung weitere Funktionalitäten
besitzen. So sollte beispielsweise die Navigation und Orientierung im Datensatz sowie die
Abfrage (Query) von Informationen zu Objekten möglich sein. Auch sollte sie Animationen
unterstützen, um die Visualisierung und Untersuchung dynamischer Phänomene zu gewähr-
leisten (Ogao and Kraak, 2002). Um regional verteilte Quantitäten in Karten analysieren
zu können, ist eine Funktionalität zur Klassenbildung hilfreich (Bernard, 2001). Die selben
Klassen sollten sich nach Möglichkeit im Diagramm visuell wiederfinden. Weiterhin sollte
es möglich sein, die Daten nicht nur visuell aufzubereiten, sondern zur numerischen Ana-
lyse von Messreihen auch statistische Kennwerte zu berechnen. Dies ist notwendig, um ei-
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Tab. 9: Nutzerbedürfnisse bei der visuellen explorativen Analyse und abgeleitete Anforderungen
an eine Anwendung sowie konkrete Funktionalitäten
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ne exaktere Beschreibung der Messreihen zu ermöglichen, als sie visuelle Methoden i.d.R.
bieten (Jann, 2005). Nach Bernard (2001) sollte ein Wissenschaftler die Validierung von
Simulationsmodellen sowie die Exploration mesoskaliger Phänomene durchführen können.
Dazu werden Werkzeuge benötigt, mit denen sich neben visuellen Vergleichen, auch mathe-
matische Vergleiche durchführen lassen. Dies sollte sowohl mit Simulationsergebnissen und
In-situ Messdaten gleichermaßen durchführbar sein. Zur statistischen Auswertung ist die
Manipulation der Rohdaten notwendig (Andrienko and Andrienko, 2006). Das bedeutet, die
Anwendung muss ein Datenmodell sowohl für die Ausgangsdaten als auch die statistischen
Kennwerte bereitstellen.
Während des Analyseprozesses ist es von Bedeutung, dass Zwischenergebnisse gespeichert
werden können, also eine Art Chronik existiert. Diese muss es erlauben, bereits erarbeitete
Ergebnisse aufzurufen, um auf deren Basis die Analyse fortzusetzen (Stoyan et al., 1997).
Für erzeugte Ergebnisse muss die Möglichkeit bestehen, diese zur weiteren Verwendung in
einem geeignetem Format zu Exportieren (Stoyan et al., 1997).
Auf die Anforderung, heterogene Datensätze aus verteilten Quellen integrieren und so-
mit die Datenhaltung von der Auswertefunktionalität strukturell trennen zu können, wurde
bereits in Abschnitt 2.3.2 eingegangen.
Eine Zusammenfassung der in diesem Abschnitt ausgearbeiteten Bedürfnisse der Nut-
zer bei der visuellen explorativen Analyse, den daraus abgeleiteten Anforderungen an die
Anwendung sowie konkreten Funktionalitäten, befindet sich in Tabelle 9.
3.1.3 Skalenniveaus von Daten
Eine Klassifizierung von Daten kann anhand ihrer Merkmale erfolgen (Tabelle 10). Stevens
(1946) hat für die Klassifizierung die Skalenniveaus Nominal-, Ordinal-, Intervall- und Ratio-
skala eingeführt. Nominalskalierte Daten werden in verbal benannte, diskrete Klassen unter-
teilt, bei denen Reihenfolge und Abstand nicht von Bedeutung sind. Dies ist beispielsweise
bei der Benennung von Ländern oder der thematischen Bezeichnung natürlicher Phänomene
der Fall. Die einzelnen Klassen lassen sich lediglich auf Gleichheit bzw. Ungleichheit un-
tersuchen. Bei der Ordinalskala ist die Reihenfolge der diskreten Werte von Bedeutung. Es
kann entsprechend, zusätzlich zu den Operationen der Nominalskala, eine Differenzierung
anhand der Wertigkeit erfolgen. Eine solche Rangfolge drückt beispielsweise die Messung
der Windstärke mittels der Beaufort-Skala7 aus. Eine Intervallskala beschreibt Werte, deren
Reihenfolge und Abstand sinnvoll interpretierbar sind. Die Werte der Skala sind stetig, also
kontinuierlich. Beispiele hierfür sind die Messung der Temperatur in Grad Celsius oder der
Geländehöhe in Metern über einem Referenz-Nullpunkt. Eine Ratioskala weist im Vergleich
zur Intervallskala den Unterschied auf, dass es einen absoluten Nullpunkt gibt, wie es z. B. bei
der Temperaturmessung nach Kelvin oder der Wolkenbedeckung in Prozent der Fall ist. Die
Ratioskala erlaubt auch den Vergleich von Verhältnissen zwischen Messwerten. Nominal- und
Ordinalskalierung werden auch als kategorial bezeichnet, Intervall- und Ratioskala können
7http://www.deutscher-wetterdienst.de/lexikon/index.htm, Stichwort Beaufort-Skala, eingesehen:
04.04.2012









Tab. 10: Unterscheidung von Daten anhand von Skalenniveaus sowie weiteren Merkmalsklassifizie-
rungen
zur Kardinalskala oder metrischen Skala zusammengefasst werden. (Schlittgen, 2003).
Bei der Unterscheidung in qualitative und quantitative Merkmale wird die Nominalskala
als qualitativ eingeordnet, das bedeutet, sie weist diskret benannte, also nicht abzählbare
Werte auf. Bei der Ordinalskala handelt es sich um einen Sonderfall. Üblicherweise stellt
die Skala qualitative Ausprägungen dar, kann jedoch auch als quantitativ aufgefasst wer-
den. In dieser Arbeit wird die Ordinalskala als quantitativ betrachtet, wenn sie abzählbare,
numerische Werte darstellt, die eine Reihenfolge besitzen. Nominale Werte mit einer Ord-
nung werden hingegen als qualitativ betrachtet. Auch Intervall- und Ratioskala werden als
quantitative Merkmale bezeichnet, da ihre Werte zählbar sind. (Hartung, 2009).
Weiterhin lassen sich Daten auch anhand ihrer Stetigkeit in diskrete und kontinuierliche
Merkmale unterscheiden. Nominal- und Ordinalskala gelten als diskret, da nur eine endliche
Anzahl an Werten dargestellt werden können. Intervall- und Ratioskala werden dagegen als
kontinuierlich bezeichnet, da der Messwert beliebig viele Ausprägungen annehmen kann.
(Hartung, 2009).
3.1.4 Statistische Kennzahlen zur Datenbeschreibung
Die Unterstützung der Statistischen Analyse wird bei der Exploration von Daten benötigt,
da die Möglichkeiten visueller Darstellungen teilweise begrenzt sind (Jann, 2005). Problema-
tisch ist die Nutzung ausschließlich graphischer Mittel, wenn es darum geht, Eigenschaften
von Daten exakt zu beschreiben. Graphiken eignen sich besser zur relativen als absoluten
Quantifizierung. Jann (2005) verweisst auf die Notwendigkeit, statistische Kennwerte für
Messreihen zu berechnen, um diese absolut quantifizieren zu können. Der Unterschied zwi-
schen Kennwerten und Graphiken ist ihre Reproduzierbarkeit. Gleiche Daten führen auch
immer zu gleichen Kennwerten, nicht aber zwingend zu gleichen visuellen Darstellungen.
In Tabelle 11 sind einige statistische Kennwerte aufgeführt, die zu einer Messreihe berech-
net werden können und ihre Verteilung beschreiben. So kennzeichnet der Stichprobenumfang
die Anzahl der Messwerte einer Messreihe bzw. Stichprobe mindestens nominal skalierter Da-
ten (Heiler and Michels, 1994). Der Modus, oder Modalwert, ist ein statistisches Lagemaß,
mit dem derjenige Wert bezeichnet wird, welcher am häufigsten in einer Stichprobe auf-
taucht. Auch dieses Maß kann auf einer Nominalskala bestimmt werden (Heiler and Michels,
1994). Minimum und Maximum sind der niedrigste respektive höchste Wert der Verteilung.
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Tab. 11: Ausgewählte statistische Kennzahlen und zu ihrer Berechnung jeweils mindestens not-
wendiges Skalenniveau der Daten
Ihre Differenz bezeichnet das einfachste Streuungsmaß der Statistik, die Spannweite (Heiler
and Michels, 1994). Der Median bezeichnet den mittleren Wert einer Datenreihe. Es ist also
der Wert, welcher nach Ordnen der Datenreihe in deren Mitte abgegriffen werden kann und
von dem unterhalb und oberhalb jeweils etwa 50% der Messwerte liegen. Auf die selbe Art
und Weise werden auch das untere und obere Quartil bestimmt. Sie bezeichnen die Werte,
von denen unterhalb bzw. oberhalb jeweils 25% der Messwerte liegen (Storm, 2007). Diese
Werte werden auch Viertelwerte genannt, da sie das untere und obere Viertel der Messwerte
kennzeichnen. Ihre Differenz, der Interquartilabstand oder die Viertelweite, beschreibt den
Bereich, in dem 50% der Messwerte liegen. Alle der genannten Maße lassen sich auf ordinal
oder metrisch skalierten Daten bestimmen (Heiler and Michels, 1994). Weitere statistische
Maße sind die Varianz sowie die Standardabweichung. Die Varianz ist ein Maß für die mitt-
lere Abweichung der Messwerte von einem Erwartungswert, also deren Streuung um einen
Mittelwert (Heiler and Michels, 1994). Die Standardabweichung ist definiert als die Quadrat-
wurzel aus der Varianz (Hartung, 2009). Bei dem arithmetischen Mittel handelt es sich um
einen Mittelwert der Verteilung, der sich als der Quotient aus der Summe aller Messwerte
und dem Stichprobenumfang errechnet (Hartung, 2009).
Die in Tabelle 11 aufgeführten statistischen Kenngrößen stellen lediglich eine Auswahl
dar. Weitere Kennzahlen für spezielle Beschreibungen von Messreihen können der Statisti-
kliteratur entnommen werden (siehe z. B. Heiler and Michels, 1994; Schlittgen, 2003; Jann,
2005; Hartung, 2009). Die Kennwerte können zur Interpretation einer Datenreihe dienen,
also zusätzlich zur graphischen Anzeige angewendet werden. Bei einigen Diagrammdarstel-
lungen sind sie auch Voraussetzung für die Visualisierung, da anstatt der Rohdaten nur die
Kennzahlen dargestellt werden, oder auch Rohdaten und Kennzahlen in Kombination.
Es ist zu beachten, dass die Berechnung statistischer Kennwerte abhängig von dem Ska-
lenniveau der Datengrundlage ist. Dazu ist in Tabelle 11 das mindestens notwendige Ska-
lenniveau für jeden Kennwert angegeben. Das bedeutet, dass ein Kennwert jeweils auch für
alle höheren Niveaus berechnet werden kann.
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3.2 Visualisierung
In diesem Unterkapitel werden grundlegende Aspekte der Visualisierung von Geodaten be-
trachtet. Dazu behandelt Abschnitt 3.2.1 die, zur Geodatenanalyse üblicherweise verwende-
ten, Darstellungsformen Karte, Diagramm und Tabelle. Abschnitt 3.2.2 geht speziell auf die
Fragestellung ein, wie korrekte Diagrammdarstellungen erzeugt werden können.
3.2.1 Darstellungsformen zur Datenvisualisierung
Dieser Abschnitt befasst sich mit den Darstellungsformen Karte, Diagramm und Tabelle.
Besondere Beachtung kommt davon den Diagrammdarstellungen zu. Diese werden hinsicht-
lich ihrer Eigenschaften, Möglichkeiten und Einschränkungen untersucht. Eine abschließen-
de Übersicht fasst zusammen, welche Eigenschaften eine Datenreihe besitzen muss, um von
einem bestimmten Diagrammtyp dargestellt werden zu können. Damit werden die Voraus-
setzungen für valide Diagrammdarstellungen herausgearbeitet, da sich nicht alle Diagramm-
typen gleichermaßen für die Visualisierung einer Datenreihe eignen.
3.2.1.1 Karte
Das Element Karte ist in einer Anwendung zur Analyse von Geodaten dafür verantwortlich,
dem Nutzer einen Überblick und räumlichen Eindruck über die Verteilung der verwendeten
Daten zu verschaffen. An ihr orientiert sich der gesamte Analyseprozess, gemäß dem Para-
digma von Shneiderman (1996): „Overview first, zoom/filter, details on demand“. Als Haupt-
element ist sie der Ausgangspunkt für iterative räumliche Analysen (Ogao and Kraak, 2002).
Mit der Karte ist es möglich, Sub-Datensätze, wie regionale Ausschnitte oder Zeitreihen ei-
nes Objektes, räumlich zu verorten. Außerdem ermöglicht sie die Visualisierung räumlicher
Disparitäten. Das Element Karte bietet allerdings eine eingeschränkte Analysemöglichkeit
für zeitliche Variabilitäten. Für die Untersuchung zeitvariabler Phänomene ist das Hinzu-
ziehen weiterer Visualisierungsarten, wie z.B. Diagrammdarstellungen oder Sequenzen von
Karten bzw. Diagrammendarstellungen, angebracht. Nachfolgend werden drei Beispiele für
räumliche bzw. raum-zeitliche Analysen mittels Karten angeführt.
Visualisierung georäumlicher Kontinua
Für die Analyse der georäumlichen Verteilung natürlicher Phänomene spielen Karten eine
große Rolle. Wissenschaftliche Modellierungsergebnisse stellen vielfach die Verteilung kon-
tinuierlicher Phänomene dar und benötigen diese Visualisierungsart zur räumlichen Quan-
tifizierung des dargestellten Attributes. Das „Werterelief“ der Variable kann mittels eines
kontinuierlichen Farbkeils oder durch Klassen visualisiert werden. Mit dieser Darstellungsart
können räumliche Phänomene wie die globale Niederschlagsverteilung untersucht werden, wie
Abbildung 9 beispielhaft zeigt. Der Kartenausschnitt zeigt ein Simulationsergebnis globaler
Niederschlagswerte nach dem ECHAM5-Klimamodell. Dargestellt ist das Monatsmittel des
Niederschlags vom Juli 2016.
8Potsdam-Institut für Klimafolgenforschung, http://www.pik-potsdam.de/, eingesehen: 14.03.2012
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Abb. 9: Darstellung des modellierten Monatsmittels der globalen Niederschlagsverteilung (Pre-
cipitation) für den Monat Juli 2016 mit kontinuierlichem Farbkeil. Klimamodell ECHAM5. PIK
Potsdam8.
Visualisierung diskreter georäumlicher Verteilungen
Mit der Choroplethendarstellung oder auch Flächenkartogramm-Methode können Dichtever-
teilungen statistischer Variablen diskret dargestellt werden. Jedes Geoobjekt trägt einen auf
seine Grundfläche bezogenen Wert, wobei der dargestellte Sachverhalt, wie z. B. die Bevöl-
kerungsdichte, sinnvoll auf die Fläche anwendbar sein muss. Zur Flächengestaltung findet
von den graphischen Variablen Größe, Helligkeit, Muster, Farbe, Richtung, Form (Bertin,
1983) meist die Variable Farbe Verwendung, da sie eine gute Unterscheidbarkeit einzelner
Flächen gewährleistet. In Choropletenkarten werden Klassen verwendet, um eine Abstufung
der Intensität des Sachverhaltes wiederzugeben.
Ein Beispiel für die Darstellung räumlicher Diskreta findet sich in Abbildung 10. Ange-
geben ist der Anteil der 15- bis 64-Jährigen an der Gesamtbevölkerung diskret abgegrenzter
Bezugsflächen.
Dynamische Visualisierung raum-zeitlicher Veränderungen
Mit einer dynamischen Sequenz von Karten, also einer Animation, ist es möglich, die Distri-
bution quantitativer Veränderungen über die Zeit visuell abzubilden. Animationen werden
zunehmend zur Analyse räumlicher Daten verwendet, beispielsweise, um umweltrelevante
Prozesse zu visualisieren (Bill, 2002). Dazu wird eine Zeitreihe von Karten desselben geo-
graphischen Gebietes mit einem Anfangs- und Endzeitpunkt und einem festen zeitlichen
Intervall abgespielt. Bill unterscheidet zwischen aufgezeichneter und Echtzeitanimation. Bei
einer aufgezeichneten Animation werden alle Einzelbilder generiert, gespeichert und von ei-
nem Datenträger abgespielt. Im Gegensatz dazu wird bei einer Echtzeitanimation jedes Bild
direkt vor dem Abspielen berechnet, was entsprechend innerhalb weniger Millisekunden ge-
9http://stats.oecd.org/OECDregionalstatistics/, eingesehen: 19.01.2012
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Abb. 10: Diskrete Darstellung der Bevölkerung im Alter von 15 bis 64 Jahre als prozentualer Anteil
an der Gesamtbevölkerung, für das Jahr 2008. OECD Explorer Regional Statistics9
schehen muss. Diese Form der Animation ist Voraussetzung für interaktive Eingriffe während
der Betrachtung.
Die Animation als Darstellungsform ist Gegenstand zahlreicher Untersuchungen. Weite-
re Details lassen sich u. a. bei Ogao and Kraak (2002), Andrienko (2003), Lobben (2008),
Schmallowsky (2009) und Andrienko et al. (2010) nachlesen.
3.2.1.2 Diagramm
In diesem Abschnitt werden ausgewählte Diagrammtypen dargestellt und kurz beschrie-
ben. Um eine korrekte Darstellung zu gewährleisten, wird im Folgenden untersucht, welche
Eigenschaften eine Datenreihe haben muss, damit sie mit einem bestimmten Diagramm-
typ dargestellt werden kann (siehe Tabelle 12). Zum allgemeinen Verständnis eines jeden
Diagrammtyps wird der Zweck der Darstellung beschrieben, d. h. für welche Art der Vi-
sualisierung der entsprechende Diagrammtyp genutzt werden kann. Des Weiteren ist es von
Bedeutung, wieviele thematische Attribute ein Diagrammtyp mit einer Datenreihe aufneh-
men kann. Einige eignen sich für das Abtragen eines eindimensionalen Wertevektors über
der Bezugsachse, andere können mehrere Attribute pro Datenreihe sinnvoll wiedergeben.
Für einige Diagrammarten ist das Ableiten statistischer Kennwerte der Datenreihe notwen-
dig, weshalb die Diagrammtypen hinsichtlich der darstellbaren Daten untersucht werden. So
erlauben einige Diagrammtypen das Darstellen spezieller Kennwerte einer Datenreihe, um
diese statistisch zu beschreiben. Teilweise können auch Rohdaten und statistische Kennwerte
gemeinsam eingetragen werden. Als weiteres Merkmal wird untersucht, welches Skalenniveau
(siehe Tabelle 10) die Rohdaten einer Datenreihe haben müssen, damit diese sich in einem
Diagramm darstellen lässt. Dazu wird zwischen der Bezugsachse und der Attributachse unter-
schieden. Auf der Bezugsachse werden i. d. R. räumliche oder zeitliche Einheiten abgetragen.
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Das können alle Dimensionen sein, die aus der Domäne des Datensatzes stammen (siehe
Abschnitt 2.1.1). Eine Bezugsachse muss nicht zwingend in einem Diagramm enthalten sein.
Eine Attributachse nimmt jeweils ein thematisches Attribut der Daten auf. Attributachsen
können in einem Diagramm in unterschiedlicher Anzahl auftreten.
Abhängig von den Eigenschaften einer Datenreihe, eignet sich nur eine Auswahl an Dia-
grammtypen zur Visualisierung (Jann, 2005, S.16). Demzufolge soll der Nutzer nur solche
Visualisierungsarten verwenden können, welche die aktuelle Datenreihe auch korrekt dar-
stellen können. Dazu wird zwischen technisch korrekter und semantisch korrekter Visualisie-
rung unterschieden. Als technisch korrekt gilt eine Darstellung, wenn sich eine Datenreihe
aufgrund ihrer Eigenschaften rein technisch mit dem Diagrammtyp darstellen lässt. Seman-
tische Korrektheit ist dann noch nicht zwingend gegeben. So hängt beispielsweise bei einer
Zeitreihe die semantisch korrekte Darstellung davon ab, ob es sich um Zeiträume oder Zeit-
punkte handelt. Werden die erreichten Werte über einen Zeitraum hinweg aggregiert und es
besteht kein direkter Zusammenhang zum vorhergehenden Wert (Niederschlagsmenge pro
Monat, CO2-Emissionen pro Jahr, etc.), sollte eine diskrete Darstellungsweise (z. B. Säulen-
diagramm) gewählt werden. Wird der Wert des Attributes zu einem spezifischen Zeitpunkt
dargestellt (Bevölkerung am Stichtag, Temperatur zum Messzeitpunkt, etc.) und es existiert
eine Abhängigkeit zwischen den Werten, sollte auf eine kontinuierliche Darstellungsart (z. B.
Liniendiagramm) zurückgegriffen werden (Kröpfl et al., 1994). Diese semantische Korrekt-
heit ist automatisiert schwierig zu überprüfen, weshalb die Entscheidung, ob eine Darstellung
sinnvoll interpretierbar ist, dem Analysten überlassen bleiben soll.
Säulendiagramm
Ein Säulendiagramm wird verwendet, um absolute oder relative Häufigkeiten eines oder
mehrerer Attribute darzustellen und zu vergleichen. Für jedes Attribut visualisiert dieser
Diagrammtyp einen eindimensionalen Vektor diskreter Werte (Unwin et al., 2006, S.32). Die
Darstellung der Werte erfolgt als vertikale Säulen, die mit gleicher Breite dargestellt werden,
um Vergleichbarkeit zu gewährleisten. Entlang der vertikalen Achse erfolgt das Auftragen
ordinal- oder metrisch skalierter Attributwerte. Abbildung 12 zeigt ein Säulendiagramm der
Entwicklung des CO2-Ausstoßes bis 2025 in Brasilien für zwei Szenarien S1 und S2.
Eine Variante des Säulendiagramms ist das Balkendiagramm, bei welchem die Darstellung
der Werte als horizontale Balken erfolgt.
Liniendiagramm
In einem Liniendiagramm wird eine Datenreihe über einer kontinuierlichen Bezugsachse auf-
getragen. Dementsprechend können die einzelnen Datenwerte mit einer Linie verbunden wer-
den (Heer et al., 2009). Es ist möglich, in einem Liniendiagramm mehrere Datenreihen des
selben Attributes zu visualisieren und zu vergleichen. Die Attributwerte müssen dazu ordinal-
oder metrisch skaliert vorliegen. Zu den, in einem Liniendiagramm darstellbaren, Daten zäh-
len kontinuierliche Verläufe wie z. B. Zeitreihen, Profilschnitte durch eine Oberfläche sowie
Regressions- und andere Funktionen. In Abbildung 12 ist das jährliche Niederschlagsmittel
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Abb. 11: Säulendiagramm des geschätzten CO2-Ausstoßes in Brasilien. S1 und S2 sind Szenarien,
die bestimmte Vorgaben für die Simulation beschreiben. Nach Schaeffer et al. (2007)
seit 1961 im Offin River Basin, Ghana, dargestellt. Die schwarze Gerade zeigt eine Regression
der Werte, um den Trend zu verdeutlichen.
Streudiagramm
Ein Streudiagramm visualisiert die Abhängigkeit zwischen mehreren Attributen eines Da-
tensatzes. Üblicherweise werden zwei Attribute in einem kartesischen Koordinatensystem
jeweils auf einer kontinuierlichen Achse abgetragen. So wird für jeden Datenpunkt der Be-
zug zwischen beiden Attributen deutlich. Die Bezugsachse ist im Diagramm nicht dargestellt.
Das Streudiagramm eignet sich auch für die Visualisierung nur eines oder mehrerer Attri-
bute. Im ersteren Fall besteht das Diagramm nur aus einer Achse. Der Effekt, dass dann
alle Datenpunkte auf einer Geraden liegen und somit Überdeckungen entstehen, kann da-
Abb. 12: Liniendiagramm des jährlichen Niederschlagsmittels (mm) im Offin River Basin, Ghana.
Dargestellt sind die tatsächlichen Werte (blau) und der Trend (schwarz). Nach Gyampoh et al.
(2007)
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durch vermieden werden, dass die Daten entlang einer zweiten, „virtuellen“ Achse künstlich
gestreckt werden. Dieser Fall wird auch als Dotplot bezeichnet (Unwin et al., 2006). Im
zweiten Fall gibt es zwei Darstellungsvarianten. Das dritte und vierte Attribut der Daten
kann visuell durch die Variation der Datenpunkte in Größe und Farbe dargestellt werden.
Alternativ bietet sich die Möglichkeit, alle Attribute in einer sogenannten Scatterplot Matrix
paarweise gegenüberzustellen (Unwin et al., 2006, S.39).
In Abbildung 13 sind die Bevölkerungsanteile der unter 14-Jährigen und über 65-Jährigen
in OECD-Ländern gegenübergestellt. Ein Datenpunkt entspricht einer Region, wie z. B. ei-
nem Bundesland. Die Gesamtbevölkerung einer Region ist sowohl durch die Größe der Da-
tenpunkte als auch durch Farbe repräsentiert. Die Darstellung eines vierten Attributes würde
in diesem Fall die Lesbarkeit des Diagramms reduzieren und seine Interpretation erschweren.
Abb. 13: Streudiagramm der Korrelation des Bevölkerungsanteils an Kindern und Senioren für
OECD-Regionen, 2008. OECD Explorer Regional Statistics10
Histogramm
Histogramme werden in der Statistik angewendet, um die Verteilung absoluter oder rela-
tiver Häufigkeiten der Werte einer Stichprobe oder Datenreihe graphisch darzustellen. Es
wird ein Attribut mit kontinuierlichen Werten auf einer, in Klassen unterteilten, kontinu-
ierlichen Bezugsachse abgetragen. Dazu müssen die statistischen Kennwerte Stichprobenum-
fang, Minimum und Maximum der Datenreihe bestimmt werden. Vor der Konstruktion muss
eine zweckmäßige Klasseneinteilung der Daten erfolgen. Dafür werden die untere und obere
Grenze des Wertebereichs als Minimum und Maximum definiert sowie die Anzahl der Klassen
festgelegt. Es empfiehlt sich eine Einteilung zwischen fünf und 30 Klassen. Aus der Anzahl
der Klassen ergibt sich die zu verwendende Klassenbreite, die zur besseren Vergleichbarkeit
der Verteilung äquidistant sein sollte (Stoyan et al., 1997).
Der Spezialfall des Spiegelhistogrammes ermöglicht den direkten Vergleich zweier Varia-
blen. Dazu werden die Attributwerte entlang der Bezugsachse entgegengesetzt abgetragen.
10http://stats.oecd.org/OECDregionalstatistics
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Parallelkoordinatendiagramm
Parallelkoordinatendiagramme können ähnlich wie Streudiagramme genutzt werden, um
die Korrelation zwischen mehreren Attributen zu untersuchen. Ein Parallelkoordinatendia-
gramm erlaubt eine gleichzeitige Darstellung von bis zu zehn oder mehr Attributen auf
kontinuierlichen Achsen (Unwin et al., 2006, S.65). Dies ist beispielhaft in Abbildung 14
für die Korrelation von Bevölkerungskennzahlen in OECD-Regionen gezeigt. Das Diagramm
besteht aus mehreren parallelen vertikalen Achsen, auf denen jeweils ein Attribut abgetragen
wird. Für eine Datenreihe wird auf jeder Attributachse der Wert des jeweiligen Attributes
abgetragen und die Datenpunkte mit einer Linie verbunden. Werden mehrere Datenreihen
eingetragen, entsteht ein Band aus Linien. Dieses Band ermöglicht es, Ausreißer für jedes
Attribut und Korrelationen zwischen Variablen zu erkennen. Eine hohe Korrelation zwi-
schen zwei Attributen zeigt sich in verdichteten Bändern, bei denen der Großteil der Linien
gleichgerichtet zwischen ihren Achsen verlaufen. Negative Korrelation zeigt sich durch sich
kreuzende Linien zwischen zwei Achsen (Unwin et al., 2006).
Abb. 14: Parallelkoordinatenplot der Korrelation von Bevölkerungskennzahlen in OECD Ländern;
jede vertikale Achse entspricht einer Variable, jede Linie einer OECD Region. Der Farbverlauf kor-
reliert mit dem Bevölkerungsanteil der über 65-jährigen. Nach OECD Explorer Regional Statistics11
Eine verwandte Form der Parallelkoordinaten ist das Netzdiagramm. In diesem werden
die Attributachsen von einem zentralen Punkt radial nach außen abgetragen. Die Datenrei-
hen werden dann wie bei den Parallelkoordinaten auf den einzelnen Achsen abgetragen.
Box- und Whisker-Plot
Der Box- und Whisker-Plot (Boxplot) bietet die Möglichkeit, auf übersichtliche Art statis-
tische Kennzahlen einer Stichprobe zu visualisieren und mit anderen Stichproben des selben
Attributs im gleichen Wertebereich zu vergleichen (Abbildung 15). Im Diagrammbereich
wird dazu ein Rechteck erstellt, dessen untere und obere Grenze das untere und obere Quar-
til veranschaulichen. Die vertikale Ausdehnung des Rechecks zeigt die Viertelweite, in der
etwa 50% aller Meßwerte liegen. Die Mittellinie zeigt den Median an, von welchem unter-
halb und oberhalb jeweils etwa 50% der Messwerte liegen. Sogenannte Whisker, unter- und
oberhalb des Rechteckes vertikal verlaufende Linien, zeigen die Ausdehnung der Stichpro-
11http://stats.oecd.org/OECDregionalstatistics
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be. Sie erreichen Minimum und Maximum der Stichprobe bzw. maximal das 1,5-fache der
Viertelweite. Ausserhalb dieser Spanne werden gegebenenfalls vorhandene Werte als Aus-
reißer jeweils separat eingetragen. Zur Darstellung von Boxplots für eine Messreihe eines
Attributes, muss dieses mindestens ordinalskaliert vorliegen (Kähler, 2008, S.102).
Abb. 15: Zeitreihe von Box und Whisker-Plots sowie der Trend simulierter jährlicher Nieder-
schlagsmittel für Pilar, Argentinien. Jeder Boxplot zeigt eine Verteilung aus 100 Simulationen für
das jeweilige Jahr. Seitlich sind die dargestellten Kennwerte einer Verteilung benannt. Nach Podestá
et al. (2007)
Spiraldiagramm
Das interaktive Spiraldiagramm ermöglicht das Erkennen zyklischer Muster in eindimensio-
nalen Datenreihen (Tominski and Schumann, 2008). Durch die Variation des Durchmessers
der Spirale werden solche Muster, die auf zyklischen Schwankungen des dargestellten Attri-
butes beruhen, deutlich. Dieser Diagrammtyp eignet sich besonders für die Visualisierung
von Zeitreihen, da die Dimension Zeit ein Phänomen mit sich wiederholenden Elementen wie
beispielsweise Jahreszeiten ist. Viele Umweltparameter weisen, in Abhängigkeit von der Zeit,
ein saisonal oder jährlich wiederkehrendes Muster auf, welches sich mit diesem Diagrammtyp
evaluieren lässt. Sowohl die Dimensionswerte als auch die Attributwerte der der Datenrei-
he muss mindestens ordinal skaliert vorliegen. Die Darstellung einer Zeitreihe, einmal als
Liniendiagramm und im Vergleich dazu als Spiraldiagramm, zeigt, welchen Unterschied die
Diagrammform für die Erkennung zyklischer Muster ausmacht (siehe Abbildung 16).
In diesem Abschnitt wurden unterschiedliche Diagrammtypen und ihre Eigenschaften vorge-
stellt. Tabelle 12 zeigt, welche Eigenschaften eine Datenreihe aufweisen muss, um mit einem
speziellen Diagrammtyp dargestellt werden zu können. Als erlaubte Skalenniveaus wurden
alle zugelassen, die eine technisch korrekte Darstellung (siehe Abschnitt 3.2.1.2) ermöglichen.
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Abb. 16: Unterschiedliche Ansichten einer Zeitreihe aus Gesundheitsdaten mit einer temporalen
Auflösung von einem Tag. Links: Lineare Darstellung; rechts: Zyklische Darstellung der selben
Zeitreihe in einem Spiraldiagramm zeigt ein wiederkehrendes, wöchentliches Muster. Andrienko
et al. (2010)
3.2.1.3 Tabelle
Das Element Tabelle gehört zu den Darstellungsformen, die sich für die Auswertung struk-
turierter Rohdaten eignen. Eine Tabelle ermöglicht zwar kaum das Erkennen von Zusam-
menhängen in den Daten, ist aber gut geeignet, um einen Einblick in die, den Graphiken
zugrunde liegenden, numerische Werte zu bekommen (Rivest et al., 2005, S.29). Des Weiteren
wird sie üblicherweise genutzt, um statistische Kennwerte der Attribute in den Datensätzen
darzustellen (Stoyan et al., 1997).
Die Tabelle sollte das Navigieren in den Rohdaten und das Ordnen der Datensätze in ihrer
Rangfolge, nach Kriterien wie aufsteigend oder absteigend, erlauben. Idealerweise bietet die
Tabelle eine Funktion zum Filtern von Datensätzen, um die Auswahl gezielt in graphischen
Elementen untersuchen zu können. Für die Umsetzung einer effektiven Handhabung der
Tabelle sollten die genannten Operationen interaktiv durchführbar sein (Stolte et al., 2002).
3.2.1.4 Legende
Zur Interpretation einer Karte ist eine Legende notwendig. Sie dient als Zeichenschlüssel für
die in der Karte vorkommenden Signaturen (Großer, 2002). Gleichermaßen ist eine Legende
in Diagrammen anzuwenden, um dargestellte Attribute oder Dimensionen zu erläutern, die
nicht von einer Achse dargestellt werden können (Rivest et al., 2005). In einer Anwendung
zur visuellen Analyse sollte der Zeichenschlüssel der Kartenlegende auch für die Gestaltung
eines Diagramms verwendet werden, welches mit der Karte in Beziehung steht. Mit der
Gestaltung von Karte und Diagramm anhand des gleichen Zeichenschlüssels, werden gleiche
Werte in beiden Sichten visuell zueinander in Beziehung gesetzt (Rivest et al., 2005).
Als Legende für zeitvariante Daten schlagen Köbben et al. (2010) u. a. Zeitleisten (time
bar) oder zyklische Zeitlegenden (cyclic temporal legends) vor. Zyklische Legenden tragen
dem Charakter von Attributen, die beispielsweise saisonalen oder jährlichen Schwankungen
unterliegen, Rechnung. In einer interaktiven Anwendung wird bei der Nutzung temporaler
Daten oftmals ein Time slider genutzt, um verschiedene Zeitpunkte in den Daten auszuwäh-
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Spiraldiagramm 1 Rohdaten >Ordinal >Ordinal
Tab. 12: Zusammenfassung der darstellbaren Daten nach Diagrammtyp
len und diese in der Karte oder in einem Diagramm anzeigen zu lassen. Zum Abspielen von
Karten- oder Diagrammsequenzen sollte der Time slider ermöglichen, einen Zeitraum einzu-
grenzen und ein Intervall für die Zeitschritte der Sequenz festzulegen. Dies ist notwendig, da
die Daten unterschiedliche zeitliche Granularitäten wie Monate oder Jahre enthalten kön-
nen (siehe Abschnitt 2.1.2), die gegebenenfalls unterschiedliche zeitliche Muster wiedergeben
(Köbben et al., 2010).
3.2.2 Diagrammgestaltung
Bei der Visualisierung von Daten ist es zu deren korrekter Interpretation erforderlich, ein
Diagramm ausreichend zu beschriften. Welche Diagrammelemente zur Erstellung eines va-
liden Diagramms benötigt werden, ist aus Abbildung 17 ersichtlich. In diesem Abschnitt
wird untersucht, aus welchen Eigenschaften der Daten die benötigten Diagrammelemente
generiert werden können. Zusätzlich zu den Elementen für die Beschriftung werden Para-
meter aufgeführt, die zur automatisierten Erstellung eines korrekten Diagramms notwendig
sind. Die Diagrammelemente und zusätzlichen Gestaltungsparameter wurden den gängigen
Statistikprogrammen Excel und SPSS entnommen. Die genannten Diagrammelemente und
Gestaltungsparameter sind für alle in Abschnitt 3.2.1 erwähnten Diagrammtypen gültig.
3.2.2.1 Diagrammelemente zur Beschriftung
Ein Diagramm sollte einen Titel tragen, welcher den Inhalt des Diagramms erläutert. Um
den Titel kurz und gleichzeitig beschreibend zu halten, sind Angaben über die im Diagramm
dargestellten Dimensionen und Attribute notwendig. Im Beispiel in Abbildung 17 ist „Carbon
emissions“ das Attribut, „Brasil“ die räumliche und „2000 - 2025“ die zeitliche Dimension.
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Abb. 17: Bezeichnung der Diagrammelemente. Nach Schaeffer et al. (2007)
Desweiteren muss ein Diagramm Achsentitel tragen, aus denen die dargestellten Dimen-
sionen und Attribute hervorgehen. Diese Information wird aus den Dimensions- und At-
tributbezeichnungen der Daten abgeleitet. Zur korrekten Interpretation der Datenpunkte
müssen außerdem die Einheiten der Achsen ersichtlich sein. Diese gehen aus den Einheiten
der Dimensionen bzw. der Attribute hervor.
An den Diagrammachsen werden in regelmäßigen Abständen Werte abgetragen, soge-
nannte Achsenbezeichnungen. Diese lassen sich bei kontinuierlichen Achsen aus dem gültigen
Wertebereich der auf der Achse abgetragenen Dimension oder des Attributes erstellen. Bei
diskreten Datenpunkten wird ihre Angabe aus dem jeweiligen Dimensionswert eines Daten-
punktes abgeleitet.
In das beschriftete Diagramm wird eine Datenreihe mittels diskreter Datenpunkte einge-
tragen. Diese Datenpunkte ergeben sich aus den Schlüssel-Wert Paaren, also der Zuordnung
von einem Attributwert zu einer raum-zeitlichen Position, der Datenreihe.
Für die Interpretation weiterer Attribute oder Dimensionen, die in einem Diagramm oh-
ne eigene Achse eingetragen werden, ist eine Legende notwendig. In Abbildung 11 trifft dies
auf die Szenarien S1 und S2, die einer weiteren Dimension entsprechen, zu. Zur Legendenge-
staltung ist die Dimensions- bzw. Attributbezeichnung zu verwenden. Tabelle 13 zeigt eine
Übersicht über die Herkunft der Werte der einzelnen Diagrammelemente, d. h. von welcher
Eigenschaft der Daten der Wert abgeleitet werden muss.
3.2.2.2 Parameter zur automatisierten Diagrammgestaltung
Neben den Diagrammelementen sind weitere Parameter zur Diagrammgenerierung von Be-
deutung. So ist die korrekte Achsenskalierung zu beachten, für die auf den gültigen Wertebe-
reich der dargestellten Attribute zurückgegriffen werden sollte. Dieser kann den Minimum-
und Maximumwerten der Datenreihe entsprechen, üblicherweise schöpft eine Datenreihe den
Wertebereich allerdings nicht vollständig aus. So ist es im Fall der Untersuchung von Da-
ten zur Wolkenbedeckung (siehe Unterkapitel 1.2) sinnvoll, das Diagramm mit dem gültigen
Wertebereich von 0 bis 100% darzustellen, obwohl kaum eine Stichprobe diese Extremwerte
erreicht. Zur Vergleichbarkeit mehrerer Datenreihen in einem Diagramm ist der selbe Wer-
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Diagrammelement Abgeleitet von Dateneigenschaft





Schlüssel-Wert-Paare der Dimensions-/ Attributwerte
einer Datenreihe
Datenpunkte Schlüssel-Wert-Paare der Dimensions-/ Attributwerte
einer Datenreihe
Legende Dimensions-/ Attributbezeichnung
Tab. 13: Elemente zur Gestaltung aussagekräftiger Diagramme
tebereich allerdings Voraussetzung. Das Anzeigen des gesamten Wertebereiches kann dazu
führen, dass zwischen einzelnen Datenpunkten nicht ausreichend differenziert werden kann.
In diesem Fall bietet es sich an, auf Funktionen wie Zoom zurück zu greifen. Das bedeutet,
der im Diagramm dargestellte Wertebereich wird verkleinert.
Eine Achse kann sowohl linear als auch logarithmisch skaliert sein. Besitzt man die Infor-
mation über den gültigen Wertebereich, kann diese Information abgeleitet werden. Umspannt
der Wertebereich mehr als eine Größenordnung, ist die Wahl einer logarithmischen Skala an-
gebracht.
Parameter Abgeleitet von Dateneigenschaft
Anwendbarer Diagrammtyp
Anzahl der Attribute der Datenreihe
Datengrundlage
(Rohdaten/ statistische Kennwerte)
Skalenniveau der Dimensionen und Attribute
Achsenskalierung Gültiger Wertebereich eines Attributes
Tab. 14: Parameter zur automatisierten Diagrammgestaltung
Zur automatisierten Auswahl eines gültigen Diagrammtyps in der Anwendung ist es not-
wendig, das Skalenniveau (siehe Abschnitt 3.1.3) einer Datenreihe zu kennen. Weiterhin muss
die Anzahl der in der Datenreihe enthaltenen Attribute sowie die Art der Datengrundlage
bekannt sein (siehe Abschnitt 3.2.1.2). Das Ausschließen nicht geeigneter Darstellungsarten
hilft, technisch inkorrekte Darstellungen zu vermeiden.
3.3 Aktuelle Projekte Web-basierter visueller Analyse
Verschiedene Applikationen stellen Funktionalität zur statistischen und visuellen Analyse
von Geodaten im Web bereit. Eine Auswahl dieser Browser-basierten Anwendungen wird
in diesem Unterkapitel hinsichtlich ihrer Funktionalitäten untersucht. Bei den betrachteten
Parametern handelt es sich um unterstützte Datenformate, Möglichkeiten zur Einbindung ex-
terner Daten, das Angebot an Darstellungsformen und Zeitunterstützung. Weiterhin wird die
Interaktivität einer Anwendung sowie das Vorhandensein synchronisierter Sichten (Linked
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views, siehe Abschnitt 3.1.2) einbezogen. Die Eigenschaften der untersuchten Anwendungen
sind in Tabelle 15 zusammenfassend dargestellt.
IBM Many Eyes12 ist eine Anwendung zur Visualisierung und Veröffentlichung vorrangig
statistischer Daten im Web und erlaubt die Auswahl zwischen verschiedenen Diagrammty-
pen und Karten. Many Eyes ermöglicht den Upload von tabellarischen Daten im Format
XLS als Grundlage für eigene Darstellungen. Um die Informationen einer erstellten Gra-
phik im Web zu teilen, sind diese allgemein zugänglich. Als Analysemöglichkeiten werden
beispielsweise das Sortieren von Datenreihen nach Wertigkeit oder das visuelle Hervorheben
einzelner Datenpunkte in Diagrammen angeboten.
Mit Gapminder World13 kann die Analyse vorgegebener statistischer Datensätze, auf
Basis von Ländern als Bezugseinheiten, durchgeführt werden. Es ist zwischen der Darstel-
lung von Häufigkeiten und Abhängigkeiten statistischer Variablen mittels Streudiagramm
und Karte wählbar. In einer Übersichtskarte wird jeweils das zu einem ausgewählten Dia-
grammpunkt gehörige Land hervorgehoben. Durch eine Animation kann die Variation der
Daten im zeitlichen Verlauf untersucht werden. Die verwendeten Daten stehen im Format
XLS zur Verfügung, das Einbinden eigener Datensätze ist nicht möglich. Ein Nachteil von
Gapminder ist, dass die Exploration durch die Ladezeit beim Einbinden anderer Datensätze
unterbrochen wird, da die Anwendung erneut initialisiert werden muss.
Auch der OECD Statistics Explorer 14 ermöglicht die Visualisierung diskreter Regional-
daten in einer Browseranwendung (Jern et al., 2009). Die Visualisierungsmöglichkeiten um-
fassen u. a. Choroplethenkarte, Streudiagramm, Histogramm, Parallelkoordinatendiagramm
und Tabellensicht sowie Unterstützung der Zeit durch animierte Diagrammdarstellungen.
Auch ist das Konzept der Linked views (Ogao and Kraak, 2002) umgesetzt. Damit wird bei
der Auswahl eines Datenpunktes, also einer bestimmten Region, dieser Datensatz auch in
den anderen Darstellungen hervorgehoben. Als Datenformat kann beispielsweise eine einfa-
che Excel Tabelle (XLS) oder eine Textdatei (TXT) verwendet werden. Der OECD Explorer
unterstützt auch den Datenimport von SDMX15 Web Services (Statistical Data and Meta-
data eXchange) mittels des XML-Dialektes SDMX-ML. SDMX ist von der UN Statistical
Commission als bevorzugter Standard für den Austausch statistischer Daten und Medaten
empfohlen (Jern et al., 2009) und ISO Standard16. Allerdings bringt die SDMX-Schnittstelle
die in Abschnitt 2.3.2 genannten Nachteile einer nicht OGC-konformen Schnittstelle für die
Integration von Geodaten mit sich. Störend für die Analyse der Daten können sich die La-
dezeiten beim Starten der Anwendung und beim Ändern der Datengrundlage auswirken,
da sie den Workflow unterbrechen. Insgesamt handelt es sich bei dem OECD Statistics Ex-
plorer um eine gut funktionierende Webanwendung zur Analyse von statistischen Daten.
Einziger Nachteil aus Sicht dieser Arbeit ist das Fehlen von Möglichkeiten, Datensätze über
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TimeMapper (Köbben et al., 2010) ist eine Anwendung zur Analyse von zeitlichen Be-
wegungsmustern von Geoobjekten durch interaktive, animierte Karten. Dazu nutzt sie einen
OGC-konformen WMS als Datenquelle, von dem sie Kartendaten im SVG-Format (Scala-
ble Vector Graphics) abruft. Bei SVG handelt es sich um ein Vektordatenformat, welches
u. a. zur Visualisierung von Geodaten im Web genutzt wird. Dieses Format unterstützt die
Synchronized Multimedia Integration Language (SMIL). SMIL ist ein XML-Dialekt und er-
laubt die Kodierung von Features zur Animation. Bei TimeMapper handelt es sich um eine
prototypische Implementierung mit begrenzten Funktionalitäten. Durch das Abspielen der
Animationen im Browser werden beispielhaft Bewegungen von Eisbergen simuliert. Andere
Graphiken als die Kartensicht werden in der Anwendung bisher nicht angeboten. TimeMap-
per ist nichtsdestotrotz ein gutes Beispiel für die Möglichkeiten bei der visuellen Analyse
von Geoobjekten durch die dynamische Einbindung von OGC WMS’, abseits der üblichen
Verwendung von Karten in Rasterbildformaten.
Auch der Thin SWE Client17 (Version 2.0) bietet Funktionalität zum Generieren von
Diagrammen und Tabellen aus Zeitreihen. Datengrundlage bilden Messungen, die von stan-
dardkonformen OGC Sensor Observation Services (SOS) abgerufen werden können. Das
dazu verwendete Datenformat ist OMXML18, ein GML Application Schema und Implemen-
tierung des konzeptionellen Observations and Measurements (O&M)-Modells (OGC, 2011c).
Die Sensor-Zeitreihen werden in einem detaillierten Liniendiagramm sowie einem Übersichts-
diagramm gezeichnet. Zusätzlich lässt sich der Standort des gewählten Sensors in einer Karte
anzeigen und die Rohdaten der Sensormessungen in einer Tabelle darstellen. Der Thin SWE
Client bietet die Möglichkeit, interaktiv in die Darstellung einzugreifen. Das geschieht bei-
spielsweise durch das Ändern der Datensicht zwischen Karte, Diagramm oder Tabelle, das
Navigieren in den Zeitreihen oder das Anzeigen eines Zeitstempel- und Messwert-Paares. Die
beiden Diagrammsichten sind miteinander verbunden, so dass das Auswählen einer veränder-
ten Zeitperiode im Übersichtsdiagramm das Aktualisieren der Detailsicht veranlasst. Damit
bietet der Thin SWE Client eine einfache Möglichkeit, aus verteilten SOS-Datendiensten,
Sensor-Zeitreihen zu visualisieren und zu untersuchen. Ein Nachteil ist, dass die unterschied-
lichen Datensichten nicht nebeneinander angeordnet werden können, also nur separat zu
betrachten sind.
Zusätzlich zu diesen Anwendungen, die eine Browser-basierte Nutzeroberfläche mit Ana-
lysefunktionalitäten bereitstellen, werden verschiedene JavaScript APIs hinsichtlich ihrer
Eignung zur Implementierung einer interaktiven Anwendung zur Analyse raum-zeitlicher
Geodaten betrachtet. Die APIs werden auf ihre Möglichkeiten zur Darstellung von Karten,
Tabellen, und der in Abschnitt 3.2.1.2 betrachteten Diagrammtypen sowie auf Interaktivität
und Zeitunterstützung untersucht.
Das Dojo19 API bietet u. a. Funktionen zur Gestaltung von Diagrammen für interaktive
Webanwendungen. Es wird laufend aktualisiert und kann verwendet werden, um Tabellen,
17http://52north.org/communities/sensorweb/clients/Thin_SWE_Client
18Observations and Measurements XML Implementation
19http://dojotoolkit.org/, aktuelle Version: 1.7, 29.03.2012





































Kartensicht ja ja ja ja ja
Diagrammsicht ja ja ja nein ja
Tabellensicht nein nein ja nein ja
Zeitunter-
stützung
ja ja ja ja ja
Interaktivität ja ja ja ja ja
Linked views ja ja ja nein ja
Tab. 15: Eigenschaften und Funktionalitäten ausgewählter Browser-basierter Anwendungen zur
visuellen Analyse raum-zeitlicher Daten
Säulen-, Linien-, Streu- und Netzdiagramme sowie Box- und Whisker-Plots darzustellen.
Time slider werden dazu genutzt, unterschiedliche Zeitpunkte in den Daten anzusteuern
oder Animationen abzuspielen. Für die Kartenerstellung unterstützt Dojo seit Version 1.7
auch die Einbindung der OpenLayers-Bibliothek (s. u.) sowie die Darstellung des Shapefile-
Formates. Durch die Möglichkeit, graphische Elemente mit EventHandlern zu versehen, kann
eine interaktive Anwendung erstellt werden.
Highcharts20 ist ein JavaScript API zur Generierung von Diagrammen. Es wird für die
nicht-kommerzielle Nutzung kostenfrei angeboten. Highstock ist ein zugehöriges Produkt,
welches Diagrammarten speziell zur zeitabhängigen Visualisierung bietet. Zu den Möglich-
keiten gehören die Darstellung von Säulen-, Linien- und Streudiagrammen sowie Box- und
Whisker-Plots. Auch Highcharts bietet Zeitunterstützung in Form von Zeitleisten zu Dia-
grammen sowie Interaktionsmöglichkeiten mit den Diagrammen.
Das Google Chart Tools21 API bietet eine breite Auswahl an Darstellungsformen. Da-
zu gehören Tabellen und einfache Kartendarstellungen. Auch Säulen-, Linien-, Streu- und
Parallelkoordinatendiagramme sowie Box- und Whisker-Plots werden angeboten. Google
Chart Tools bietet Unterstützung für Zeitreihen und EventHandler zur Gestaltung interak-
tiver Diagramme. Bei dem API handelt es sich um kostenlos verfügbaren, aber proprietären
Quellcode. Im Gegensatz zu den anderen hier beschriebenen, freien APIs ist es nicht mög-
lich, den Quellcode lokal vorzuhalten, um die Anwendung beispielsweise in einem Intranet



















Karte ja nein ja ja ja
Tabelle ja nein ja nein ja
Säulendiagramm ja ja ja nein ja
Liniendiagramm ja ja ja nein ja
Streudiagramm ja ja ja nein nein







nein ja nein nein
Box- undWhisker-
Plot
ja ja ja nein nein
Spiraldiagramm nein nein nein nein nein
Zeitunterstützung ja ja ja ja ja
Interaktivität ja ja ja ja ja
Tab. 16: Unterstützte Darstellungsformen und Funktionalitäten ausgewählter JavaScript Applica-
tion Programming Interfaces (API) zur Karten- und Diagrammdarstellung
OpenLayers ist eine freie JavaScript-Bibliothek mit umfangreichen Funktionen zur dyna-
mischen Einbindung von Karten aus OGC WMS in Browseranwendungen. OpenLayers lässt
sich mit anderen JavaScript APIs kombinieren, um weitere Darstellungsformen anzubieten.
Mittlerweile bindet das Dojo API (ab Version 1.7) OpenLayers zur Erweiterung des Funk-
tionsumfangs mit ein22. Die Bibliothek bietet Unterstützung zeitvarianter Daten durch das
Laden von Kartenausschnitten unterschiedlicher Zeitpunkte bzw. kompletter Kartensequen-
zen. Die Interaktionsmöglichkeit mit einer OpenLayers-Anwendung besteht hauptsächlich
im Navigieren im Kartenfenster, wodurch dynamisch neue Kacheln (Tiles) vo einem WMS
nachgeladen werden.
Auch GeoExt ist eine Bibliothek zur Gestaltung von GIS-Anwendungen im Web. Dazu
kombiniert sie OpenLayers und Ext JS 3, ein JavaScript Framework zur Gestaltung inter-
aktiver Webanwendungen. Diese Kombination macht es möglich, die Fähigkeiten von Open-
Layers zur Visualisierung von Karten beispielsweise mit Darstellungen von Säulen- und Li-
niendiagrammen zu verbinden. Das Parallelkoordinatendiagramm gehört bisher nicht zum
Funktionsumfang, allerdings lässt sich in Ext JS 4 das Netzdiagramm, ein verwandter Typ,
darstellen. Auch das Streudiagramm ist in Ext JS 4 vorhanden. Allerdings ist Ext JS 4 nocht
nicht in GeoExt integriert, so dass sich dessen Funktionen nur separat nutzen lassen.
Die APIs bieten die Möglichkeit, Browser-basierte Darstellungen von den in Abschnitt
3.2.1 genannten graphischen Elementen wie Karten und Diagrammen zu implementieren
(siehe Tabelle 16). Alle der hier genannten APIs generieren die Diagrammdarstellungen auf
dem Client. Üblicherweise ist dies Voraussetzung für die Nutzerinteraktion mit den Graphi-
22http://dojotoolkit.org/reference-guide/1.7/dojox/geo/openlayers.html, eingesehen: 30. Juni 2012
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ken, da Server-seitig generierte Darstellungen meist als Rasterformate vorliegen und keine
Interaktion mit einzelnen Elementen der Graphik erlauben.
Bei den Browser-basierten Anwendungen lassen sich verschiedene Umsetzungen analog zu
den in Abschnitt 2.3.3 genannten Architekturen feststellen. So arbeiten sowohl IBM Many
Eyes und Gapminder World als auch teilweise der OECD Statistics Explorer in einer 2-
Schichten-Architektur, in der die Nutzung von Datensätze ausschließlich über einen Upload
auf den Webserver möglich ist. TimeMapper und der Thin SWE Client, sowie der OECD
Statistics Explorer, bei Nutzung der SDMX-Schnittstelle, arbeiten in einer 3-Schichten-
Architektur, bei der die Nutzung externer Datensätze über das Einbinden von Web Services
erfolgt. Von den untersuchten Anwendungen sind lediglich TimeMapper und der Thin SWE
Client in der Lage, OGC-konforme Datendienste einzubinden. Da diese beiden Anwendungen
mit Hinblick auf die technische Einbindung von OGC-Diensten entwickelt wurden, sind die je-
weils betrachteten Anwendungsfälle recht spezifisch. Das wiederum bedeutet, dass die Funk-
tionalitäten, die im Bereich der visuellen Analyse besprochen werden, wie z. B. Vergleiche
von Datenreihen, unterschiedliche Diagrammsichten, statistische Analyse, Ereignis-Chronik,
etc. (siehe Abschnitt 3.1.2), sich nur in geringem Maße in den Anwendungen wiederfinden.
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4 Konzeption eines Webclients zur WMS-basierten Dia-
grammerzeugung
In diesem Kapitel wird die Konzeption einer Webanwendung zur Diagrammerzeugung, unter
Nutzung eines OGC WMS als externe Datenquelle, vorgestellt. Das Kapitel gliedert sich in
die Teile Anforderungsanalyse und die anschließende Systemkonzeption.
4.1 Anforderungsanalyse
Die Anforderungsanalyse umschließt die Durchführung einer Task Analyse, die Identifi-
kation von Anwendungsfällen sowie die Beschreibung konkreter Analyse-Szenarien. Diese
Abstraktionen werden von Paternó (2006) zur strukturierten Ermittlung von Anforderun-
gen beschrieben. Darauf aufbauend erfolgt die Bestimmung von funktionalen und nicht-
funktionalen Anforderungen an die umzusetzende Anwendung.
4.1.1 Task Analyse
Mit einer strukturierten Task Taxonomie lassen sich systematisch mögliche Analysen, wel-
che auf raum-zeitlichen Geodaten durchführbar sind, herausarbeiten. Basierend auf den in
Abschnitt 3.1.1 erläuterten Taxonomien von Knapp (1995) und Andrienko and Andrienko
(2006), wird eine Klassifikation vorgestellt, welche die Vorteile der beiden Taxonomien nutzt.
Dabei handelt es sich um die übersichtliche Gliederung der Task Typen bei Knapp (1995)
sowie die Unterteilung in Elementare und Synoptische Tasks bei Andrienko and Andrienko
(2006).
4.1.1.1 Task Taxonomie zur raum-zeitlichen Geodatenanalyse
Die in dieser Arbeit verwendete Taxonomie zur raum-zeitlichen Geodatenanalyse (siehe Ta-
belle 17) besteht aus einer Synthese der Taxonomien von Knapp (1995) und Andrienko
and Andrienko (2006). Die Kombination beider Taxonomien ist möglich, da sie sich, wie in
Abschnitt 3.1.1 erläutert, gut aufeinander abbilden lassen. So werden die Task Typen von
Knapp – Identify, Locate, Compare und Associate (siehe Abschnitt 3.1.1) – übernommen.
Diese sind jeweils als Elementare und als Synoptische Tasks beschrieben, analog zu Andrien-
ko and Andrienko (2006). Die Tiefe der Taskgliederung ist, im Gegensatz zur Klassifikation
nach Andrienko and Andrienko (2006), geringfügig verringert (siehe Abschnitt 3.1.1). So
wird nicht zwischen Direct und Inverse Comparison unterschieden, weder bei Elementaren
noch bei Synoptischen Tasks. Dies ist möglich, da der Unterschied zwischen dem Vergleich
von Charakteristiken, also Attributwerten, und dem Vergleich von Referenzen, also Dimen-
sionswerten, als marginal betrachtet wird.
Um eine strukturierte Gliederung der Analysen zu erhalten, welche mit den Task Typen
dieser Taxonomie umgesetzt werden können, wurde untersucht, welche Arten von Subsets
raum-zeitlicher Geodaten sich erzeugen lassen. Die Übersichten für die Typen Identify und




Elementar Identify Bestimmung von Attributwerten zu gegebenen
Dimensionswerten
Locate Suche nach Dimensionswerten zu gegebenen At-
tributwerten
Compare Vergleich von Attributwerten oder Dimensions-
werten
Associate Suche nach Attributwerten oder Dimensionswer-
ten anhand gegebener Beziehungen
Synoptisch Identify Bestimmung eines Musters über eine Menge an
Dimensionswerten
Locate Suche einer Menge an Dimensionswerten, so dass
das Verhalten über ihnen mit einem gegebenen
Muster korrespondiert
Compare Vergleich von Mustern oder Mengen an Dimensi-
onswerten
Associate Suche nach Mustern oder Mengen an Dimensions-
werten anhand gegebener Beziehungen zwischen-
einander
Tab. 17: Task Taxonomie zur raum-zeitlichen Geodatenanalyse. Synthese der Taxonomien von
Knapp (1995) und Andrienko and Andrienko (2006)
Compare sind in den Tabellen 18 und 19 abgebildet, jeweils für den elementaren und syn-
optischen Fall. Um die einzelnen Analysearten ansprechen zu können, sind sie jeweils mit
einem Identifizierer in der Spalte ID versehen. Die Task Typen Compare und Associate sind
im Anhang aufgeführt. Die aufgeführte Dimension Thematik entspricht dem untersuchten
Attribut. Für jede Analyseart eines Task Typs wird betrachtet, welche Dimensionen bei der
Abfrage konstant bleiben und welche variabel sind. So sind z. B. bei der Abfrage eines einzel-
nen Attributwertes alle Dimensionen fest, es wird also eine spezifische Position im Datensatz
untersucht. Bei der Abfrage einer Zeitreihe sind alle Dimensionen bis auf die Zeit konstant.
Die Zeit ist variabel, da an einer geographischen Stelle für verschiedene Zeitpunkte die Werte
einer Thematik analysiert werden.
4.1.1.2 Beschränkungen der GetFeatureInfo -Operation
Beschränkend auf die durchführbaren Analysen wirken sich die Zugriffsmöglichkeiten über
die GetFeatureInfo - Schnittstelle eines OGC-WMS aus (OGC, 2006c). Die Spezifikation er-
laubt, auf Basis gegebener raum-zeitlicher Dimensionsangaben, Attributwerte abzufragen.
Die anzugebenden Dimensionsparameter umfassen eine geographische Position, mit der In-
formationen zu Objekten an dieser Stelle abgerufen werden können. Des Weiteren können für
diese Position Attributdaten für verschiedene Höhen, Zeiten oder Layer bestimmt werden.
Grundsätzlich nicht durchführbar sind demnach Locate- und Associate-Tasks, da das
Bestimmen raum-zeitlicher Positionen für einen gegebenen Attributwert (Locate) für die
GetFeatureInfo-Operation nicht vorgesehen ist. Das betrifft auch Associate-Tasks, da sie die
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Thematik Thematisches Profil IdSy04
Tab. 18: Mögliche Analysen des Task Typs Identify
Suche nach dem Auftreten von Beziehungen zwischen Dimensionswerten oder Attributwer-
ten implizieren. Da die GetFeatureInfo-Operation Informationen zu einer geringen Anzahl
an Elementargeometrien zurückgeben soll (siehe Abschnitt 2.2.1), ist die flächen- und lini-
enhafte Bestimmung von Objektinformationen nur ineffektiv durchführbar. Das betrifft das
in Tabelle 18 angegebene Horizontalprofil (IdSy01). Weiterhin soll laut WMS-Spezifikation
bei Abfrage eines Zeitintervalls keine temporale Auflösung angegeben werden. Wenn also
beispielsweise bei Daten mit monatlicher Auflösung eine Zeitreihe eines speziellen Monats
über mehrere Jahre wiedergegeben werden soll, so ist die Angabe aller einzelnen Zeitpunkte
in der Anfrage notwendig.
Als weitere mögliche Einschränkungen sind solche zu beachten, die von der jeweiligen
WMS-Instanz vorgegeben werden. Der WMS muss für die Generierung eines thematischen
Profils (IdSy04) die synchrone Bestimmung von Informationen mehrerer Layer zulassen, da
sonst multiple Anfragen notwendig sind. Weiterhin müssen alle Layer im selben horizontalen
und vertikalen Koordinatenreferenzsystem sowie mit dem selben temporalen Referenzsystem
angeboten werden, um Vergleichbarkeit zu gewährleisten. Liegen diskrete Zeit- und Höhen-
werte in der Domäne des Datensatzes vor, so müssen diese für alle Layer übereinstimmen.
Das ist von besonderer Bedeutung, wenn Informationen aus verschiedenen WMS-Instanzen
fusioniert werden sollen.
4.1.1.3 Relevante Tasks auf raum-zeitlichen Geodaten
Durch die in Abschnitt 4.1.1.2 benannten Restriktionen der GetFeatureInfo-Operation ver-
bleibt ein begrenztes Spektrum an Analysefunktionalität. Mit einer einzelnen Anfrage an
einen OGC-konformen WMS lassen sich Informationen zu einem Geoobjekt sowie ein ver-
tikales Profil (IdSy02), eine Zeitreihe (IdSy03) oder ein thematisches Profil (IdSy04) dieses
Objektes abrufen. Kombiniert man mehrere dieser Identify-Taks, so ist es möglich, Vergleiche
zwischen zwei oder mehreren abgefragten Werten durchzuführen. Dies gilt sowohl für den
elementaren als auch den synoptischen Fall (Tabelle 19).
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Tab. 19: Mögliche Analysen des Task Typs Compare
Von den genannten Analyse-Tasks soll in der weiteren Betrachtung auf die Bestimmung
eines Attributwertes zu einem einzelnen Geoobjekt, für eine Zeitreihe sowie ein thematisches
Profil eingegangen werden. Die Beschreibung eines vertikalen Profils wird in der Konzeption
nicht weiter betrachtet, da eine Verifikation mit den vorhandenen Daten (siehe Unterkapitel
1.1) nicht möglich ist.
4.1.2 Anwendungsfälle der Datenanalyse
In diesem Abschnitt werden Anwendungsfälle für die raum-zeitliche Analyse von Geodaten
vorgestellt. Diese zeigt das Use Case-Diagramm in Abbildung 18.
Die drei Hauptanwendungsfälle „Daten auswählen“, „Datensatz analysieren“ und „Infor-
mationen speichern“ beinhalten die Vorbereitung der Datenanalyse, die eigentliche Analyse
sowie die Nachbereitung. „Daten auswählen“ kann zum Einen bedeuten, dass der Nutzer einen
WMS angibt, in Form einer URL (Uniform Resource Locator) zu einem WMS-Endpoint. Da-
durch wird der WMS in der Anwendung bereit gestellt und seine Struktur, also vorhandene
Datensätze, Dimensionen und Layer, kann in den vom Dienst abgerufenen Service Metada-
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Abb. 18: Anwendungsfälle der Applikation zur visuellen Analyse
ten untersucht werden. Eine andere Möglichkeit die Analyse zu starten, ist das Auswählen
und Laden eines vorher gespeicherten, vorläufigen Analyseergebnisses. Ein Analyseergebnis
beinhaltet Informationen zu Parametern der Nutzeroberfläche zu einem bestimmten Analyse-
Zeitpunkt. Das bedeutet, die Anwendung kann mit einem ausgewählten Layer in der Karte,
einem Diagrammtyp und der Tabellensicht sowie mit einer Nutzer-spezifischen Visualisierung
wieder hergestellt werden.
Der Anwendungsfall „Datensatz analysieren“ beschreibt den eigentlichen Analyseprozess.
Er beinhaltet die Anwendungsfälle „Navigieren“, „Visualisierung anpassen“ und „Informatio-
nen abrufen“. Zum Visualisieren kann der Nutzer eine „Analyseoperation auswählen“, also
festlegen, ob er z. B. thematische oder zeitliche Aspekte untersuchen möchte. Als Analyse-
operation wird in dieser Arbeit die konkrete Anwendung eines abstrakten Analyse-Szenarios
verstanden. Mit der Auswahl einer Analyseoperation werden vordefinierte Einstellungen in
der Anwendung aktiviert. Dazu gehört u. a. ein geeigneter Diagrammtyp und die Anzahl der
Karten zur Darstellung eines oder mehrerer Layer. Mit „Visualisierungstyp auswählen“ legt
der Analyst die Diagrammdarstellung fest, welche zur Darstellung einer Datenreihe verwen-
det werden soll oder wählt eine Animation einer Karten- oder Diagrammsequenz aus. Für die
Diagrammdarstellungen findet eine automatisierte Vorauswahl statt, so dass beispielsweise
kein Parallelkoordinatendiagramm angeboten wird, sollte die Datenreihe nur ein einzelnes
Attribut bereitstellen. „Datenstruktur anzeigen lassen“ erlaubt, jederzeit während des Ana-
lyseprozesses die Struktur der Daten einzusehen, um Analysen auf vorhandene Dimensionen
und Attribute anzupassen. Mit dem Anwenungsfall „Legende anpassen“ kann die Kartendar-
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stellung durch Modifikation der Klassenanzahl, Klassenbreite oder Farbe, geändert werden.
Gleichzeitig soll die Farbgebung der Kartenlegende nach Möglichkeit auch für die Gestaltung
der Diagrammdarstellung verwendet werden.
Der „Navigieren“-Anwendungsfall beschreibt Operationen, welche die Spezifikation eines
Subdatensatzes ermöglichen. So kann mit „Layer wählen“ ein thematisches Attribut des Da-
tensatzes und mit „Subset wählen“ die untersuchte Zeit, als ein diskreter Wert oder als In-
tervall, bestimmt werden. „Bounding Box ändern“ beinhaltet das Verschieben des aktuellen
Kartenausschnittes, „Maßstab ändern“ das Zoomen in der Karte oder dem Diagramm.
Mit „Informationen abrufen“ können konkrete Zahlenwerte zu den Visualisierungen, ent-
weder die Werte der dargestellten Datenpunkte oder statistische Kennwerte einer Datenreihe,
eingesehen werden. Die einzelnen Anwendungsfälle lassen sich bei der Datenanalyse beliebig
kombinieren.
Bei der Nachbereitung im Anwendungsfall „Informationen speichern“ kann entweder ein
aktuell vorliegendes Analyseergebnis zur späteren Weiterbearbeitung oder ein Karten- oder
Diagrammbild in einem Exportformat gespeichert werden.
4.1.3 Analyse-Szenarien für raum-zeitliche Geodaten
Mit dem Anwendungsfall „Datensatz analysieren“ lassen sich vorhandene Dimensionen und
Attribute in verschiedenen Kombinationen untersuchen (siehe Tabellen 18 und 19). Zu des-
sen Umsetzung werden in diesem Abschnitt beispielhaft drei Analyse-Szenarien besprochen,
welche unterschiedliche Aspekte in den Daten beleuchten. Für die Elementare, Temporale
und Thematische Analyse werden Identify- und Compare-Tasks gleichermaßen betrachtet,
da ein einzelner Identify-Task selten zu einer aussagekräftigen Interpretation führt. Erst der
Zusammenhang aus mehreren Werten liefert differenzierte Informationen über die Daten.
4.1.3.1 Elementare Analyse
Das Fallbeispiel der Elementaren Analyse folgt dem Schema in Abbildung 19. Es erlaubt
Vergleiche zwischen einzelnen Geoobjekten für ein Attribut. Nachdem ein Layer ausgewählt
ist, kann dessen Datenstruktur eingesehen werden. Das bedeutet, der Nutzer kann Analysen
anhand der vorhandenen Dimensionen vorbereiten. Durch Auswahl der Operation Elemen-
tare Analyse wird die Nutzeroberfläche mit vordefinierten Ausgangsparametern gestaltet. In
diesem Fall sind das eine Karte des aktuellen Layers, ein Standard-Zeitpunkt und das Streu-
diagramm als Visualisierungsart. Sind in dem Diagramm noch keine Datenpunkte vorhanden,
wird über den Klick in der Karte einer hinzugefügt. Gleichzeitig wird die Position in der Kar-
te markiert. Die vorhandenen Darstellungen in Karte und Diagramm sowie deren Rohdaten
in der Tabelle kann der Analyst interpretieren, ihre farbliche Darstellung anpassen sowie
Dimensions- und Attributwerte zu Datenpunkten abfragen. Ein vorhandener Datenpunkt
kann danach gelöscht oder seine Position geändert werden. Weitere Datenpunkte können
ebenfalls in der Karte gewählt und in das Diagramm aufgenommen werden, um Vergleiche
zwischen unterschiedlichen geographischen Positionen zu ziehen. Nach iterativem Eintragen
und Interpretieren von Datenpunkten können die Ausgangsparameter, z. B. die Dimension
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Zeit, geändert werden, so dass vorhandene Einträge für einen anderen Zeitpunkt dargestellt
werden. Der Prozess schließt damit ab, dass gesuchte Informationen gefunden wurden. Das
kann auch bedeuten, dass eine untersuchte Annahme nicht bestätigt werden konnte. Von
den Tasks aus Tabelle 19 deckt dieses Analyse-Szenario den Fall eines Einzelobjektes ab
(CoEl01).
Abb. 19: Aktivitätsdiagramm des Analyse-Szenarios Elementare Analyse
4.1.3.2 Temporale Analyse
Das Analyse-Szenario Temporale Analyse (siehe Anhang A.2.1) beschreibt das Untersuchen
von zeitlichen Abhängigkeiten durch Zeitreihen als Diagrammdarstellungen und Animatio-
nen. Der grundlegende Analyseprozess entspricht dem der Elementaren Analyse. Es ändern
sich lediglich die Ausgangsparameter, Visualisierungstypen und mögliche Operationen. Bei
der Temporalen Analyse wählt der Nutzer einen Zeitraum durch Start- und Endzeitpunkt für
die Untersuchung, sowie die zeitliche Auflösung (z. B. monatlich, jährlich). Für den Visuali-
sierungstyp ist als Voreinstellung das Liniendiagramm gewählt, da es sich für das Anzeigen
zeitlicher Verläufe eignet. Zusätzlich zu den Möglichkeiten, die Visualisierung anzupassen
und Rohdatenwerte bzw. statistische Kennzahlen abzufragen, kann bei der zeitlichen Ana-
lyse, durch Auswahl eines Datenpunktes im Diagramm, die entsprechende Zeit im Karten-
fenster gezeigt werden. Weiterhin ist es möglich, eine temporale Kartensequenz mit den
gewählten Zeitparametern abzuspielen. Mit diesem Analyse-Szenario lässt sich der Vergleich
von Zeitreihen (CoSy02_01) durchführen.
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4.1.3.3 Thematische Analyse
Mit der Thematischen Analyse können Korrelationen zwischen den Attributen mehrerer
Layer für variable geographische Positionen untersucht werden. Dazu werden initial zwei
Layer gewählt. Für diese werden jeweils, für einen zu untersuchenden Zeitpunkt, eine Karte
in der Nutzeroberfläche angezeigt. Zur Visualisierung eignet sich ein Parallelkoordinatendia-
gramm, da dieses Abhängigkeiten zwischen verschiedenen Attributen gut abbildet. Auf den
beiden Achsen werden die Attribute der beiden Layer abgetragen. Sind mehrere Datenpunkte
eingetragen, kann ein Zeitintervall gewählt werden, um eine temporale Animation der Ab-
hängigkeiten im Diagramm und gleichzeitig eine Animation der entsprechenden Zeitpunkte
in der Karte anzuzeigen. Somit ist es möglich, sowohl die Abhängigkeiten zwischen zwei
Attributen eines Ortes für veränderliche Zeitpunkte sowie Unterschiede bei der Korrelation
zwischen verschiedenen geographischen Positionen zu untersuchen.
Es ist zu beachten, dass die Thematische Analyse den in Abschnitt 4.1.1.2 besprochenen
Restriktionen bei der Nutzung eines WMS unterworfen sein kann. Das bedeutet, die dyna-
mische Generierung kann mit einer größeren Latenz verbunden sein, sollte der WMS keine
Anfrage an multiple Layer zulassen. Mit der Thematischen Analyse lassen sich der Vergleich
von Thematischen Profilen an verschiedenen geographischen Positionen (CoSy03) sowie zu
verschiedenen Zeitpunkten (CoSy06) durchführen.
4.1.4 Funktionale und nicht-funktionale Anforderungen
Um die Anforderungen an die Anwendung zu strukturieren, wird zwischen funktionalen
und nicht-funktionalen Anforderungen unterschieden. Funktionale Anforderungen geben an,
welche genauen Fähigkeiten das System haben soll, um Nutzerziele zu erreichen. Nicht-
funktionale Anforderungen beschreiben Bedingungen oder Beschränkungen, unter denen das
System diese Ziele erreichen soll. Soweit möglich, wird eine nicht-funktionale Anforderung
quantitativ eingegrenzt, um nach der Implementierung eine bessere Evaluation zu gewähr-




• Diagramm-basierter, visueller Analysen
• statistischer Analysen
• von Karten- und Tabellensichten
• maßstabsabhängiger Betrachtungen
• dynamischer Visualisierung
• von Linked views
Angebot von Werkzeugen
• zur Orientierung im Datensatz
• zur Änderung der Datenauswahl
• zur Änderung von Parametern der gra-
phischen Elemente
• zur Informationsabfrage
• zum Vergleich von Datenreihen
• zum Speichern von Analyseergebnissen
• zum Datenexport
Tab. 20: Funktionale Anforderungen an die Anwendung zur visuellen Analyse
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Die funktionalen Anforderungen wurden durch eine Task Analyse (siehe Abschnitt 4.1.1)
sowie das Beschreiben von Anwendungsfällen (siehe Abschnitt 4.1.2) und Analyse-Szenarien
für den Hauptanwendungsfall „Analysiere Datensatz“ (siehe Abschnitt 4.1.3) bestimmt. Die-
se wurden mit den generellen Anforderungen an die visuelle explorative Analyse (siehe Ab-





• die Anwendung mit minimalem Aufwand in Betrieb nehmen können
• die drei graphischen Hauptelemente Karte, Diagramm und Tabelle
auf den ersten Blick wahrnehmen können
• das Capabilities-Dokument eines WMS anzeigen lassen können, um
einen Überblick über die Struktur der angebotenen Datensätze zu
bekommen
• auf einer interaktiv bedienbaren Oberfläche arbeiten
Interoperabilität
• Die Anwendung soll Datenbestände von OGC-WMS einbinden kön-
nen
• Die Datenbereitstellung soll auf relevanten GDI-Standards aufbauen
Leistung
• Die Abfrage eines FeatureInfo-Dokumentes und anschließende Visua-
lisierung eines Diagramms soll maximal 5 Sekunden dauern
Tab. 21: Nicht-funktionale Anforderungen an die Anwendung zur visuellen Analyse
Die nicht-funktionalen Anforderungen (siehe Tabelle 21), die als relevant für die Anwen-
dung ausgewiesen werden, geben die Ansprüche an das System hinsichtlich der Punkte Nut-
zerfreundlichkeit, Interoperabilität und Leistung wieder. Die Angabe der Latenzzeit (siehe
Leistung) ergibt sich aus einer Verordnung für Darstellungsdienste der Europäischen Union
(INSPIRE, 2009b, Anhang I), wonach ein erstes Ergebnis auf eine GetMap-Anfrage innerhalb
von fünf Sekunden bereitgestellt werden muss23. Diese Angabe wird auch als repräsentativer
Wert für die Darstellung von Diagrammen angenommen. Als Richtwert lässt sich auch eine
Empfehlung von IBM heranziehen, nach der die Antwort auf eine Nutzeraktion innerhalb von
vier Sekunden vorliegen sollte24. Lässt sich diese Vorgabe nicht einhalten und es sind längere
Antwortzeiten zu erwarten, sollte der andauernde Ladevorgang für den Nutzer ersichtlich
gekennzeichnet sein. Gleichzeitig soll versucht werden, die Anfrage in mehrere Teilaufgaben
zu zerlegen, um eine schnellere Reaktion der Anwendung zu erreichen.
4.1.5 Fazit
In der Anforderungsanalyse wurden eine Task Analyse durchgeführt sowie Anwendungsfälle
bei der visuellen Analyse raum-zeitlicher Geodaten und Szenarien von Analyseoperationen
23Die Angabe bezieht sich auf ein Bild mit einer Größe von 470 Kilobyte in Zeiten ohne Spitzenbelastung.
24https://www.ibm.com/developerworks/xml/library/wa-ajaxtop1/
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ausgewiesen. Diese Techniken werden beispielsweise von Paternó (2006) zur Anforderungs-
analyse bei interaktiven Applikationen beschrieben.
Durch die Generierung einer Task Taxonomie wurden Operationen der Task Typen Iden-
tify, Locate, Compare und Associate strukturiert ausgewiesen. Diese wurden im Hinblick auf
die Möglichkeiten der WMS-Operation GetFeatureInfo eingegrenzt. Dadurch wurde deutlich,
dass von einem OGC WMS die Task Typen Identify und Compare unterstützt werden.
Weiterhin wurden Anwendungsfälle bei der visuellen explorativen Datenanalyse beschrie-
ben, wobei „Analysiere Datensatz“ den Haupt-Anwendungsfall darstellt. Für diesen Anwen-
dungsfall wurden anschließend die drei Analyse-Szenarien Elementare, Temporale und The-
matische Analyse vorgestellt, um den möglichen Ablauf eines Interaktionsprozesses, Vorbe-
dingungen und geeignete Visualisierungstypen anhand konkreter Analysebeispiele zu evalu-
ieren. Außerdem wurde betrachtet, welche Tasks des Typs Compare mit diesen drei Analyse-
Szenarien umsetzbar sind. Gleichzeitig wurde darauf verwiesen, dass die genannten Analy-
sen gegebenenfalls Restriktionen unterworfen sind, die auf der Spezifikation der OGC WMS
GetFeatureInfo-Operation oder der Implementierung des verwendeten Dienstes beruhen.
4.2 Systemkonzeption
Im Folgenden wird Konzeption einer Applikation zur visuell-explorativen Analyse vorgestellt.
Grundlage dafür sind die im Unterkapitel 4.1 ausgewiesenen Anwendungsfälle und Analyse-
Szenarien sowie die funktionalen und nicht-funktionalen Anforderungen an die Applikation,
welche das Spektrum an Funktionalität vorgeben. Die Konzeption umfasst die Gestaltung der
graphischen Nutzeroberfläche, das Speichern von Analyseergebnissen, die Systemarchitektur
und den Prozess zum Bereitstellen eines FeatureInfo-Dokumentes im Browser.
4.2.1 Nutzeroberfläche
4.2.1.1 Aufbau und Gestaltung
Die graphische Nutzeroberfläche, deren konzeptionellen Aufbau Abbildung 20 zeigt, besteht
aus den Hauptelementen Karte, Diagramm und Tabelle. Die Karte besitzt in einer GIS-
Anwendung den größten Stellenwert, da sie eine gewohnte Sicht auf die Daten darstellt und
dem Nutzer einen Überblick verschafft (siehe Abschnitt 3.1.2). Aus diesem Grund wird die
Karte an einer zentralen Stelle der Nutzeroberfläche eingebunden. Für thematische Analy-
sen werden zwei Kartensichten benötigt, weshalb diese Konfiguration im Ausgangsbildschirm
vorzufinden ist (siehe Abbildung 20). Bei Analysen, die sich auf ein einzelnes Attribut be-
ziehen, ist nur eine Kartensicht aktiv. Markiert der Nutzer eine Position in einer Karte,
wird der zugehörige Attributwert bzw. die Datenreihe in der Tabelle und einem Diagramm
angezeigt. Zu jedem Kartenfenster gehört eine rechtsbündig orientierte Fläche, welche die
jeweilige Legende zur Karteninterpretation enthält.
Zusätzlich zu den Kartensichten existiert eine Tabellensicht, die in einem Pop-up platziert
ist. Dieses kann während der Analyse geöffnet bleiben und zeigt die Rohdaten der aktuell
im Diagramm abgebildeten Datenreihen.
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Abb. 20: Skizzierte Gestaltung der Graphischen Nutzeroberfläche
Über den Kartensichten befinden sich Buttons, mit denen zwischen verschiedenen Analy-
seoperationen gewählt werden kann. Jede Analyseoperation benötigt bestimmte Voreinstel-
lungen (siehe Abschnitt 4.1.3), die mit dem Betätigen der Schaltfläche aktiviert werden.
Unterhalb der Kartensichten befindet sich eine Diagrammfläche, in der Datenreihen für
zwei Attribute zusammengeführt und somit im Zusammenhang untersucht werden können.
Direkt unter dem Diagramm werden Statistiken der jeweils aktiven Datenreihe angezeigt
und in der Fußzeile stehen Autoren- und Copyright-Vermerke.
Die Spalte auf der linken Seite unterteilt sich in drei Blöcke und eine Kopfleiste. Die Kopf-
leiste enthält drei Buttons zur Auswahl der Optionen Laden bzw. Speichern eines Analyse-
ergebnisses sowie Exportieren einer Graphik. Im obersten Block zeigt ein Verzeichnisbaum
verbundene WMS-Instanzen und ihre Layer an. Neue Einträge lassen sich über eine Einga-
bezeile hinzufügen, wobei zuerst das Capabilities-Dokument einer WMS-Instanz abgefragt
wird und anschließend ein verfügbarer Layer ausgewählt werden kann. Mit Rechtsklick auf
einen Layernamen lässt sich aus einem Kontexmenü ein Kartenfenster zur Anzeige wählen
oder das Capabilities-Dokument anzeigen. Im mittleren Block befinden sich Funktionalitä-
ten zum Navigieren in einem Layer – ein Schieberegler zur Auswahl eines Zeitpunktes oder
Zeitintervalls (Time slider) sowie eine Auswahlmaske zur Bestimmung einer Bounding Box.
Gleichzeitig sind in diesem Block die aktuell gewählten Dimensionen einsehbar. Beim Än-
dern der Dimensionen des gewählten Subsets ändert sich automatisch auch die Anzeige in
den Views – die Karten werden aktualisiert und für markierte Positionen ändern sich die
Datenreihen im Diagramm. Im untersten Teil befinden sich Buttons zum Aufruf der Tabelle
sowie zum Wechsel der Diagrammdarstellung (Diagram switcher).
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4.2.1.2 Diagramm-Styling mittels Styled Layer Descriptor
Zum Nutzer-definierten Styling der Karten sollen SLD-Dateien verwendet werden. Dazu kann
der Nutzer im Browser ein SLD-Dokument mit einer Zeichenvorschrift generieren. Dieses
Dokument wird mit einer GetMap-Anfrage an den WMS gesendet, der das Styling anwendet.
Dabei ist auf die Unterstützung des SLD-Profils (OGC, 2007b) durch den verwendeten WMS
zu achten.
Die Zeichenvorschrift aus dem SLD-Dokument soll gleichzeitig für die Gestaltung von
Diagrammen angewendet werden. Dies erlaubt einen schnellen visuellen Vergleich von Quan-
titäten in beiden Darstellungsformen. Dazu wendet der Client die Zeichenvorschrift des SLD-
Dokumentes auf das Styling einer Datenreihe an. Ein Datenpunkt des Diagramms wird also
mit der ihm zugewiesenen Farbe dargestellt.
4.2.1.3 Speichern vorläufiger Analyseergebnisse
Die Generierung von Analyseergebnissen in einer interaktiven Umgebung ist ein iterativer
Prozess (siehe Abschnitt 3.1.2). Das bedeutet, der Analyst erzeugt Darstellungen, untersucht
diese auf Gültigkeit und arbeitet auf Basis dieser Ergebnisse weiter. Stellt er fest, dass das
aktuelle Ergebnis die gesuchte Information nicht wiedergibt, möchte er in der Lage sein, ein
bereits vorher erzeugtes Analyseergebnis erneut aufzurufen und dieses weiter zu bearbeiten.
Es ist also notwendig, erzeugte Ergebnisse aufzubewahren.
Parameter Beschreibung
service Liste von WMS-Endpoint URLs










sld URL zu einer SLD-Datei
Tab. 22: Zum Speichern eines Analyseergebnisses benötigte Parameter der Anwendung
Dazu soll dem Nutzer die Möglichkeit zum aktiven Speichern eines erzeugten Analyseer-
gebnisses angeboten werden. Damit werden die raum-zeitlichen Positionen aktuell eingebun-
dener Daten sowie die Attribute und angewendete Styling-Parameter aufgezeichnet, so dass
sie zu einem späteren Zeitpunkt das Aufrufen genau dieses Analyseergebnisses erlauben. In
Tabelle 22 sind die Parameter angegeben, die für diese Wiederherstellungsfunktion notwen-
dig sind. Bei dem Parameter service handelt es sich um eine Komma-separierte Liste mit
einer maximalen Länge von zwei Einträgen. Das gilt auch für den Parameter layer, wobei
der Eintrag an einer Stelle der Liste zu dem Eintrag des service-Parameters an der gleichen
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Stelle gehören soll. Die Bildkoordinate I gibt die horizontale und J die vertikale Position der
Stelle in der Karte an, für die eine GetFeatureInfo-Anfrage für die angegebenen Layer gestellt
werden soll. Der Parameter version gibt die verwendete Version der WMS-Spezifikation an,
aus der sich u. a. die Reihenfolge der Koordinaten für die Schreibweise der Bounding Box
ergibt.
Der aktuelle Status dieser Parameter wird beim Speichern als parametrisierte URL be-
reitgestellt. Wird die Anwendung über solch eine URL initialisiert, wertet die Anwendung
die Parameter aus und kann darauf hin die entsprechenden Daten von dem angegeben WMS
abrufen und das Styling auf die Graphiken anwenden.
4.2.2 Systemarchitektur
4.2.2.1 Verteiltes System nach dem SOA-Paradigma
Aus den dargestellten Nutzeranforderungen (siehe Abschnitt 4.1.4) lässt sich ein Modell der
Systemarchitektur ableiten. Die Strukturierung erfolgt in Präsentations-, Logik-, und Daten-
haltungsschicht (siehe Abbildung 21). Die einzelnen Schichten arbeiten nach dem Paradigma
einer Service-orientierten Architektur (SOA) in loser Kopplung miteinander, werden also erst
zur Laufzeit verbunden. Die Präsentation erzeugt der Client, der Web Application Server
ist für die Ausführung der Geschäftslogik und der Web Map Service für die Datenhaltung
verantwortlich.
Abb. 21: 3-Schichten-Architektur der Analyseanwendung mit loser Kopplung der Komponenten
Das Nutzerinterface wird als Browser-basierter Client gestaltet. Er hält das Datenmodell,
welches er für die Erstellung von graphischen Ansichten der Daten benötigt, selbst vor.
Der Client ermöglicht dem Analysten, interaktiv Parameter der Nutzeroberfläche, z. B. die
Diagrammfarbe, anzupassen, ohne dafür auf Serverleistung zurückgreifen zu müssen.
Der Web Application Server stellt die Geschäftslogik zum Abrufen eines FeatureInfo
von einem WMS und die Weiterverarbeitung der Rohdaten aus dem FeatureInfo-Dokument
bereit, das heißt er erfüllt die Funktione eines Proxy-Servers. Dazu sendet er auf Anfra-
ge des Clients eine GetFeatureInfo-Anfrage an einen angegebenen WMS. Das vom WMS
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gelieferte FeatureInfo-Dokument wertet er aus, führt gegebenenfalls notwendige Formatkon-
vertierungen und statistische Berechnungen durch und schickt ein für den Client einfach zu
verarbeitendes, strukturiertes Format zurück.
Für die Datenhaltung wird ein WMS genutzt, der dem OGC WMS - Standard entspricht.
Er soll die Operationen GetCapabilities, GetMap und GetFeatureInfo sowie das SLD-Profil
unterstützen (vgl. Abschnitt 2.2.1). Dem Anbieter des WMS ist es überlassen, ob der Dienst
die Daten selbst vorrätig hält oder als kaskadierender WMS arbeitet, die Daten also selbst
von einem anderen Datendienst einbindet.
4.2.2.2 Strukturierung anhand des MVC-Prinzips
Um eine modularisierte Strukturierung der Anwendung umzusetzen, wird auf das MVC-
Architekturmuster zurückgegriffen. Dieses Prinzip wird in der Softwareentwicklung zur Grob-
strukturierung von Softwaresystemen eingesetzt und baut auf den drei logischen Kompo-
nenten Model, View und Controller auf. Diese Komponenten bilden eine Analogie zu den
Elementen des von Card et al. (1999) beschriebenen Visualisierungs-Referenzmodells (siehe
Abbildung 5). Um klar geordnete Funktionalitäten und Substituierbarkeit einzelner Kom-
ponenten bei der Systemerweiterung zu gewährleisten, sollen diese Bestandteile voneinander
separiert werden. Durch diese Aufgabenteilung beschreibt die Model-Komponente die Daten
und beinhaltet die Geschäftslogik zum Datenabruf sowie zur Aufbereitung von Rohdaten.
Die View-Komponente stellt visuelle Repräsentationen des Models zur Verfügung und der
Controller ist für die Verarbeitung von Nutzerinteraktionen und die Aktualisierung eines
Views zuständig. (Sommerville, 2011).
Abb. 22: Konzeption der Softwarearchitektur nach dem Model -View -Controller - Prinzip
Abbildung 22 zeigt die Anwendung des MVC-Musters auf die Struktur der geplanten
Applikation. Zwischen den Komponenten treten zwei Arten des Interaktionsflusses auf:
• User ⇒ Controller ⇒ View ⇒ User: Eingaben vom Nutzer werden vom Controller
ausgewertet und daraufhin alle Views aktualisiert.
• User⇒ Controller⇒ Model⇒ View⇒ User: Nutzereingaben werden vom Controller
ausgewertet und führen zu Änderungen am Model. Daraufhin benachrichtigt das Model
alle Views über seine Zustandsänderung, was ein Aktualisieren der Views bewirkt.
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Mit dieser Strukturierung erfolgt eine Auslagerung der Repräsentationsfunktionalität und
der Eingabenverarbeitung auf den Client, d. h., Model, View und Controller werden im
Client umgesetzt. Auf dem Application Server wird der Teil der Model-Komponente vor-
gehalten, welcher die Logik zum Datenabruf und zur Verarbeitung der Rohdaten beinhaltet.
Nach Senden des Models an den Client wird es auf dem Server nicht weiter vorgehalten.
Der Client speichert die abgerufenen Daten, um mit diesen unabhängig vom Server-Model
unterschiedliche Views bereitstellen zu können.
Dieser Architekturaufbau entspricht dem einer Rich Internet Application (RIA) und steht
im Gegensatz zum Prinzip des Server-side MVC, bei dem Eingabenverarbeitung, Modelver-
waltung und das Erzeugen von Views Server-seitig erfolgt (Steele, 2004). Der Vorteil einer
RIA ist u. a. die verringerte Latenz der Kommunikation und somit verbesserte Interaktivität,
da weniger Datenaustausch zwischen Client und Server notwendig ist. Weiterhin wird durch
das Vorhalten eines Models auf dem Client gewährleistet, dass der Web Applikation Server
zustandslos arbeiten kann und somit keine Sitzungsverwaltung durchgeführt werden muss.
4.2.3 WMS GetFeatureInfo-Operation zum Datenabruf
Der GetFeatureInfo-Request ermöglicht das Abrufen von Rohdaten von einem WMS. Im
Gegensatz zur GetMap-Operation wird hier keine bereits prozessierte Visualisierung abge-
rufen und die Verarbeitung der Daten erfolgt erst im Client. Um ein Subset der Daten von
einem WMS abzurufen, müssen vorher zwei Schritte erfolgt sein. Zum Einen hat der Nut-
zer die Anwendung im Client geladen, zum Anderen hat er einen WMS eingebunden und
eine Karte eines Layers abgerufen. Danach kann eine Datenreihe vom WMS mittels der
GetFeatureInfo-Operation abgerufen werden.
Abb. 23: Sequenzdiagramm für den Datenabruf mittels GetFeatureInfo-Request
Den Prozess für den Abruf dieses Subsets (Abbildung 23) startet der Client, indem er
eine FeatureInfo-Anfrage an den Application Server sendet. Diese Anfrage enthält die für
4 Konzeption eines Webclients zur WMS-basierten Diagrammerzeugung 62
einen GetFeatureInfo-Request notwendigen Parameter, welche der Client in Abhängigkeit
zu der vorhergehend abgerufenen Kartendarstellung bestimmt (siehe Abschnitt 2.2.1). Der
Application Server stellt aus diesen Parametern eine gültige GetFeatureInfo-Anfrage zusam-
men und sendet sie als Request an den angegebenen WMS. Der WMS sendet daraufhin
ein Feature-Info-Dokument in einem XML-Dialekt an den Application Server zurück. Auf
dem Server wird das XML-Dokument geparst und in ein JSON-Dokument überführt, um
dem Client die Auswertung zu erleichtern. Weiterhin werden auf dem Server Statistiken der
abgerufenen Datenreihe berechnet und dem JSON-Dokument beigefügt. Dieses wird an den
Client gesendet, der es als Grundlage für die Diagrammdarstellung speichert.
4.2.4 Das FeatureInfo-Dokument zur Diagrammvisualisierung
Ein WMS muss nach der OGC WMS-Spezifikation keine festgelegte Anwort auf einen Get-
FeatureInfo-Request liefern. Daher kann er eine Nachricht mit beliebigem Inhalt senden, in
einem in der Anfrage festgelegten Format. Zur Erstellung valider Diagramme müssen jedoch
alle benötigten Informationen in diesem Dokument vorgehalten werden. Um dieser Anforde-
rung gerecht zu werden, wird in diesem Abschnitt eine Struktur für ein, zur Diagrammge-
staltung geeignetes, FeatureInfo-Dokument vorgestellt. Zur Beschreibung von Geoobjekten
soll ein Feature mit allen benötigten Angaben im FeatureInfo-Dokument beschrieben wer-
den. Damit können Client-seitig Feature dargestellt werden, ohne zusätzliche Quellen wie
das Capabilities-Dokument auswerten zu müssen.
Damit dieses Dokument sich konform zu europäischen und internationalen Normen ver-
hält, soll die Kodierung nach OGC- und ISO-Standards erfolgen und sich an INSPIRE-
Vorgaben orientieren. Das Dokument Guidelines for the encoding of spatial data (INSPIRE,
2009a) enthält die Empfehlung, nach der ein View Service (WMS) sich bei der Kodierung ei-
ner Antwort auf die GetFeatureInfo-Operation an das Format des Download Services (WFS)
halten soll. Bei diesem Format handelt es sich üblicherweise um GML (ISO, 2007), welches
als Standardformat für die Kodierung geograpischer Features in INSPIRE dient (INSPIRE,
2009a). Aus diesem Grund wurde Wert darauf gelegt, die Datenbeschreibung GML-konform
zu gestalten, damit diese den Vorgaben von INSPIRE entspricht. Um eine bestmögliche
Repräsentation der Daten im FeatureInfo-Dokument zu gewährleisten, wurden verschiedene
Varianten der Datenbeschreibung geprüft. Dazu wurden das GML Coverage Schema (ISO,
2007), das GML Simple Features Profil (OGC, 2011b) sowie das CSML Application Schema
(OGC, 2011a) auf Eignung untersucht.
4.2.4.1 GML als Beschreibungsformat
Die Geography Markup Language (GML) ist ein offener OGC-Standard (OGC, 2007a) und
ISO-Norm (ISO, 2007) zur Beschreibung und zum Austausch von Geo-Features einschließ-
lich ihrer räumlichen und nicht-räumlichen Eigenschaften. Als XML-Dialekt kann GML für
die Formulierung von Web Service-Nachrichten eingesetzt werden. Damit erfolgt die Kom-
munikation des Web Services in einem spezifischen Namensraum (Namespace), also mit klar
definiertem Vokabular. Kodiert der Dienst die gesendeten Features in GML, so kann der
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Client nicht nur Metainformationen eines Features nutzen, sondern auch dessen Geometrie.
Da der gesamte GML-Namensraum eine sehr große Menge an Typen zur Beschreibung von
Geometrien und deren Eigenschaften enthält, existieren Profile und Application Schemas,
welche den Namensraum einschränken.
4.2.4.2 GML Coverage Schema
Das GML Coverage Schema (ISO, 2007) beschreibt die Umsetzung des ISO Coverage Sche-
mas (ISO, 2005) in GML. Dazu geht es auf die Umsetzung der Geometrie und der Coverage-
Funktion ein, welche die Zuordnung zwischen Objekten der Domäne und den Attributwer-
ten beschreibt. Die Coverage Typen werden in DiscreteCoverages und ContinuousCoverages
unterschieden, wobei die GML Spezifikation bisher nur die Umsetzung des ersteren Typs er-
laubt. Ein Coverage wird durch die zwei verpflichtenden Elemente domainSet und rangeSet
sowie das optionale Element coverageFunction beschrieben. Die Domäne besteht entweder
aus einem räumlichen oder aus einem zeitlichen Geometrie-Objekt (siehe Abschnitte 2.1.1
und 2.1.2). Das Element RangeSet enthält die, den Objekten in der Domäne zugeordne-
ten, Attributwerte und die Coverage Function beschreibt die Zuordnung. Ist keine Funktion
angegeben, werden die Attributwerte in ihrer angegebenen Reihenfolge den Objekten des
DomainSet zugeordnet (ISO, 2007).
Das ISO Coverage Schema eignet sich, um natürliche Phänomene in ihrer raum-zeitlichen
Ausdehnung konsistent zu beschreiben. Die Umsetzung des Schemas in GML bringt aber
Nachteile mit sich. Die Abbildung raum-zeitlicher Geoobjekte wird nur unterstützt, wenn
dazu ein komplexes Koordinatenreferenzsystem (CompoundCRS ) genutzt wird. Dieses muss
im FeatureInfo-Dokument definiert werden, steigert die Dokumentgröße und ist redundant,
da Informationen über die verwendeten Referenzsysteme bereits in den Service Metadaten
angegeben sind. Wird kein CompoundCRS verwendet, darf die Domäne nur entweder aus
einem räumlichen oder einem zeitlichen Geometrieobjekt bestehen. Problematisch ist weiter-
hin, dass GML die Angabe eines gültigen Wertebereich durch die Elemente minimumValue
und maximumValue ausschließlich in Verbindung mit der Definition einer Achse eines Koor-
dinatensystems erlaubt. Mit diesem Element müssen weitere, unnötige Angaben vorgehalten
werden. Auch die Angabe des Skalenniveaus zu einem Attribut ist in GML nicht möglich,
ohne einen eigenen Typ zu definieren.
4.2.4.3 GML Simple Features Profil
Das GML Simple Features Profil wurde entworfen, um Interoperabilität zwischen Systemen
zu erreichen und die Implementierung von Client-Software zu vereinfachen. Dazu wurde die
Menge an erlaubten Geometrietypen eingeschränkt, so dass ein Client, der konform zu diesem
Profil arbeitet, nicht den gesamten GML-Namensraum verstehen können muss. Das Profil be-
schreibt drei unterschiedlich restriktive Compliance Levels. Level SF-0 als restriktivste Ebene
erlaubt die Verwendung der räumlichen Geometrien Punkt, Linie und Polygon sowie Aggre-
gate dieser Geometrien. Die Typen nicht-räumlicher Eigenschaften sind ebenfalls beschränkt
und in ihrer Kardinalität auf maximal eins festgesetzt. Level SF-1 erlaubt Nutzer-definierte,
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nicht-räumliche Eigenschaften und die zahlenmäßig unbeschränkte Anwendung dieser Ty-
pen. Das Level SF-2 sieht keine Restriktionen bei nicht-räumlichen Eigenschaften vor, die
erlaubten räumlichen Geometrietypen sind allerdings wie in den beiden niedrigeren Level
beschränkt. Im Level SF-2 sind auch Referenzen auf verteilte, also nicht im Dokument selbst
beschriebene, Geometrien zugelassen (OGC, 2011b).
Das Simple Features Profil eignet sich, um maximale Interoperabiltität beim Datenaus-
tausch zu gewährleisten und die Entwicklung von Clientanwendungen zu vereinfachen. Die
Probleme bei der Umsetzung sind die selben, die auch bei der Nutzung von GML Coverages
auftreten und auf den Einschränkungen von GML beruhen (siehe Abschnitt 4.2.4.2).
4.2.4.4 CSML Application Schema
Das CSML Application Schema wurde zur Darstellung von Messungen in der Atmosphären-
und Ozeanographie-Wissenschaft entwickelt und ist eine Spezialisierung der ISO 19156,
Observations and Measurements-Spezifikation (ISO, 2011). Eine Beschreibung der Clima-
te Science Modelling Language (CSML) ist als OGC Best Practice Paper verfügbar (OGC,
2011a) und fließt in die INSPIRE Datenspezifikation für atmosphärische Bedingungen und
meteorologische geographische Features ein (INSPIRE, 2011). Aufgrund dieser breiten Nut-
zung soll untersucht werden, ob es sich im gegebenen Kontext zur Feature-Beschreibung
eignet.
CSML definiert die Observation Types Point, PointSeries, Profile, ProfileSeries, Trajec-
tory, Section, Swath, Scanning Radar sowie Grid und GridSeries zur Beschreibung geogra-
phischer Features (Lowe and Woolf, 2011). In dieser Arbeit sind davon besonders Point und
PointSeries von Interesse. Mit diesen lassen sich die durch den Task Typ Identify (Tabelle
18) bestimmbaren Features Einzelobjekt, Thematisches Profil und Zeitreihe beschreiben.
CSML bietet eine Beschreibung geographischer Features raum-zeitlicher Phänomene mit
besonderem Augenmerk auf Observations und Measurements (ISO, 2011). Dazu zählen so-
wohl Stationsmessungen als auch Ergebnisse von Simulationmodellen (OGC, 2011a). Die
Datenbeschreibung zielt dabei explizit auf eine Ausrichtung an der NetCDF Konvention CF
Conventions for Point Observations25 ab. In dieser Spezialisierung auf Punktobjekte liegt
der Nachteil dieses Application Schemas für eine Anwendung im gegebenen Kontext. Eine
Anwendung für andere Geometrietypen ist nicht vorgesehen. Weiterhin trifft die Problematik
der Beschreibung des Wertebereiches und des Skalenniveaus des Attributes auch hier zu.
4.2.4.5 Der FeatureType GenericFeature
Die vorhergehend untersuchten Möglichkeiten zur Darstellung eines Feature Info besitzen
Einschränkungen, die zum Einen auf das von GML bereitgestellte Spektrum an Typen und
zum Anderen auf die eingeschränkte Unterstützung von Typen des GML Spektrums zurück-
zuführen sind.
CSML eignet sich für die Beschreibung eines FeatureInfo nur begrenzt, da ausschließlich
Punktgeometrien und Aggregate von Punktgeometrien unterstützt werden. Für die Unter-
25https://cf-pcmdi.llnl.gov/trac/wiki/PointObservationConventions
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stützung von Linien- und Flächengeometrien ist das Schema zu restriktiv.
Das GML Coverage Schema bietet einen sehr guten Ansatz, um eine große Bandbrei-
te geographischer Feature Typen zu beschreiben. Die Struktur eines Coverage eignet sich
gut zur Beschreibung raum-zeitlicher Phänomene. Zwar muss eine Einschränkung auf dis-
krete Geometrien erfolgen, jedoch stellt dies in den wenigsten Fällen eine Einschränkung
dar. Üblicherweise sind Geodaten als diskrete Informationen abgelegt und Beschreibungen
kontinuierlicher Phänomene werden durch Interpolationsvorschriften aus diskreten Daten
erzeugt.
Das GML Simple Features Profil scheint geeignet zu sein, der Datenbeschreibung Restrik-
tionen aufzuerlegen und somit eine gute Interoperabilität zwischen Systemen zu erreichen.
Daher soll dieses hier Anwendung finden. Das Compliance Level SF-0 hat sich für die gege-
bene Anwendung als zu restriktiv herausgestellt, da mehrere nicht-räumliche Eigenschaften
im FeatureInfo-Dokument angegeben werden müssen.
<?xml version=" 1 .0 " encoding="UTF−8"?>





<gml :Mult iSur face />








<gml :Quant i tyLi s t />
<cov:minimumValue/>
<cov:maximumValue/>




</ cov :Gener i cFeature>
Lst. 3: Struktur eines GenericFeature-Elementes im FeatureInfo-Dokument
Aus den o. g. Nachteilen der vorhandenen GML-Typen wird ein eigener komplexer Typ
aus räumlichen und zeitlichen Geometrien definiert. Dieser Feature Typ GenericFeature-
Type exisitert im Namensraum cov und setzt sich aus reinen GML-Elementen oder aus,
auf GML-Typen basierenden, Elementen zusammen. Er erweitert den GML-Typ Abstract-
FeatureType und baut auf die Struktur eines GML AbstractDiscreteCoverage auf. Der Typ
AbstractDiscreteCoverage selbst ist bereits zu restriktiv, um ihn entsprechend erweitern zu
können. Ähnlich einem Coverage besteht ein GenericFeature aus einem spatialDomainSet, ei-
nem temporalDomainSet sowie einem rangeSet. Der Typ erlaubt also die Beschreibung einer
raum-zeitlichen Domäne und den, den Objekten der Domäne, zugeordneten Attributwerten.
Weiterhin besitzt er das, allen Coverage-Typen gemeinsame, Element boundedBy, welches die
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raum-zeitliche Bounding Box des gesamten Features zur vereinfachten Visualisierung wieder-
gibt. Die grundlegende Struktur des Typs GenericFeature zeigt Listing 3. Beispieldokumente
des GenericFeatureTypes für die Kodierung eines SurfaceFeatures, einer Zeitreihe und eines
thematischen Profils sowie das XML Schema sind im Anhang A.3 zu finden.




























Attributbezeichnung <gml:Category codeSpace=” “/>
Attributeinheit <gml:QuantityList uom=” “/>





Skalenniveau des Attributes <cov:scaleType/>
Tab. 23: Darstellung der notwendigen Dateneigenschaften im FeatureInfo-Dokument
Der Feature Typ GenericFeature ist flexibel, um verschiedene Ausprägungen eines Fea-
tures hinsichtlich seiner raum-zeitlichen Domäne oder seiner Attributstruktur aufzuneh-
men. Das Element gml:boundedBy kann als Inhalt gml:EnvelopeWithTimePeriod für raum-
zeitlich oder gml:Envelope für nur räumlich beschriebene Geoobjekte annehmen. Das Ele-
ment cov:spatialDomainSet enthält ein Substitut eines gml:AbstractGeometricAggregate, wel-
ches konform zum Simple Features Profile SF-1 ist, d. h. einem MultiPoint, MultiCurve
oder gml:MultiSurface-Element. Die temporale Dimension der Domäne, ausgedrückt durch
cov:temporalDomainSet, kann aus einem gml:TimeInstant oder einer gml:TimePeriod be-
stehen. Bei einem Zeitintervall drückt gml:duration die temporale Auflösung innerhalb des
Intervalls aus. Diese Angabe erfolgt analog zur Erweiterung der ISO 8601 Spezifikation laut
OGC WMS-Spezifikation (siehe Abschnitt 2.2.1).
Das Element cov:rangeSet erweitert den GML-Typ RangeSetType und erlaubt die Anga-
be der Elemente cov:minimumValue und cov:maximumValue. Diese beschreiben das gültige
Minimum und Maximum des Attribut-Wertebereichs bzw. den minimalen und maximalen
Wert der für dieses Attribut im gesamten Datensatz auftritt. Das Element cov:scaleType er-
laubt die Angabe des Skalenniveaus für das Attribut und sollte sich an die möglichen Typen
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aus Tabelle 10 halten.
Der generische Typ GenericFeature ist in der Lage, Informationen für alle in Abschnitt
4.1.1.3 besprochenen Tasks aufzunehmen. Es wird davon ausgegangen, dass ein FeatureInfo-
Dokument jeweils ein einzelnes Feature wiedergibt, welches aus einer Menge an Elementar-
geometrien besteht. Dies ist aber keine notwendige Bedingung für ein gültiges Dokument. Bei
den Elementargeometrien kann es sich um Punkt- bzw. Linienobjekte oder Polygone handeln.
Das Feature kann ein Aggregat dieser Typen darstellen, womit sich Zeitreihen und themati-
sche Profile beschreiben lassen. Durch die Beschränkung der räumlichen Geometrietypen und
die Nutzung mehrerer nicht-räumlicher Eigenschaften entspricht das FeatureInfo-Dokument
dem Compliance Level SF-1 des GML Simple Features Profils.
Die Angaben des FeatureInfo-Dokumentes beruhen auf der Beschreibung der einzelnen
Diagrammelemente und Darstellungsparameter (siehe Abschnitt 3.2.2). Tabelle 23 zeigt zu
jeder Eigenschaft ihre Kodierung im FeatureInfo-Dokument. Die Bezeichnung der Dimension
Zeit ist im FeatureInfo-Dokument nicht aufgeführt, da sie in den Service Metadaten bereits
eindeutig angegeben ist. Ihr Wert lautet bei einem OGC-konformen WMS time (siehe Ab-
schnitt 2.2.1). Die Attribute srsName, uomLabels und axisLabels dagegen drücken zusätzli-
che und redundante Informationen zu dem verwendeten Referenzsystem (CRS) aus. Sie sind
gedacht, um die Prozessierung des Features zu vereinfachen, wenn keine genaue Definition
des CRS benötigt wird. Allerdings soll ihr Wert mit den Angaben in der Definition des CRS
übereinstimmen. Wenn die Information srsName im Element spatialDomainSet weggelassen
wird, soll auch die Angabe der Attribute uomLabels und axisLabels nicht erfolgen26.
Bei den Elementen gml:Category und gml:QuantityList sollte im Attribut codeSpace bzw.
uom durch eine absolute URL angegeben werden, aus welchem Vokabular der Attributname
bzw. die Bezeichnung der Attributeinheiten stammt.
4.2.5 Fazit
Mit dem Unterkapitel Systemkonzeption wurde eine Anwendung zur visuellen Analyse an-
hand der vohergehend ausgearbeiteten Anforderungen (siehe Abschnitt 4.1.4) geplant. Dazu
sind die Elemente der geplanten graphischen Nutzeroberfläche aufgeführt und die Nutzer-
führung bei der Analyse beschrieben worden. Weiterhin erfolgte die Gestaltung der Syste-
marchitektur nach dem Prinzip eines verteilten Systems und die Modellierung des Systems
nach demModel -View -Controller - Architekturmuster. Ausgehend von der Architektur wur-
de der Prozessfluss zum Abruf eines FeatureInfo-Dokumentes beschrieben, welches den Kern
der Diagrammerstellung in einer Geodateninfrastrukur unter Nutzung eines WMS als Daten-
dienst darstellt. Zur Generierung eines gültigen Dokumentes wurden, unter Beachtung von
Empfehlungen für INSPIRE View Services, verschiedene Varianten der GML-basierten Be-
schreibung eines Features untersucht. Durch die Definition des GML-basierten FeatureTypes
GenericFeature konnte eine Struktur für das FeatureInfo-Dokument vorgeschlagen werden,
26Siehe dazu Dokumentation des Attributes SRSInformationGroup im Dokument
http://schemas.opengis.net/gml/3.2.1/geometryBasic0d1d.xsd
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welches die zur Diagrammerstellung notwendigen Angaben über ein abgefragtes Feature ab-
bildet und die Client-seitige Verwendung einer Geometrie dieses Features erlaubt.
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5 Implementierung
In diesem Kapitel wird die prototypische Implementierung des in Kapitel 4 konzipierten
Systems beschrieben. Dazu wird sowohl auf die verwendeten Daten und den genutzten WMS
als auch die Umsetzung der Komponenten Client und Application Server eingegangen.
5.1 Simulationsdaten nach dem ECHAM5 Klimamodell
Im Rahmen des Projektes GLUES (siehe Unterkapitel 1.2) stehen für die Implementierung
Simulationsergebnisse nach dem ECHAM527-Klimamodell zur Verfügung. Diese Modeller-
gebnisse stehen für die thematischen Attribute Surface Temperature (Oberflächentempera-
tur), Cloud cover (Wolkenbedeckung) und Precipitation (Niederschlag) zur Verfügung.
Die Modelldaten decken global alle Landmassen (mit Ausnahme der Antarktis) ab und
besitzen die Dimensionen geographische Länge und Breite sowie die Dimension Zeit (siehe
Abbildung 9). Ihre räumliche Auflösung beträgt 0,5 x 0,5 Grad, die zeitliche Auflösung
einen Monat. Die Daten bestehen also aus Gitterzellen, für die jeweils das Monatsmittel
eines Attributes abgebildet wird. Jeder Datensatz ist für einen Zeitraum von 2006 bis 2099
modelliert.
Jedes der drei thematischen Attribute wurde jeweils für die vom Intergovernmental Panel
on Climate Change (IPCC) verwendeten Special Report on Emissions Scenarios (SRES)-
Szenarien28 A1B, A2 und B1 berechnet. Das bedeutet, die Simulationsdaten beinhalten Pro-
gnosen über die zukünftige Entwicklung der Attribute unter der Voraussetzung des Eintre-
tens der in den Szenarien festgelegten Annahmen.
Anhand dieser Beispieldaten lässt sich das Verhalten der GetFeatureInfo-Operation gut
verdeutlichen. Auch wenn kontinuierliche Phänomene betrachtet werden, soll die Operation
die Geometrien liefern, für welche das Attribut berechnet bzw. bestimmt wurde. In diesem
Fall zeigen die Daten Zell-basierte Werte, es erfolgte bei der Modellierung also eine Diskre-
tisierung eines kontinuierlichen Phänomens.
5.2 OGC WMS zur Bereitstellung raum-zeitlicher Geodaten
Als Dienst für die Bereitstellung der Testdaten wurde ein WMS aufgesetzt, der raum-zeitliche
Geodaten in einem Zell-basierten Coverage-Format unterstützt. Dazu wurde der ncWMS29
gewählt, um multidimensionale Datensätze im wissenschaftlichen NetCDF-Format30 vorzu-
halten und über ein OGC WMS-Interface auszuliefern. Der ncWMS wurde von der Uni-
versität Reading entwickelt und wird als Open Source Software bereitgestellt. NetCDF ist
ein verbreitetes Datenformat in der wissenschaftlichen Community, welches genutzt wird um




29http://www.resc.rdg.ac.uk/trac/ncWMS, eingesehen: 09. Mai 2012
30http://www.unidata.ucar.edu/software/netcdf/, eingesehen: 09. Mai 2012
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Form für den effizienten Zugriff bereitzustellen. Die Bibliotheken für den Zugriff und die
Anpassung eines NetCDF-Datensatzes sind frei verfügbar.
Bei den im Unterkapitel 5.1 beschriebenen Daten handelt es sich um einzelne Datensät-
ze, die jeweils die selbe räumliche Ausdehnung (Geogr. Bounding Box: -180, -90, 180, 90)
besitzen und die selbe zeitliche Periode (Januar 2006 bis Dezember 2099) abdecken. Für
jedes der drei thematischen Attribute wird ein Datensatz je einem der drei SRES-Szenarien
vorgehalten. Insgesamt stellt der WMS entsprechend neun Datensätze zur Verfügung, die
aufgrund ihrer gleichen räumlichen und zeitlichen Abdeckung gut miteinander verglichen
werden können.
Bei der Umsetzung muss beachtet werden, dass der ncWMS Einschränkungen der WMS-
Spezifikation (OGC, 2006c) besitzt. Laut der Spezifikation sind GetFeatureInfo-Anfragen an
einen OGC-konformen Dienst erlaubt, welche Informationen aus mehreren Layern gleichzei-
tig abfragen (siehe Abschnitt 2.2.1). Der ncWMS beschränkt Anfragen allerdings auf einen
Layer, so dass für thematische Vergleiche mehrere Anfragen an den Dienst gestellt werden
müssen.
Zur Implementierung des in Abschnitt 4.2.4.5 vorgestellten FeatureInfo-Dokumentes wur-
de der ncWMS angepasst, um zusätzliche Informationen auszuliefern. Dazu wurden der
WMS-Controller sowie das ausgegebene Dokument modifiziert. Das Release ist der digitalen
Version dieser Arbeit beigefügt.
5.3 Web Application Server
Der Web Application Server (siehe Abbildung 21) stellt die Geschäftslogik zur Verarbeitung
eines FeatureInfo-Dokumentes bereit. Alle GetFeatureInfo-Anfragen an einen WMS laufen
über den Application Server. Ebenso ist dieser für die Auswertung und Aufbereitung der
Daten aus dem abgefragten FeatureInfo-Dokument verantwortlich. Der Application Server
arbeitet in loser Kopplung, ist also nicht an einen festen WMS gebunden.
5.3.1 PHP als Server-seitige Technologie
Der auf dem Application Server ausgeführte Teil der Anwendung, besteht aus Hypertext
Preprocessor (PHP)-Skripten, welche die Logik zur Datenverarbeitung bereitstellen. PHP
ist eine freie Skriptsprache, mit der HTML Seiten dynamisch generiert werden können. Sie
wird auf über 75% aller Websites als Server-seitige Programmiersprache genutzt31.
Die Skripte dienen zur Anforderung und Auswertung eines FeatureInfo-Dokumentes von
einem WMS, der Berechnung von Statistiken auf den erhaltenen Daten sowie der Bereitstel-
lung der Rohdaten und statistischen Kennwerte für den Client im GeoJSON Format (siehe
Abschnitt 5.3.2). Stellt der Client eine FeatureInfo-Anfrage an den Application Server, sen-
det er dazu alle notwendigen Parameter (siehe Tabelle 1) mit. Auf dem Server wird aus
den Parametern eine gültige GetFeatureInfo-Anfrage kodiert und an den angegebeben WMS
31http://w3techs.com/technologies/overview/programming_language/all, eingesehen: 14.Mai 2012
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gesendet. Zum Abrufen des FeatureInfo-Dokumentes wird cURL32 eingesetzt, ein Programm
zum Transferieren von Dateien zwischen Servern.
Die Durchführung der genannten Aufgaben auf dem Server erfolgt aus zwei Gründen.
Zum Einen wird damit eine bessere Balance bei der Aufgabenverteilung zwischen Client
und Server erreicht. Die ressourcenintensiveren Prozessierungen, wie das Parsen der XML-
Struktur, werden damit dem Server übertragen und entlasten den Client. Zum Anderen
wird Ajax eingesetzt, um den Client zu realisieren (siehe Abschnitt 5.4.1). Damit besteht für
diesen eine Restriktion beim Kommunizieren mit externen Servern durch die Same-Origin-
Policy. Diese legt fest, dass nur Anfragen an den Server zugelassen werden, der die Webseite
bereitstellt (Crane et al., 2008). Um Zugriff auf externe Dienste zu haben, fungiert der Ap-
plication Server als Proxy. Aus Sicherheitsgründen muss der Proxy den ungeregelten Zugriff
auf fremde Server einschränken. Diese Beschränkung erfolgt durch die Festlegung gültiger
GET-Parameter, die mit einer GetFeatureInfo-Anfrage gesendet werden können. Es sind
damit ausschließlich im OGC WMS-Standard festgelegte Parameter zugelassen.
5.3.2 Daten-Bereitstellung über das FeatureInfo-Dokument
Das vom WMS bereitgestellte FeatureInfo-Dokument im XML-Format besitzt eine komple-
xe Struktur. Um die Verarbeitung der Daten für den Client zu vereinfachen und somit die
Latenz der Visualisierung zu verringern, erfolgt eine Konvertierung der GML-Struktur in das
GeoJSON-Format33. GeoJSON basiert auf der JavaScript Object Notation (JSON). Dabei
handelt es sich um ein menschen- und maschinenlesbares, Speicherplatz-sparendes Textfor-
mat, in dem Datenobjekte als Schlüssel-Wert-Paare kodiert sind. Eine GeoJSON-Datei ist
immer auch ein valides JSON-Dokument, da es sich um eine Spezialisierung handelt, die zur
Kodierung geographischer Daten vorgesehen ist. Das bedeutet, ein GeoJSON-Dokument ist
mit üblichen JSON-Parsern zu verarbeiten.
{ i d e n t i f i e r : " id " ,
i t ems : [ {
i d : "01" ,
type : "Feature " ,
bbox: [ ] ,
geometry: [ ] ,
c r s : [ ] ,
p r o p e r t i e s : {
t ime : [ ] ,
phenomenon: [ ] ,





Lst. 4: Struktur eines GenericFeature im GeoJSON-Format




4 zeigt, können alle notwendigen Informationen aus dem XML-Dokument übernommen wer-
den. Der Eintrag type besagt, dass es sich bei dem Element um ein Feature handelt. Dieses
Feature ist durch eine Bounding Box (bbox ), seine Geometrie (geometry), ein Koordinatenre-
ferenzsystem (crs) sowie weiteren Eigenschaften (properties) gekennzeichnet. Dazu gehören
Angaben über die Dimension Zeit und das dargestellte Phänomen des Features. Im Element
statistics sind statistische Informationen angefügt, die aus den Attributwerten des Featu-
res berechnet wurden. Ein komplettes Beispiel eines GeoJSON FeatureInfo-Dokumentes zur
Kodierung eines einzelnen SurfaceFeatures befindet sich im Anhang A.3.5.
Durch die Lieferung eines GeoJSON-Dokumentes wird ein konsistenter Datenfluss ge-
währleistet. Das bedeutet, der Client bekommt mit einer einzelnen Anfrage die komplette
Information über ein Feature, bestehend aus Geometrie, Attributinformation und statisti-
schen Kennzahlen, zur Diagrammvisualisierung geliefert. So muss weder die Berechnung der
Statistischen Kennzahlen im Browser erfolgen noch muss eine neue Anfrage an den Appli-
cation Server gestellt werden, um diese Kennzahlen zu bestimmen.
OpenLayers kann ein GeoJSON-Dokument verarbeiten, um seine Geometrie in eine Kar-
tenanwendung einzubinden. Das Dokument muss dazu auf dem Application Server mit einer
eindeutigen Kennung durch einen Zeitstempel gespeichert werden, um dem Client die Ein-
bindung in eine Karte zu ermöglichen. Nach Ablauf einer definierten Nutzungsdauer sollte
das Dokument automatisch entfernt werden.
5.4 Client
Der Client für die visuelle Analyse der Simulationsdaten ist Browser-basiert umgesetzt und
bietet ein hohes Maß an Interaktivität durch die verwendeten Technologien.
5.4.1 Client-seitige Technologien: Ajax mit Dojo und OpenLayers
Ajax (Asynchronous JavaScript and XML) hat in den letzten Jahren vermehrt an Bedeutung
gewonnen. Dabei handelt es sich um ein Konzept, das auf JavaScript als Programmiersprache
und XML als Austauschformat für Nachrichten aufbaut. Entscheidend für das Konzept ist
die asynchrone Datenübertragung zwischen Client und Server. Das bedeutet, die Kommu-
nikation erfolgt im Hintergrund, während die Anwendung weiter nutzbar bleibt. Ersichtlich
wird dies dadurch, dass Webseiten nicht komplett neu geladen werden müssen, sondern
nur Elemente geändert werden, deren Inhalt durch eine Nachricht aktualisiert wurde. Für
den Nutzer resultiert dies in einer verbesserten Interaktivität einer Webseite, da Elemente
schneller reagieren. Ein weiterer entscheidender Vorteile dieser Technologie ist die native
Unterstützung durch die meisten Browser, so dass keine Plug-Ins installiert werden müssen
(Wenz, 2006).
Die Implementierung der Anwendung erfolgt mit Dojo (siehe Unterkapitel 3.3). Dieses
JavaScript-Framework dient zur Umsetzung von Ajax-Anwendungen und bietet interaktive
graphische Elemente wie z. B. verschiedene Diagrammtypen. Ein großer Vorteil ist die Cross-
Browser Kompatibilität der Implementierung, da Dojo Browser-abhängige Interpretationen
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Abb. 24: Model-Klassen Abb. 25: Controller-Klasse
des Codes kapselt. Dadurch müssen Webseiten nicht aufwändig für verschiedene Browser
angepasst werden. Das Dojo-Framework wird verwendet, um die graphischen Elemente wie
Buttons, Diagramme und den Verzeichnisbaum für die Daten anzulegen. Entscheidend für
die Implementierung ist auch die Funktionalität der Stores, welche das Client-seitige Model
verwalten (siehe Abschnitt 5.4.2).
Des Weiteren baut die Anwendung auf die OpenLayers-Bibliothek (siehe Unterkapitel
3.3) zur Einbindung dynamischer Kartensichten auf. Da auch OpenLayers eine JavaScript-
Bibliothek darstellt, lassen sich beide Frameworks nahtlos miteinander verbinden und da-
durch Interaktionen zwischen Karte und Diagramm erzeugen.
5.4.2 Umsetzung des MVC-Prinzips mit Dojo
Das JavaScript-Framework Dojo erlaubt eine Umsetzung des Model -View -Controller - Prin-
zips durch Mechanismen für die Kapselung von Model- und View-Objekten. Zur Erzeugung
entsprechender Objekte existieren in der Applikation Model- (siehe Abbildung 24) und View-
Klassen (siehe Abbildung 26) sowie eine Controller-Klasse (siehe Abbildung 25). Zur Be-
reitstellung von Views existiert die abstrakte Klasse VisualisationElement. Diese stellt die
Unterklassen Map, Chart, Table, Legend, Slider, LayerTree und CapabilititesView zur Verfü-
gung. Davon sind alle bis auf die Klassen Legend, Diagram und Slider direkt instanziierbar
(siehe Abbildung 26).
Für die Datenhaltung ist die Klasse JSONStoreClient verantwortlich (siehe Abbildung
24). Diese Klasse kapselt ein dojo.store.JsonRest-Objekt (siehe Listing 5), welches in der La-
ge ist, JSON-Dokumente über REST-Schnittstellen abzurufen. Eine REST-Schnittstelle (Re-
presentational State Transfer) stellt eine, durch eine eindeutige Uniform Resource Identifier
(URI) gekennzeichnete, Ressource im Web zur Verfügung (Fielding, 2000). Der JsonRest-
Store besitzt die Eigenschaft target (siehe Listing 5), welche die URI zu einer Ressource
angibt, die der Store lädt. In dieser Anwendung ist die Ressource dynamisch, sie wird also
aufgrund der Anfrage des Clients vom Application Server erst erzeugt. Das erfolgt durch das
Anfordern eines FeatureInfo-Dokumentes bei einem WMS und Überführen der beinhalteten
Informationen in ein GeoJSON-Dokument (siehe Abschnitt 5.3.2).
Lädt der JSONStoreClient ein neues FeatureInfo-Dokument, werden die Werte des Value-
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Abb. 26: View-Klassen
Elements des Eintrags phenomenon in jeweils ein dojo.store.Observable-Objekt überführt
(siehe Listing 8). Dieses kapselt ein einfaches dojo.store.Memory-Objekt zum Speichern von
Arrays. Die Überführung ist notwendig, um das Laden einer Datenreihe in ein Diagramm
zu ermöglichen. Das dojo.store.Observable-Objekt lässt die Beobachtung des Models durch
einen View zu, so dass dieser Aktualisierungen des Models direkt umsetzen kann. Damit ist
eine einfache Aktion des Controllers ausreichend, um eine Aktualisierung des Models und
die Visualisierung der Daten in einem View zu erreichen.
var t a r g e t = ta rge tUr i ;
s t o r e = new dojo . s t o r e . JsonRest ({
t a r g e t : t a r g e t
} ) ;
Lst. 5: Initialisierung eines JSON Rest Store in Dojo
map . events . r e g i s t e r ( " c l i c k " , map , func t i on ( event ){
app l i c a t i o n . ge tFeature In fo ( ) ;
} ) ;
Lst. 6: Zugeordneter Controller eines Map-Objektes in OpenLayers
var button = new d i j i t . form . Button ({
i d : "Button" ,
onC l i ck : f unc t i on ( ) {
app l i c a t i o n . changeLayer ( ) ;
}
} , "" ) ;
Lst. 7: Zugeordneter Controller eines Buttons in Dojo
Gelegentlich wird diskutiert, dass eine strikte Trennung zwischen View und Controller
nicht immer sinnvoll oder möglich ist (siehe z. B. Lahres and Raỳman, 2009). So besitzen
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//primary GeoJSON s t o r e ;
var s t o r e = new dojo . s t o r e . JsonRest ( ) ;
// s imple memory s t o r e ho ld ing a data s e r i e s
memoryStore = new dojo . s t o r e .Memory ( ) ;
// obse rvab l e s tore , encapsu la t ing memory s t o r e
var obse rve r = new dojo . s t o r e . Observable (memory ) ;
//update the obse rvab l e s t o r e
updateTimeSeriesData ( ) ;
f unc t i on updateTimeSeriesData ( ){
s t o r e . query ({ } ) . then ( func t i on ( r e s u l t s ){
// query data s e r i e s
var phenomenonArray = r e s u l t s . i tems [ 0 ] . p r op e r t i e s [ 0 ] . phenomenon [ 0 ] .
va lue s [ 0 ] . s p l i t ( " " ) ;
// i n s e r t data s e r i e s i n to obse rvab l e s t o r e
f o r ( var i =0; i<phenomenonArray . l ength ; i++){
memoryStore . put ({ i d : i ,




Lst. 8: Überführung der Phenomenon-Werte aus dem GeoJSON-Dokument in ein Observable Store
Objekt
auch in Dojo und OpenLayers einige View-Klassen einen zugeordneten Controller, der auf
Events reagiert und eine entsprechende Aktualisierung des Views auslöst. Diese Controller-
Mechanismen sorgen für das Abfangen der Nutzerinteraktion des zugeordneten Objektes.
Dazu zeigt Listing 7 beispielhaft den Controller eines Button-Objektes in Dojo und Listing
6 den EventHandler eines Map-Objektes in OpenLayers.
Um die Controller-Funktionalität der einzelnen Objekte nicht zu überfrachten, existiert
ein globaler Controller in der Anwendung (siehe Abbildung 25). Dieser wird durch die Klasse
Application bereitgestellt, von der genau eine Instanz existiert. Diese Klasse initialisiert und
besitzt Zugriff auf alle Objekte der Anwendung. Sie ist verantwortlich für die Aktionen,
die aufgrund einer Nutzerinteraktion durchzuführen sind. Nimmt ein View über seine eigene
Controller-Funktionalität eine Nutzerinteraktion wahr, ruft er eine Methode des Application-
Objektes auf, welche dann alle notwendigen Maßnahmen zur Ausführung der Aktion ergreift.
Damit ist jeder View vom Zustand der Applikation abgekoppelt und muss keine anderen
Objekte der Anwendung kennen.
Das bedeutet, ein View kennt neben dem Application-Objekt, aus dem heraus er in-
stanziiert wurde, ausschließlich das Model. Über eine Beobachtung des Models, kann der
View auf Zustandsänderungen des Models eigenständig reagieren und sich anpassen. Diese
Aktualisierung erfolgt nach dem Observer-Pattern34.
34http://dojotoolkit.org/documentation/tutorials/1.6/data_modeling/, eingesehen: 14.Mai 2012
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5.4.3 Graphische Benutzeroberfläche
Die graphische Benutzeroberfläche ist nach der Skizze aus Abbildung 20 umgesetzt und
besteht aus Elementen, die mittels des Dojo-Frameworks Cross-Browser-kompatibel imple-
mentiert wurden. Je nach gewählter Analyseoperation (siehe Abschnitt 4.1.3), zeigt die An-
wendung spezifische Voreinstellungen an. Dazu gehört, dass bei der Thematischen Analyse
zwei Karten nebeneinander gezeigt werden, um Vergleiche zwischen verschiedenen Layern zu
zulassen. Die Vorauswahl für den Diagrammtyp kann vom Nutzer über den DiagramSwitcher
geändert werden.
5.4.3.1 Speichern von Analyseergebnissen
Zum Speichern eines Analyseergebnisses verwendet die Anwendung Parameter über die in
Tabelle 22 aufgeführten aktuellen Zustände bestimmter Views. Diese Parameter werden als
Key-Value-Pairs im Hash-Parameter (#) der URL (Uniform Resource Locator) mitgegeben,
welche direkt in der Adresszeile des Browsers angezeigt wird (siehe Listing 9). Der Hash-
Parameter in der URL dient als Anker, mit dem direkt zu einen Inhalt innerhalb einer
HTML-Seite gesprungen werden kann.
ht tp : // l o c a l h o s t / ana l y s i s . html#
s e r v i c e=ht tp : //WMS_URL?&
ve r s i on =1.3.0&
l ay e r=pre&
c r s=EPSG:4326&
time=2012−01/2012−12/P1M&
bbox=86.6715 , −165.0886 , 165 .0886 , −86.6715&




Lst. 9: Kompakte Dokumentation eines Analyseergebnis in einer parametrisierten URL. Die Para-
meter sind als Key-Value-Pairs im, durch „#“ gekennzeichneten, Hash-Parameter der URL angege-
ben
Startet der Nutzer die Anwendung über die ausgegebene URL, so werden die Parameter
angewendet. Das bedeutet, die angegebene Analyseoperation wird initialisiert, der WMS-
Layer angezeigt und ein Feature-Info für die, mit den Parametern I und J gekennzeichnete,
raum-zeitliche Position vom WMS abgerufen.
5.5 Diskussion der Ergebnisse
In diesem Kapitel wurde die prototypische Implementierung einer Web-basierten Anwen-
dung, zur visuellen Analyse von raum-zeitlich modellierten Geodaten, beschrieben. Die Um-
setzung erfolgte analog zur Konzeption der 3-Schichten-Architektur (siehe Abschnitt 4.2.2.1),
bestehend aus einer Clientanwendung, einem Application Server und einem WMS.
Für die Haltung raum-zeitlicher, Zell-basierter Coverages (siehe Unterkapitel 5.1) wurde
der ncWMS verwendet. Dieser wurde angepasst, um das in Abschnitt 4.2.4 beschriebene
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FeatureInfo-Dokument mit den zur Diagrammerstellung notwendigen Informationen zu lie-
fern. Dieses nutzt den GML-basierten FeatureTyp GenericFeatureType, welcher in der Lage
ist, Beschreibungen von Geoobjekten unterschiedlicher raum-zeitlicher Ausdehung aufzuneh-
men. Dieses GenericFeature-Dokument bietet geringere Dateigrößen, bei gleichzeitig höhe-
rer Informationsdichte, als das reguläre ncWMS FeatureInfo-Dokument. In einem regulären
ncWMS FeatureInfo-Dokument wird jeder Datenpunkt als einzelnes Feature behandelt und
führt daher zum wiederholten Auftreten des gleichen XML-Elementes. Die Verwendung des
Elementes GenericFeature (siehe Abschnitt 4.2.4.5) bringt in dieser Hinsicht Vorteile bei der
Untersuchung größerer Datenreihen. Da beispielsweise eine Zeitreihe als einzelnes Feature
behandelt wird, erscheinen Eigenschaften, die allen Datenpunkten gemeinsam sind, nur ein-
fach. Ein Vergleich beider Dokumente zeigt das Verhalten der Dateigröße in Abhängigkeit
der Anzahl der Datenpunkte einer Zeitreihe (Tabelle 24). Während beim regulären ncWMS
FeatureInfo-Dokument ein markanter Anstieg der Dateigröße mit zunehmender Länge der
Zeitreihe zu beobachten ist, fällt dieser bei Verwendung des GenericFeature-Dokumentes
moderater aus.
AnzahlDatenpunkte 1 12 120 600 1080
Reguläres ncWMS
FeatureInfo
0,35 KB 1,21 KB 9,74 KB 46,8 KB 85,5 KB
GenericFeature
FeatureInfo
1,88 KB 2,05 KB 2,63 KB 5,15 KB 7,69 KB
Tab. 24: Vergleich der Dateigröße eines regulären FeatureInfo-Dokumentes des ncWMS und unter
Verwendung des GenericFeatureTypes im FeatureInfo-Dokument
Um die beiden Dokumente vergleichbar zu halten, wurde die Genauigkeit der dargestell-
ten Koordinaten auf 0,01 Dezimalgrad, die der Attributwerte auf 0,1 der jeweiligen physika-
lischen Einheit sowie die zeitliche Auflösung auf einen Monat festgelegt. Es ist zu beachten,
dass es sich bei den Angaben um approximierte Zahlen handelt. Die genaue Dateigröße des
GenericFeature-Dokumentes kann variieren, da die Benennung der Werte der GML-Elemente
und -Attribute dem Datenanbieter überlassen ist.
Weiterhin wurde eine Anwendung zur dynamischen Verarbeitung des GenericFeature-
Dokumentes und zur Diagrammerstellung entwickelt. Diese Anwendung besteht aus einem
PHP-Back-End zur Server-seitigen Datenverarbeitung, hier als Application Server bezeich-
net, und einem JavaScript-Front-End zur Datenvisualisierung, hier als Client bezeichnet. Zur
vereinfachten Verarbeitung des FeatureInfo-Dokumentes im Browser, erfolgt auf dem Appli-
cation Server eine Konvertierung vom GML- in das GeoJSON-Format, welches anschließend
zum Client übertragen wird. Mit diesem Schritt ist sichergestellt, dass der Nutzer mit ei-
ner einzelnen Anfrage an den Application Server, Informationen über die Geometrie, das
abgebildete Attribut und statistische Kennzahlen eines Features bekommt.
Sowohl das GML- als auch das GeoJSON-Dokument wird auf dem Application Server
zwischengespeichert. Das GML-Dokument wird nach der Konvertierung in die JavaScript
Object Notation gelöscht, da es nicht weiter verwendet wird. Das GeoJSON-Dokument muss
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weiter vorgehalten werden, da es für die Visualisierung der Feature-Geometrie vom Browser
benötigt wird. Es sollte eine Zeitdauer definiert werden, nach der die Nutzung im Client
sicher ausgelaufen ist und das Dokument gelöscht werden kann. Im Client wird dieses Doku-
ment im primären JSON-Store vorgehalten (siehe Listing 9). Die Kapselung von Datenreihen
erfolgt durch ein dojo.store.Memory-Objekt mit einem Observable-Wrapper, um unnötige
Kommunikation zwischen Controller und View zu vermeiden. Dadurch aktualisiert sich das
Diagramm selbständig, sobald Änderungen an den Daten im Memory Store vorgenommen
wurden. Es sollte hinsichtlich einer Optimierung der Visualisierungsdauer des Diagramms un-
tersucht werden, ob der primäre JSON-Store, welcher das Gesamtdokument vorhält, durch
einen solchen Observable-Wrapper gekapselt werden kann, um eine Instanziierung mehrerer
dojo-Stores zu vermeiden.
Da es sich bei der implementierten Anwendung um einen Prototyp handelt, konnte bisher
nur ein Teil der in der Konzeption vorgesehenen funktionalen Anforderungen (siehe Tabelle
20) umgesetzt werden. Die Anwendung bietet eine Browser-basierte Nutzeroberfläche nach
dem Schema in Abbildung 20, welche zwei Karten- und eine Diagrammsicht bereitstellt. Bei-
de Kartensichten sind dynamisch miteinander verbunden, so dass sie während des Navigierens
in den Daten den selben geographischen Bereich darstellen. Der Analyst kann dadurch stän-
dig zwei unterschiedliche Attribute miteinander vergleichen. Die räumliche Dimension lässt
sich sowohl durch Verschieben der Karte (Pan), durch Zoomen oder die Angabe einer Boun-
ding Box im Bereich der Navigations-Werkzeuge (siehe Abbildung 20), anpassen. Die zeitliche
Dimension kann durch einen Schieberegler (Time slider) geändert werden. Mit einem Klick
in eine Karte kann der Nutzer, durch eine GetFeatureInfo-Operation, Informationen über
den Wert eines Attributes in einer Gitterzelle abrufen. Bei Auswahl der Temporalen Analyse
wird in einem Liniendiagramm die Zeitreihe aus dem FeatureInfo-Dokument angezeigt. Dies
ist bisher auf die Darstellung einer einzelnen Zeitreihe begrenzt. Der Nutzer kann den Dia-
grammtyp wechseln, um eine Datenreihe in verschiedenen Visualisierungen zu untersuchen.
Bisher unterstützt die Anwendung nur die Temporale Analyse, also die Anzeige von Zeitrei-
hen, in einem Linien- oder Säulendiagramm. Die untersuchten Datensätze sind bisher nicht
dynamisch durch den Nutzer änderbar, sondern werden durch Eintragen in ein Array be-
stimmt. Auch wurde bisher die automatisierte Vorauswahl möglicher Diagrammtypen für ein
FeatureInfo-Dokument nocht nicht implementiert. Zu den fehlenden Elementen zählen wei-
terhin die Tabellensicht sowie die Anzeige der Service Metadaten zur Überblicksgewinnung
(Capabilities View).
Das Styling der Kartensichten durch eine Nutzer-definierten Legende konnte nicht imple-
mentiert werden, da der verwendete ncWMS keine SLD-Unterstützung bietet. Das bedeutet,
auch die Diagrammsichten lassen sich bisher nicht nach dem Farbschema einer Karte anpas-
sen. Die Diagrammgestaltung ist mit dem genutzten Dojo-Framework in der Form zusätzlich
beschränkt, als dass dieses nur die Zuweisung einer Farbdefinition je Datenreihe erlaubt. Eine
realistische farbliche Anpassung an die Kartenlegende ist damit nur bei diskreten Darstellun-
gen möglich, wenn jeder Datenpunkt einzeln, mit der aus deinem SLD-Dokument bestimmten
Farbe, hinzugefügt wird.
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Die erstellte Anwendung erlaubt dem Analysten das Speichern eines Analyseergebnisses.
Dazu werden die in Listing 9 dargestellten Parameter der Anwendung in einer URL gespei-
chert und zum erneuten Aufrufen dieses Ergebnisses genutzt. Dadurch kann der Analyst
beispielsweise Anomalien in den Daten kompakt dokumentieren, um Ansichten von diesen
zu einem späteren Zeitpunkt graphisch wiederherzustellen. Nicht unterstützt wird bisher der
Export der graphischen Darstellungen in Austauschformate.
Die nicht-funktionalen Anforderungen (siehe Tabelle 21) konnten zum größten Teil in
der Anwendung realisiert werden. Die Analyse lässt sich mit minimalem Aufwand starten,
da die Applikation Browser-basiert ist und durch den Einsatz von Ajax (siehe Abschnitt
5.4.1) ohne die Installation eines Plug-ins auskommt. Die übersichtliche Nutzeroberfläche
erlaubt, die Hauptelemente Karte und Diagramm auf den ersten Blick wahrzunehmen. Dies
lässt sich auch für die Tabellensicht nachträglich implementieren. Zudem kann der Analyst
auf einer interaktiven Oberfläche zur dynamischen Untersuchung verteilter raum-zeitlicher
Daten arbeiten. Einen Überblick über die Struktur eines Datensatzes zu bekommen, ist
bisher noch nicht ohne Weiteres möglich. Dies lässt sich allerdings mit der Anzeige des
Capabilities-Dokumentes recht einfach umsetzen.
Bezüglich des Punktes Interoperablität (siehe Tabelle 21), konnten beide Anforderungen
umgesetzt werden. Die Anwendung baut auf relevanten GDI-Standards auf. Das bedeutet,
diese sind sowohl bei der Verwendung von GML als Datenaustauschformat als auch bei
der Beschreibung von Raum- und Zeitbezug angewendet worden. Die Datenbeschreibung
des GenericFeature kann flexibel auf raum-zeitliche Datenbestände angepasst werden. Die-
se Darstellung erfolgt konform zum GML Simple Features Profil des Compliance Levels
SF-1. Damit ist Interoperabilität mit Clients, welche dieses Profil unterstützen, gegeben.
Durch die Verwendung von GML zur Datenbeschreibung wurde ebenso sichergestellt, dass
das FeatureInfo-Dokument von OGC WMS eingesetzt werden kann, die Interoperabiltität
als INSPIRE View Service gewährleisten müssen. Bisher wird ausschließlich die zusätzliche
Dimension elevation in der Beschreibung nicht unterstützt.
Die Leistung der Anwendung bei der Bereitstellung eines FeatureInfo lässt sich schwer
beurteilen, da sie von verschiedenen Parametern abhängig ist. Dazu zählen die zur Verfü-
gung stehende Datenrate, die gesendete Dokumentgröße und die Auslastung des Application
Servers. Zur Einschätzung, ob die Leistungsanforderung einer Latenzzeit von maximal fünf
Sekunden (siehe Tabelle 21) erfüllt werden kann, wurden Beispielanfragen an den ncWMS
geprüft. Die Gesamtlatenz besteht aus der Dauer einer GetFeatureInfo-Anfrage und der an-
schließenden Visualisierung eines Diagramms. Der Test erfolgte bei etwa 500 kbit/s Upload-
und 6000 kbit/s Download-Geschwindigkeit. Um einigermaßen aussagekräftige Ergebnisse zu
erhalten, wurde der Mittelwert aus jeweils zehn Testanfragen bestimmt. Dazu zeigt Tabelle
25 eine Übersicht der gemessenen Zeiten, die wegen der oben genannten Einflußgrößen nicht
allgemeingültig sind. Die Dauer der Übertragung ist abhängig von der Anzahl der abgeru-
fenen Datenpunkte bzw. der tatsächlichen Dokumentgröße. Die Latenzzeit wurde unterteilt
in die Dauer der WMS Anfrage, der GML Auswertung durch den Application Server sowie
die Dauer der Diagrammvisualisierung. Aus den ersten beiden Messgrößen ergibt sich die
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Gesamtdauer für die FeatureInfo-Bereitstellung. Diese Zeit und die Dauer der Diagrammvi-
sualisierung machen die Gesamtlatenz aus. Zeiten, die wegen einer zu großen Latenz nicht



















1 (2,3/ 1,1 KB) 0,023 0,002 0,911 0,06 0,971
12 (6,9/ 1,1 KB) 0,092 0,002 0,973 0,341 1,314
120 (49,8/ 1,8 KB) 0,855 0,003 1,727 5,684 7,411
600 (240/ 4,5 KB) 4,881 0,01 5,87 - -
1080 (432/ 8,1 KB) 8,654 0,016 9,7 - -
Tab. 25: Durchschnittliche Gesamtlatenz (in Sekunden) bei der Darstellung einer Zeitreihe. Diese
setzt sich aus den Zeiten für die Abfrage eines FeatureInfo und die Diagrammvisualisierung zusam-
men.
Zur Einschätzung dieser Ergebnisses muss beachtet werden, dass die tatsächlich gesende-
te Datenmenge eines FeatureInfo-Dokumentes die in Tabelle 24 gemachten Angaben über-
schreitet. Das liegt daran, dass der WMS bei der Dokumentgenerierung teilweise erheblichen
Whitespace (Leerraum) einfügt. In einer operationellen Version des ncWMS sollte dies aus-
geschlossen werden.
Diese Angaben zeigen, dass nur ein Bruchteil der Gesamtdauer für die Bereitstellung des
FeatureInfo auf dem Application Server sowie dem WMS anfallen. Einen erheblichen Anteil
der Latenz macht die Übertragung des Dokumentes zum Browser aus. Während die Dauer
zur Bereitstellung des FeatureInfo für Zeitreihen mit bis zu 120 Datenpunkten unter zwei
Sekunden bleibt, fällt die Dauer der Visualisierung mit über fünf Sekunden erheblich grö-
ßer aus. Damit ist die Anforderung nach einer maximalen Gesamtlatenz von fünf Sekunden
schon bei 120 Datenpunkten nicht mehr erfüllt. Dieses Ergebnis relativiert sich unter dem
Gesichtspunkt, dass die Visualisierung von Zeitreihen mit mehr als 120 Datenpunkten unver-
hältnismäßig ist. Bei Untersuchungen dieser Größenordnung wird die Anzeige im Diagramm
unübersichtlich. Daher ist es entscheidend, auf dem Application Server Filteroperationen
einzusetzen. Diese sollten die zum Browser gesendete Datenmenge signifikant reduzieren.
Gleichzeitig müssen sie die charakteristischen Eigenschaften der Datenreihe bewahren.
Zusammenfassend lässt sich sagen, dass zur performanteren Bereitstellung eines Fea-
tureInfo verschiedene Maßnahmen ergriffen werden sollten. Dazu zählen die Optimierung
eines FeatureInfo-Dokumentes durch den WMS, hinsichtlich der Dateigröße, sowie die Client-
seitige Behandlung der GeoJSON-Datei durch einen einzelnen dojo-Store und die Einfüh-
rung Server-seitiger Filteroperationen für große Datenreihen. Mit diesen Maßnahmen kann
die Untersuchung größerer Datenbestände bei gleichzeitig verbesserter Interaktivität erreicht
werden.
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6 Abschlussbetrachtung und Fazit
In diesem Kapitel werden die Forschungsfragen anhand der in dieser Arbeit gewonnenen Er-
gebnisse und Erkenntnisse beantwortet. Außerdem wird im Unterkapitel 6.2 ein Fazit gezogen
und ein Ausblick auf Weiterentwicklungsmöglichkeiten der Analyseanwendung gegeben.
6.1 Besprechung der Forschungsfragen
Dieses Unterkapitel behandelt die im Unterkapitel 1.2 aufgeworfenen Forschungsfragen und
gibt Antworten anhand der in dieser Arbeit gewonnenen Kenntnisse.
Welche relevanten Standards existieren im GDI-Bereich?
Mit der Implementierung Service-orientierter Architekturen kommt der Standardisierung von
Systemschnittstellen eine besondere Rolle zu, wenn die einander unbekannten Komponenten
in loser Kopplung miteinander kommunizieren und ad hoc nutzbar sein sollen. Bei der Um-
setzung des SOA-Paradigmas in Geodateninfrastrukturen, findet eine Vielzahl an Standards,
Normen und Regeln Anwendung, um Interoperabilität zu erreichen. Als relevant werden in
dieser Arbeit die Standards des Open Geospatial Consortium und Normen der Reihe 19100
der International Organization for Standardization betrachtet. Dazu zählen die OGC WMS-
Spezifikation (OGC, 2006c) bei der Beschreibung der Schnittstelle von Kartendiensten sowie
die Symbology Encoding Specification (OGC, 2006b) und das Styled Layer Descriptor-Profil
(OGC, 2007b) zur benutzerdefinierten Visualisierung von Geodaten. Bei der räumlichen und
zeitlichen Datenmodellierung sind die Schemas für Coverage Geometrien und Funktionen
(ISO, 2005; OGC, 2006a) und das temporale Schema (ISO, 2002) von Bedeutung. Zur Rea-
lisierung semantischer Interoperabilität kommen dem Austauschformat GML, welches u. a.
Umsetzungen der beiden letztgenannten ISO-Normen beinhaltet, und dem GML Simple Fea-
tures Profil als Spezialisierung, eine wichtige Funktion zu.
Einen starken Einfluss auf die Entwicklung von GDI-Komponenten haben vermehrt auch
die INSPIRE-Vorgaben. Da diese bei der technischen Realisierung auf die o. g. Standards
aufbauen, sind sie vor allem bei der Festlegung einheitlicher nicht-funktionaler Anforde-
rungen an Komponenten einer GDI von Bedeutung. Dabei geht es um Empfehlungen zur
Dienstequalität u. a. bei den Kriterien Leistung, Verfügbarkeit und Kapazität von Geodien-
sten (INSPIRE, 2009b).
Welche Anforderungen existieren an Werkzeuge zur interaktiven Exploration
und Analyse raum-zeitlich modellierter Geodaten?
An eine Anwendung zur visuellen Exploration und Analyse existieren eine Vielzahl an An-
forderungen, die darauf ausgelegt sind, dem Analysten die Arbeit zu vereinfachen und für
einen effektiven Erkenntnisgewinn zu sorgen.
Dazu ist zu nennen, dass die Verarbeitung raum-zeitlicher Geodaten gewährleistet sein
soll. Eine generische Datenbeschreibung kann dies theoretisch leisten, für die Verarbeitung
von Daten in einer Clientanwendung muss dies aber eingeschränkt werden. Die Mehrzahl
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monolithischer wie Web-basierter Systeme ist auf die Unterstützung eines speziellen Anwen-
dungsfalles ausgerichtet. Kaum eine Clientanwendung ist in der Lage, ein breites Spektrum
unterschiedlicher Geometriedaten oder Datenformate gleichermaßen zu verarbeiten.
Weiterhin existieren Anforderungen an die Auswahl angebotener Werkzeuge. So soll die
Nutzeroberfläche neben einer Kartensicht auch Diagramm und Tabelle bereitstellen, die eine
dynamische Visualisierung unterschiedlicher Sichten auf die selben Daten zulassen. Neben der
visuellen sollte auch die statistische Untersuchung der Daten möglich sein. Die Änderung der
Datenauswahl und die Orientierung im Datensatz muss gewährleistet werden, um maßstabs-
und zeitabhängige Betrachtungen zu erlauben. Zur Exploration und Analyse gehört auch
die Funktionlität zum Abfragen und Vergleichen von Objektinformationen. Die interaktive
Veränderung von graphischen Parametern, wie beispielsweise der Klasseneinteilung der Kar-
tenlegende, dem Skalieren der Diagrammachsen oder die Auswahl anderer Darstellungen,
sollte angeboten werden. Zur Aufbewahrung bzw. Weiterverarbeitung gefundener Informa-
tionen sollte das Speichern von Analyseergebnissen und der Datenexport möglich sein. Auch
bem Angebot an Werkzugen stellen Anwendungen für die visuelle Analyse üblicherweise
ein begrenztes Spektrum zur Verfügung, da meist ein spezieller Anwendungsfall unterstützt
wird. Das ist durchaus legitim, da ein volles Spektrum an Funktionalität kaum erzielt wer-
den kann und in den seltensten Fällen als sinnvoll erscheint. Dementsprechend stellen auch
die in dieser Arbeit zusammengetragenen Anforderungen eine Zusammenfassung aus einer
Vielzahl unterschiedlicher Arbeiten dar.
Ein wichtiger Punkt für die Akzeptanz der Applikation ist die Nutzerfreundlichkeit. Die
Oberfläche soll so einfach wie möglich zu handhaben sein. Es muss ein effektiver Explorations-
und Analyseprozess möglich sein, um schnell einen Einblick in große Datensätze zu bekom-
men und relevante Informationen zu extrahieren. Daher liegt ein Schwerpunkt bei der Nut-
zerfreundlichkeit auf der Übersichtlichkeit der Oberfläche, die dem Analysten einen guten
Überblick über die Eigenschaften der Daten bieten sollte. Weiterhin zählen dazu die Inter-
aktivität graphischer Elemente sowie kurze Reaktionszeiten auf Nutzereingaben.
Des Weiteren ist festzustellen, dass im Bereich der visuellen Geodatenanalyse vermehrt
der Wunsch nach der Integrierbarkeit verteilter Daten aufkommt.
Welche thematischen Fragestellungen sind mit GDI-Standards - unter Beach-
tung evtentuell gegebener Restriktionen - zu beantworten?
Thematische Fragestellungen, wie z. B. nach dem Niederschlagsmittel für August 2050 in
Dresden, lassen sich in Tasks gruppieren und systematisch abbilden (siehe Abschnitt 3.1.1).
Durch die Erarbeitung einer Task Taxonomie, basierend auf Arbeiten von Knapp (1995)
und Andrienko and Andrienko (2006), konnte in dieser Arbeit ein relevantes Spektrum an
Task Typen bei der Analyse raum-zeitlich modellierter Geodaten herausgearbeitet werden.
Dazu zählen Identify-, Locate-, Compare- und Associate-Tasks (siehe Abschnitt 4.1.1.1).
Durch die Gestaltung der GetFeatureInfo-Operation der OGC WMS-Schnittstelle ergeben
sich allerdings Restriktionen bei der Umsetzung dieser Tasks mit einem WMS. Die Opera-
tion erlaubt die Anfrage für ein geographisches Koordinatentupel und beliebige Höhen- und
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Zeitwerte zur Bestimmung von Werten eines oder mehrerer thematischer Attribute. Damit
lassen sich nur Identify- und Compare-Tasks durchführen. Mit einer einzelnen Anfrage lassen
sich bei den Identify-Tasks die Untersuchung eines einzelnen Objektes (bestimmt durch ein
Koordinatentupel des Objektes) zu einem singulären Zeitpunkt, als Zeitreihe, vertikales oder
thematisches Profil umsetzen. Mit größerem Aufwand lassen sich unter Verwendung meh-
rerer Anfragen an einen WMS auch horizontale Profile darstellen. Compare-Tasks stellen
den Vergleich zwischen Geoobjekten dar und setzen sich aus der Verknüpfung mehrfacher
Identify-Tasks zusammen. D. h., mit Compare-Tasks lassen sich grundsätzlich die selben
o. g. Untersuchungen, mit anschließendem Vergleich der raum-zeitlichen Ausdehnung oder
der Attributwerte, durchführen.
Welche Informationen muss ein OGC WMS GetFeatureInfo-Response enthalten,
um valide Diagramme zu erstellen?
Bei der Datenanalyse sind Diagramme von zentraler Bedeutung. Sollen die dargestellten In-
formationen korrekt interpretierbar sein, ist ein Diagramm ausreichend zu beschriften. Neben
der Angabe der Datenpunkte ist darauf zu achten, dass die Achsen mit einem Achsentitel und
Einheiten der dargestellten Größen versehen sind. Das Diagramm sollte ausserdem die Werte
der Datenpunkte bzw. die Klasseneinteilung durch Achsenbeschriftungen deutlich machen.
Aus einer Legende soll die Bedeutung der Datenreihen hervorgehen. Der Gesamtkontext der
Darstellung wird durch den Diagrammtitel prägnant wiedergegeben.
Neben den Beschriftungen sind weitere Angaben notwendig, um die automatisierte Dia-
grammgestaltung zu ermöglichen. Dazu gehört der gültige Wertebereich eines dargestellten
Attributes, um die korrekte Achsenskalierung zu verwenden. Damit wird sichergestellt, dass
verschiedene Datenreihen aus dem selben Layer visuell vergleichbar sind. Außerdem gewähr-
leistet diese Information die Lesbarkeit einer Datenreihe, wenn diese beispielsweise logarith-
misch skaliert werden muss. Die Anwendung sollte zudem sicherstellen, dass eine Datenreihe
nur in einem Diagramm dargestellt wird, welches diese Daten auch aufnehmen kann. Dazu
wird in dieser Arbeit vorgeschlagen, als Indikatoren die Anzahl an thematischen Attributen
pro Datenreihe, das Skalenniveau der Dimensionen und Attribute sowie die Information, ob
es sich um Rohdaten oder statistische Kennzahlen handelt, zu verwenden (siehe Abschnitt
3.2.2.2). Das Skalenniveau wird auch zur Festlegung, welche Statistiken sich auf einer Da-
tenreihe bestimmen lassen, herangezogen.
Die Informationen für diese Elemente müssen aus der Antwort auf einen GetFeatureInfo-
Request hervorgehen. Die Angabe kompletter Feature-Geometrien ist für eine Diagrammdar-
stellung von Attributwerten keine zwingende Voraussetzung, für den geographischen Kontext
allerdings unverzichtbar. Daher enthält das FeatureInfo-Dokument Angaben über die Ein-
heiten und Achsenbezeichnungen des verwendeten Koordinatenreferenzsystems. Diese Infor-
mationen sind an sich redundant, da die Information über das verwendete Referenzsystem
für den abgefragten Layer schon durch die WMS-Anfrage spezifiziert wird. Die Angaben
über die Einheiten und Achsenbezeichnungen sind damit aber nicht bekannt und auch in
den Service Metadaten nicht zwingend aufgeführt. Diese Client-seitig aus der CRS-Angabe
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abzuleiten, erfordert einen Mehraufwand. Um diesen zu minimieren und eine inkonsistente
Beschreibung des Features zu vermeiden, sollte der WMS Informationen über die Einheiten
und Achsenbezeichnungen des verwendeten Koordinatenreferenzsystems mitliefern. Gleiches
gilt für die Angabe von Einheiten der zeitlichen Dimension und die temporale Auflösung der
Daten.
Welche Vorteile bringt die Nutzung einer GDI für die visuelle Analyse?
Die Auswahl von Anwendungen zur visuellen Geodaten-Exploration und -Analyse ist groß,
sowohl bei monolithischen wie auch bei Web-basierten Systemen. Gleiches trifft auch auf
den allgemeinen Funktionsumfang zu. Experten beanstanden aber, dass die Analyse mit
diesen Systemen bisher nur auf lokal vorgehaltenen Daten erfolgen kann. Zukünftig wird
es wichtiger, verteilte Daten analysieren zu können, da die Datenmengen ansteigen (vgl.
z. B. Unwin et al., 2006) und sich schwieriger manuell austauschen lassen. Weiterhin wird
die Notwendigkeit zur Integration heterogener Datensätze in eine Anwendung zur visuellen
Analyse thematisiert (Andrienko et al., 2007, 2010; Thomas and Cook, 2006; Keim et al.,
2010).
Bei beiden Problemstellungen kann eine Geodateninfrastruktur Abhilfe schaffen. In ei-
ner GDI müssen Datensätze nicht lokal auf einem Rechner oder auf dem Application Server
vorgehalten werden. Sie können zentral vom Anbieter bereitgestellt und mit minimalem Auf-
wand eingebunden und analysiert werden. Möglich ist die visuelle Exploration und Analyse
mit einer Web-basierten, interaktiven Oberfläche dadurch, dass nicht der gesamte Datensatz
geladen werden muss, sondern nur Subsets on-demand vom Daten-haltenden WMS abgefragt
werden. Für den Analysten bedeutet das eine Effizienzsteigerung, da unnötiger Datenaus-
tausch vermieden wird.
Auch bei der Integration heterogener Daten bieten GDI ein sinnvolles Mittel zum Ziel,
da diese per se auf Interoperabilität ausgelegt sind und somit u. a. darauf abzielen, Datenbe-
schreibungen vergleichbar zu machen. Die Geography Markup Language ist dabei von ent-
scheidender Bedeutung, da sie einen Datenaustausch ermöglicht, ohne dazu das Ursprungs-
datenformat anpassen zu müssen. Dies vereinfacht auch für den Anbieter die Herausgabe
seiner Daten durch Minimierung des Bereitstellungsaufwandes.
6.2 Fazit und Ausblick
In dieser Arbeit wurde die Eignung der OGCWMS-Operation GetFeatureInfo zur Diagramm-
basierten Analyse raum-zeitlicher Geodaten in einer Geodateninfrastruktur untersucht. Es
wurden relevante Standards ausgewiesen (Kapitel 2), Anforderungen an Analysewerkzeuge
beschrieben (Abschnitt 3.1.2) sowie mögliche Analysen und deren Beschränkungen durch
die GetFeatureInfo-Schnittstelle herausgearbeitet (Abschnitt 4.1). Des Weiteren wurde ge-
klärt, welche Informationen benötigt werden, um Diagramme automatisiert zu erstellen (Ab-
schnitt 3.2.2). Diese Informationen wurden in einem FeatureInfo-Dokument im GML-Format
beschrieben, welches die konsistente Kodierung eines Features erlaubt (Abschnitt 4.2.4.5).
Dabei wurde Wert gelegt auf die Anwendung von GDI-Standards wie dem GML Simple
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Features Profil. Bei der Konzeption und prototypischen Umsetzung eines Browser-basierten
Clients (Kapitel 4 und 5) wurden Ajax und JSON als aktuelle Web-Technologien eingesetzt,
um dem Nutzer durch eine interaktive Oberfläche die Analyse zu vereinfachen.
Mit der Implementierung der konzipierten Anwendung konnte ein Großteil der geplan-
ten Anforderungen realisiert werden (siehe Abschnitt 5.5). Es hat sich gezeigt, dass sich
Diagramm-basierte Analysen in einer GDI unter Nutzung verteilter Geodaten anwenden
lassen. Mit dem FeatureInfo-Dokument im GML-Format wurde eine interoperable Beschrei-
bung von Features geliefert. Damit lässt sich ein breites Spektrum an Punkt-, Linien- und
Polygon-Geometrien sowie Aggregate dieser Typen als Coverages beschreiben. Sollen Daten
heterogener Ursprungsformate integriert werden, lässt sich dies durch die Kapselung durch
eine WMS-Schnittstelle realisieren. Zur Integration von Daten aus unterschiedlichen Layern
oder von unterschiedlichen WMS-Instanzen müssen die Daten vergleichbare Eigenschaften
besitzen.
Dennoch ergeben sich offene Fragestellungen bzw. Erweiterungsmöglichkeiten zur aktuel-
len Funktionalität. An diesen Stellen sind weitere Untersuchungen und Entwicklungen nötig.
Aus Leistungsgründen sollte betrachtet werden, wie sich ein Caching von Datensubsets im
Browser auf die Leistung der Anwendung auswirkt. Da die Datenübertragung einen erhebli-
chen Anteil an der Latenz der Antwort auf einen GetFeatureInfo-Request zu haben scheint
(vgl. Abbildung 25), könnte das Cachen die Interaktivität der Anwendung erhöhen.
Zur Generierung von Diagrammsequenzen für die animierte Visualisierung kann es von
Vorteil sein, mehrere Features in einem FeatureInfo-Dokument zu beschreiben. Ob es dabei zu
Einschränkung hinsichtlich der darstellbaren Eigenschaften kommt, wurde in der Umsetzung
nicht betrachtet und sollte verifiziert werden.
Weiterhin sollten an der aktuellen Umsetzung beim Speichern von Analyseergebnissen
Optimierungen vorgenommen werden. Analog zur OGC Web Map Context Spezifikation
(OGC, 2005) kann ein Dokument erstellt werden, welches die Zustandsparamter aufnimmt
und in einer OGC-konformen XML-Beschreibung sichert. Dieses Dokument lässt sich zum
Austausch von Analyseergebnissen nutzen oder katalogisieren, um dem Analysten in einer
GDI einen zügigeren Zugriff auf spezielle Analyseoperationen und Voreinstellungen in der
Nutzeroberfläche zu bieten.
Zur Verbesserung der Statistischen Analysefunktionalitäten, welche trotz ihrer großen Be-
deutung hier nur ansatzweise behandelt werden konnten, die Nutzung vonWPS-Funktionalität
an. Durch die Orchestrierung eines WMS und WPS kann die Berechnung statistischer Kenn-
zahlen vom Application Server ausgelagert werden. Dies erlaubt eine bessere Modularisierung
der Prozesse und Lastverteilung zwischen den Systemkomponenten.
Insgesamt wird die Bedeutung von Geodaten in Zukunft weiter steigen. Das heißt auch,
dass neue Techniken zur Ableitung von Informationen aus diesen Datenbeständen benötigt
werden (Aiordăchioaie and Baumann, 2010). Durch diese Nachfrage nach Funktionalität und
die Erschließung weiterer technischer Möglichkeiten wird der Unterstützung der Geodaten-
analyse in Geodateninfrastrukturen eine wachsende Bedeutung zukommen.
Abkürzungsverzeichnis I
Abkürzungsverzeichnis
Ajax Asynchronous JavaScript and XML
API Application Programming Interface
CEN European Committee for Standardization
CSML Climate Science Modelling Language
DIN Deutsches Institut für Normung e.V.
GDI Geodateninfrastruktur
GIS Geoinformationssystem
GML Geography Markup Language
GUI Graphical User Interface
HTML Hypertext Markup Language
HTTP Hypertext Transfer Protocol
IPCC Intergovernmental Panel on Climate Change
ISO International Organization for Standardization
JPEG Joint Photographic Experts Group
JSON JavaScript Object Notation
MVC Model -View -Controller - Prinzip
OGC Open Geospatial Consortium
OM Observations and Measurements
PHP Hypertext Preprocessor
RIA Rich Internet Application
REST Representational State Transfer
SDMX Statistical Data and Metadata eXchange
SLD Styled Layer Descriptor
SMIL Synchronized Multimedia Integration Language
SOA Service-orientierte Architektur
SOS Sensor Observation Service
SRES Special Report on Emissions Scenarios
SVG Scalable Vector Graphics
URI Uniform Resource Identifier
URL Uniform Resource Locator
WCS Web Coverage Service
WCPS Web Coverage Processing Service
WFS Web Feature Service
WMS Web Map Service
WPS Web Processing Service
WWW World Wide Web
XML Extensible Markup Language
Abbildungsverzeichnis II
Abbildungsverzeichnis
1 Open Geodata Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Die zeitlichen topologischen Primitiven Node und Edge . . . . . . . . . . . . 6
3 Map Use Cube . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4 Visueller Analyseprozess . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
5 Das Visualisierungs-Referenzmodell . . . . . . . . . . . . . . . . . . . . . . . 15
6 Vergleich von 2- und 3-Schichten-Architektur . . . . . . . . . . . . . . . . . . 16
7 Modell der Beziehungen zwischen thematischer Fragestellung und Task . . . 21
8 Zentrale Nutzerrolle bei der visuellen explorativen Analyse . . . . . . . . . . 24
9 Karte des Monatsmittelniederschlags, Juli 2016, ECHAM5-Klimamodell . . . 31
10 Karte des Bevölkerungsanteils der 15- bis 64-Jährigen, 2008 . . . . . . . . . . 32
11 Säulendiagramm: geschätzter CO2-Ausstoß in Brasilien . . . . . . . . . . . . 34
12 Liniendiagramm: Jährliches Niederschlagsmittel, Offin River Basin, Ghana . 34
13 Streudiagramm: Bevölkerungsanteil Kinder vs. Senioren, 2008 . . . . . . . . 35
14 Parallelkoordinatenplot: Korrelation Bevölkerungskennzahlen in OECD Ländern 36
15 Zeitreihe aus Box- und Whisker-Plots . . . . . . . . . . . . . . . . . . . . . . 37
16 Zeitreihe als Linien- und Spiraldiagramm . . . . . . . . . . . . . . . . . . . . 38
17 Diagrammelemente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
18 Anwendungsfälle der Applikation zur visuellen Analyse . . . . . . . . . . . . 51
19 Aktivitätsdiagramm des Analyse-Szenarios Elementare Analyse . . . . . . . 53
20 Skizzierte Gestaltung der Graphischen Nutzeroberfläche . . . . . . . . . . . . 57
21 3-Schichten-Architektur der Analyseanwendung mit loser Kopplung . . . . . 59
23 Sequenzdiagramm für den Datenabruf mittels GetFeatureInfo-Request . . . . 61
24 Model-Klassen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
25 Controller-Klasse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Listings III
Tabellenverzeichnis
1 Parameter eines GetMap - Request . . . . . . . . . . . . . . . . . . . . . . . 11
2 Parameter eines GetFeatureInfo - Request . . . . . . . . . . . . . . . . . . . 11
3 Datenhaltung auf Webserver vs. Einbindung Web Services . . . . . . . . . . 17
4 Vergleich standardisierter und proprietärer Schnittstellen . . . . . . . . . . . 18
5 Vergleich von OGC-Standards mit anderen Standardisierungen . . . . . . . . 18
6 Task Taxonomie nach Knapp . . . . . . . . . . . . . . . . . . . . . . . . . . 21
7 Task Taxonomie nach Andrienko . . . . . . . . . . . . . . . . . . . . . . . . 22
8 Vergleich der Task Taxonomien nach Knapp und Andrienko . . . . . . . . . 23
9 Anforderungen bei der visuellen explorativen Analyse . . . . . . . . . . . . . 26
10 Skalenniveaus zur Datenklassifizierung . . . . . . . . . . . . . . . . . . . . . 28
11 Statistische Kennzahlen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
12 Diagrammtypen und darstellbare Datenreihen . . . . . . . . . . . . . . . . . 39
13 Elemente zur Gestaltung aussagekräftiger Diagramme . . . . . . . . . . . . . 41
14 Parameter zur automatisierten Diagrammgestaltung . . . . . . . . . . . . . . 41
15 Funktionalitäten Browser-basierter Anwendungen zur visuellen Analyse . . . 44
16 Funktionalitäten von JavaScript API’s zur Diagrammdarstellung . . . . . . . 45
17 Task Taxonomie zur raum-zeitlichen Geodatenanalyse . . . . . . . . . . . . . 48
18 Mögliche Analysen des Task Typs Identify . . . . . . . . . . . . . . . . . . . 49
19 Mögliche Analysen des Task Typs Compare . . . . . . . . . . . . . . . . . . 50
20 Funktionale Anforderungen . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
21 Nicht-funktionale Anforderungen . . . . . . . . . . . . . . . . . . . . . . . . 55
22 Parameter zum Speichern eines Analyseergebnisses . . . . . . . . . . . . . . 58
23 Mapping Dateneigenschaften - FeatureInfo-Dokument . . . . . . . . . . . . . 66
24 Vergleich der Dateigrößen der FeatureInfo-Dokumente . . . . . . . . . . . . . 76
25 Durchschnittliche Bereitstellungszeit für eine Zeitreihe mittels GetFeatureInfo 79
Listings
1 Angabe eines Zeitintervalls in den OGC WMS Service Metadaten . . . . . . 10
2 Angabe von Höhenwerten in den OGC WMS Service Metadaten . . . . . . . 10
3 Struktur GenericFeature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4 GenericFeature-Struktur im JSON-Format . . . . . . . . . . . . . . . . . . . 70
5 Initialisierung eines JSON Rest Store in Dojo . . . . . . . . . . . . . . . . . 73
6 Zugeordneter Controller eines Map-Objektes in OpenLayers . . . . . . . . . 73
7 Zugeordneter Controller eines Buttons in Dojo . . . . . . . . . . . . . . . . . 73
8 Überführung der Phenomenon-Werte in ein Observable Store Objekt . . . . 74
9 Dokumentation eines Analyseergebnis in einer parametrisierten URL . . . . 75
Literatur IV
Literatur
Aiordăchioaie, A. and Baumann, P. (2010). PetaScope: An Open-Source Implementation of
the OGC WCS Geo Service Standards Suite. In Gertz, M. and Ludäscher, B., editors,
Scientific and Statistical Database Management, volume 6187 of Lecture Notes in Computer
Science, pages 160–168. Springer Berlin / Heidelberg.
Andrienko, G. (2003). Interactive maps for visual exploration of grid and vector geodata.
ISPRS Journal of Photogrammetry and Remote Sensing, 57(5-6):380–389.
Andrienko, G., Andrienko, N., Demsar, U., Dransch, D., Dykes, J., Fabrikant, S. I., Jern, M.,
Kraak, M.-J., Schumann, H., and Tominski, C. (2010). Space , time and visual analytics.
International Journal of Geographical Information Science, 24(10):1577–1600.
Andrienko, G., Andrienko, N., Jankowski, P., Keim, D., Kraak, M.-J., MacEachren, a., and
Wrobel, S. (2007). Geovisual analytics for spatial decision support: Setting the research
agenda. International Journal of Geographical Information Science, 21(8):839–857.
Andrienko, N. and Andrienko, G. (2006). Exploratory analysis of spatial and temporal data:
A systematic approach ; with 34 tables. Springer.
Anselin, L., Syabri, I., and Kho, Y. (2006). GeoDa: An Introduction to Spatial Data Analysis.
Geographical Analysis, 38(1):5–22.
Baumann, P. (2010). The OGC web coverage processing service (WCPS) standard. GeoIn-
formatica, 14(4):447–479.
Bean, J. (2009). SOA and Web services interface design: Principles, techniques, and stan-
dards. Morgan Kaufmann.
Bernard, L. (2001). Integration von GIS und dynamischen Atmosphärenmodellen auf Basis
interoperabler objektorientierter Komponenten. IfGIprints 11. Münster. Dissertation.
Bernard, L., Crompvoets, J., and Fitzke, J. (2005). Geodateninfrastrukturen - ein Überblick.
In Bernard, L., Fitzke, J., and Wagner, R. M., editors, Geodateninfrastruktur. Grundlagen
und Anwendungen, pages 3 – 8. Wichmann Verlag.
Bernard, L., Einspanier, U., Lutz, M., and Portele, C. (2003). Interoperability in gi service
chains-the way forward. In 6th AGILE Conference on Geographic Information Science,
pages 179–187.
Bernard, L., Einspanier, U., and Streit, U. (2001). Developing opengis catalog services for a
gdi: Lessons learned. 4th AGILE Conference on Geographic Science, pages 355–361.
Bertin, J. (1983). Semiology of Graphics. Diagrams, Networks, Maps. University of Wisconsin
Press, Madison.
Literatur V
Bill, R. (2002). Animation. In GI-Wörterbuch. Online-Wörterbuch der Professur für Geo-
däsie und Geoinformatik, Universität Rostock.
Brauner, J., Foerster, T., Schaeffer, B., and Baranski, B. (2009). Towards a research agen-
da for geoprocessing services. In 12th AGILE International Conference on Geographic
Information Science, volume 1, pages 1–12.
Card, S. K., Mackinlay, J. D., and Shneiderman, B. (1999). Readings in information visua-
lization: using vision to think. Morgan Kaufmann.
Crane, D., Bibeault, B., and Sonneveld, J. (2008). Ajax in practice. Das Praxisbuch für die
Web 2.0-Entwicklung. Addison-Wesley.
Dransch, D., Köthur, P., Schulte, S., Klemann, V., and Dobslaw, H. (2010). Assessing the
quality of geoscientific simulation models with visual analytics methods – a design study.
International Journal of Geographical Information Science, 24(10):1459–1479.
Fielding, R. (2000). Architectural styles and the design of network-based software architec-
tures. PhD thesis, University of California.
Fitzke, J. (2005). Die Welt der Features - eine Welt aus Features. In Bernard, L., Fitzke,
J., and Wag, editors, Geodateninfrastruktur. Grundlagen und Anwendungen, pages 73–82.
Wichmann.
Großer, K. (2002). Legende. In Bollmann, J. and Koch, W., editors, Lexikon der Kartographie
und Geomatik. Bd. 2. Karto bis Z. Spektrum Akademischer Verlag.
Gyampoh, B., Amisah, S., and Idinoba, M. (2007). Climate Change/ Variability and Vul-
nerability of Livelihoods in the Offin River Basin, Ghana. IPCC TGICA Expert Meeting.
Integrating Analysis of Regional Climate Change and Response Options, pages 73–76.
Hartung, J. (2009). Statistik. Lehr- und Handbuch der angewandten Statistik. Oldenbourg.
Wissenschaftsverlag, 15. edition.
Heer, J., Kong, N., and Agrawala, M. (2009). Sizing the Horizon : The Effects of Chart Size
and Layering on the Graphical Perception of Time Series Visualizations. In CHI 2009,
pages 1303–1312.
Heiler, S. and Michels, P. (1994). Deskriptive und Explorative Datenanalyse. Lehr- und
Handbücher der Statistik. Oldenbourg. Wissenschaftsverlag.
INSPIRE (2007). RICHTLINIE 2007/2/EG DES EUROPÄISCHEN PARLAMENTS UND
DES RATES vom 14. März 2007 zur Schaffung einer Geodateninfrastruktur in der Euro-
päischen Gemeinschaft (INSPIRE).
INSPIRE (2009a). Guidelines for the encoding of spatial data. Number D2.7_v3.1.
Literatur VI
INSPIRE (2009b). Verordnung (EG) Nr. 976/2009 der Kommission vom 19. Oktober 2009
zur Durchführung der Richtlinie 2007/2/EG des Europäischen Parlaments und des Rates
hinsichtlich der Netzdienste.
INSPIRE (2011). Data Specification on Atmospheric Conditions and Meteorological Geogra-
phical Features – Draft Guidelines. D2.8.III.13-14.
Iosifescu-Enescu, I., Hugentobler, M., and Hurni, L. (2010). Web cartography with open
standards – A solution to cartographic challenges of environmental management. Envi-
ronmental Modelling & Software, 25(9):988–999.
ISO (2002). Geographic information - Temporal schema (ISO 19108:2002). International
Organisation for Standardization.
ISO (2004). Data elements and interchange formats – Information interchange – Representa-
tion of dates and times (ISO 8601:2004). International Organisation for Standardization.
ISO (2005). Geographic information - Schema for coverage geometry and functions (ISO
19123:2005). International Organisation for Standardization.
ISO (2007). Geographic Information - Geography Markup Language (GML) (ISO
19136:2007). International Organisation for Standardization.
ISO (2011). Geographic Information - Observations and Measurements (ISO 19156:2011).
International Organisation for Standardization.
Jann, B. (2005). Einführung in die Statistik. Oldenbourg. Wissenschaftsverlag, 2. edition.
Jern, M., Thygesen, L., and Brezzi, M. (2009). A web-enabled geovisual analytics tool applied
to oecd regional data. Reviewed Proceedings in Eurographics.
Kähler, W.-M. (2008). Statistische Datenanalyse: Verfahren verstehen und mit SPSS gekonnt
einsetzen. Friedr. Vieweg & Sohn Verlag, 5. edition.
Keim, D., Andrienko, G., Fekete, J., Görg, C., Kohlhammer, J., and Melançon, G. (2008).
Visual analytics: Definition, process, and challenges, pages 154–175. LNCS. Springer.
Keim, D., Kohlhammer, J., Ellis, G., and Mansmann, F. (2010). Mastering the information
age. Problem solving with visual analytics. Eurographics.
Knapp, L. K. (1995). A task analysis approach to the visualization of geographic data.
University of Colorado at Boulder, Boulder, CO, USA. Dissertation.
Köbben, Becker, and Blok (2010). TimeMapper — generating animated SVG from a WMS
to visualise moving object data. In W2GIS.
Kresse, W. and Fadaie, K. (2004). ISO Standards for Geographic Information. Springer.
Literatur VII
Kröpfl, B., Peschek, W., Schneider, E., and Schönlieb, A. (1994). Angewandte Statistik.
Hanser Verlag.
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A.3.1 GenericFeature: XSD Schema
<?xml version=" 1 .0 " encoding="UTF−8"?>
<xsd:schema xmlns:cov=" 141 . 30 . 100 . 147/ schemas/cov"
xmlns:xsd=" ht tp : //www.w3 . org /2001/XMLSchema"
xmlns:gml=" ht tp : //www. openg i s . net /gml /3 .2 "
targetNamespace=" 141 . 30 . 100 . 147/ schemas/cov"
elementFormDefault=" q u a l i f i e d ">
<!−− ============================================================= −−>
<!−− === inc l ud e s and imports === −−>
<!−− ============================================================= −−>
<xsd: import namespace=" ht tp : //www.w3 . org /XML/1998/ namespace"
schemaLocation=" ht tp : //www.w3 . org /2001/xml . xsd"/>
<xsd: import namespace=" ht tp : //www. openg i s . net /gml /3 .2 "
schemaLocation=" ht tp : // schemas . openg i s . net /gml /3 . 2 . 1 / gml . xsd"/>
<xsd:e l ement name="Gener icFeature " type=" cov:Gener icFeatureType "
subst i tut ionGroup=" gml :AbstractFeature "/>
<xsd:complexType name="GenericFeatureType">
<xsd:complexContent>
<xsd : ex t en s i on base="gml:AbstractFeatureType ">
<xsd : sequence>
<xsd:e l ement name=" spat ia lDomainSet "
type="gml:DomainSetType"/>
<xsd:e l ement name="temporalDomainSet"
type="gml:DomainSetType"/>
<xsd:e l ement name=" rangeSet " type="cov:RangeSetType"/>
</ xsd : sequence>





<xsd:e l ement name="ValueArray" type="cov:ValueArrayType"
maxOccurs="unbounded"/>




<xsd : ex t en s i on base="gml:ValueArrayType">
<xsd : sequence>
<xsd:e l ement name="phenomenonComponents"
type="cov:phenomenonComponentsType"/>
</ xsd : sequence>





<xsd : ex t en s i on base="gml:ValueArrayPropertyType">
<xsd : sequence>
<xsd:e l ement name="minimumValue" type=" xsd :doub le "/>
<xsd:e l ement name="maximumValue" type=" xsd :doub le "/>
<xsd:e l ement name=" scaleType " type=" x s d : s t r i n g "/>
</ xsd : sequence>





A.3.2 GenericFeature: Oberflächenelement im GML Format
<?xml version=" 1 .0 " encoding="UTF−8"?>
<cov :Gener i cFeature gml : id=" f ea tu r e01 "
xmlns:cov=" 141 . 30 . 100 . 147/ schemas/cov"
xmlns:gml=" ht tp : //www. openg i s . net /gml /3 .2 "
xmlns :x s i=" ht tp : //www.w3 . org /2001/XMLSchema−i n s t ance "
xs i : s chemaLocat ion=" 141 . 30 . 100 . 147/ schemas/cov
h t tp : //141 .30 . 100 .147/ schemas/cov . xsd">
<gml:boundedBy>
<gml:EnvelopeWithTimePeriod>
<gml: lowerCorner>10.75 −73.5</ gml: lowerCorner>
<gml:upperCorner>11 −73.25</gml:upperCorner>
<gml :beg inPos i t i on>2012−06</ gml :beg inPos i t i on>




<gml :Mult iSur face gml : id=" c e l l C o l l e c t i o n 0 1 " srsName="EPSG:4326"
srsDimension="2" ax i sLabe l s="Lat i tude Longitude "
uomLabels=" degree degree ">
<gml:surfaceMembers>
<gml :Sur face gml : id=" c e l l 0 1 ">
<gml :patches>
<gml:Rectangle>







</ gm l : e x t e r i o r>
</ gml :Rectangle>
</ gml :patches>
</ gml :Sur face>
</gml:surfaceMembers>
</ gml :Mult iSur face>
</ cov : spat ia lDomainSet>
<cov:temporalDomainSet>
<gml:TimeInstant gml : id=" t imeInstant01 " frame="#ISO8601">




<cov:ValueArray gml : id="phenomenon01">
<cov:phenomenonComponents>
<gml:Category codeSpace=" ht tp : // cf−pcmdi . l l n l . gov/documents/
cf−standard−names/ standard−name−t ab l e /16/
cf−standard−name−t ab l e . xml">
prec ip itat ion_amount
</gml:Category>
<gml :Quant i tyLi s t uom="kg∗m−2">70 .8</ gml :Quant i tyLis t>
<cov:minimumValue>0</cov:minimumValue>
<cov:maximumValue>5000</cov:maximumValue>
<cov : sca l eType>Ratio</ cov : sca l eType>
</cov:phenomenonComponents>
</cov:ValueArray>
</ cov : rangeSet>
</ cov :Gener i cFeature>
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A.3.3 GenericFeature: Zeitreihe im GML Format
<?xml version=" 1 .0 " encoding="UTF−8"?>
<cov :Gener i cFeature gml : id=" f ea tu r e01 "
xmlns:cov=" 141 . 30 . 100 . 147/ schemas/cov"
xmlns:gml=" ht tp : //www. openg i s . net /gml /3 .2 "
xmlns :x s i=" ht tp : //www.w3 . org /2001/XMLSchema−i n s t ance "
xs i : s chemaLocat ion=" 141 . 30 . 100 . 147/ schemas/cov
h t tp : //141 .30 . 100 .147/ schemas/cov . xsd">
<gml:boundedBy>
<gml:EnvelopeWithTimePeriod>
<gml: lowerCorner>10.75 −73.5</ gml: lowerCorner>
<gml:upperCorner>11 −73.25</gml:upperCorner>
<gml :beg inPos i t i on>2011−10</ gml :beg inPos i t i on>




<gml :Mult iSur face gml : id=" c e l l C o l l e c t i o n 0 1 " srsName="EPSG:4326"
srsDimension="2" ax i sLabe l s="Lat i tude Longitude "
uomLabels=" degree degree ">
<gml:surfaceMembers>
<gml :Sur face gml : id=" c e l l 0 1 ">
<gml :patches>
<gml:Rectangle>







</ gm l : e x t e r i o r>
</ gml :Rectangle>
</ gml :patches>
</ gml :Sur face>
</gml:surfaceMembers>
</ gml :Mult iSur face>
</ cov : spat ia lDomainSet>
<cov:temporalDomainSet>
<gml:TimePeriod gml : id=" timePeriod01 " frame="#ISO8601">
<gml :beg inPos i t i on>2011−10</ gml :beg inPos i t i on>
<gml :endPos i t ion>2012−06</ gml : endPos i t ion>





<cov:ValueArray gml : id="phenomenon01">
<cov:phenomenonComponents>
<gml:Category codeSpace=" ht tp : // cf−pcmdi . l l n l . gov/documents/
cf−standard−names/ standard−name−t ab l e /
16/ cf−standard−name−t ab l e . xml">
prec ip itat ion_amount
</gml:Category>
<gml :Quant i tyLi s t uom="kg∗m−2">566 .0 191 .1 268 .5 19 .0 8 .0 20 .8
392 .9 455 .7 70 .8
</ gml :Quant i tyLi s t>
<cov:minimumValue>0</cov:minimumValue>
<cov:maximumValue>5000</cov:maximumValue>
<cov : sca l eType>Ratio</ cov : sca l eType>
</cov:phenomenonComponents>
</cov:ValueArray>
</ cov : rangeSet>
</ cov :Gener i cFeature>
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A.3.4 GenericFeature: Thematisches Profil im GML Format
<?xml version=" 1 .0 " encoding="UTF−8"?>
<cov :Gener i cFeature gml : id=" f ea tu r e01 "
xmlns:cov=" 141 . 30 . 100 . 147/ schemas/cov"
xmlns:gml=" ht tp : //www. openg i s . net /gml /3 .2 "
xmlns :x s i=" ht tp : //www.w3 . org /2001/XMLSchema−i n s t ance "
xs i : s chemaLocat ion=" 141 . 30 . 100 . 147/ schemas/cov
h t tp : //141 .30 . 100 .147/ schemas/cov . xsd">
<gml:boundedBy>
<gml:EnvelopeWithTimePeriod>
<gml: lowerCorner>10.75 −73.5</ gml: lowerCorner>
<gml:upperCorner>11 −73.25</gml:upperCorner>
<gml :beg inPos i t i on>2012−06</ gml :beg inPos i t i on>




<gml :Mult iSur face gml : id=" c e l l C o l l e c t i o n 0 1 " srsName="EPSG:4326"
srsDimension="2" ax i sLabe l s="Lat i tude Longitude "
uomLabels=" degree degree ">
<gml:surfaceMembers>
<gml :Sur face gml : id=" c e l l 0 1 ">
<gml :patches>
<gml:Rectangle>







</ gm l : e x t e r i o r>
</ gml :Rectangle>
</ gml :patches>
</ gml :Sur face>
</gml:surfaceMembers>
</ gml :Mult iSur face>
</ cov : spat ia lDomainSet>
<cov:temporalDomainSet>
<gml:TimeInstant gml : id=" t imeInstant01 " frame="#ISO8601">





<cov:ValueArray gml : id="phenomenon01">
<cov:phenomenonComponents>
<gml:Category codeSpace=" ht tp : // cf−pcmdi . l l n l . gov/documents/
cf−standard−names/ standard−name−t ab l e /
16/ cf−standard−name−t ab l e . xml">
prec ip itat ion_amount
</gml:Category>
<gml :Quant i tyLi s t uom="kg∗m−2">70 .8</ gml :Quant i tyLis t>
<cov:minimumValue>0</cov:minimumValue>
<cov:maximumValue>5000</cov:maximumValue>
<cov : sca l eType>Ratio</ cov : sca l eType>
</cov:phenomenonComponents>
</cov:ValueArray>
<cov:ValueArray gml : id="phenomenon02">
<cov:phenomenonComponents>
<gml:Category codeSpace=" ht tp : // cf−pcmdi . l l n l . gov/documents/
cf−standard−names/ standard−name−t ab l e /
16/ cf−standard−name−t ab l e . xml">
air_temperature
</gml:Category>
<gml :Quant i tyLi s t uom="K">22 .5</ gml :Quant i tyLi s t>
<cov:minimumValue>−50</cov:minimumValue>
<cov:maximumValue>50</cov:maximumValue>
<cov : sca l eType>I n t e r v a l l</ cov : sca l eType>
</cov:phenomenonComponents>
</cov:ValueArray>
<cov:ValueArray gml : id="phenomenon03">
<cov:phenomenonComponents>
<gml:Category codeSpace=" ht tp : // cf−pcmdi . l l n l . gov/documents/
cf−standard−names/ standard−name−t ab l e /
16/ cf−standard−name−t ab l e . xml">
cloud_area_fract ion
</gml:Category>
<gml :Quant i tyLi s t uom="1">34 .6</ gml :Quant i tyLi s t>
<cov:minimumValue>0</cov:minimumValue>
<cov:maximumValue>100</cov:maximumValue>
<cov : sca l eType>Ratio</ cov : sca l eType>
</cov:phenomenonComponents>
</cov:ValueArray>
</ cov : rangeSet>
</ cov :Gener i cFeature>
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A.3.5 GenericFeature: Zeitreihe im GeoJSON Format
{ i d e n t i f i e r : " id " ,
l a b e l : "name" ,
i t ems : [ {
i d : "01" ,
type : "Feature " ,
bbox: [ −71.0 , −70.5 , 9 . 0 , 9 . 5 ] ,
geometry: [ {
type : "Polygon" ,
c o o r d i n a t e s : [ [ 9 . 5 , − 7 1 . 0 ] , [ 9 . 5 , − 7 0 . 5 ] , [ 9 . 0 , − 7 0 . 5 ] , [ 9 . 0 , − 7 1 . 0 ] ]
} ] ,
c r s : [ {
type : "name" ,
p r o p e r t i e s : [ {
name: "EPSG:4326" ,
l a b e l s : [ " Lat i tude " , "Longitude " ] ,
u n i t s : [ " degree " , " degree " ]
} ]
} ] ,
p r o p e r t i e s : {
t ime : [ {
b e g i nPo s i t i o n : "2012−01" ,
endPos i t i on : "2012−12" ,
du ra t i on : "P1M" ,
u n i t s : "#ISO8601"
} ] ,
phenomenon: [ {
name: " prec ip itat ion_amount " ,
minimumValue: " 0 .0 " ,
maximumValue: " 5000 .0 " ,
s ca l eType : " I n t e r v a l " ,
v a l u e s : [ " 15 . 5 , 229 .0 , 33 . 4 , 182 .7 , 240 .6 , 146 .3 , 98 . 8 , 137 .3 ,
174 .6 , 108 .1 , 64 . 8 , 82 .6 " ] ,
u n i t s : "kg∗m−2"
} ] ,
s t a t i s t i c s : [ {
min: " 15 .5 " ,
max: " 240 .6 " ,
count : "12" ,








Der Quellcode der Applikation sowie des modifizierten ncWMS befindet sich auf der beilie-
genden CD-ROM.
