For the first frame of the sequence, we need an additional algorithm, for example a colour or motion based face candidate finder. Such algorithms are not treated in this paper.
Introduction
Our goal is to find and track a human face and its features in a video sequence. We want to do this by adapting, in each frame, a wireframe model to the face in the image. This should be done accurately enough to allow a realistic-looking facial animation to be created from the extracted face model parameters, and it should also have real-time performance. This paper describes how we use the Active Appearance Algorithm to adapt the model to a face in the image, and then track the face through an image sequence.
The concept of Active Appearance Models (AAMs)
was introduced a few years ago [ 13, and has been the subject of several reports and investigations, especially by the original inventors [ 2 ] . Together with the AAMs came a directed search algorithm for adapting the model to an image, here referred to as the Active Appearance Algorithm (AAA). The AAA can be used on a complete AAM, or, as here, on a simpler model being parameterized in geometry and texture separately. The AAA is a greedy algorithm, finding locally optimal face model parameters. Thus, a quite accurate h priori estimate of the face model parameters (at least the size and position of the face) must be available before starting the AAA. In a video sequence, we can use the parameters extracted from the previous frame as the i priori estimate.
Model parameterization and the Active Appearance Algorithm
The face model is a wireframe model with a texture mapped on its surfaces. The texture is represented as a standard-shaped image, being a linear combination of a set of Texture Units (TUs) or geometrically normalized eigenfaces [3] . We formulate this as
where E is the mean texture, the columns of X are the TUs and T is the vector of texture parameters. The synthesized texture x is mapped on the wireframe model. The geometry of the wireframe model is parameterized according to
where the resulting vector g contains the (x, y, z ) coordinates of the vertices of the model. g is the standard shape of the model, and the columns of S and A are the Shape and Animation Units respectively, and thus o and a contain the shape and animation parameters.
Since we also want to perform global motion, we need six more parameters for rotation, scaling, and translation. where R = R(rx, r , r z ) is a rotation matrix, s is the
The geometry of our model is thus parameterized by ).
scale, and t = r(rx, r).) is the 2D translation vector.
the parameter vector P = [ r x , rJ, rz, s, tx, r,., 0, a1 .
Note that this differs from the original formulation of the AAMs, where out-of-plane rotation is rather built-in in the Shape Units than a separate parameter. Another difference is that in the original formulation, there is no distinction between Shape Units and Animation Units.
When adapting a model to a video sequence, the shape parameters CY should only be changed in the first frame(s) -the head shape does not vary during a conversationwhile the animation parameters a and the global parameters naturally change each frame.
The shape parameters can be converted to MPEG-4 Facial Definition Parameters (FDPs) and the animation parameters to MPEG-4 Facial Animation Parameters (FAPs).
Matching the model and the image
Our goal is to find the optimal adaptation of the model to the input image, that is to find the p that minimizes the distance between the model and the image. As distance measure, we choose the summed squared error (SSE) between the re-mapped input image and the synthesized texture. We compute this by, for a given p, reshaping the model according to g(p) , and mapping the input image i onto the model. We then reshape the model to the standard shape, e , and get the resulting image as a vector
This image can be approximated by the Texture Units according to (l) , and we compute the residual image
and thus the SSE as
The optimal x (minimizing e) is given by the parameter vector '5 computed as (8) so that,
x~) = X + X X (j-ii),
and we can consequently write the residual image and the SSE as functions r(p) and e(p) of the model parameters p. The entire process is illustrated in Figure 1 . 
Finding the optimal parameters
With this formulation, our goal is to find the parameter vector p that for a given input image i minimizes e(p) . We do that by using the Active Appearance Algorithm (AAA) in the following way. For a starting value of p, supposed to be close to the optimum, we compute r(p) and e(p) , and find the update vector Ap by multiplying the residual image with an update matrix:
The vector Ap gives us a probable direction in the search space, and we compute a new parameter vector and an new SSE:
e' = e(p').
If e' < e , we update p accordingly (p' + p ) and iterate until convergence. If e' > e , we try smaller update steps (0.5 and 0.25). If neither of these improves the SSE, we declare convergence. The magic in this is the update matrix U, that we create in advance by training from example images with models correctly adapted.
Creating the update matrix
Taylor-expanding r around p + Ap , we can write which gives us the update matrix U as the negative pseudo-inverse of the gradient matrix R:
To be able to use the AAA, we should consequently estimate the gradient matrix R. We do that by perturbating p from a set of (manually) adapted models, parameter by parameter, step by step. Thej:th row in R can thus be estimated as where Apjk is a vector that perturbs p in the j:th component to the amount of k . c for some suitable constant C.
Daining the model
To try out this scheme, the CANDIDE-3 model 
Implementation
The algorithm has been implemented in Visual C++. The images have been captured using a Sony EVI-D31 camera and digitized with an Asus V3800 Ultra graphics card with video input. The tests has been performed on a PC with a 500 MHz Pentium I11 processor.
Making it run in real-time
When running the algorithm on live video, input directly from a camera, the computation time is very critical. If the time for each iteratron could be reduced somewhat, the frame rate woul'd, of course, be higher. Noticing that the algorithm needs fewer iterations if there is small motion between each frame, it is clear that higher frame rate implies that fewer iterations would be needed each frame, which would improve the frame rate even more.
Studying the algorithm, there are three time consuming parts; the texture mapping, the texture analysis & synthesis, and the update vector computation. The following methods have been used to make them compute fast:
To speed up the texture mapping part, that is, computing the image j according to ( 5 ) , the computation has been moved from the CPU to the graphics card. Since the graphics card have specialized hardware for texture mapping, it performs this task much faster than the CPU. The drawback is that the image needs to transferred to the graphics card's memory, and the re-mapped image needs to be read back to the main memory.
The image j is read back from the graphics card as a grayscale image. Thus, the texture analysis & synthesis, see (6) through (9), as well as the update vector computation, see (lo) , becomes approximately three times as fast. The cost is the RGB to grayscale conversion by the graphics card.
Also, the number of iterations could be reduced by observing that the last few iterations frequently modify the model parameters very little. Those modifications does not 71 contribute to the visual appearance of the model adaptation, and could thus be omitted. We do that by declaring convergence when the largest component of the update vector is smaller than a certain threshold. In our experiments, a threshold corresponding to a vertex movement of approximately half a pixel is used.
MPEG-4 encoding
The MPEG-4 Facial Animation Parameters (FAPs) are measured in face dependent scales, using different FAP Units (FAPUs). The FAPs are also measured relative to the neutral face, and thus a neutral face model is kept in memory. Using this neutral face model, the FAPUs and the FAPs are computed, and then compressed using the MPEG-4 reference software. The entire process takes only a few milliseconds and does not influence the realtime performance. The output is an MPEG-4 Face & Body Animation (FBA) compliant bitstream, that can be played in an FBA player, for example FAE [ 5 ] . The bitstream can be stored on a file or streamed over the network.
Results
Four frames from a video sequence to which the model has been adapted is shown in Figure 2 . As can be seen, the global adaptation (rotation, scale, translation) is good and the mouth and eyebrow parameters behave well. All parameters suffer from the algorithm being greedy and easily getting stuck in a local optimum. Typically, this results in the model not being able to follow fast moves, like when the mouth is closed too fast or when the head is moved away quickly. The higher the frame rate, the smaller this problem becomes, and already at a few Hertz normal head motion is handled.
For the video sequence shown in Figure 2 (341 frames), an average of 7 iterations per frame were needed. Each iteration takes 10 ms, and thus the algorithm needs 70 ms per frame (on average). In practice, the tracking runs in around 5 Hz only, since the video capturing and display also requires some time.
Future work
There are several possible improvements that should be implemented and evaluated. A few of those are mentioned here:
The training images are all captured in similar lighting, and the algorithm is therefore sensitive to lighting condition changes. More and more variable training data is needed.
The AAA should be combined with an algorithm that quickly finds a rough estimate of the face location in the first frame.
When used for tracking in a video sequence, the initial estimate in a frame should be better predicted than just the adaptation from the previous frame. This could be done, for example, with a simple motion estimation in a few points, a Kalman filter, or a combination thereof.
No Shape Units are estimated in this example; they are assumed to be known i priori.
To speed up the update vector computation, see (lo), the fact that the update matrix U is somewhat sparse could be used.
Conclusion
We have presented a working system tracking a face and its features in an image sequence. The system, though not yet robust to differing lighting conditions, runs in near real-time and produces an MPEG-4 FBA bitstream.
It is our conclusion that the described approach is very promising, and since there are many possible improvements within reach, we believe that a real-time modelbased coding system should be possible to build on this foundation.
