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Abstract
The existence of positive periodic solution of n-species ecological system with inﬁnite delay
x˙i (t) = hi(t, xt )
{
bi(t, xt ) − ai(t, xt )xi(t) −
∫ t
−∞
Gi(t, s, x1(s), . . . , xn(s)) ds
}
, i = 1, . . . , n
is studied by the authors. Under the suitable conditions, the main results are obtained by using of the method developed byWang [On
the existence of periodic solutions of functional differential equations, Chinese Ann. Math. 10A(3) (1989) 366–372 (in Chinese)]
and the essential Theorems 2.1–2.3 of Sawano [Exponential asymptotic stability for functional differential equations with inﬁnite
retardations, Tohoku Math. J. 31 (1979) 363–382]. Our results differ from the ones given by Wang [Positive periodic solutions of
an n-species ecological system, Acta Math. Appl. Sinica 17(1) (1994) 1–8 (in Chinese)].
© 2006 Elsevier B.V. All rights reserved.
MSC: 34K13; 34C25
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1. Introduction
In recent years, Volterra integro-differential system which describes n-species with inﬁnite delay had paid great
attention in the ﬁeld of mathematical biology, especially, about the existence of positive periodic solution and positive
almost periodic solution, some good results had been obtained by many scholars [2–4,7,8,10].
Our paper used themethod developed byWang andHuang [9] andWang [6] to study periodic solution of an n-species
nonlinear, non-convolution, Volterra integro-differential ecological system with inﬁnite delay, and further, we consider
space Cg as our paper’s phase space. We obtained the non-inclusive results, which differs from the ones given in [7].
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We will discuss the system (1) as follows:
x˙i (t) = hi(t, xt )
{
bi(t, xt ) − ai(t, xt )xi(t) −
∫ t
−∞
Gi(t, s, x1(s), . . . , xn(s)) ds
}
,
i = 1, . . . , n. (1)
Our paper furthermore assume that
(A) There exists a T > 0 such that Gi(t + T , s + T , x1, . . . , xn)=Gi(t, s, x1, . . . , xn) and Gi : R ×R ×Rn → R+
are measurable, and there exist a continuous T-periodic function ci(t) and an integrable positive function g∗i (s), s0
such that
|Gi(t, s, x1, . . . , xn) − Gi(t, s, y1, . . . , yn)|ci(t)g∗i (s − t) max1 jn |xj − yj |,
0<Ni :=
∫ 0
−∞
g∗i (s) ds <∞, Gi(t, s, 0, . . . , 0) ≡ 0, i = 1, . . . , n.
We deﬁne g(s) = (max(g∗1(s), . . . , g∗n(s)))−1, s0.
(B) ai, bi, hi : R ×Cg → R+ are continuous functions, and for any t ∈ R,, ∈ Cg , there exists a constant L> 0
such that |ai(t,)− ai(t,)|L|−|g, |bi(t,)− bi(t,)|L|−|g, |hi(t,)−hi(t,)|L|−|g, ai(t +
T ,) = ai(t,), bi(t + T ,) = bi(t,), hi(t + T ,) = hi(t,), hi(t, 0) ≡ 0, hi(t,)> 0, = 0, i = 1, . . . , n.
(C) Let ali = inf{ai(t,) : (t,) ∈ R × Cg}> 0, bli = inf{bi(t,) : (t,) ∈ R × Cg}> 0, aui = sup{ai(t,) :
(t,) ∈ R × Cg}<∞, bui = sup{bi(t,) : (t,) ∈ R × Cg}<∞, bli > gui , i = 1, . . . , n, where
gui = sup
0 tT
∫ t
−∞
Gi
(
t, s,
bu1
al1
, . . . ,
bun
aln
)
ds, i = 1, . . . , n.
2. Preliminary
Now, we choose space Cg as our phase space. For simplicity, some notations introduced as follows: For any x ∈
Rn, |x|=max1 in|xi |. LetR− = (−∞, 0], R+ =[0,+∞), and C be a family of continuous functions mapping from
R− to Rn. Assume that g : R− → [1,+∞) is a given integrable positive, non-increasing function such that g(0) =
1, g(−∞)=+∞.We deﬁneCg ={ ∈ C : /g is uniformly continuous onR− and satisﬁes sups0|(s)|/g(s)<∞}
with norm ||g = sups0|(s)|/g(s). For any positive integer k > 0, and any n, ∈ C, we denote
‖n − ‖[−k,0] := sup−k s0 |n(s) − (s)|.
Space (Cg, | · |g) is a Banach space (see [7]), it satisﬁes the assumptions (B1).(B4) of space B in [5]. Now, we check
these as follows:
(B1) For any  ∈ Cg, t0 ∈ R, 0, x is a Rn-value function deﬁned on (−∞, t0 + ] such that xt0 = , and x is
continuous function on [t0, t0 + ], then for any t ∈ [t0, t0 + ], xt ∈ Cg, and xt is continuous with respect to t.
To check the former part, by the deﬁnition, it only need to show that:
(a) xt/g is uniformly continuous on [t0, t0 + ];
(b) the norm of xt is ﬁnite;
(c) xt is continuous with respect to t.
For (a), it reads that for any > 0, there exists a > 0, for any t1, t2 ∈ [t0, t0 + ] : |t1 − t2|< , it follows that
|xt1/g − xt2/g|g |xt1 − xt2 |g = sup
s0
|x(s + t1) − x(s + t2)|/g(s)< .
Case 1: s = 0. We note that x is continuous on [t0, t0 + ], then it is uniformly continuous, i.e. for any > 0, there
exists a > 0, for any t1, t2 ∈ [t0, t0 + ] : |t1 − t2|< , it follows that
|x(s + t1) − x(s + t2)|/g(s) = |x(t1) − x(t2)|< .
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Case 2: s < 0, s + t1, s + t2 ∈ [t0, t0 + ]. Noting that x is continuous on [t0, t0 + ], so it is uniformly continuous,
by (i), one then gets
|x(s + t1) − x(s + t2)|/g(s) |x(s + t1) − x(s + t2)|< .
Case 3: s < 0, s + t1, s + t2 ∈ (−∞, t0]
|x(s + t1) − x(s + t2)|/g(s) = |xt0(s + t1 − t0) − xt0(s + t2 − t0)|/g(s)
= |(s + t1 − t0)/g(s) − (s + t2 − t0)/g(s)|,
(u = s + t1 − t0) |(s + t1 − t0)/g(s + t1 − t0) − (s + t2 − t0)/g(s)|
= |(u)/g(u) − (u − t1 + t2)/g(u − t1 + t0)|
 |(u − t1 + t2)/g(u − t1 + t2) − (u)/g(u)|.
For /g is uniformly continuous on (−∞, 0], then for the above > 0, there exists a > 0, for u, u − t1 + t2 ∈
(−∞, 0] : |u − (u − t1 + t2)| = |t1 − t2|< , we get
|(u)/g(u) − (u − t1 + t2)/g(u − t1 + t2)|< ,
that is
|x(s + t1) − x(s + t2)|/g(s)< 
then xt/g is uniformly continuous on [t0, t0 + ].
Case 4: s < 0, s + t1 ∈ (−∞, t0], s + t2 ∈ [t0, t0 + ] or (s < 0, s + t1 ∈ [t0, t0 + ], s + t2 ∈ (−∞, t0])
|x(s + t1) − x(s + t2)|/g(s) = |xt0(s + t1 − t0)/g(s) − x(s + t2)/g(s)|
 |(s + t1 − t0)/g(s + t1 − t0) − x(s + t2)/g(s)|
 |(s + t1 − t0)/g(s + t1 − t0) − (0)/g(0)|
+ |(0)/g(0) − x(s + t2)/g(s)|
 |(s + t1 − t0)/g(s + t1 − t0) − (0)/g(0)|
+ |x(s + t2) − x(t0)|.
From the fact that /g is uniformly continuous on (−∞, 0], and x is continuous on [t0, t0 + ], one then sees that
for the above > 0, there exists a > 0 such that
|(s + t1 − t0)/g(s + t1 − t0) − (0)/g(0)|< , |x(s + t2) − x(t0)|< ,
it then yields that |x(s + t1) − x(s + t2)|/g(s)< 2.
By the similar discussion, we obtain that |x(s + t1) − x(s + t2)|/g(s)< 2, for s < 0, s + t1 ∈ [t0, t0 + ], s + t2 ∈
(−∞, t0], then xt/g is uniformly continuous on [t0, t0 + ].
For (b), noting that g(s) is monotonous function, we then have that for t ∈ [t0, t0 + ]
|xt |g = sup
s0
|xt (s)|/g(s)
 sup
s t0−t
|xt (s)|/g(s) + sup
t0−t s0
|xt (s)|/g(s)
 sup
s+t−t00
|xt0(s + t − t0)|/g(s + t − t0) + sup
t0 s+t t
|x(s + t)|
= ||g + sup
t0 s+t t
|x(s + t)|,
by the fact that x is continuous on [t0, t0+], further it is bounded.We denote |x(s+ t)|b<∞, for s+ t ∈ [t0, t0+].
Then one derives that |xt |g ||g + b<∞.
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For (c), let t1, t2 ∈ [t0, t0 + ], without loss of generality, we assume that t0 t1 < t2.
|xt1 − xt2 |g sup
s t0−t2
|x(s + t1) − x(s + t2)|/g(s) + sup
t0−t2<s0
|x(s + t1) − x(s + t2)|/g(s)
= sup
s+t2 t0
|xt0(s + t2 − t2 + t1 − t0) − xt0(s + t2 − t0)|/g(s)
+ sup
t0<s+t2 t2
|x(s + t1) − x(s + t2)|/g(s)
 sup
u0
|(u − t2 + t1) − (u)|/g(u − t2 + t0) + sup
t0<s+t2<t0+
|x(s + t1) − x(s + t2)|
 sup
u0
|(u − t2 + t1)/g(u − t2 + t1) − (u)/g(u − t2 + t0)|
+ sup
t0<s+t2<t0+
|x(s + t1) − x(s + t2)|
 sup
u0
|(u)/g(u) − (u − t2 + t1)/g(u − t2 + t1)|
+ sup
t0<s+t1<t0+
|x(s + t1) − x(s + t2)|.
We notice that /g is uniformly continuous on (−∞, 0] and x is continuous on [t0, t0 + ], then for the above > 0,
there exists a > 0, one then obtains that
|(u)/g(u) − (u − t2 + t1)/g(u − t2 + t1)|< , |x(s + t1) − x(s + t2)|< .
Furthermore, |xt1 − xt2 |g < 2. It proves that xt is continuous on [t0, t0 + ].
(B2) For  ∈ Cg and > 0, denotes the restriction of  on the interval (−∞,−], then ||g || +‖‖[−,0].
In fact,
||g sup
s−
|(s)|/g(s) + sup
− s0
|(s)|/g(s)
 sup
s−
|(s)|/g(s) + sup
− s0
|(s)|
= || + ‖‖[−,0].
(B3) For any  ∈ Cg and  ∈ [0,∞), it follows that ||2||g.
In fact, by [1], for any  ∈ Cg and any  ∈ [0,∞), we let  represents the restriction of  on the interval
(−∞,−], that is (s) = (s), s ∈ (−∞,−]. Cg denotes the space structured by all the functions satisﬁed above
conditions. We deﬁne linear operator  by  : Cg → Cg , in other words, [](s)=(+ s), s ∈ (−∞,−]. Then
( + s) ∈ Cg , s ∈ (−∞,−] and it takes  on the interval (−∞,−], that is,  moves -unit to the left from the
origin, we represent it by . From the deﬁnition of [1],
|| = || = inf{||g :  ∈ Cg, = , ∈ Cg }.
Let
(0) (s) =
{
(0), s ∈ [−, 0],
(+ s), s ∈ (−∞,−].
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Then (0) ∈ Cg, thus
|| = inf{||g :  ∈ Cg, = , ∈ Cg }
 |(0) |g = sup
s0
|(0) (s)|/g(s)
 sup
s−
|(+ s)|/g(s) + sup
− s0
|(0)|/g(s)
 sup
s−
|(+ s)|/g(+ s) + sup
− s0
|(0)|/g(0)
 sup
s−
|(+ s)|/g(+ s) + |(0)|
= ||g + |(0)|2||g .
(B4) |(0)| ||g . In fact, by deﬁnition we can get ||g = sups0|(s)|/g(s) |(0)|/g(0) = |(0)|.
Lemma 2.1. The right functionals of (1) are continuous on R × Cg and satisfy local Lipschitz conditions on .
Proof. The right functionals of (1) can be written as
fi(t,) = hi(t,)
{
bi(t,) − ai(t,)i (0) −
∫ 0
−∞
Gi(t, t + s,1(s), . . . ,n(s)) ds
}
,
where (s) = (1(s), . . . ,n(s)), s0, ∈ Cg, i = 1, . . . , n.
To checkfi(t,) are continuous onR×Cg, by the condition (B), it is just to check functionalFi(t,)=
∫ 0
−∞ Gi(t, t+
s,1(s), . . . ,n(s)) ds are continuous on R × Cg . In order to do it, for any taken (t¯ , ¯), (t,) ∈ R × Cg, we can get
|Fi(t¯, ¯) − Fi(t,)|
∫ 0
−∞
|Gi(t¯, t¯ + s, ¯1(s), . . . , ¯n(s)) − Gi(t, t + s,1(s), . . . ,n(s))| ds

∫ 0
−∞
|Gi(t¯, t¯ + s, ¯1(s), . . . , ¯n(s)) − Gi(t, t + s, ¯1(s), . . . , ¯n(s))| ds
+
∫ 0
−∞
|Gi(t, t + s, ¯1(s), . . . , ¯n(s)) − Gi(t, t + s,1(s), . . . ,n(s))| ds
:= I1 + I2.
We note that
|Gi(t¯, t¯ + s, ¯1(s), . . . , ¯n(s)) − Gi(t, t + s, ¯1(s), . . . , ¯n(s))|
 |Gi(t¯, t¯ + s, ¯1(s), . . . , ¯n(s))| + |Gi(t, t + s, ¯1(s), . . . , ¯n(s))|
ci(t¯)g∗i (s)|¯(s)| + ci(t)g∗i (s)|¯(s)|.
As |t − t¯ | small enough, one can get that ci(t¯) + ci(t)3ci(t¯), it furthermore follows that
|Gi(t¯, t¯ + s, ¯1(s), . . . , ¯n(s)) − Gi(t, t + s, ¯1(s), . . . , ¯n(s))|3ci(t¯)g∗i (s)|¯(s)|.
Therefore it implies that∫ 0
−∞
|Gi(t¯, t¯ + s, ¯1(s), . . . , ¯n(s)) − Gi(t, t + s, ¯1(s), . . . , ¯n(s))| ds
3ci(t¯)
∫ 0
−∞
g∗i (s)|¯(s)| ds <∞.
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By dominant convergence theorem, as |t − t¯ | → 0 it follows that I1 → 0. Noting that
I2
∫ 0
−∞
ci(t)g
∗
i (s)|¯(s) − (s)| dsci(t)
∫ 0
−∞
g∗i (s) ds|¯− |g ,
as |¯− |g → 0, it then follows that I2 → 0.
Consequently, as |t− t¯ |+|−¯|g → 0, one can derive that |Fi(t¯, ¯)−Fi(t,)| → 0.ThenFi(t,) are continuous,
so do fi(t,) for i = 1, . . . , n. To check fi satisfy local Lipschitz conditions, we deﬁne
Hi() = max
0 tT
hi(t,), i = 1, . . . , n.
Then Hi() are continuous functionals in the space Cg , the sets
Ei = {	 ∈ Cg : |Hi(	) − Hi(0)|< 1, |	− 0|g < 1}
are open sets, where 0 ∈ Cg is arbitrary. If , ∈ Ei, then
|fi(t,) − fi(t,)|
 |hi(t,) − hi(t,)|
{
|bi(t,)| + |ai(t,)i (0)| +
∫ t
−∞
|Gi(t, s,1(s), . . . ,n(s))| ds
}
+ |hi(t,)|{|bi(t,) − bi(t,)| + |ai(t,)i (0) − ai(t,)i (0)|
+
∫ t
−∞
|Gi(t, s,1(s), . . . ,n(s)) − Gi(t, s,1(s), . . . ,n(s))| ds}
L|− |g{bui + (aui + ci(t))(|0|g + 1)}
+ (Hi(0) + 1){L + aui + L(|0|g + 1) + ci(t)N}|− |g .
From the fact that ci(t) is a T-periodic function, then fi(t,) (i = 1, . . . , n) satisfy the local Lipschitz conditions
on . 
Lemma 2.2. Let D be any compact set in Rn, if  ∈ Cg,(s) ∈ D, s0, then there exists a constant LD > 0 such
that
|fi(t,)|LD, t ∈ R+, i = 1, . . . , n.
Proof. Since D is a compact set, there exists a r > 0 such that for any x ∈ D it follows |x|r, one thus gets that
|fi(t,)| |hi(t,)|
{
bui + aui r +
∫ t
−∞
Gi(t, s, r, . . . , r) ds
}
Lr{bui + aui r + c∗i rNi},
where c∗i = max0 tT ci(t). The proof is complete. 
Lemma 2.3. If n ∈ C (n= 1, 2, . . .) is uniformly bounded sequence, then limn→+∞|n −0|g = 0 if and only if for
any positive integer k > 0, limn→+∞‖n − 0‖[−k,0] = 0.
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Proof. Let ‖n‖H . For any > 0, there exists positive integer K > 0, such that 1/g(−K)< . And for the same
> 0, there existsN > 0 such that as n>N, it follows that ‖n −0‖[−K,0], further ‖0‖H + . Then as n>N ,
we get that
|n − 0|g sup−K s0 |n(s) − 0(s)|/g(s) + sups<−K |n(s) − 0(s)|/g(s)
 sup
−K s0
|n(s) − 0(s)| +
1
g(−K)
[
sup
s<−K
|n(s)| + sup
s<−K
|0(s)|
]
< ‖n − 0‖[−K,0] + [H + H + ]
= [1 + 2H + ].
We complete the sufﬁcient condition, next we consider the necessary one. For any positive integer k > 0, there exists
> 0 such that 1/g(−k)> 
|n − 0|g sup−k s0 |n(s) − 0(s)|/g(s)
 1
g(−k) sup−k s0 |n(s) − 0(s)|
‖n − 0‖[−k,0].
We complete the proof of the Lemma. 
3. The existence of positive periodic solution
Deﬁnition 3.1 (Wang [6]). Let S be a convex and compact set of Rn, we denote the boundary of S by S. Obviously,
S divides Rn into two parts, we called S − S as interior direction, and denote S1. And called Rn − S as exterior
direction, denote S2. Regard R+ × S as general cylinder of R+ × Rn, then clearly, R+ × S also divides R+ × Rn
into two parts. We called R+ × S1 interior direction, and R+ × S2 exterior direction.
Deﬁnition 3.2 (Wang [6]). Let x(t) = x(
,)(t) (t
) be the solution of initial value problem of system (1), which
satisﬁes the initial condition x
=. If for any (t0, x0) ∈ R+ ×S, provided  ∈ B, () ∈ S,  ∈ R−, (0)=x0, it
follows that x(t0,)(t) (t t0), and there is some right neighborhood (t0, t0+) of t0, such that provided t ∈ (t0, t0+),
it follows that x(t0,)(t) ∈ S, then called system (1) interior direction at point (t0, x0) ofR+ ×S. If system is interior
direction at each point, then we called system (1) is interior direction on S.
Lemma 3.1 (Wan [6]). Assume that:
(1a) the initial value problem of system (1) satisfy the existence, uniqueness, extension and continuous dependence for
initial value;
(1b) if S0 is a compact set of Rn, then the set
S = { ∈ B : () ∈ S0,  ∈ R−, |(1) − (2)|LS0 |1 − 2|, 1, 2 ∈ R−}
is compact set of B, where LS0 > 0 is a constant;
(2) for any  ∈ B, t ∈ R+, there exists > 0, such that f (t + ,) = f (t,);
(3) for any compact set D of Rn, there exists constant LD such that provided  ∈ B,() ∈ D,  ∈ R−, it follows
that |f (t,)|LD, t ∈ R−;
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(4) there exists a convex and compact set S0 of Rn, such that system (1) is interior on S0; then system (1) has an 
periodic solution x = x(t), and x(t) ∈ S0, t ∈ R+.
Lemma 3.2. (Cg, | · |g) satisﬁes condition (1b).
Proof. Let S0 be compact of Rn,
S = { ∈ Cg : () ∈ S0,  ∈ R−, |(1) − (2)|L(S0)|1 − 2|, 1, 2 ∈ R−},
where L(S0) is a constant, next to verify set S is the compact set of space (Cg, | · |g).
Taken any sequence n ∈ S, then {n} is uniformly bounded and equi-continuous on interval [−1, 0]. From
Arzela–Ascoli Lemma, {n} has a subsequence {(1)n } on interval [−1, 0], which is uniformly converge to a continuous
function (1)0 . By the same way, sequence {(1)n } has a subsequence {(2)n } on interval [−2, 0], which is uniformly
converge to a continuous function (2)0 . We do it analogously, ﬁnally, we can obtain the subsequence {(n)n } of {n},
which is uniformly converge to a continuous function 0 on each interval [−i, 0], i = 1, 2, . . . , and 0() = (i)0 (),
when  ∈ [−i, 0].Then0() ∈ S0,  ∈ R−.Therefore0 ∈ Cg.ByLemma 2.3, we have that limn→∞|(n)n −0|g=0.
Therefore, S is compact set of space (Cg, | · |g). 
Theorem 3.1. If (A)–(C) hold, then (1) exists a T-periodic solution x(t) = (x1(t), . . . , xn(t)) satisfy
0<
bli − gui
aui
xi(t)
bui
ali
, t ∈ R, i = 1, . . . , n. (2)
Proof. Wemainly use Lemma 3.1 By Lemma 2.1, Theorems 2.1–2.3 of [5] and Lemma 3.2 we know that the condition
(1a) and (1b) of Lemma 3.1 are satisﬁed. From the condition (B), we get that the condition (2) of Lemma 3.1 holds.
Again from Lemma 2.2, it follows that the condition (3) of Lemma 3.1 is valid. Next, we will construct a interior
direction compact convex set.
For any taken  ∈ (0, 1), we take an  to be determined and deﬁne
	i = (1 + )
bui
ali
, i = (1 − )
bli − gui
aui
.
By the condition (C), it is obvious that 0< i < 	i , i = 1, . . . , n. We deﬁne a set
S = [1, 	1] × [2, 	2] × · · · × [n, 	n].
It is clear that S ⊂ Rn is compact convex set. Next, to prove S is interior direction about (1).
If  ∈ Cg,(s) ∈ S, s0 and for some i ∈ {1, . . . , n} it follows that i (0) = 	i , then
bi(t,) − ai(t,)i (0) −
∫ 0
−∞
Gi(t, t + s,1(s), . . . ,n(s)) ds
bui − ali	i −
∫ 0
−∞
Gi(t, t + s, 1, . . . , n) ds
= −bui −
∫ 0
−∞
Gi(t, t + s, 1, . . . , n) ds< 0.
So fi(t,)< 0.
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If  ∈ Cg,(s) ∈ S, s0 and for some i ∈ {1, . . . , n} it follows that i (0) = i , then
bi(t,) − ai(t,)i (0) −
∫ 0
−∞
Gi(t, t + s,1(s), . . . ,n(s)) ds
bli − aui i −
∫ 0
−∞
Gi(t, t + s, 	1, . . . , 	n) ds
= bli − (1 − )(bli − gui ) −
∫ 0
−∞
Gi(t, t + s, 	1, . . . , 	n) ds
(bli − gui ) −
∫ 0
−∞
[
Gi(t, t + s, 	1, . . . , 	n) − Gi
(
t, t + s, b
u
1
al1
, . . . ,
bun
aln
)]
ds
(bli − gui ) − ci(t)
∫ 0
−∞
g∗i (s)max
(∣∣∣∣∣	1 − b
u
1
al1
∣∣∣∣∣ , . . . ,
∣∣∣∣	n − bunaln
∣∣∣∣
)
ds
(bli − gui ) − c∗i Nimax
(
bu1
al1
, . . . ,
bun
aln
)
.
Take > 0 satisﬁes
bli − gui > c∗i Nimax
(
bu1
al1
, . . . ,
bun
aln
)
, i = 1, . . . , n.
Then
fi(t,)hi(t,)
[
bli − gui − c∗i Nimax
(
bu1
al1
, . . . ,
bun
aln
)]
> 0.
Therefore the set S is a interior direction compact convex set. Then (4) of Lemma 3.1 holds.
By Lemma 3.1 we know that system (1) exists a T-periodic solution x(t), and x(t) ∈ S, t ∈ R, that is
(1 − )(bli − gui )
aui
xi (t)(1 + )
bui
ali
, i = 1, . . . , n.
Take n=1/n and denote xn(t)=xn(t), t ∈ [0, T ]. By Lemma 2.2 we get that the sequence {xn} is uniformly bounded
and equi-continuous, then {xn} exists a subsequence {xni } which uniformly convergent on the interval [0, T ]. Let the
limit function be x∗(t), t ∈ [0, T ]. Since xn(t) is deﬁned on R, so does x∗(t). From Lemma 2.3 we have that
lim
n→∞ |x
∗
t − (xn)t |g = 0.
Let f = (f1, . . . , fn), system (1) can be written as x˙(t) = f (t, xt ).And the equivalent form is
x(t) = x(0) +
∫ t
0
f (s, xs) ds.
Since xn(t), t ∈ R is the solution of system (1), then
xn(t) = xn(0) +
∫ t
0
f (s, (xn)s) ds. (3)
For any t ∈ R+, let n → +∞ on the both sides of (3), then we get that
x∗(t) = x∗(0) +
∫ t
0
f (s, x∗s ) ds.
So x∗(t) is also the solution of system (1), obviously, it is a T-periodic and satisﬁes (2). The proof is complete. 
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4. Some example
Example 4.1. Space Cg requires that function is a uniform continuous and space Ch does not require this. The norm
of space Cg is supremum norm, the value of some point has a great inﬂuence upon the norm of Cg and, the norm of
space Ch is integral average, so the inﬂuence of the value of some point is somewhat smaller than that of Cg
g(x) =
{1, x ∈ [−1, 0],
−x, x ∈ (−∞,−1].
Now we take h(x) = e3x, x ∈ R−, then (x) = e−2x, x ∈ R−, it thus follows that  ∈ Ch but  /∈Cg . For the above
space Cg and Ch, let
n(x) =
⎧⎪⎨
⎪⎩
0, x ∈ (−∞,−1],
n(− 1n ) = 1,
n(x) = nn−1 (x + 1) as x ∈ [−1, 1n ) and n(x) = −nx as x ∈ (− 1n , 0].
We can see that n ∈ Cg and n ∈ Ch, n = 1, 2, . . . . But sequence {n} is not convergent sequence in Cg , that is
there does not exist a ∗ ∈ Cg such that as n → ∞, |∗ − n|g → 0. On the other hand, as n → ∞, it follows that
|n − ¯|h → 0 in space Ch, where
¯(x) =
{0, x ∈ (−∞,−1],
1 + x, x ∈ [−1, 0].
Example 4.2. For system (1), if we choose hi(t, xt ) = hi(t)x(t), bi(t, xt ) = bi(t)x(t), ai(t, xt ) = ai(t)x(t),
Gi(t, s, x1(s), . . . , xn(s))= ei(s−t)[x1(s)+ · · · + xn(s)], i = 1, . . . , n, then system (1) becomes the following system:
x˙i (t) = hi(t)x(t)
{
bi(t)x(t) − ai(t)x(t)xi(t) −
∫ t
−∞
ei(s−t)[x1(s) + · · · + xn(s)] ds
}
,
i = 1, . . . , n, (4)
where ai(t), bi(t), hi(t) are T-periodic functions.
One can show that condition (A) holds if taking ci(t) = n for t0, and g∗i (s) = eis for s0. Further, condition (B)
is fulﬁlled when we take
L = max
{
sup
t∈[0,T ]
ai(t), sup
t∈[0,T ]
bi(t), sup
t∈[0,T ]
hi(t)
}
> 0.
Moreover, if  = 0, then hi(t)(0) = hi(t) · 0 = 0; if  = 0, in view of the biological meaning, it must be (0)> 0,
then hi(t)(0)> 0. That is condition (B) is valid. It is easy to check that condition (C) is satisﬁed.
Then system (4) has a T-periodic solution x(t), and x(t) satisﬁes the expression (2).
5. Conclusion
Under some suitable conditions, by choosing phase space Cg as our space, we have shown that the existence of
positive periodic solution of n-species nonlinear, non-convolution, Volterra integro-differential system with inﬁnite
delay.At the end of this paper, two examples are demonstrated. Our results differ from the ones given by other authors.
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