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Abstract 
A language L E Z* is said to be sparse if L contains a vanishingly small fraction of all possible 
strings of length n in Z*. C. Ponder asked if there exists a sparse language L such that LL = Z*. 
We answer this question in the affirmative. Several different constructions are provided, using 
ideas from probability theory, fractal geometry, and analytic number theory. We obtain 
languages that are optimally sparse, up to a constant factor. Finally, we consider the generaliz- 
ation Lj = C*. 
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1. Introduction 
We recall some familiar notation from formal language theory: if A is a set, then by 
IAl we mean the cardinality of A. If B and C are sets of strings, then by BC we mean the 
set {bc( b E&C EC}. We define A0 = {E}, where E denotes the empty string, and 
A’ = AA’-’ for i 2 1. By A in we mean u. G i $ n A’, and A* denotes the set vi a o A’. 
(The reader unfamiliar with these concepts may wish to consult a text on formal 
language theory such as [S]). 
Let C be a finite alphabet with ICI 2 2. Consider the following definitions. 
Definition 1. A language L EC* is said to be sparse if 
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Definition 2. A language L is said to be dense if 
,iminflLn2‘““l = 
n-m JCG”J c. 
for some c > 0. 
(Note: These definitions were given by Yu [12], except that he used the term 
“weakly sparse” in place of “sparse”. We trust there will be no confusion with another 
meaning of “sparse” used in structural complexity theory, namely that the number of 
strings of length n is bounded by a polynomial in n.) 
In response to a question of Ponder [lo], Yu constructed two sparse languages, 
A and B, such that AB is dense; see 1121. However, the following question was left 
unresolved [lo]: Is there a sparse language L such that LL = C*? 
In this note, we answer this question in the affirmative. Several different construc- 
tions are provided, using ideas from probability theory, fractal geometry, and analytic 
number theory. We discuss exactly how sparse such a language can be. Finally, we 
also discuss the equation Lj = C* for j 2 3. 
2. Bounds on the sparseness of L 
Here, and in the rest of the paper, we assume that IC( = 2. Results similar to those 
given below can easily be obtained for larger alphabets. 
For a language L, define 
2, = A,(L) = 9. (1) 
Thus 1, is the probability that a randomly chosen string of length n is in L. 
Yu [12] made the following observation: 
Proposition 3. L is sparse iff lim,,, 2, = 0. 
A natural question is the following: If LL = C*, how sparse can L be ? We have the 
following theorem. 
Theorem 4. If LL = 27, then 
Proof. 
i-l 
2'= )LLnC'J < C ILnCkI(LnCi-k( + \LnC’j 
k=l 
(2) 
i-l 
< 2’ 2 AkAi-k + Ai . 
k=l 
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Therefore 
and so 
We now introduce some notation. Let us writef(n) = Q(g(n)) if there exists a con- 
stant c > 0 such thatf(n) > cg(n) for infinitely many positive integers n. Then we have 
the following corollary. 
Corollary 5. If LL = C*, then 1, = n(n- l”). 
Proof. Follows easily from Theorem 4. q 
3. A construction based on probability theory 
Our first construction of a sparse L such that LL = C* uses some ideas from 
probability theory. The method is essentially contained in the paper of Yu [12], but 
we modify the construction somewhat and give an improved analysis. 
Let C = {a, b}. (The construction could easily be modified for alphabets with more 
than two letters.) Let f(x) be a function to be specified later, and define 
A = {x EC* 1 at least the first if(lxl) symbols of x are a’s). 
Similarly, let 
B = {x EC* 1 at least the last ff( 1x1) symbols of x are a’s} 
Finally, let 
C = {x EC* (x does not contain a run of at least f(l.xl) consecutive a’s}. 
By definition we suppose that the empty string belongs to C. We put L, = A u B u C. 
Theorem 6. Let f(n) = 0 for n < 2, and f(n) = log,(n/log n) for n 3 3. Then (i) L, is 
sparse; (ii) LfL, = C*. 
Proof. To prove (i), it suffices to show that each of A, B and C is sparse. The sparseness 
of A and B is easy to see, as 
,$,(A) = /Z,(B) = O(fy)1’2) 
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For c, we use the well-known fact that almost all strings of length n contain a run of 
about (1 - E) log, n a’s. More precisely, we use the following result of Guibas and 
Odlyzko [3]. 
Lemma 7 [3]. The probability that a randomly chosen string of a’s and b’s of length 
n contains no run of k consecutive a’s is 
exp( - n2-k-1 + O(nk22-2k + k2-k)), 
where the constant implied by the 0 does not depend on k and n. 
Proof of Theorem 6 (Conclusion). Now, by putting k =f(n) in this lemma, we find that 
A,(C) = n -1/2eo((loEZn)4/n) = O(n-‘/z). 
Hence C is sparse, and so L, is sparse. 
To prove (ii), we let 
D = {x EC* 1 x contains a run of at leastf(Jxl) consecutive a’s>. 
We claim that D C_ BA s L,L,. To see this, notice that any string x of length 
n containing a run of at leastf(n) consecutive a’s can be written as x = yz, where y ends 
in &f(n) consecutive a’s, and z begins with if(n) consecutive a’s. Since 1 yl d 1x1 and 
\zJ d 1x1, we see that y ends in 2 ff(lyl) consecutive a’s, and z begins with Z &j( I zl) 
consecutive a’s. Hence y EB, z EA, and so D c BA. 
To complete the proof, we note that C u D = C*. 0 
Note that for this choice of L,, we have 
c A(&) = O(J;llogn), 
l<i<n 
where byf = O(g) we mean, as usual, thatf = O(g) and g = O(f). Thus L, is not as 
sparse as the lower bound given in Theorem 4. In the next section we will give an 
example of a language that actually achieves the lower bound (2) to within a constant 
factor. 
4. A construction inspired by fractal geometry 
In this section, and the next one, we give two more constructions for sparse sets 
L such that LL = Z*. Both constructions work as follows. 
First, we find a sufficiently sparse set of non-negative integers S that is an “additive 
basis of order 2”; i.e. S + S = Z s ‘, where by T + U for sets T and U we mean the set 
T+U={t+ult~T,ueU}. 
Next, we consider the language 
L= L(S)= {xEC*IIX(,ES}, 
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where C = {a, b}, and by (x Iu we mean the number of occurrences of the symbol a in 
the string x. 
Since S + S = Z a O, we see that LL = C*, as desired. Also, 
(3) 
so if we can show this quantity is o(l), we can conclude that L is sparse. 
We can also see how close L comes to the lower bound in (2), which can be viewed 
as another measure of sparseness. By the binomial theorem, 
(1 - x)-s-i = c i>o(“:i)xi=i~O(“:i)~i 
= Xk-s = xms Xk 
Setting x = f, we get 
2, (4) 
for all s 3 0. Hence 
In this section, an appropriate set S is constructed using inspiration from fractal 
geometry, while in the next section, we use an old idea from number theory. The 
reader may wish to compare the construction that follows with a theorem of Steinhaus 
[ll]: Every real number in the interval [0,2] can be written as the sum of two 
elements chosen from the Cantor set. The Cantor set is the set of real numbers in the 
interval [O, l] that can be expressed using only O’s and 2’s in base 3. It is an 
uncountable set of measure 0, but its fractal dimension is (log 2)/(log 3) = 0.6309. 
Let T be the set 
(0, 1,4,5,16,17,20,21,64,65,68,69, . . .} , 
the non-negative integers that can be written using only O’s and l’s in their base-4 
expansion, and let S1 = T v 2T. 
We now prove that the set Si is indeed an additive basis, and hence that 
L(SI)L(S,) = c*. 
Lemma 8. Every positive integer can be written as the sum of two elements of S1. 
Proof. Let the base-4 expansion of n be xi s o ni4i, where ni E (0, 1,2,3}. Then let y and 
z be integers whose base-4 expansion is given by yi = 2Lni/2], and Zi = nimod 2. 
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Clearly ni = Yi + Zi, and hence n = y + z (and y and z can be added digit-by-digit 
without carries). 0 
Our goal is to prove a lemma that allows us to estimate the sum (3) given a bound 
on 1s n [x,x + h]). First, however, we state the following useful result of Feller 
[2, p. 1701. 
Lemma 9 [2]. There exist constants A and B, independent of k and n, such that 
We are now ready to estimate the sum (3). We do this in the following technical 
lemma, which is slightly more general than necessary for our immediate purposes. It 
will, however, also be useful in Section 6. 
We will use Vinogradov’s notation, common in work on analytic number theory; 
we write f(x) ~5 g(x) for f(x) = O(g(x)). 
Lemma 10. For any set S of positive integers, and any positive integer n, define M to be 
the largest number of integers in S in any interval of length & near n/2. More 
specifically, let 
M= max 
lwn/zl<~ 
ISnCm,m+$ll 
Then 
Proof. We first note that 
2 ;<n 0 ( n > <2” lm-42) >&iiG n/2+Jnlogn+O(l) 4’ 
by Lemma 9. Now set J = L &A; then 
j=-(J+l) m=n/Z-(j+l)& 
mes 
.I+1 
<2x M 
( 
n 
j=O n/2 -j& + O(1) 
+ sMioe-‘j2 < ?M 
by an application of Lemma 9, and the result follows. q 
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To apply Lemma 10 to the set S, mentioned above, we next obtain a bound on 
IS1 n [x,x + hll. 
Lemma 11. If S1 is as defined above, then 
ISI n [x,x + h)( < 4J%. 
(Here [x,x + h) denotes, as usual, the half-open interval containing x but not 
containing x + h.) 
Proof. First we prove that for all j 3 0, 
1 Tn [x,x + 491 < 2j. 
To see this, note that the last j base-4 digits in x,x + 1, . . . , x + 4’ - 1 cycle through 
all 4’ possible combinations of j copies of the digits 0, 1,2,3, and exactly 2’ of these 
contain only O’s and 1’s. 
From this, it easily follows that 
jSln[x,x+4j)l<2j+‘. 
Given arbitrary h, we let 4j be the smallest power of 4 which is 3 h; then 4’ < 4h. 
Hence 
ISI n [x,x + h)l < S1 n [x,x + 491 < 2j+’ < 4,,&. 0 
Hence, combining Lemmas 10 and 11, we find the following result. 
Theorem 12. For S1 dejined as above, we have 
A,(L(S,)) = O(K 1’4). 
Up to a constant factor, this set S1 is optimal for the averaged lower bound in (2), as 
the following theorem shows: 
Theorem 13. For S1 defined as above, we have 
Proof. Use Lemma 11 and Eq. (5). 0 
Remark. Note that, as each integer is represented at least twice in L’, we can prove 
that 
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Actually, the maximum of 
can be shown to occur when N = 4k + qk-’ + ... + 1, allowing us to replace the 8 in - 
Theorem 13 with 3J3. 
5. A construction based on analytic number theory 
In this section, we give a third proof of our result, using methods from analytic 
number theory. 
Let Sz denote the set of non-negative integers that can be written as the sum of two 
integer squares. Then by Lagrange’s theorem [6, Theorem 3691, which says that every 
non-negative integer is the sum offour integer squares, we easily see that L2 = L(S,) 
satisfies L2L, = C*. 
Theorem 14. L2 is sparse; more precisely, &(L,) = O((log n)-ii’). 
Proof. To apply Lemma 10, it suffices to provide a sufficiently strong upper bound for 
R(x, h) = IS2 n [x,x + h)l . 
Landau [9] proved in 1908 that if 
Wh) = c 1, 
O$kch 
k=,,2+oZ 
then there is a constant cj such that 
h 
R(0, h) - c3 ___ 
Jlogh’ 
but this result is not sufficiently strong for our purposes. 
Hooley [7] remarked that, “an easy argument involving Selberg’s or Brun’s method 
yields the upper bound 
A(4h R(x, h) < ___ 
JGG 
for xE < h < x,” but he did not provide a proof. 
We provide a proof along the lines of Hooley’s suggestion. We write_/(x) 6, g(x) to 
indicate that the constant in the 0 depends on E. 
The idea is to use the fact that a positive integer n is the sum of two squares iff all its 
prime divisors congruent to 3 (mod 4) appear to an even power. Let xE < h d x. Let 
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A = A(x, h) = {nix < n < x + h}, /J = {primes p = 3 (mod 4)}, and z = xFd for some 
small fixed S > 0. Then 
W,P,z) = c 
. . 
1 whtch is 4a,C 
h 
x<:n<x+h 
Pin DP’Z 
Jlogz 
or p = l(mod4) 
by [4, Theorem 2.5 (Brun) or 7.2 (Selberg)]. 
Now, for any z 3 1, 
R(x, h) < c c 1 (here IZ = d’m) 
da1 x/d’< m C x/d2fhfd2 
p(d -p - 3(mod4) plm =p>z or p z l(mod4) 
Thus R(x, h) = O(h/,/&); combining this with Landau’s result, we get 
R(x, h) = O(h/m). 
So, taking h = J n and x = n/2 above, we see that we can apply Lemma 10 with 
M = O(Jm, which gives 
a, = 2-” c 
O<k<n 0 
; = O((logn)_“2). 
k=uZ+o’ 
This completes the proof of Theorem 14. 0 
6. Even sparser solutions to LL = .?Y* 
In the example of Section 4, we constructed a sequence L, such that &(L,) + 0, and 
c 1 G k G n&(Ll) was as small as possible (within a constant factor), but individual /2,, 
could get quite large, as large as cn- ‘14. (Incidentally, the 2, of that example are 
sometimes very small, as small as eden for some absolute constant c > 0.) 
It would be desirable to find a language L with each /2, = O(n-‘I’) which is, in 
general, as sparse as such a language can get. If we were to use our method of finding 
a suitable additive basis S, then we would need S to be quite sparse; i.e. that there 
exists a constant B such that 
ISn(x,x+&)l<B, (7) 
for all x. A slightly stronger requirement on S would be that if S = {sl,sz, . ..} and 
s1 < s2 < “.) then there exists a constant c > 0 such that s,+ 1 - s, > cn. 
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Then, using Lemma 10, we immediately see obtain the following theorem. 
Theorem 15. Zf the set S satis$es (7), then I,,(L(S)) = O(n-I”). 
It remains to establish that there exists a sequence satisfying (7). However, this was 
done by Cassels [l] (or see the discussion in [S, pp. 37-431). The construction is quite 
complicated. 
7. Generalizations to Lj = 22 
We might reasonably ask for generalizations of these results to the equation 
Lj = c*. 
A lower bound on the sparseness of such an L is given by IL n C” = Rj(2”/n1 l/j) 
infinitely often and 
l<;<n&anl’j- 1. 
. . 
An “additive basis” construction, as discussed previously in Section 4, goes as follows: 
let T be the set of non-negative integers whose expansion in base-2j contains only O’s 
and 1’s. Let S = Tu 2Tu .a. ~2’~‘T. Then 
C & d 21s n [O,n]l d 4jn’“. 
l$kCn 
Also, in this case, 
1 i-T.: n lk 3 (j!)lijnlij - 1 
. . 
> (e-’ + o(l))jn”j. 
Actually we can obtain the better upper bound: 
C & < 21s n [l,n]l < 2(j + 2)(1 - 2-j)“jn”j 
l<kCn 
d (2 + o(l))jn”j 
as the optimal case occurs where n = 2jr + 2j(*-i) + ... + 1 so that JS n [l, n]) 
= 2 *+’ +j2* and n l/j 3 y/(1 _ 2-j)l/j. 
Cassels [l] also gave appropriate bases of arbitrary order j. Using his results, we 
can construct languages L, with Lj = C*, and ( L n Z”( = 0(2”/n’ - l/j). 
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