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Regularity
In this paper, we study the regularity of solutions to two microscopic–macroscopic models:
Hookean spring model and FENE dumbbell model. By making use of the structure of
Fokker–Planck operator and establishing the general Hardy–Littlewood’s inequality, we
show that the classical solutions near the equilibrium obtained in [F. Lin, C. Liu, Ping Zhang,
On a micro–macro model for polymeric ﬂuids near equilibrium, Comm. Pure Appl. Math. 60
(6) (2007) 838–866] and [F. Lin, Ping Zhang, The FENE dumbbell model near equilibrium,
Acta Math. Sinica (Chin. Ser.) 24 (2008) 529–538] become smooth with respect to the end-
to-end vector variable q for any positive time.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The micro–macro models for polymeric liquids usually consist of beads joined by springs or rods [1,4]. In the simplest
case such as Hookean and FENE case, a molecule conﬁguration can be described by its end-to-end vector q. Taking into
account the elastic effect together with the thermo-ﬂuctuation, the distribution function ψ(t, x,q) of molecule orientations
q satisﬁes a Fokker–Planck equation. The convection velocity u satisﬁes the Navier–Stokes equations with an elastic stress
which reﬂects the microscopic contribution of the polymer molecules to the overall macroscopic ﬂow ﬁelds. Mathematically,
this system reads (one may check [9] for a formal energetic variational derivation)⎧⎪⎨
⎪⎩
ut + u · ∇u + ∇p = u + ∇ · τ , x ∈ R3,
∇ · u = 0, x ∈ R3,
ψt + u · ∇ψ = qψ − ∇q · (∇uqψ − ∇qUψ), (x,q) ∈ R3 ×D,
(1.1)
where the polymer stress τ is given by
τ =
∫
D
∇qU ⊗ qψ dq, (1.2)
and U (q) = U (|q|2) is the potential.
Existence results for micro–macro models of polymeric ﬂuids are usually limited to small time existence and uniqueness
of strong solutions [5,14,15] or global existence of weak solution [11]. In the setting when the last equation of (1.1) is
formulated as a stochastic PDE, we refer to [6] (see also [5] for a polynomial force). With regards to PDE coupled system,
we refer the reader to the earlier work [13].
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of extension to a related result of the Oldroyd model [8], and which corresponds to the Hooke dumbbell model. Lin and
Zhang [7] also proved the similar result for the FENE dumbbell model. In two space dimensions, the authors [2] proved the
global existence of smooth solutions to a coupled nonlinear Fokker–Planck and Navier–Stokes system when the convection
velocity u in the Fokker–Planck equation is replaced by a sort of time averaged one. Later this assumption was removed by
Constantin and Masmoudi [3]. At the same time, Lin, Zhang and Zhang [10] independently proved the global regularity for
the 2D co-rotational FENE model, see [12] for the dumbbell model.
Let us deﬁne
M(q) = e−U (q). (1.3)
It is easy to verify that (0,M) is the stationary solution to the system (1.1). In this paper, we will study the regularity of the
solutions to (1.1) in the case of Hookean and FENE model equilibrium. For the Hookean spring type model, we will assume
that D= R3 and ∫R3 exp{−U }dq = 1, furthermore,
|q| C(|∇qU | + 1), U  C + δ|∇qU |2, with δ < 1
2
,∫
R3
|∇qU |2e−U dq C,
∫
R3
|q|4e−U dq C, (1.4)
and
∣∣∇kq (∇qU )∣∣ C(|∇qU | + 1),
∫
R3
∣∣∇kq (q∇qUe− U2 )∣∣2 dq C, (1.5)
where the positive integer k 1.
While for the FENE Dumbbell model, which models polymers by nonlinear springs, accounting for the ﬁnite extensibility
of the polymer chains, we will assume that D= B(0,√b), the ball with center 0 and radius √b, and
U
(|q|2)= −b
2
log
(
1− |q|
2
b
)
. (1.6)
We also assume that ψ(t, x,q) satisﬁes the natural ﬂux boundary condition:
(∇qUψ + ∇qψ − ∇uqψ) · q|q|
∣∣∣∣|q|=√b = 0. (1.7)
Under the ﬂux boundary condition (1.7), we see that
∫
D ψ(t, x,q)dq is a conservative quantity, which coincides with the
physical meaning that ψ is a probability density for each ﬁxed t and x. For conveniences, let us assume∫
D
ψ(t, x,q)dq =
∫
D
ψ0(x,q)dq =
∫
D
M(q)dq. (1.8)
Let
ψ = M + √M f . (1.9)
The assumption (1.8) immediately implies that∫
D
√
M f dq = 0. (1.10)
And for FENE model, the ﬂux boundary condition becomes
(
1
2
∇qU f + ∇q f − ∇uqf
)
· q|q| = 0,
from which and the fact ∇qU = bqb−|q|2 , we can deduce that
f ||q|=√b = 0. (1.11)
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⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ut + u · ∇u + ∇p = u + ∇ ·
(∫
D
∇qU ⊗ q
√
M f dq
)
, x ∈ R3,
divu = 0, x ∈ R3,
ft + u · ∇ f + ∇uq ·
(
∇q f − ∇qU
2
f
)
−
(
q f + qU
2
f − |∇qU |
2
4
f
)
= √M∇uq · ∇qU , (x,q) ∈ R3 × D,
(1.12)
together with the boundary condition (1.11) in the FENE case and the initial datum
u|t=0 = u0, f |t=0 = f0 for (x,q) ∈ R3 × D, (1.13)
where f0 satisﬁes (1.10), divu0 = 0.
Under the assumptions (1.4)–(1.6), Lin, Liu and Zhang proved the global existence of classical solutions to the sys-
tem (1.12) when the initial data u0 and f0 are small in suitable sense, see [7,9]. The main aim of this paper is to study
the regularity with respect to q variables for the microscopic solution f obtained by [9] and [7]. For the Hookean model,
we will show the smoothing effect with respect to q can be obtained due to the Fokker–Planck’s structure as long as t > 0.
While for the FENE model, the higher regularity of f with respect to q depends heavily on the radius b. Roughly speaking,
the Fokker–Planck structure will absorb the singularities occurring on the boundary (|q| = b 12 ) brought by the potential U
provided that b is large. Now we state our main results as follows.
Theorem 1.1 (Hookean spring model). Let s 7 be an integer, and (u, f ) be a classical solution to the (1.12), which satisﬁes there exist
a suﬃciently small  and a constant A such that for any t  0,
∥∥u(t)∥∥2Hs  , ∣∣ f (t)∣∣2s +
t∫
0
∣∣∣∣∇q f + ∇qU2 f
∣∣∣∣
2
s
dτ  A. (1.14)
Then for any t0 > 0 and t  t0 , and for any multi-index β , there holds
∣∣∂βq f (t)∣∣2s−1 + ∣∣∇qU∂βq f (t)∣∣2s−1 +
t∫
t+1
[∣∣∣∣∇q(∂βq f )+ ∇qU2
(
∂
β
q f
)∣∣∣∣
2
s−1
+
∣∣∣∣∇qU ⊗ ∇q(∂βq f )+ ∇qU ⊗ ∇qU2
(
∂
β
q f
)∣∣∣∣
2
s−1
]
dτ
 C(t0, , A, β). (1.15)
In particular, the solution f (t, x,q) is smooth with respect to q for any positive time.
Theorem 1.2 (FENE dumbbell model). Let b > 2(1 + √1+ 4m(2m + 1) − κ) for some small constant κ , s  3 be an integer, and
(u, f ) be a classical solution to (1.12), which satisﬁes there exists some constant A such that for any t  0,
∥∥u(t)∥∥2Hs + ∣∣ f (t)∣∣2s +
t∫
0
(∥∥∇u(t′)∥∥2Hs + ∣∣∇q f (t′)∣∣2s dt′) A. (1.16)
Then there holds
f ∈ L∞([t0, t], Hs(R3; Hm−10 (D)))∩ L2([t0, t], Hs(R3; Hm(D))) (1.17)
for any 0< t0 < t < ∞.
Let us conclude this section by introducing some notations which will be used throughout this paper. We will denote ∂α
the derivatives with respect to x variables, and
‖φ‖Lp =
{ ∫
R3×D
|φ|p dxdq
} 1
p
, |φ|s =
{ ∫
R3×D
∑
|α|s
∣∣∂αφ∣∣2 dxdq}
1
2
,
and ‖u‖Hs the standard Sobolev norm of u in x variables. We shall use the convention ( f , g) to stand for the inner product
on R3,
∫
R3 f g dx, and on R
3 × D , ∫R3×D f g dxdq. The capital C will be regarded as the constants which may change from
line to line.
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In this section, we will prove the regularity with respect to q of the microscopic solution f for the Hookean spring type
model. Throughout this section, we assume that the potential U satisﬁes (1.4) and (1.5).
Let us ﬁrst prove the following lemma which will be repeatedly used in the subsequence.
Lemma 2.1. Let g ∈ S(R3 × R3). Then there exists a constant C such that
‖∇q g‖L2 + ‖∇qU g‖L2  C
(∥∥∥∥∇q g + ∇qU2 g
∥∥∥∥
L2
+ ‖g‖L2
)
. (2.1)
Proof. It is easy to calculate that∥∥∥∥∇q g + ∇qU2 g
∥∥∥∥
2
L2
= ‖∇q g‖2L2 +
∥∥∥∥∇qU2 g
∥∥∥∥
2
L2
−
∫
R3
∫
R3
qU
2
|g|2 dxdq,
which together with (1.4) implies (2.1). 
We will use an induction argument to prove (1.15). We now present the initial iteration to get the regularity in the q
variables.
Lemma 2.2. Under the assumptions of Theorem 1.1, there holds
∣∣∇q f (t)∣∣2s−1 + ∣∣∇qU f (t)∣∣2s−1 +
t+1∫
t
[∣∣∣∣∇q∇q f + ∇qU2 ∇q f
∣∣∣∣
2
s−1
+
∣∣∣∣∇qU ⊗ ∇q f + ∇qU ⊗ ∇qU2 f
∣∣∣∣
2
s−1
]
dτ  C(t0, A) (2.2)
for any t  t0 > 0.
Proof. Let h
def= ∇q f + ∇qU2 f . Using (1.12), it is easy to verify that
∂thi + u · ∇hi + ∇uq ·
(
∇qhi − ∇qU2 hi
)
− ∇uq · ∇q(∂qi U ) f
−
3∑
j=1
∂ jui
(
∂q j f −
∂q j U
2
f
)
− √M∇uq · ∇qU ∂qi U
2
− √M∇u : ∂qi (q ⊗ ∇qU )
= −|∇qU |
2
4
hi + qU2 hi + qhi − ∇q(∂qi U ) · h. (2.3)
Let |α| s − 1, we get by applying ∂α to (2.3) and then taking L2 inner product of the resulting equation with ∂αhi that
1
2
d
dt
∥∥∂αhi∥∥2L2 +
∥∥∥∥∂α
[
∇qhi + ∇qU2 hi
]∥∥∥∥
2
L2
= −(∂α[u · ∇hi], ∂αhi)−
(
∂α
[
∇uq ·
(
∇qhi − ∇qU2 hi
)]
, ∂αhi
)
+ (∂α[∇uq · ∇q(∂qi U ) f ], ∂αhi)
+
3∑
j=1
(
∂α
[
∂ jui
(
∂q j f −
∂q j U
2
f
)]
, ∂αhi
)
+
(
∂α
[√
M∇uq · ∇qU ∂qi U
2
]
, ∂αhi
)
+ (∂α[√M∇u : ∂qi (q ⊗ ∇qU )], ∂αhi)− (∂α[∇q(∂qi U ) · h], ∂αhi)
def= I1 + · · · + I7. (2.4)
We next estimate each term of (2.4). Thanks to divu = 0 and commutator estimate, we get
|I1| =
∣∣([∂α,u] · ∇hi, ∂αhi)∣∣ C‖∇u‖Hs−1 |hi|s−1∣∣∂αhi∣∣L2 .
Since ∇ · (∇uq) = 0, by integrating by parts and Lemma 2.1, we arrive at
|I2| =
∣∣∣∣
(
∂α[∇uqhi],∇q∂αhi + ∇qU2 ∂
αhi
)∣∣∣∣ C
∥∥∥∥∂α
[
∇qhi + ∇qU2 hi
]∥∥∥∥
L2
‖∇u‖Hs−1 |qhi|s−1
 C
∥∥∥∥∂α
[
∇qhi + ∇qU2 hi
]∥∥∥∥ ‖∇u‖Hs−1
(∣∣∣∣∇qhi + ∇qU2 hi
∣∣∣∣ + |hi|s−1
)
,L2 s−1
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|I4| =
3∑
j=1
∣∣∣∣
(
∂α[∂ jui f ], ∂α
(
∂q j +
∂q j U
2
)
hi
)∣∣∣∣ C
∥∥∥∥∂α
[
∇qhi + ∇qU2 hi
]∥∥∥∥
L2
‖∇u‖Hs−1 | f |s−1.
Again by (1.5) and Lemma 2.1, we have
|I3| C‖∇u‖Hs−1 |qf |s−1
(∥∥∇qU∂αhi∥∥L2 + ∥∥∂αhi∥∥L2) C‖∇u‖Hs−1(|h|s−1 + | f |s−1)
(∣∣∣∣∇qhi + ∇qU2 hi
∣∣∣∣
s−1
+ |hi|s−1
)
,
|I7| C
(∣∣∣∣∇qhi + ∇qU2 h
∣∣∣∣
s−1
+ |h|s−1
)∥∥∂αhi∥∥L2 .
Due to (1.4) and (1.5), it is easy to conclude that
|I5| + |I6| C‖∇u‖Hs−1 |hi |s−1.
Summing up all the above estimates, we get by (1.14) that
d
dt
|h|2s−1 +
∣∣∣∣∇qh + ∇qU2 h
∣∣∣∣
2
s−1
 C
(| f |2s−1 + |h|2s−1 + ‖∇u‖2Hs−1). (2.5)
Due to (1.14), we have for all t  0,
t+1∫
t
|h|2s−1 dτ  A.
Then there exists at least one t˜ ∈ [t, t + 1] such that∣∣h(t˜)∣∣2s−1  A.
Now we integrate (2.5) over [t˜, t˜ + 1] and use (1.14) to get for t ∈ [t˜, t˜ + 1] that
∣∣h(t)∣∣2s−1 +
t˜+1∫
t˜
∣∣∣∣∇qh + ∇qU2 h
∣∣∣∣
2
s−1
dτ 
∣∣h(t˜)∣∣2s−1 + C A  C A.
With the above inequality, we get by bootstrap and iteration argument that for any positive time t  t0 > 0, there holds
∣∣h(t)∣∣2s−1 +
t+1∫
t
∣∣∣∣∇qh + ∇qU2 h
∣∣∣∣
2
s−1
dτ  C(t0, A). (2.6)
On the other hand, notice that by Lemma 2.1,
|∇q f |2s−1 + |∇qU f |2s−1  C
(|h|2s−1 + | f |2s−1),
|∇qh|2s−1 + |∇qUh|2s−1  C
(∣∣∣∣∇qh + ∇qU2 h
∣∣∣∣
2
s−1
+ |h|2s−1
)
,
∂qi (∂q j f ) +
∂qi U
2
(∂q j f ) = ∂q j hi −
∂q j (∂qi U )
2
f ,
∇qU
2
(
∂qi f +
∂qi U
2
f
)
= ∇qU
2
hi,
which together with (2.6) yield (2.2). 
Now we are in a position to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. Based on Lemma 2.2, we shall use an inductive argument to prove the a priori estimate for the higher
order derivatives ∂αx ∂
β
q f with |α| s − 1, |β| 2. Firstly, thanks to (1.14) and (2.2), one has for |α| s − 1 and |β| 1 that
sup
tt0>0
∥∥∂αx ∂βq f ∥∥2L2 +
t+1∫ ∥∥∥∥∇q(∂αx ∂βq f )+ ∇qU2
(
∂αx ∂
β
q f
)∥∥∥∥
2
L2
 C(t0).t
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1. if |α| s − 1, 1 |β| N ,
sup
tt1>0
∥∥∂αx ∂βq f ∥∥2L2 +
t+1∫
t
∥∥∥∥∇q(∂αx ∂βq f )+ ∇qU2
(
∂αx ∂
β
q f
)∥∥∥∥
2
L2
dτ  C(t1); (2.7)
2. if |α| s − 1, 1 |β| N − 1,
sup
tt1>0
∥∥∇qU∂αx ∂βq f ∥∥2L2 +
t+1∫
t
∥∥∥∥∇qU ⊗ ∇q(∂αx ∂βq f )+ ∇qU ⊗ ∇qU2
(
∂αx ∂
β
q f
)∥∥∥∥
2
L2
dτ  C(t1). (2.8)
Let gα,β
def= ∂αx ∂βq f with |α| s − 1, |β| = N . Then thanks to the f -equation of (1.12), gα,β solves
∂t gα,β + ∂αx ∂βq (u · ∇ f ) + ∂αx ∂βq
(
∇uq ·
(
∇q f − ∇qU
2
f
))
− ∂αx ∂βq (
√
M∇uq · ∇qU )
= −|∇qU |
2
4
gα,β + qU
2
gα,β + q gα,β +
∑
|β1|1
Cββ1
[
∂
β1
q
(
qU
2
− |∇qU |
2
4
)
∂αx ∂
β−β1
q f
]
.
Before going further, we set Hα,β
def= ∇q gα,β + ∇qU2 gα,β , and introduce two operatorsP+ andP− , which are deﬁned as
the follows
P+(g)
def= ∇q g + ∇qU
2
g, P−(g)
def= ∇q g − ∇qU
2
g. (2.9)
It is easy to check that
(
P+(g),h
)= −(g,P−(h)).
Then Hα,β satisﬁes
∂t H
j
α,β +
∑
α1+α2=α
Cαα1∂
α1
x u ·P j+
(
∂
α2
x ∂
β
q f
)+P j+(∂αx ∂βq (√M∇uq · ∇qU ))+ II1 + II2
= −|∇qU |
2
4
H jα,β +
qU
2
H jα,β + qH jα,β∇q(∂q j U ) · Hα,β + II3,
where
II1 =
3∑
k=1
∂ku jP
k−
(
∂αx ∂
β
q f
)+ ∇uq ·P−(H jα,β)− ∇uq · ∇q(∂q j U )∂αx ∂βq f
−
∑
|β1|1
Cββ1
[
∇u: ∂q j
(
q ⊗ ∇q(∂
β1
q U )
2
)
∂αx ∂
β2
q f + ∇uq ·
∇q(∂β1q U )
2
P j+
(
∂αx ∂
β2
q f
)]
,
II2 =
3∑
i,k=1
∑
α1+α2=α
Cβδi C
α
α1
[
∂
α1
x (∂kui)P
k−
(
P j+
(
∂
α2
x ∂
β−δi
q f
))− ∂α1x (∂ku)i∂δk+δ jq U(∂α2x ∂β−δiq f )
−
∑
|β1|1
Cββ1
(
∂
α1
x (∂kui)
∂
β1+δk
q U
2
P j+
(
∂
α2
x ∂
β−β1−δi
q f
)− ∂α1x (∂kui) ∂
β1+δk+δ j
q U
2
∂
α2
x ∂
β−β1−δi
q f
)]
,
and
II3 =
∑
|β1|1
Cββ1
[
∂
β1
q
(
qU
2
− |∇qU |
2
4
)
P j+
(
∂αx ∂
β−β1
q f
)− ∂β1+δ jq
(
qU
2
− |∇qU |
2
4
)
∂αx ∂
β−β1
q f
]
,
where δi is a multi-index whose ith component is 1, and the others are 0.
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d
dt
‖Hα,β‖2L2 +
∥∥∥∥∇qHα,β + ∇q2 Hα,β
∥∥∥∥
2
L2
 C
( ∑
|α|s−1
|β|N
(∥∥∂αx ∂βq f ∥∥2L2 +
∥∥∥∥∇q(∂αx ∂βq f )+ ∇qU2
(
∂αx ∂
β
q f
)∥∥∥∥
2
L2
)
+
∑
|α|s−1
|β|N−1
(∥∥∇qU∂αx ∂βq f ∥∥2L2 +
∥∥∥∥∇qU ⊗ ∇q(∂αx ∂βq f )+ ∇qU ⊗ ∇qU2
(
∂αx ∂
β
q f
)∥∥∥∥
2
L2
)
+ ‖u‖2Hs
)
. (2.10)
Thanks to (2.7), we have for all t  t1,
t+1∫
t
‖Hα,β‖2L2 dτ  C(t1).
Then there exists t˜ ∈ [t, t + 1] such that
∥∥Hα,β(t˜)∥∥2L2  C(t1).
Integrating (2.10) over [t˜, t˜ + 1], we get by using (2.7) and (2.8) that for t ∈ [t˜, t˜ + 1],
∥∥Hα,β(t)∥∥2L2 +
t˜+1∫
t˜
∥∥∥∥∇qHα,β + ∇qU2 Hα,β
∥∥∥∥
2
L2
dτ 
∥∥Hα,β(t˜)∥∥2L2 + C(t1) C(t1).
Then bootstrap and iteration argument used to ensure that for any positive time t  t2 > t1 > 0,
sup
tt2
‖Hα,β‖2L2 +
t+1∫
t
∥∥∥∥∇qHα,β + ∇qU2 Hα,β
∥∥∥∥
2
L2
dτ  C(t1, t2). (2.11)
Noting that by Lemma 2.1,
‖∂qi gα,β‖2L2 + ‖∂qi U gα,β‖ C
(∥∥Hiα,β∥∥2L2 + ‖gα,β‖2L2),
‖∇qHα,β‖2L2 + ‖∇qU Hα,β‖2L2  C
(∥∥∥∥∇qHα,β + ∇qU2 Hα,β
∥∥∥∥
2
L2
+ ‖Hα,β‖2L2
)
,
∂qi (∂q j gα,β) +
∂qi U
2
(∂q j gα,β) = ∂q j Hiα,β −
∂q j (∂qi U )
2
gα,β,
∂q j U
2
∂qi gα,β +
∂q j U
2
∂q j U
2
gα,β =
∂q j U
2
Hiα,β,
we conclude that (2.7) and (2.8) still hold for |β| = N + 1. More precisely, we obtain
1. if |α| s − 1, |β| N + 1 and t  t2 > 0,
sup
tt2>0
∥∥∂αx ∂βq f ∥∥2L2 +
t+1∫
t
∥∥∥∥∇q(∂αx ∂βq f )+ ∇qU2
(
∂αx ∂
β
q f
)∥∥∥∥
2
L2
 C(t1, t2);
2. if |α| s − 1, |β| N and t  t2 > 0,
sup
tt2>0
∥∥∇qU∂αx ∂βq f ∥∥2L2 +
t+1∫
t
∥∥∥∥∇qU ⊗ ∇q(∂αx ∂βq f )+ ∇qU ⊗ ∇qU2
(
∂αx ∂
β
q f
)∥∥∥∥
2
L2
 C(t1, t2).
This completes the proof of Theorem 1.1. 
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In this section, we consider the FENE dumbbell model which is quite different from the Hookean spring model, since the
variable q is restricted to the bounded domain. In order to get the higher regularities of the solutions with respect to q, we
need to prove that the derivatives of f have the similar boundary condition as (1.11) when the radius is large enough.
3.1. Hardy–Littlewood type inequality
In this subsection, we prove a generalized Hardy–Littlewood type inequality which will be used repeatedly in the subse-
quence.
Lemma 3.1 (Hardy–Littlewood type inequality). Let b > 0,  > 0. Then for any f ∈ H10(B(0,
√
b)), m  1, there exists a constant C
depending only on b and m such that the following inequality holds∥∥∥∥ f (q)(b +  − |q|2)m
∥∥∥∥
L2(B(0,
√
b))
 C
∥∥∥∥ ∇q f (q)(b +  − |q|2)m−1
∥∥∥∥
L2(B(0,
√
b))
. (3.1)
In particular, if ‖ ∇q f (q)
(b−|q|2)m−1 ‖L2(B(0,√b)) is ﬁnite, then there holds∥∥∥∥ f (q)(b − |q|2)m
∥∥∥∥
L2(B(0,
√
b))
 Cm
∥∥∥∥ ∇q f (q)(b − |q|2)m−1
∥∥∥∥
L2(B(0,
√
b))
. (3.2)
Proof. We only present the proof of the case m > 1, since the classical Hardy–Littlewood inequality corresponds to the case
m = 1.
Let f ∈ C∞c (B(0,
√
b)) and we extend f to the whole space as the follows
f˜ =
{
f (q), q ∈ B(0,√b),
0, q ∈ B(0,√b)c . (3.3)
Now we can replace f by f˜ in the inequality (3.1). By the deﬁnition of f˜ , we have
f˜ (q) − f˜
(√
b + 
|q| q
)
=
1∫
0
∇q f˜
([(√
b + 
|q| − 1
)
θ + 1
]
q
)
·
(
q −
√
b + 
|q| q
)
dθ.
Then one has
∫
Rn
∣∣∣∣ f˜ (q)(b +  − |q|2)m
∣∣∣∣
2
dq
∫
Rn
∣∣∣∣∣
1∫
0
|∇q f˜ ([(
√
b+
|q| − 1)θ + 1]q)|
(
√
b +  − |q|)m−1(√b +  + |q|)m dθ
∣∣∣∣∣
2
dq

∫
Rn×[0,1]
∣∣∣∣ |∇q f˜ ([(
√
b+
|q| − 1)θ + 1]q)|
(
√
b +  − |q|)m−1(√b +  + |q|)m
∣∣∣∣
2
dθ dq.
Introduce a new variable q˜ deﬁned by
q˜ =
[(√
b + 
|q| − 1
)
θ + 1
]
q. (3.4)
Then from the deﬁnition of f˜ , it suﬃces to consider the domain |q| < √b. This means that |q˜| < √b +  and 0  θ < 1
from (3.4), and then |q| |q˜|. After a simple calculation, we can rewrite (3.4) as
q = q˜
1− θ
(
1−
√
b + 
|q˜|
)
(3.5)
for any 0 θ < 1. Let r˜ = |q˜|, r = |q|, and we get
0< 1−
√
b + 
r˜
= (1− θ) r
r˜
 1− θ. (3.6)
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Rn
∣∣∣∣ f˜ (q)(b +  − |q|2)m
∣∣∣∣
2
dq
∫
B(0,
√
b+)×(0,1)
∣∣∣∣ |∇q f˜ (q˜)|
(
√
b +  − |q|)m−1(√b +  + |q|)m
∣∣∣∣
2
dθ dq. (3.7)
Noting that⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
√
b +  − |q| =
√
b +  − |q˜|
1− θ ,
1√
b +  + |q| 
1√
b
,√
b +  + |q˜| = (1+ θ)
√
b +  + (1− θ)|q| (1+ θ)(√b +  + |q|),
(3.8)
and ∣∣∣∣det
(
dq
dq˜
)∣∣∣∣=
(1− √b+|q˜| θ
1− θ
)n−1 1
1− θ , (3.9)
we can change the variable from q to q˜, and then the inequality (3.7) turns into∫
Rn
∣∣∣∣ f˜ (q)(b +  − |q|2)m
∣∣∣∣
2
dq

∫
B(0,
√
b)×(0,1)
∣∣∣∣ |∇q f˜ (q˜)|
(
√
b +  − |q˜|)m−1(√b +  + |q˜|)m−1
∣∣∣∣
2 1
1− θ (1− θ)
2(m−1)
(√
b +  + |q˜|√
b +  + |q|
)2(m−1) 1
b
dθ dq˜

∫
B(0,
√
b)×(0,1)
∣∣∣∣ |∇q f˜ (q˜)|
(
√
b +  − |q˜|)m−1(√b +  + |q˜|)m−1
∣∣∣∣
2
(1− θ)2(m−1)−1(1+ θ)2(m−1) 1
b
dθ dq˜
 Cm
∫
B(0,
√
b)
∣∣∣∣ |∇q f (q)|(b +  − |q|2)m−1
∣∣∣∣
2
dq, (3.10)
where
Cm = 1
b
1∫
0
(1− θ)2(m−1)−1(1+ θ)2(m−1) dθ  1
b
(
1
4(s − 1) +
√
1
4(s − 1)
)
. (3.11)
This ﬁnishes the proof of the inequality (3.1). The inequality (3.2) can be easily obtained by applying Fatou’s lemma
to (3.1). 
3.2. Proof of Theorem 1.2
Before turning to the higher regularity, we ﬁrst give a more convenient formulation of the last equation of (1.12). By (1.6),
one has
−qU
2
+ |∇qU |
2
4
= −b
2 + 2b
4
1
b − |q|2 +
b2(b − 4)
4
1
(b − |q|2)2 ,
from which, we rewrite the last equation of (1.12) as
ft + u · ∇ f + ∇uq · ∇q f − q f − b
2 + 2b
4
f
b − |q|2 +
b2(b − 4)
4
f
(b − |q|2)2
=
(
1− |q|
2
b
) b
4
∇uq · bq
b − |q|2 +
1
2
∇uq · bq
b − |q|2 f . (3.12)
Lemma 3.2. Under the assumptions of Theorem 1.2, there holds
∣∣∣∣ f (t)(b − |q|2)k
∣∣∣∣
2
s
+ cb
t∫
t0
∣∣∣∣ ∇q f (t′)(b − |q|2)k
∣∣∣∣
2
s
dt′  C(b, A, t0) (3.13)
for any 0< t0 < t < ∞, km.
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(b+−|q|2)2k
to get
1
2
d
dt
∣∣∣∣ f(b +  − |q|2)k
∣∣∣∣
2
s
+
∑
|α|s
(
∂α(u · ∇ f + ∇uq · ∇q f − q f ), ∂
α f
(b +  − |q|2)2k
)
− b
2 + 2b
4
∣∣∣∣ f
(b +  − |q|2)k(b − |q|2) 12
∣∣∣∣
2
s
+ b
2(b − 4)
4
∣∣∣∣ f(b +  − |q|2)k(b − |q|2)
∣∣∣∣
2
s
= b
∑
|α|s
((
1− |q|
2
b
) b
4
∇∂αuq · q + 1
2
∂α(∇uq · qf ), ∂
α f
(b +  − |q|2)2k
)
. (3.14)
We will estimate the above equality term by term. Firstly, due to divu = 0 and commutator estimate, we get
∑
|α|s
(
∂α(u · ∇ f ), ∂
α f
(b +  − |q|2)2k
)
=
∑
|α|s
(
∂α(u · ∇ f ) − u · ∂α∇ f , ∂
α f
(b +  − |q|2)2k
)
 C‖∇u‖Hs
∣∣∣∣ f(b +  − |q|2)k
∣∣∣∣
2
s
.
We get by using integration by parts that∣∣∣∣
∫
R×D
∇uq · ∇q∂α f ∂
α f
(b +  − |q|2)2k dqdx
∣∣∣∣
 2k
∣∣∣∣
∫
R×D
∣∣∂α f ∣∣2∇uq · q
(b +  − |q|2)2k+1 dqdx
∣∣∣∣ kb‖∇u‖Hs
∣∣∣∣ f
(b +  − |q|2)k+ 12
∣∣∣∣
2
s
.
Thus, for any η > 0,
∑
|α|s
∣∣∣∣
(
∂α(∇uq · ∇ f ), ∂
α f
(b +  − |q|2)2k
)∣∣∣∣
 Cb
η
‖∇u‖2Hs
∣∣∣∣ f(b +  − |q|2)k
∣∣∣∣
2
s
+ η
(∣∣∣∣ ∇q f(b +  − |q|2)k
∣∣∣∣
2
s
+
∣∣∣∣ f(b +  − |q|2)k+1
∣∣∣∣
2
s
)
.
Note that
∫ t
0 |∇q f (t′)|2s dt′ < ∞, it is easy to justify that for a.e. t > 0,
−
∑
|α|s
(
q∂
α f ,
∂α f
(b +  − |q|2)2k
)
=
∣∣∣∣ ∇q f(b +  − |q|2)k
∣∣∣∣
2
s
+ 2k(4k − 1)
∣∣∣∣ f
(b +  − |q|2)k+ 12
∣∣∣∣
2
s
− 4k(2k + 1)(b + )
∣∣∣∣ f(b +  − |q|2)k+1
∣∣∣∣
2
s
.
Now we turn to the last two terms of (3.14). As b 4k, we get by Hölder inequality that
∣∣∣∣
((
1− |q|
2
b
) b
4
∇∂αuq · q, ∂
α f
(b − |q|2)(b +  − |q|2)2k
)∣∣∣∣ Cbη ‖∇u‖2Hs + η
∣∣∣∣ f(b +  − |q|2)k(b − |q|2)
∣∣∣∣
2
s
and ∣∣∣∣
(
∂α(∇uq · qf ), ∂
α f
(b − |q|2)(b +  − |q|2)2k
)∣∣∣∣ Cbη ‖∇u‖2Hs
∣∣∣∣ f(b +  − |q|2)k
∣∣∣∣
2
s
+ η
∣∣∣∣ f(b +  − |q|2)k(b − |q|2)
∣∣∣∣
2
s
.
Summing up all the above estimates, we get
1
2
d
dt
∣∣∣∣ f(b +  − |q|2)k
∣∣∣∣
2
s
+ (1− 2η)
∣∣∣∣ ∇q f(b +  − |q|2)k
∣∣∣∣
2
s
+
(
b2(b − 4)
4
− 4η − 4k(2k + 1)(b + )
)∣∣∣∣ f(b +  − |q|2)k(b − |q|2)
∣∣∣∣
2
s
 Cb,η
[(
1+ ‖∇u‖Hs + ‖∇u‖2s
)∣∣∣∣ f(b +  − |q|2)k
∣∣∣∣
2
+ ‖∇u‖2s
]
.s
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∣∣∣∣ f(b +  − |q|2)k(b − |q|2)
∣∣∣∣
2
s
 C
b
∣∣∣∣ ∇q f(b +  − |q|2)k
∣∣∣∣
2
s
,
and b
2(b−4)
4 − 4m(2m + 1)b + 12C b 0, so by taking η suﬃcient small, we can obtain
d
dt
∣∣∣∣ f(b +  − |q|2)k
∣∣∣∣
2
s
+
∣∣∣∣ ∇q f(b +  − |q|2)k
∣∣∣∣
2
s
 Cb,η
[
‖∇u‖2Hs
∣∣∣∣ f(b +  − |q|2)k
∣∣∣∣
2
s
+
∣∣∣∣ ∇q f(b +  − |q|2)k−1
∣∣∣∣
2
s
+ ‖∇u‖2s
]
. (3.15)
With (3.15), the lemma can be concluded by using the induction on the integer k. When k = 1, from (1.16), we can
choose some positive time t1 ∈ (0, t0m ) such that∣∣∣∣ f (t1)b +  − |q|2
∣∣∣∣
2
s
 C
∣∣∇q f (t1)∣∣2s  C mAt0 ,
since
t0
m∫
0
∣∣∇q f (t′)∣∣2s dt′  A.
Integrating (3.15) on the interval [t1, t] for any time t > t1, we get
∣∣∣∣ f (t)b +  − |q|2
∣∣∣∣
2
s
+
t∫
t1
∣∣∣∣ ∇q f (t′)b +  − |q|2
∣∣∣∣
2
s
dt′  Cb,η
A
t0
.
Now we can choose another positive time t2 ∈ (t1, 2t0m ) such that∣∣∣∣ f (t2)(b +  − |q|2)2
∣∣∣∣
2
s
 C
∣∣∣∣ ∇q f (t2)(b +  − |q|2)
∣∣∣∣
2
s
 C mA
t0
.
This means that we can integrate (3.15) with k = 2 on the interval [t2, t] for any time t > t2. Iterating this procedure for m
times, we conclude (3.13). 
Lemma 3.3. Under the assumptions of Theorem 1.2, there holds
∣∣∣∣ ∇q f (t)(b − |q|2)k
∣∣∣∣
2
s
+ cb
t∫
t0
∣∣∣∣ q f (t′)(b − |q|2)k
∣∣∣∣
2
s
dt′  C(b, A, t0) (3.16)
for any 0< t0 < t < ∞, km − 1.
Proof. Applying ∂α to (3.12) and taking the inner product of the resulting equation with ∇q · ( ∇q∂
α f
(b+−|q|2)2k ), and then exactly
as in the proof of (3.15), we obtain
d
dt
∣∣∣∣ ∇q f(b +  − |q|2)k
∣∣∣∣
2
s
+
∣∣∣∣ q f(b +  − |q|2)k
∣∣∣∣
2
s
 Cb
[
‖∇u‖2Hs
∣∣∣∣ ∇q f(b +  − |q|2)k
∣∣∣∣
2
s
+
∣∣∣∣ ∇q f(b +  − |q|2)k(b − |q|2)
∣∣∣∣
2
s
+ ‖∇u‖2s
]
.
Then (3.16) can be concluded by using the same argument as in Lemma 3.2. 
Now we are in a position to prove that f ∈ Hs(R3; H20(D)) which will allow us to integrate by parts with respect to
variables q to get the higher regularities.
Lemma 3.4. Let b > 2(1+ √85− κ) for some constant κ , and (u, f ) be the solution of (1.12) satisfying (1.16). Then there holds
f ∈ L∞([t0, t], Hs(R3; H20(D)))∩ L2([t0, t], Hs(R3; H3(D)))
for any 0< t0 < t < ∞.
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that for a.e. t > 0, x ∈ R3,
∂α f (t)
(b − |q|2)3 ,
∇q∂α f (t)
(b − |q|2)3 ,
q∂
α f (t)
(b − |q|2)2 ∈ L
2(D),
which together with the fact that
If g ∈ Hn(D) and f (q) = (b − |q|2)n g(q), then f ∈ Hn0(D), (3.17)
gives that ∂
α f (t)
(b−|q|2)2 ∈ H10(D). That is,
∂α f (t)
(b − |q|2)2
∣∣∣∣
∂D
= 0.
On the other hand, by Hardy–Littlewood inequality,
q
(
∂α f (t)
(b − |q|2)2
)
∈ L2(D),
we conclude from the basic elliptic PDE and (3.17) that
∂α f ∈ H20(D),
which means
∂qi
(
∂α f
)∣∣
∂D = 0.
Let g = ∂qi f , then the function g satisﬁes the following equation:
gt + u · ∇g + ∇uq · ∇q g − q g − b
2 + 2b
4
g
b − |q|2 +
b2(b − 4)
4
g
(b − |q|2)2
= −
3∑
j=1
∂ jui∂qi f −
b2 + 2b
4
2qf
(b − |q|2)2 +
b2(b − 4)
4
2qf
(b − |q|2)3
+ ∂qi
[(
1− |q|
2
b
) b
4−1
∇uq · q + 1
2
∇uq · bq
b − |q|2 f
]
. (3.18)
Again we apply ∂α to (3.18) and take the inner product of the resulting equation with q∂α g . Follow the similar arguments
as in Lemma 3.2, and we reach that
d
dt
|∇q g|2s + |q g|2s  Cb
[
‖∇u‖2Hs
(|∇q g|2s + |∇q f |2s )+ |∇q f |2s +
∣∣∣∣ ∇q f(b − |q|2)2
∣∣∣∣
2
s
+ ‖∇u‖2Hs
]
. (3.19)
Since now m = 3, Lemmas 3.2 and 3.3 yield that for t > t02 > 0 and k 2,
∣∣∣∣ ∇q f (t)(b − |q|2)k
∣∣∣∣
2
s
+
t∫
t0
2
(∣∣∣∣ ∇q f (τ )(b − |q|2)k+1
∣∣∣∣
2
s
+
∣∣∣∣ q f (τ )(b − |q|2)k
∣∣∣∣
2
s
)
dτ  C(t0, A).
Due to f |∂D = 0, we can choose some positive time t1 ∈ [ t02 , t0] such that∣∣∇q g(t1)∣∣2s  C∣∣q f (t1)∣∣2s  C(t0, A).
Integrating (3.19) on the interval [t1, t], we get that
∣∣∇q g(t)∣∣2s +
t∫
t1
∣∣q g(t′)∣∣2s dt′  C(t0, A).
Since g is also vanishing on the boundary of D , this yields Lemma 3.4. 
Now we are in a position to complete the proof of Theorem 1.2.
Proof of Theorem 1.2. We shall use the inductive method to prove the theorem. From Lemmas 3.2–3.4, we see that for
m 3, f ∈ L∞([t0, t], Hs(R3; H2(D))) ∩ L2([t0, t], Hs(R3; H3(D))) for any t > t0, and moreover0
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∣∣∣∣
2
s
+ ∣∣∇q(∇q f (t))∣∣2s + cb
t∫
t0
[∣∣∣∣ ∇q f (τ )(b − |q|2)m
∣∣∣∣
2
s
+
∣∣∣∣ q f (τ )(b − |q|2)m−1
∣∣∣∣
2
s
]
dτ  C(A, t0).
Thanks to the above inequality, we can inductively assume that for N <m,
1. f ∈ L∞([t1, t], Hs(R3; HN−10 (D)))∩ L2([t1, t], Hs(R3; HN (D))); (3.20)
2. for |β| N − 2 and t  t1 > 0,
t∫
t1
∣∣∣∣ ∂
β
q f (τ )
(b − |q|2)m+1−|β|
∣∣∣∣
2
s
dτ  C(t1). (3.21)
We next show that (3.20)–(3.21) still hold for N + 1. For this purpose, we set Hβ = ∂βq f with |β| = N − 2. Then Hβ
satisﬁes the following equation:
∂t Hβ + u · ∇Hβ + ∇uq · ∇qHβ − qHβ − b
2 + 2b
4
Hβ
b − |q|2 +
b2(b − 4)
4
Hβ
(b − |q|2)2
= −
∑
|δi |=1
3∑
j=1
Cβδi ∂ jui∂
δ j+β−δi
q f +
∑
|β2|<|β|
β1+β2=β
Cββ2
[
b2 + 2b
4
∂
β1
q
(
1
(b − |q|2)
)
∂
β2
q f − b
2(b − 4)
4
∂
β1
q
(
1
(b − |q|2)2
)
∂
β2
q f
]
+ ∂βq
[(
1− |q|
2
b
) b
4−1
∇uq · q + 1
2
∇uq · bq
b − |q|2 f
]
. (3.22)
Since the difference between the above equation and the original microscopic equation (3.12) is small, we will follow the
framework of the proof which has been used in Lemmas 3.2–3.4. Observing the right-hand side of (3.22), we shall pay much
attention to the typical term ∂β1q (
1
(b−|q|2)2 )∂
β2
q f . Note that∣∣∣∣∂β1q
(
1
(b − |q|2)2
)∣∣∣∣ Cb(b − |q|2)2+|β1|  Cb(b − |q|2)N−|β2| ,
we have∣∣∣∣
(
∂
β1
q
(
1
(b − |q|2)2
)
∂
β2
q ∂
α f ,
∂αHβ
(b +  − |q|2)2k
)∣∣∣∣ Cb
∣∣∣∣ ∂
β2
q f
(b − |q|2)(N+k−2)+1−|β2|
∣∣∣∣
s
∣∣∣∣ Hβ(b − |q|2)k+1
∣∣∣∣
s
. (3.23)
For any  > 0 and |α| s, we apply ∂α to (3.22) and take the L2 inner product of the resulting equation with ∂αHβ
(b+−|q|2)2k
to get
d
dt
∣∣∣∣ Hβ(b +  − |q|2)k
∣∣∣∣
2
s
+
∣∣∣∣ ∇qHβ(b +  − |q|2)k
∣∣∣∣
2
s
 Cb,η
[
‖∇u‖2Hs
∣∣∣∣ Hβ(b +  − |q|2)k
∣∣∣∣
2
s
+
∑
|α|=N−1
∣∣∣∣ ∇
α
q f
(b +  − |q|2)k−1
∣∣∣∣
2
s
+ ‖∇u‖2Hs +
∑
β1+β2=β
Cββ2
∣∣∣∣ ∂
β2
q f
(b − |q|2)(N+k−2)+1−|β2|
∣∣∣∣
2
s
]
.
Fortunately, the assumptions (3.20)–(3.21) allow us to copy here the bootstrap and iteration procedure at the end of the
proof of Lemma 3.2 provided N + k − 2m. Therefore we obtain
sup
tt2>t1
∣∣∣∣ Hβ(b − |q|2)m−(N−2)
∣∣∣∣
2
s
+
t∫
t2
∣∣∣∣ ∇qHβ(b +  − |q|2)m−(N−2)
∣∣∣∣
2
s
dτ  C(t1, t2), (3.24)
and
sup
tt3>t2
∣∣∣∣ ∇qHβ(b − |q|2)m−(N−1)
∣∣∣∣
2
s
+
t∫
t3
∣∣∣∣ qHβ(b +  − |q|2)m−(N−1)
∣∣∣∣
2
s
dτ  C(t1, t2, t3). (3.25)
Due to m N + 1, m − (N − 2) 3. This implies that for a.e. t > t3, x ∈ R3,
∂αHβ(t)
2 3
,
∇q∂αHβ(t)
2 3
,
q∂
αHβ(t)
2 2
∈ L2(D).
(b − |q| ) (b − |q| ) (b − |q| )
432 L. He, Z. Zhang / J. Math. Anal. Appl. 348 (2008) 419–432By the same proof of Lemma 3.4, we have for t > t3, Hβ(t) ∈ H20(D) and
∣∣∇q(∇qHβ)(t)∣∣2s + cb
t∫
t0
∣∣q(∇qHβ)(t′)∣∣2s dt′  C(t1, t2, t3),
from which, we deduce that
f ∈ L∞([t3, t], Hs(R3; HN0 (D)))∩ L2([t3, t], Hs(R3; HN+1(D))). (3.26)
Thus, (3.26) and (3.24) ensure that the assumptions (3.20) and (3.21) still hold for m N + 1. This means the whole above
procedure will stop when m = N . Therefore we complete the proof of Theorem 1.2. 
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