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1. Introduction
On the level of classical eld equations, the three{dimensional Georgi{Glashow model has
two phases: When the mass parameter of the Higgs eld is negative, the SU(2) gauge
symmetry is broken into U(1), and when it is positive the symmetry is unbroken. The
phase of the system can be determined by a local measurement of, say, the scalar eld
Tr
2
, which vanishes in the symmetric phase but is non-zero in the broken phase.
In the broken phase, the eld equations have a topologically non-trivial solution, the
't Hooft{Polyakov monopole [1, 2], whose energy is concentrated around a point-like core.
The mass, i.e., the total energy carried by a monopole, decreases when the mass parameter
approaches zero from below, and vanishes in the symmetric phase, in the sense that the
solution is indistinguishable from the trivial vacuum solution.
In many cases, however, we are more interested in the behaviour of the model when
uctuations are taken into account. It is immaterial whether the uctuations are ther-
mal uctuations in a classical eld theory or quantum uctuations in a Wick{rotated
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(2+1){dimensional quantum eld theory. Both of these systems are described by the same
partition function, and we shall make no distinction between them. Nevertheless, we shall
call the treatment based on classical eld equations \semiclassical" even though it is no
more accurate in a classical eld theory at a non-zero temperature than it is in a quantum
eld theory.
When uctuations are present, the above simple picture changes completely. In par-
ticular, the `symmetric' and `broken' phases are believed to be analytically connected to
each other [3, 4, 5, 6]. Order parameter candidates that are not gauge invariant, such
as hi, vanish in both phases, and positive denite observables, such as Tr
2
mentioned
above, are non-zero in both phases. It would seem natural that a quantity like the mass
of a 't Hooft{Polyakov monopole, however, should be protected against the eects of the
uctuations by its topology, and that it should therefore serve as an order parameter for
the phase transition. If this were the case, the phases could not be analytically connected.
One example of this is the Abelian Higgs model, in which the vortex tension indeed acts
as an order parameter [7, 8, 9].
On the other hand, it is not even obvious that the monopole mass can be given a
rigorous denition in a uctuating theory, because, in general, one cannot assume that
the eld congurations that contribute to the partition function are in some sense close to
solutions of classical eld equations. This problem was solved in Ref. [10], however, where
the monopole mass was dened as the increase of the free energy when the total magnetic
charge of the system is increased by one. Furthermore, it was shown how this quantity can
be measured in Monte Carlo simulations.
Thus, we have a well dened observable, the monopole mass, which could naturally be
expected to be zero in the symmetric phase and non-zero in the broken phase, and still the
phases are believed to be analytically connected. The purpose of this paper is to explain
this apparent paradox.
First, we present a calculation based on a simple dilute monopole gas approximation,
which predicts that although the monopole free energy is indeed non-zero and roughly equal
to its classical value in a system of intermediate volume, it decays to zero at exponentially
large volumes. Therefore, it should actually vanish everywhere in the thermodynamic
limit. This calculation is very similar to Polyakov's argument [11, 12] that the photon has
an exponentially small mass in the broken phase.
Second, we measure the monopole free energy directly in a Monte Carlo simulation on
dierent volumes using the method developed in Ref. [10]. We nd that the monopole free
energy has a volume-independent value in a wide range of lattice sizes, which shows that it
corresponds to a localised, point-like object. In agreement with the analytical arguments,
however, it eventually starts to decrease, when the volume is large enough.
The vanishing of the monopole free energy in the innite volume limit implies that the
monopoles condense. This leads to connement of electric charge according to the dual
superconductor picture [13], and our results can therefore be considered as a numerical
verication of Polyakov's semi-classical argument [12] that the Higgs phase is conning.
In particular, since the monopole free energy vanishes in both phases in the innite vol-
ume limit, it does not act as an order parameter, and this resolves the apparent paradox
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between a smooth crossover and the non-analytic behaviour of the monopole mass in the
semiclassical approximation.
Within the framework of high{temperature dimensional reduction [14], the three{
dimensional Georgi{Glashow model is an eective theory for the Yang{Mills theory at
high temperatures (see, for example, [15] and references therein). The phase transition of
our model, however, is not related to the deconnement phase transition of the Yang{Mills
theory or QCD. On the other hand, our methods can be generalised to four dimensions
in a straightforward way, and they may therefore be applicable also to studying Abelian
monopoles [16] in the Yang{Mills theory, in particular whether they condense at the tran-
sition point as has been suggested as a possible \mechanism" for connement [13].
Monopole free energies in the Yang{Mills theory have been studied before by several
groups [17, 18, 19, 20] using dierent techniques. In Refs. [17, 20] xed boundary conditions
were used to create a monopole, but this leads to signicant boundary eects. In Refs. [18,
19] a monopole creation operator was used, which lets one measure not only the mass
but also correlation functions of the monopole eld. With periodic boundary conditions,
however, the operator creates not only a monopole, but also an antimonopole somewhere
in the system in order to satisfy Gauss's law. The advantage of our approach is that
the system really has a non-zero magnetic charge, and because translation invariance is
preserved, no singularities can arise even near the boundaries of the lattice.
The structure of the paper is as follows. We start by discussing the three{dimensional
Georgi{Glashow model and the lattice denition of its magnetic monopoles in Section 2.
In Section 3, we use semi-classical results to motivate our numerical results. We present
details of the Monte Carlo simulations carried out in Section 4, and the results obtained
in Section 5. Finally we discuss our ndings in Section 6.
2. The Georgi{Glashow model


























































This can be interpreted as a three{dimensional Euclidean quantum eld theory, or as a





The coupling constant, g
2
3
, has the dimensions of mass, and we can write the parameters




















The notation here reects the fact that the theory is super{renormalisable (in three di-
mensions), and thus only the scalar mass needs a renormalisation counterterm. Even this
is only necessary up to the two loop level, and its value is known both in the MS scheme





) is the MS renormalised mass




To study this model in a fully non{perturbative manner, we formulate the theory in a
way that allows numerical solution by Monte Carlo simulation on a cubic, Euclidean lattice
consisting of L
3


















































is the bare lattice mass parameter and  = 4=(ag
2
3
) is the conventional notation
for the bare lattice gauge coupling.
We shall treat this lattice theory as an approximation to the continuum one, and
therefore we parameterise the theory in terms of the renormalised continuum couplings
dened in Eqs. (2.3) and (2.4). We are able to do this, because the relationships between
the lattice and continuum couplings are known [22, 23], but we shall postpone discussion
of them until Section 4. We shall also express all quantities in continuum units.
2.1 Magnetic monopoles
It is very well known that in the continuum, the eld equations have topologically non-
trivial solutions, 't Hooft{Polyakov monopoles [1, 2]. They can be characterised by a




































itself is gauge invariant, the integrand is not, and
therefore it does not have a direct physical interpretation. It can be easily seen, however,
that N
W
actually corresponds to the magnetic charge associated with the residual U(1)
gauge invariance.






































Therefore it is indeed the magnetic eld associated with the residual U(1) symmetry. The
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B, has the following properties: First,
because 
M
is given by a total derivative, the charge inside a given volume can be expressed
as a surface integral. Therefore any local deformation of the elds inside the volume cannot
















and is therefore quantised in units of 4=g. These two properties imply that the only way
the charge inside a volume can be changed is by moving a magnetic monopole in or out of
the volume. In other words, the magnetic charges are topologically stable.
What is less well known is that these same properties are also true for the lattice
















































. If we dene the magnetic











it satises the same conditions that guarantee in the continuum the topological stability
of magnetic monopoles: the charge is quantised and can be written as a surface integral.
This shows that magnetic monopoles are topologically stable objects even in a discretised
lattice theory.
Because of the quantisation and stability of magnetic charge, it makes sense to consider
`microcanonical' partition functions Z
Q
M
which are restricted to congurations with a given
magnetic charge Q
M



















and the free energy of a monopole as the free energy dierence of sectors Q
M


















) can also be interpreted as the mass of a monopole, and with a
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slight abuse of language we can generalise into the fully non-perturbative case by dening





The semiclassical picture would predict that monopoles are massive in the broken phase
and massless in the symmetric phase. If this were true, the mass would serve as an order
parameter for the phase transition.
2.2 Boundary conditions
We measure the monopole free energy following the method of Ref. [10], which for conve-
nience we briey review in this Section.
Our strategy is to work on a nite sized system, and impose boundary conditions that
force the total magnetic charge of the lattice to be either odd or even, whilst preserving
the translation invariance of the system. This is important because translation invariance
guarantees the absence of boundary eects.
Gauss's law rules out periodic boundary conditions, as the total charge is constrained
to be zero. However, translation invariance is preserved by any boundary conditions that
are periodic up to symmetries of the Lagrangian, and in general they allow a non-zero
magnetic charge. For instance, `C{periodic boundary conditions' [24]


















are such that the net magnetic charge can be non-zero, but it is constrained to be even [10].
We shall refer to calculations using such boundary conditions with a subscript `0'.
Similarly, if the elds are constrained to behave as













on moving around the lattice, the net magnetic charge is odd. We term these `twisted
(C{periodic) boundary conditions', and denote results so obtained by a subscript `1'. It is
easy to see that both sets of boundary conditions are symmetries of the lattice Lagrangian.
By a gauge transformation, the twisted boundary conditions may be rewritten as




(x; L; L  1) =  U
3

(x; 0; L  1);
U
1
(L  1; L; z) =  U
1

(L  1; 0; z);
U
1
(L  1; y; L) =  U
1

(L  1; y; 0): (2.18)
By a suitable redenition of the elds
U
3





(N   1; N; z) !  U
1
(N   1; N; z);
U
1
(N   1; y; N) !  U
1
(N   1; y; N); (2.19)
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we can express the twisted boundary conditions as a theory with C{periodic boundary








D exp ( S  S) ; (2.20)





































We emphasise that, because Eq. (2.20) is equivalent to Eq. (2.17) with the translation






) does not aect any
observable, and in particular, it does not x the location of the monopole on the lattice.
In physical terms, S gives a negative gauge coupling to three orthogonal stacks of
plaquettes which are pierced by three mutually intersecting lines on the lattice. These
lines are known in the literature as 't Hooft lines [25]. A single, open 't Hooft line creates
a pair of Dirac monopoles, and has been used to measure their interaction potential in
Refs. [26, 27, 28, 29, 30]. It should be noted, however, that Dirac monopoles are rather
dierent from 't Hooft-Polyakov monopoles. They have only half the magnetic charge of
the latter, and are singular, non-dynamical objects. In our case, the 't Hooft lines are
closed by the boundary conditions, and therefore they do not create any singularities, but
a non-singular 't Hooft{Polyakov monopole.













=   lnhexp( S)i: (2.22)





























where V is the volume of the system. We know that for suÆciently large y in the symmetric
phase the free energy of the monopole will go to zero (at least in the large volume limit). If
we see the derivative becoming zero, the free energy is at most a constant. In Section 4 we
also measure the free energy at a point in the symmetric phase and nd it to be consistent
with zero. If the derivative is zero all over the symmetric phase, it is reasonable to assume,
then, that the free energy itself is becoming zero.
3. Semiclassical expectations
We now turn our attention to the semi{classical predictions for the 't Hooft{Polyakov
monopole (see, for instance, [12]), to which we would like to compare our results from the
fully quantised theory.
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The semi{classical solution of unit winding number is the 't Hooft{Polyakov monopole
[1, 2], associated with an isolated zero of the scalar eld. Away from this, the scalar eld




























We thus have a picture where asymptotically the gauge elds are Abelian, save within
some extended core whose size is dened by the above length scales where the gauge elds
`unwind' into the full SU(2) gauge manifold. We shall nd that this scenario remains at
least qualitatively valid when quantum corrections are introduced.










where f(x) is the 't Hooft function. To satisfy the Bogomolny lower bound on the mass,
f(0) = 1. Also, it is known numerically (see, for example, [31]) that for small x, f(x) '
1 + x.


















Assuming that the monopoles are point-like and non-interacting, we can roughly esti-























which is suppressed by the exponential of the mass. We may also dene a mean separation















When M  g
2
3





, and therefore the above assumption of point-like monopoles is valid.
This is the semiclassical picture for innite volume. What we are interested in is what
happens in the quantised theory of nite volume, and the interplay of the system size, aL




Let us rst briey discuss what happens when the volume of the system is comparable to,
or smaller than, the length scales discussed before. The core size of a monopole is given by





and therefore if aL . , there is no room for a monopole in the system. If the system is
forced by twisted boundary conditions to contain one monopole, its core will ll the lattice
and the whole system will be in the conning phase. On the other hand, the untwisted
system is in the Higgs phase. The free energy densities of these two phases dier by a
certain non-zero amount f , which is essentially the latent heat, and as this is the case in




Thus, we can conclude that when aL , F should scale as the volume of the system.
When the volume is increased,  . aL . 2:5, the elds start to approach the U(1) of
the Higgs vacuum far from the monopole core of the twisted system. Nonetheless, the core
will be aected by the boundary conditions, and in general a restriction in the core size
by the boundary will lead to an increase in the (absolute value of the) free energy and its
derivatives. As a rough estimate, if the total non{Abelian ux inside the monopole core is
roughly constant, then the ux density will vary as the inverse of the volume. The total
energy of the system would then vary as L
 3
. (The gure 2:5 is a rough limit derived
from our results.)
3.2 Intermediate volumes
Let us then consider a system that is large enough to comfortably accommodate one
monopole, but is so small that the uctuations are not likely to create isolated monopoles
(or, more accurately, well separated monopole{antimonopole pairs). This is the case when
  aL D. That is, the entropy{action balance is dominated by the action cost, which
limits us to the minimum number of monopoles (and antimonopoles) required to satisfy
the boundary conditions.
We expect the free energy dierence, Eq. (2.22), to be that between a system of one
monopole and an uncharged box. Because a monopole is a localised object, the regions
far from the monopole core are unaware of the twist in the boundary conditions. F only
gets a contribution from the monopole core and is therefore independent of the volume. In
this case, the identication of F with the monopole mass makes sense, and a comparison
between the measured values and the semiclassical formul above yields information on
the radiative corrections to the semiclassical monopole.
3.3 Large volumes
As the volume is increased such that aL  D, the entropy gain in introducing well sep-
arated monopole{antimonopole pairs into the vacuum outweighs the action cost and the
mean density of topological objects is no longer expected to be the minimum commensurate
with the boundary conditions. The free energy required to introduce an extra monopole
{ 9 {
into the system is now less than the mass of the single monopole, as we demonstrate with
a simple model.
3.3.1 The dilute monopole gas
Following Ref. [32], where a similar eect was discussed in the case of vortices in (2+1){
dimensions, we assume that the density of monopoles is low enough that the probability
of nding one in any sub-volume of space is independent of the rest of the volume. In
other words, the monopoles are assumed to be point-like or that overlap of the cores is of
vanishing measure. As discussed above, this dilute monopole gas approximation is believed
to be valid deep in the broken phase.
The probability of nding n monopoles or antimonopoles (we do not distinguish) in a























V )) and untwisted




V )) boundary conditions.
The free energy of the system (or its derivative) is extensive and the sum of the free


























































was dened in Eq. (3.5). Eq. (3.10) gives the desired plateau for intermediate
V , but then decays to zero as V ! 1, beginning once V & V
c





Note that since 
0
V is simply the typical number of monopoles and antimonopoles created
by uctuations, this result shows that the monopole free energy decays as soon as the
uctuations can create isolated monopoles.
Crucial in the above calculation is the assumption that the monopoles are non-interact-
ing. Although the monopoles at least semiclassically have a long range Coulomb interac-
tion, we believe this approximation is justied, because the interaction is non-conning.
Nevertheless, it is only an approximation, and therefore it must be tested in numerical
simulations, as we do in Sect. 5.
We can also see that the above argument would break down if we tried to apply it
to the four{dimensional case, where the monopoles are world lines rather than point-like
objects. In a Euclidean theory, the action of the monopole world line would be proportional
to its length, and therefore 
0
would vanish exponentially when the limit of innite time
dimension is taken. The same happens for vortices in the three{dimensional U(1) theory [9].
In future work we aim to verify that this is also true for vortices in a non{Abelian theory.
On the other hand, if one of the three dimensions is compact as in the (2+1){dimensional
case at a non-zero temperature, 
0
is nite, and again the vortex free energy vanishes in
the innite volume limit [32].
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3.3.2 Connement
The prediction of the dilute monopole gas approximation that the monopole free energy
vanishes in both phases in the innite volume limit is compatible with the properties the
phase diagram of the theory is believed to have. Vanishing free energy means that the
monopoles condense, and according to the dual superconductor picture [13], this gives rise
to connement.
Indeed, it is known semiclassically that the non-zero monopole density gives the photon
a non-zero mass even in the Higgs phase [11], and this leads to connement. Thus it is
natural to assume that the Higgs phase is analytically connected to the conning phase [4,
5]. Again, this can only be true if the monopole free energy vanishes in the Higgs phase,
because otherwise it would act as an order parameter signalling a transition from the Higgs
to the conning phase.
Previous studies [5] have supported the idea of a smooth crossover between the phases,
but as they only concentrated on local quantities, they cannot be regarded as proofs. For
instance, in the three{dimensional Abelian Higgs model, the phase transition can only
be seen in practice by measuring non-local observables such as the vortex tension or the
photon mass [9]. In the present case, the predicted non-zero photon mass has not been
observed in simulations [5, 6]. It is clear from the results presented here that the reason
for this lies in the very large volumes required.




0.35  10,  3,  1,  0:5, 1, 10 18:0 0:222 16
Table 1: Lattices used to study the monopole free energy by the method of progressive twisting.
4. Lattice Monte Carlo simulations
We simulate the Georgi{Glashow model on the lattice via Monte Carlo importance sam-
pling of the partition functions for both the C{periodic and twisted C{periodic boundary
conditions. Updates to the lattice were performed as compound sweeps consisting of one
heatbath update to the gauge and scalar elds, followed by two over-relaxation steps to
each. Measurements were made once per compound sweep.
Statistical errors were estimated by jack-knife analysis, dividing the data sets into ten
bins. For most lattices, the bin size was much longer than the autocorrelation time of the
observables, making them independent. This could be seen in an approximate decrease in
the statistical errors as 1=
p
N as the number of measurements, N , was increased. The only
lattice on which this was not readily apparent was the  = 4:5, L = 46, where the errors
did not show such a reduction. This may indicate that, despite considerable computational
eort, the ensemble size is still such that the autocorrelation time was comparable to the
bin size. Error estimates for this ensemble should thus be treated as lower bounds.
To illustrate that the twisted boundary conditions (2.17) indeed generate a monopole,
we show in Fig. 1 the isosurfaces of Tr
2










dips around the same point, exactly as is expected to happen near the monopole
core. Because of thermal uctuations, the isosurfaces are not spherical.
4.1 Observables








=2) = 0:18 (blue) in a typi-
cal eld conguration at x = 0:05, y = 0:45 and
 = 18. In order to reduce noise, the congu-
ration was averaged over 50 subsequent Monte
Carlo sweeps.
We measure the free energy and its derivative
with respect to the scalar mass. The former
is done via Eq. (2.22). In practice this does
not work; the importance sampling of the the-
ory with untwisted boundary conditions has
very small overlap with that of the twisted
partition function. This leads to strong sign
uctuations in S which leads to a poor con-
vergence of its average through Monte Carlo
simulation.
Instead, as in Refs. [9, 26, 27], we can
introduce a set of ensembles dened by a real







D exp ( S   "S) ; (4.1)
where " = 0 is the untwisted case, and " = 1

















where the subscript " indicates that the expectation value must be measured using Eq. (4.1).
This gives us the absolute value of F , but with the cost that we have to measure expec-
tation values at non-physical values of ". We call this the `method of progressive twisting'.
Calculations of the free energy by progressive twisting typically used 10,000 to 20,000 mea-
surements for each of 37 values of the twisting parameter, ", which are then numerically
integrated. (For an alternative approach, see Ref. [29].)
Alternatively, the derivative of the free energy, Eq. (2.23), may be measured directly,
which avoids the reweighting problem. We are, however, calculating an intensive quantity
as the dierence of two approximately extensive numbers. Maintaining a constant error on
the former demands increasing accuracy in the latter for increasing volume. Even allowing
for self{averaging and the good scaling properties of the simulation algorithm, maintaining
comparable precision in the free energy derivative requires CPU time rising as L
6
. This
limits the results of this study to L  46. Calculations of the derivative with respect to
the scalar mass used between 200,000 and 500,000 measurements for each of the boundary
condition choices.
4.2 Lattice parameters
The physical and lattice parameter values used are listed for reference in Tables 1 and 2.
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In this section we discuss simulations of the SU(2) Georgi{Glashow model in three
Euclidean dimensions. The action for the theory has been given in Eq. (2.5). In addition
to the parameters that dene our theory in the continuum limit, x and y, there are two ad-
ditional complications in the lattice theory, being the lattice spacing, ag
2
3






, of the cubic lattice on which we perform the simulations.




0.35  0:124 4.5 0.889 4, 6, 8, 10, 12, 14, 16, 18, 20,
22, 24, 28, 32, 36, 40, 46
6.0 0.667 4, 6, 8, 10
9.0 0.444 4, 6, 8, 10, 12, 14, 16
12.0 0.333 4, 6, 8, 10, 12, 14, 16, 20
18.0 0.222 4, 6, 8, 10, 12, 14, 16, 20
Table 2: Lattices used to study the system size dependence of the derivative of the monopole free
energy.
Detailed investigations of nite volume eects and scaling of correlation lengths have
been performed for the d = 2 + 1 pure gauge SU(2) and Georgi{Glashow eld theories in
[33, 15]. Here we summarise the ndings briey for the benet of non{specialist readers.
The lattice calculations yield dimensionless results, which may be interpreted as being
the physical result multiplied by the lattice spacing raised to their nave dimensions, and
which we denote via a circumex accent. We remove the dependence on the unknown lattice




it is natural to express the results in terms of powers of g
3
, which has the dimensions
of (mass)
1=2
. For suÆciently ne lattices, the agreement with the continuum limit will
be within the statistical errors of the lattice data, but on coarser lattices there may in
principle be deviations. The results in Refs. [33, 15] are indicative of the continuum limit
for  & 4:5, which includes relatively coarse lattices at the lower end of this range (as we
discuss later).
The lattice theory in Eq. (2.5) is parameterised by three couplings (m
2
; ; ). In order
to vary the lattice spacing, we wish to change  whilst maintaining the same continuum
theory [i.e. (x; y)]. This is commonly referred to as moving along `lines of constant physics'.
These trajectories have been calculated [22, 23] in the limit  !1, and they are believed









































Again, we address the range of applicability in a later section. We are primarily interested
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Figure 2: The derivative of the monopole free energy as a function of (small) lattice size at
x = 0:35; y =  0:124.
in testing the idea that the 't Hooft{Polyakov monopoles condense. The measurement of
this is a ne balance. Whilst monopoles are topologically stable even if their core is smaller
than the lattice spacing, it should be much larger than that to ensure they resemble the
semiclassical 't Hooft{Polyakov solution. Experience indicates that the correlation lengths
of the gauge and scalar eld should be at least 2 or 3 lattice spacings. Simultaneously, in
order to see the screening of the free energy that signals the formation of the plasma, we
require lattices that are (much) larger than the mean separation of the monopoles, such
that it is possible for screening of magnetic charge to occur. Given that these two scales
may be widely separated, it is not at all clear that we will be able to achieve the balance
using a lattice size, L, which can be realistically simulated on the resources available.
We can use the known, semi-classical description of the monopoles [11] to estimate
the parameters needed for the lattice. Such estimates are, of course, only expected to be
accurate up to numerical factors which may be important here. Nonetheless, we may hope
the results are indicative at least, and the exercise gives some insight into the possible
screening mechanism.
The monopole density (3.6) has a maximum value of just under 0:000345. Screening






















12.0 9.0 6.0 4.5
β





























If a conservative value of L
c
= 16 is chosen to allow for possible suppression of the monopole
density, this indicates that the gauge coupling is restricted to be   4:5. Our primary
interest is in observing the monopole screening, so it is not strictly necessary that the
perturbative lines of constant physics still hold on our lattices. We would like to maintain
some contact with continuum physics, however, and thus go no lower than  = 4:5.
Using Eq. (3.6), the maximum monopole density is reached for v=g
3
= 0:421. We are
most interested in the fate of the monopole mass in the region of the phase diagram where
there is a crossover between the two phases. For this reason we select x = 0:35, and thus



































Figure 4: The derivative of the monopole free energy for intermediate system sizes for xed x.
Also shown is the a semiclassically inspired t to the data.













which are both suitably larger than the lattice grid size. Finer lattices were used to resolve
better the small volume behaviour.
5. Results
5.1 Small volumes
As discussed in Sect. 3.1 the free energy F is expected to be proportional to the volume
of the system when L . . We studied this in our simulations by measuring its y-derivative
with couplings x = 0:35 and y =  0:124. Obviously, this should behave in the same way
as the free energy dierence itself. The results from lattices of dierent sizes and dierent




small L the data show very little scaling violation. This suggests that we are not seeing
a physically interesting eect here and supports the idea that the behaviour with L has a







are free parameters. Whilst
the power law ts well by eye, the precise nature of the data makes the ts all quite poor
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β=18, x=0.35, y=−0.5, L=16
rotated
Figure 5: Measuring the monopole free energy by progressive twisting of an intermediately{sized
system. We show a 180 degree rotation of the data to highlight the asymmetry.
(
2
=dof & 5). The t shown is to the  = 18:0 data only, and gives d
1
= 4:2 (5). Whilst




L ' 3:5 we see dierent behaviour. The derivative now decreases towards
a plateau on intermediate scales. Whilst this decay may be a power law, we nd the data
insuÆcient to support a precise t. The value of the plateau does show evidence of a
discretisation eect. We may attempt to quantify this through a continuum extrapolation
of the data at g
2
3
L = 5:3, admittedly still in the transient region, but where we have results
for four couplings. We show the data in Fig. 3, along with a t assuming only a leading
order correction to scaling that is quadratic in the lattice spacing. This describes the data
  6:0 well (with 
2
=dof = 0:178). Even  = 4:5 only deviates from this line by 7%,
which backs up our previous statements on scaling and the applicability of the perturbative
lines of constant physics (used to maintain constant x; y as we varied ). In addition, this
t suggests that residual lattice spacing corrections are indeed very small at  = 18, being
around 2% in this case.
In the region of intermediate volumes, when the twisted lattice supports a single
monopole, we may attempt to measure the mass directly, to test the applicability of the
semiclassical results to fully quantised excitations. We have two methods of approaching
this. Less prone to statistical uncertainty is to use measurements of the derivative of the
mass dM=dy over a range in y at xed x. We make a `mean eld' assumption that we
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Figure 6: The monopole free energy as a function of y for intermediately sized system. A semi-
classically inspired t is show, giving a value of the 't Hooft function.
can describe this data using the formul of Section 3, allowing for a shift in the phase
transition by the substitution y ! y   y
c
. Typical data, with such a t, are shown in
Fig. 4. The mean eld assumption ts the data well, and from the coeÆcient c
0
we may
extract a value for the radiatively corrected 't Hooft function. We nd y
c
to be consistent
with zero for x = 0:35.
Alternatively, we can measure the mass directly by the method of progressive twisting
for xed x; y. We show such a calculation in Fig. 5. The dominant error arises from
the almost complete cancellation of the areas under the curve either side of " = 0:5. To
illustrate this we plot also the same curve rotated through 180
Æ
.
We summarise these estimates of f(x) in Table 3, and in Fig. 6 where we show a
t to dierent y as per Eq. (3.4). The masses and their derivatives behave much as
the semiclassical expectations. Similarly the 't Hooft function, within the limits of our
statistical errors, does not appear to dier markedly due to radiative corrections. There
is, however, a considerable variation in the data at y =  0:124 as we change , and we
may worry about systematic eects in our results. The rst source of these is discretisation
eects. The majority of our estimates are for  = 18:0, and as we have argued above, the
residual lattice spacing eects are small here. The variation in  in the table is also in
part due to a corresponding change in the physical volume of the system, and we may ask
whether all our measurements are for `plateau' masses uncontaminated by the transient
{ 18 {
small volume eects. We believe such biases to be small, especially for the y   1. As we
vary y in Fig. 4 there is a great change in the correlation lengths 
fs;gg
for xed volume.
That the dierent eective volumes considered agree suggests we are indeed seeing the
intermediate plateau unaected by small L transients. We are thus condent that our errors
on these estimates of f(x) are accurate. The joint t in Fig. 6 yields f(0:35) = 1:23 (12).




0.05 deriv. | 1.066 (11) 18.0 16  20
0.35 deriv. | 1.257 (14) 18.0 16  24
0.35 prog. twist  10 50.8 (14.4) 1.07 (31) 18.0 16
0.35 prog. twist  3 33.3 (5.5) 1.28 (22) 18.0 16
0.35 prog. twist  1 18.2 (4.7) 1.21 (32) 18.0 16
0.35 prog. twist  0:5 13.4 (1.9) 1.26 (18) 18.0 16
0.35 prog. twist 1 1.4 (2.1) | 18.0 16
0.35 prog. twist 10 1.5 (1.2) | 18.0 16
0.35 prog. twist  0:124 2.8 (1.6) 0.53 (31) 4.5 16
0.35 prog. twist  0:124 5.8 (1.8) 1.10 (35) 9.0 16
0.35 prog. twist  0:124 6.3 (2.4) 1.19 (46) 12.0 16
Table 3: Estimates of the monopole mass and the 't Hooft function.
5.2 Intermediate and large volumes
The large to intermediate system size data for the derivative of the free energy are shown
in Fig. 7. For intermediate system size it is clear that the data is well represented by a





















. We show such ts in Table 4. Our method
is to begin with a low upper limit for the tting range, and to then increase this, including
progressively more data in the t. The 
2
per degree of freedom and Q (if our tted form is
the correct model, the probability that our data could have arisen as random uctuations
around that model) remain (very) acceptable up to L  40. It is clear that beyond this
the ts become unacceptable: the behaviour has changed as a consequence of screening.
We can attempt to describe the screening by tting over a similar range using a tting














































. We show such ts over similar ranges in Table 5. For
intermediate L the ts are similar to those obtained using just a constant description. As
data from larger systems is included, however, we see that the ansatz now remains good.
A comparison of the two ts is plotted in Fig. 7.
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Figure 7: The derivative of the monopole free energy as a function of lattice size at  = 4:5; x =












Eq. (5.1) 6 32 10 12.431 (58) 0.686 0.722
Eq. (5.1) 6 36 11 12.426 (58) 1.106 0.353
Eq. (5.1) 6 40 12 12.421 (58) 1.704 0.066
Eq. (5.1) 6 46 13 12.419 (58) 1.813 0.040
Eq. (5.1) 10 32 8 12.705 (82) 0.772 0.628
Eq. (5.1) 10 36 9 12.689 (82) 1.229 0.272
Eq. (5.1) 10 40 10 12.677 (82) 1.873 0.044
Eq. (5.1) 10 46 11 12.671 (82) 1.976 0.027
Table 4: Fitting the derivative of the free energy with an unscreened ansatz.
We may calculate from c
1





= 1:3 (3)  10
 5
,




D = 42:6 (3:3) (5.3)
or, in lattice units at  = 4:5,
^
D = 47:8 (3:7). From this it is clear that we have not got
the lattice volume necessary to see a complete screening of the free energy at L
^
D. We
cannot therefore completely rule out from our data the possibility that F remains nite

















Eq. (5.2) 6 32 9 12.499 (44) 0.151 (93) 0.938 0.490
Eq. (5.2) 6 36 10 12.500 (44) 0.187 (40) 0.867 0.564
Eq. (5.2) 6 40 11 12.502 (44) 0.202 (35) 0.826 0.614
Eq. (5.2) 10 32 7 12.445 (83) 1.36 (106) 0.816 0.582
Eq. (5.2) 10 36 8 12.451 (83) 1.82 (47) 0.753 0.675
Eq. (5.2) 10 40 9 12.454 (83) 1.99 (37) 0.722 0.689
Eq. (5.2) 10 46 10 12.449 (83) 1.79 (35) 0.773 0.655
Table 5: Fitting the derivative of the free energy with a dilute gas screening ansatz.
As was seen for small system sizes, the plateau values at least are heavily inuenced by
discretisation eects at  = 4:5. To perform a scaling study of the screening mechanism is
beyond our current means. Nonetheless, for a demonstration of the mechanism such eects
are immaterial and do not aect the qualitative arguments.
Note also that no attempt has been made to estimate here the systematic errors in the
monopole density. To do so would require a comparison of dierent screening hypotheses
and t functions, something that the data is, unfortunately, not accurate enough to address
satisfactorily.
6. Conclusions
In this paper, we have used a fully non-perturbative technique to measure the free energy
of a 't Hooft{Polyakov monopole in the three{dimensional Georgi{Glashow model. This
was achieved by simulating systems with two dierent boundary conditions, both of which
are periodic up to symmetries of the Lagrangian. This preserves the lattice translation
invariance of the system and therefore makes sure there are no boundary eects.
We found that in the Higgs phase, the free energy reached a constant value at interme-
diate volumes, which shows that it is associated with a localised object. This is the quantum
analogue of the 't Hooft{Polyakov monopole. We measure its mass by two dierent meth-
ods, and nd it compatible with semiclassical expectations. `Mean eld' application of the
classical relations appears successful, and we can make estimates of the quantum corrected
't Hooft function. Our best estimates are f(0:05) = 1:066 (11) and f(0:35) = 1:257 (14)
from the derivative of the mass with respect to y, and f(0:35) = 1:23 (12) by the method
of progressive twisting. These estimates are both self{consistent, and in agreement with
the classical variation f(x) ' 1 + x for small x [31], indicating that radiative corrections
are small.
When the volume increased above a certain critical value, however, the free energy
started to approach zero. This is consistent with an analytical calculation within the
dilute monopole gas approximation, which predicts that the free energy vanishes in the
innite volume limit at any values of the couplings.
In the dual superconductor picture, the vanishing monopole free energy implies conne-
ment, and therefore our results are numerical evidence for Polyakov's prediction that the
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Higgs phase of this theory is conning. Furthermore, if the monopole free energy vanishes
everywhere, it cannot be used as an order parameter, and therefore our results strongly
support the conjecture that the conning and Higgs phases are analytically connected to
one another.
Neither, of course, can the monopole mass measured from the plateau in the free
energy for intermediate system sizes act to distinguish the phases. It is non-zero in the
deep Higgs phase and zero in the deep symmetric phase. This plateau does not exist,
however, everywhere in the phase diagram, notably near the transition line itself. The
mean monopole separation there will be comparable to the core size and no plateau would
be observed. Thus the `mass' is ill{dened and cannot serve as an order parameter.
Our ndings suggest a straightforward generalisation to other cases. In a Euclidean
formulation in any number of dimensions, any point-like topological defect that has nite
action, will always have a non-zero density at any non-zero temperature. This means that
these objects always have a zero free energy. An extended topological defect, such as a
string or a domain wall, is, however, either a closed loop, surface etc., in which case it
does not contribute to the global properties of the systems, or it has an innite action.
In the latter case, the uctuations cannot generate them, and their free energy remains
non-zero even in the innite volume limit. Because the free energy can be used as an order
parameter, this suggests that models with extended topological defects always have a true
phase transition rather than a smooth crossover. This question will be studied further in
a future publication.
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