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ABSTRACT 
Models have been developed to estimate leaf wetness duration (LWD) using 
measured or estimated weather data on the basis of approaches such as energy balance 
equations, neural networks, and classification and regression trees (CART). Models that 
embody physical principles ensure spatial portability but usually require accurate and 
extensive input data to estimate LWD accurately. Empirical models may be more tolerant to 
errors of input data and require more limited weather inputs, but they rarely possess wide 
portability because they do not incorporate physical principles. In this study, a hybrid model 
was developed to incorporate both energy balance principles and empirical approaches by 
using fuzzy logic. The results suggested that a LWD model based on a fuzzy logic system 
offers advantages in comparison to the previous models since the model possessed wider 
portability than strictly empirical models. Empirical methodologies included in the model 
algorithm allowed a relatively small number of input variables and tolerated imprecise 
weather data input. The fuzzy LWD model also possessed adaptability to specific 
circumstances using a correction factor, which can be determined through a simple training 
process. For example, when LWD was predicted with site-specific weather forecasts in 
which substantial systematic errors are contained, the fuzzy LWD model was able to forecast 
LWD accurately using a correction factor. The correction factor also expanded spatial 
portability of the fuzzy LWD model to environments in which climate conditions differed 
considerably, e.g., from temperate to tropical zones. The fuzzy LWD model, therefore, 
deserves further attention as a substitute for current physical and empirical LWD models. 
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CHAPTER I. GENERAL INTRODUCTION 
1. Introduction 
Pathogen activities such as infection, spore production, and spore liberation are 
commonly influenced by the presence of free water on a crop surface (Yarwood, 1978; 
Rotem et al., 1978; Lacey, 1986; Ingold, 1978). It has been recognized that sustained periods 
of wetness are crucial for many crop diseases to develop (Melching et al., 1989; Hosford et 
al., 1987; Grove and Boa, 1991). It is important to monitor leaf wetness duration (LWD) in 
order to predict the risk of outbreaks of many diseases and to improve the efficiency of crop 
protection. 
However, it is not an easy task to measure duration of crop wetness, which is caused 
by rainfall, dew, guttation, or irrigation. For example, the high spatial variability of LWD 
makes it impractical to install wetness sensors at numerous positions in a crop field in order 
to acquire accurate and representative measurements. Furthermore, wetness measurement can 
be laborious, requiring equipment setup and maintenance as well as management of data. 
This inconvenience helps to explain why relatively few U.S. growers monitor weather data 
on their farms, even though such data could potentially help them save money by effective 
pesticide use. As an alternative to measurement, therefore, numerical modeling of LWD has 
been attempted. An advantage of using a model is that wetness can be estimated without the 
need to measure it, thereby removing the need for sensors and data loggers. Models use 
weather variables, i.e., air temperature, relative humidity, wind speed, and solar radiation, 
which are readily available at many weather stations and may be estimated when not 
available. LWD models employ either physical approaches that are based on energy balance 
principles or empirical ones that include linear or nonlinear regression analysis. 
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In this introduction, the nature of leaf wetness and wetness modeling is described. 
First, the physical process of wetness occurrence is examined. Second, physical and 
empirical models are described. Third, the implementation process of a fuzzy logic system is 
described as an alternative to the current physical and empirical models. Last, the objectives 
of the dissertation are presented. 
2. Literature Review 
2.1. Energy balance and wetness duration on a crop surface 
The first law of thermodynamics states that energy cannot be created or destroyed. 
This fundamental physical principle implies that an increase in the energy of a system is 
equal to the amount of energy that the system receives from its environment and vice versa 
(Fermi, 1937; Obert, 1960). The total amount of energy, therefore, remains constant even 
though the form of the energy may change. For example, all energy for biological and 
physical processes on the earth comes from the sun and returns back to space (Monteith and 
Unsworth, 1990). When radiation energy from the sun arrives at the earth, some of it is 
reflected back to space and a portion is absorbed by the atmosphere. The energy that is 
absorbed at the surface is eventually returned to space in the form of long-wave radiation. 
The energy arriving at a surface can raise temperature or evaporate water. Energy associated 
with temperature change is called sensible heat. Latent heat is referred to as energy required 
for water to change its phase, e.g. from liquid to vapor. 
Under steady state conditions, the amount of energy that a surface gains must equal 
energy lost from the surface during the same period. The energy available on a surface, Rn, is 
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equivalent to the sum of sensible heat (H), latent heat (LE), and ground heat (G). The energy 
balance equation is expressed as follows: 
Rn = H + LE + G (1.1) 
Each term can be either positive or negative, indicating whether energy is incoming or 
outgoing, respectively. For example, a negative Rn indicates that more energy was lost than 
received on the surface. 
2.2. Physical models to estimate wetness duration 
The state of water near a surface can be determined by calculating the latent heat flux 
between surface and ambient air. For example, negative latent heat flux indicates that water 
vapor is condensing on a surface. Physical models typically estimate wetness duration caused 
by dew by calculating latent heat flux based on the first law of thermodynamics, i.e., energy 
balance on a surface. Since dew formation and persistence is the outcome of energy 
exchange between the surface and ambient air, physical models are applicable to any sites 
where weather inputs for the model are available. 
Huber and Gillespie (1992) distinguished two groups of physical models: single-layer 
energy balance models and multiple-layer models. The single layer model assumes that an 
entire canopy acts as a single large leaf. Since weather parameters within a canopy are 
generally unknown, various methods to estimate them have been used to calculate an energy 
balance equation. Single-layered models can be classified into two types: empirical 
estimation of canopy temperature, and assumption that the dew point temperature equals 
canopy temperature. 
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2.2.1 Empirical estimation of canopy temperature 
Pedro and Gillespie (1982a, b) computed latent heat flux to estimate dew duration in 
a maize canopy using canopy temperature obtained empirically. Canopy temperature is 
essential to calculate latent heat flux at the canopy surface. The temperature difference (AT) 
between a crop canopy and ambient air was calculated as follows (Miller, 1971 ; Kreith and 
Sellers, 1975; Norman, 1979): 
AT = {[aRs(l+a) + sRi - sa(Ta + 273)4]-(sc/P)2hw(esa-ea)}/ 
[4Eac(Tm + 273)3+hc+(0.622/P)2hwS] (2.1) 
where a = short wave absorptivity of the leaf (0.5); a = albedo of the surface underneath the 
leaf (0.95) ; s = emissivity (0.95) ; cr = Stephan-Boltzman constant (5.67 x 10"8 W m"2 K"4) ; 
Rs = incoming solar radiation (W m"2) ; R, = incoming long wave radiation (W m"2); Ta = air 
temperature; Tm = average temperature between leaf temperature, Ti, and Ta (°C); hc (W m"2 
°C"1); hw (W m"2) = heat and water vapor transfer coefficients for one side of the leaf ; ec = 
ratio of molecular weights of water vapor and air (0.622) ; P = atmospheric pressure (kPa); 
esa = saturation vapor pressure at Ta (kPa); ea = partial pressure of water vapor at Ta (kPa); s 
= rate of change of saturation vapor pressure at Tm; i.e., desa(Tm)/5Tm. Since Tm is unknown, 
it was estimated at the point that AT changed by < 0.1 °C by iteration using the initial 
condition Tm = Ta. It was assumed that no significant long-wave exchange occurred between 
the lower side of the leaf and the surface below. 
Using estimated leaf temperature from equation (2.1), the latent heat flux was 
calculated as follows: 
LE = - (0.622/P) 2hw (esi-eaa) (2.2) 
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where es; = saturation vapor pressure at Ti, which is Ta + AT. Duration of wetness was 
recorded from the hour LE < 0 until the hour when the condensation accumulated by the 
model during the night is consumed by an equivalent amount of evaporation in the 
subsequent hours. 
The Pedro and Gillespie model requires inputs of solar radiation, air temperature, 
wind speed, and water vapor pressure, measured near the top of a crop canopy, e.g., at the 
height of an ear of maize. Additionally, the model needs cloud cover data unless a clear sky 
is assumed. These extensive input requirements limit applicability to a specific field at which 
the measured input data is available. In order to extend the spatial applicability of the model, 
Pedro and Gillespie (1982b) suggested an empirical method to estimate air temperature at 
canopy level, using air temperature obtained at a standard weather station as follows: 
Ta = A + BTWX + CRn (2.3) 
where A, B, and C = coefficients of multiple regression equation; Twx = air temperature 
measured at a weather station (1.5 m level); Tm in (2.1) was also assumed to be Twx; Rn = net 
radiation (W m"2) calculated from weather station data using following equation (Pedro and 
Gillespie, 1982b): 
Rn = aRs + sRi - sa(Twx + 273)4 (2.4) 
Rs and R| were estimated using empirical equations that require percent of cloud cover as an 
input. 
Dew duration was estimated <1 h/day using equation 2.2 with both data obtained on a 
microclimatic scale and from a standard weather station even though measured weather data 
at micro scale were preferable to calculate latent heat flux using the physical model. When 
weather data from standard weather stations were used to calculate latent heat flux, 
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regression analysis was needed in order to obtain coefficients of the regression equation since 
air temperature near the canopy was estimated from a regression equation at each site and 
crop (Gillespie and Barr, 1984). Rao et al. (1998), however, reported that, when input data 
were acquired from a standard weather station, increasing the distance of a weather station 
from the field would degrade the accuracy of estimation because of local variability. Their 
results also suggested that estimation error of LWD of the model could increase if cloud-
cover data were not used. 
2.2.2. Assumption of dew point temperature to be canopy temperature 
Madeira et al. (2002) proposed a simple energy balance (SEB) model that calculated 
latent heat flux by assuming the surface temperature to be the dew point temperature rather 
than by using an empirical process in order to obtain the estimated canopy temperature. The 
sensible heat flux was calculated as 
where p = air density, Cp = the specific heat of air at constant pressure, and ra = aerodynamic 
resistance. Net radiation was calculated as the sum of measured short wave radiation and 
estimated long wave radiation expressed as: 
where Rni = net long wave radiation, Rid = downward long wave radiation, and R|u = upward 
long wave radiation. Rid was calculated by estimating emissivity and temperature of the sky 
using observation of percent cloud cover and constant lapse rates, which were 15 °C for low-
altitude clouds and 20 °C for high-altitude clouds. Assuming surface temperature as Tdew 
(2.6) 
Rnl ~~ Rid — Rlu (2.7) 
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minimized the empirical processes needed to estimate canopy temperature for calculating Riu. 
In spite of this simplification of the procedure to estimate Rni, the SEB model estimated 
LWD within < 1 h/day compared with measured LWD. 
2.2.3. Multi-Layered Canopy Method 
A multi-layered model was developed to simulate the vertical profile of LWD within 
a crop canopy by applying energy balance equations to each canopy layer (Huber and Itier, 
1990). These workers used heat conductance between wet and dry sub-layers to estimate 
wetness duration using the following equation: 
W(i, j) Rn(i, j) = H(i, j) + LE(i, j) + C(i, j) (2.8) 
where W(i, j) is the absorbed fraction of available energy Rn(i). If the bottom part of the 
canopy plays an important role in predicting wetness duration, heat transfer between wet and 
dry leaves might be considered as an important factor for accurate LWD estimation. 
2.3. Empirical model to estimate wetness duration 
Physical models often require numerous measured inputs including air temperature, 
vapor pressure, wind speed, solar radiation, percent cloud cover, and other 
micrometeorological parameters to calculate the incoming and outgoing flux. When latent 
heat flux is calculated using data remotely measured from a standard weather station, the 
accuracy of models is likely to be dependent on the distance from the data source because of 
local variability, which affects the accuracy of estimated inputs including canopy temperature 
(Rao et al., 1998). Furthermore, physical models simulate energy exchange on a surface in 
terms of condensation or evaporation of water, which renders the theory behind physical 
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models valid only in the event of dew unless measured rainfall is used as input. These 
requirements are a significant limitation if LWD models are to be applied to calculation of 
total LWD, e.g., from rain as well as dew, for input to LWD-based disease-warning systems 
(Gleason, 2000). 
On the other hand, LWD models based on empirical methodologies may be useful 
when relatively small numbers of weather variables are available. They need no calculation 
of energy balance but identify correlations between wetness occurrence and weather 
variables. For example, most empirical models require no cloud cover data that are seldom 
acquired by standard weather station. Even when measured data are not available, the 
empirical models can use estimated weather data, which are readily available but likely less 
accurate than measured data (Gleason et al., 1997). Furthermore, empirical models to 
estimate LWD can be used to estimate wetness duration due to rainfall LWD since empirical 
models to estimate LWD are not governed by the law of thermodynamics. Therefore, it is 
possible to construct an all-purpose LWD model that estimates not only dew duration, but 
also wetness duration caused by rainfall. 
2.3.1. Threshold method 
A simple threshold method, assuming that wetness occurs whenever RH > 90 %, has 
been used to estimate wetness duration for disease management (Wilks and Shen, 1991 ; 
Gleason et al., 1994). Dew point depression (DPD) has also been used as a threshold variable 
to estimate wetness duration (Gillespie et al., 1993). Gillespie et al. (1993) found the optimal 
DPD threshold for dew onset and drying were 1.8 °C and 2.2 °C, respectively. Several 
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studies, however, have shown that these approaches may be problematic in practical use 
because of poor accuracy (Gleason et al., 1994; Rao et al., 1998). 
2.3.2. Neural Network method 
Artificial neural networks have been used to estimate LWD empirically (Francl and 
Panigrahi, 1997; Chtioui et al., 1999). ANN imitates the basic elements and functions of the 
neuron (Hyakin, 1994). A neuron is a single cell that consists of a cell body, which is called 
soma. Two kinds of fibers emanate from the cell body (Figure 1): axon and dendrites. Axons 
are responsible for transmission of electrochemical signals to other neurons. Dendrites carry 
the signals from the other neurons to soma through synapses, which are gaps between 
dendrites and axons of adjacent neurons. Incoming signals, received by dendrites, are 
axon: turn the 
cell body (soma) : 
dendrites : Accept 
synapses: the 
between 
electrochemical contact 
neurons 
Process the input 
inputs 
processed inputs into outputs 
Figure 1. Basic functional units of a neuron 
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processed by integration or summation in soma. When the resulting signal exceeds a 
threshold, the neuron generates an electrochemical signal as an output. The output is sent out 
to other neurons through the axons and synapses. 
The artificial neuron, which is a basic unit of neural networks, consists of the four 
basic functional units of the biological neuron, i.e., dendrites, soma, axon, and synapses 
(Hyakin, 1994). Figure 2 shows a prototype of an artificial neuron. In Figure 2, various 
inputs to the neuron are represented by x,. Each input are multiplied by a weight, Wj, which 
Xo 
Sum Transfer 
w, 
Figure 2. A simple artificial neuron 
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corresponds to the synapses. Activation, a, which is the input signal process, can be produced 
by adding a weighted input (Haykin, 1994; Nelles, 2000): 
a  = ï>^, (2.9) 
/=i 
The activation is then compared with a threshold, 9. This type of artificial neuron is known 
as a threshold logic unit (TLU). When output, y, is binary or boolean, which usually has "0' 
and "1" values, then y can be written as 
1  i f  a  >  0  
y 
o i f  a  <6  (2.10) 
On the other hand, when the output is continuous, a transfer function is usually used as 
follows: 
jy = o-(a) 1 
\  + e  - (a-9) l  p  
(2.11) 
where the quantity p determines the shape of the function, which is usually assigned the 
Output layer 
Hidden layer 
W W W V Input 
Figure 3. Simple example of a multi-layered neural network 
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value 1. An ANN is a collection of these artificial neurons, called nodes, that are usually 
arranged in a layered structure incorporating input, hidden, and output layers (Figure 3). Each 
node at a layer is connected with a node in the next layer, and an independent weight is 
attached to each connection between nodes in adjacent layers. An input layer consists of 
nodes that receive the data from the real world. The signal from the input layer is fed through 
nodes in a hidden layer. The nodes perform their functions and pass the outputs to all nodes 
in the layer below it, which builds feed-forward structure. Nodes in the output layer interface 
again with the real world to send output. 
Once the network has been structured, it is necessary to train this network using a 
training dataset that includes input pattern and corresponding target, t, and this process is 
called a supervised training (Haykin, 1994; Nelles, 2000). Since the output of the network is 
completely dependent on the weight values and threshold that are attached to each node, the 
discrepancy between t and the calculated output, y, is expressed as follows: 
where ep = squared error of a given training pattern, p, K = number of output nodes, yk = 
calculated output, and tk = desired output. Then, total squared error, E, is just the mean over 
all patterns written as: 
where there are N patterns in the training set. The back propagation attempts to minimize E 
by computing the gradient for each element on the output layer and the hidden layer. For the 
output nodes, k, 
e p  ~  o  4 )  14- (2.12) 
Z  k=1 
(2.13) 
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(2.14) 
and for the hidden nodes, j, 
(2.15) 
k=1 
where wjk = weight from hidden node j to output node k. The weights are updated by 
where r \  =  the learning rate, for each layer back. The optimal weight vector that includes 
weight values and thresholds for each node is then found iteratively. 
Francl and Panigraphi (1997) reported that presence and absence of wetness on the 
flag leaf of wheat was estimated with 96% accuracy utilizing multi-layer neural network with 
air temperature, relative humidity, solar radiation, precipitation, remotely measured wetness, 
wind direction and wind speed as input variables. Chtioui et al. (1999) utilized another kind 
of neural network algorithm, generalized regression neural network, to obtain 93% accuracy 
to estimate existence of wetness on a leaf. However, the neural networks model was less 
accurate in estimating LWD than the CART/SLD model (Francl and Panigraphi, 1997). 
2.3.4. Tree method 
Classification and regression trees with stepwise linear discriminant analysis 
(CART/SLD) have been used to estimate wetness duration (Gleason et al., 1994; Kim et al., 
2002). The CART analysis creates a series of "if-then" rules in a tree shape by repeatedly 
splitting subsets of a dataset X into two child subsets beginning with X itself (Breiman et al., 
1984). Trees resulting from CART analysis consist of nodes and splits. Subsets of X and X 
itself are called nodes and the root node, respectively (Figure 4). When subsets are not split, 
= 7/^ (2.16) 
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they are called terminal node and designated by a class label, e.g., wet or dry. Since CART 
has a tree-shaped representation of the model result, it is easy to comprehend the outcome 
from the model (Breiman et al., 1984). The decision trees are also suitable for knowledge 
discovery within a dataset (Breiman et al., 1984). 
The CART analysis begins with growing an initial tree (Breiman et al., 1984). In this 
step, a binary tree is constructed by finding a purer descendant node than the parent node 
after asking a set of questions. For example, when a variable is categorical, then the questions 
have the following form: 
{ isxeA?} (2.17)  
where x is a vector that contains values from each variable in X, and A is a partition of X. 
If a case in every node t meets the condition, then a split s at t in a set of splits S goes to the 
left descendant node II; otherwise, it goes to the right descendant node t%. At each node, 
RH > 90 % 
Rainfall > 0.05 mm 
Figure 4. An example of tree structure generated by CART analysis 
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the best split is selected in an effort to maximize the purity of the node. When a subset of 
data consists of only one class, it is considered to be pure. Impurity measures, e.g., gini-
index, are used to determine the purity of a node. The gini-index is defined as: 
i ( t )  =  I I ^  (2 -18 )  
i* j  
where p(j |t) is the probability of category j at the node t. 
Since CART usually generates an oversized tree that has a higher true 
misclassification rate than the right-sized tree, it is necessary to prune the tree upward and 
select a right-sized tree using estimates of misclassification cost (Breiman et al., 1984). When 
the size of training set L is large, test sample estimate is used to find right-sized tree by 
pruning a tree T. In this method, the cases in L are divided into two subsamples Z\ and Z2. 
The estimates of misclassification cost R*(T) is the proportion of cases in the Z%, which are 
misclassified by the tree constructed from Z\. Thus, the test sample estimate, Rts(T), is 
expressed as follows: 
x" ( T )=~~  Zw<*„*;„))  (2. i9)  
^2 (JwJeZz 
where is the number of cases in Z^. According to Breiman et al. (1984), test sample 
estimation is honest and efficient when sample size is large. However, a V-fold cross 
validation may be useful in the case of small size of training set (Brieman et al., 1984). In a 
V-fold cross-validation method, on the other hand, the cases in L are randomly divided into 
V subsamples Zi, Z2, ..., Zv of almost equal sizes. For every v, v = 1, ..., v = V, a tree T(v) is 
constructed using the cases in L not in Zv and test sample estimate for T(v), Rts(T(v)), is 
calculated given by: 
16 
a V>) = ^  Â))  (2 20)  
where Nv is the number of cases in Zv. Using a heuristic that the trees T(v), v = 1, ..., v = V 
have misclassification rate R*(T(v)) nearly equal to R*(T), the V-fold cross-validation estimate 
rCV(t) js defined as: 
a^(r)=-][ ; r ( r^)  (2.21)  
v V=1 
The right-sized tree will be selected as a tree that minimizes the estimate of misclassification 
cost among all the trees constructed. 
Since CART is not based on a probabilistic model, historical accuracy of the given 
model can indicate how well it has predicted the desired response in other or similar 
circumstances (Breiman et al., 1984). Gleason et al. (1994) reported that the CART/SLD 
model correctly estimated occurrence of dew during 19:00 to 8:00 on non-rainy days for 84% 
of the observed dew hours at 13 locations in the Midwestern US using DPD, wind speed, and 
RH as input parameters. Kim et al. (2002) also reported that the CART/SLD model estimated 
LWD within 1 h/day using site-specific weather estimates. 
2.4. Fuzzy logic system to estimate LWD 
2.4.1. A fuzzy logic system as a wetness model 
An energy balance model consists of a series of mathematical equations that describes 
microenvironment on a leaf. Therefore, energy balance models estimate LWD accurately at 
any time and for any condition only if accurate weather data are input to the models. In 
contrast, it is inevitable to make estimation error with input data that failed to represent exact 
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reality. Rao et al. (1998) showed that LWD estimation on a maze ear was less accurate with 
weather data measured nearby weather station than near the top of the maze canopy. When 
estimated weather data are used as input data of an energy balance model, it is considerably 
difficult for energy balance models to correctly identify wetness occurrence. For example, 
Magarey (1999) reported that an energy balance model failed to estimate LWD accurately 
using weather data estimated site-specifically as inputs. 
On the other hand, the CART/SLD model is an empirical LWD model that allows 
more flexible weather data input than energy balance models since weather estimates, instead 
of measurements, would have little affect on accuracy in the LWD estimation (Gleason et al., 
1994; Kim et al., 2002). The overall error of LWD estimation by the CART/SLD model was 
less than 1 h/day, which was comparable to that of the energy balance model (Kim et al., 
2002). The CART/SLD model was developed using a statistical procedure that searches 
relationships between input variables to estimate wetness occurrence without physical 
knowledge. The CART analysis, furthermore, has been reported as unstable, which implies 
that a small change in a training set may cause a different decision structure, along with 
neural net and linear regression (Breiman, 1996). Thus, it may be necessary to build 
numerous models for a specific site or climate condition, e.g., disparate models for temperate 
and tropical region. 
A fuzzy logic system (FLS), in contrast, may be a suitable approach for developing an 
empirical model whose algorithm is based on physical principles, which is capable of 
estimating LWD without depending on accurate weather data and specific geographic 
conditions. A FLS is a computational framework to seek solutions that need not be precise 
and/or to derive a conclusion that is dispositional rather than categorical (Yager and Zadeh, 
1992). LWD estimation is a process that does not require the exact calculation of latent heat 
by discerning the direction of latent heat flux between a surface and its surroundings. 
Therefore, a FLS is an effective method to simulate occurrence of wetness since a LWD 
estimation model does not need calculation of the exact amount of latent heat flux but the 
direction of the flux. 
2.4.2. A fuzzy set and logic 
A classical set contains elements that have clear boundary between them. Therefore, a 
classical set A is defined by its characteristic function, which declares which elements of A 
are members of the set and which are not. The characteristic function of A, XA, assigns 
binary value, e.g., 0 or 1, to each element in the set, which is formally expressed by: 
On the other hand, a fuzzy set contains elements whose distinction is ambiguous. For 
example, elements in a fuzzy set can be "very warm", "warm", "cold", and "very cold". 
Therefore, it is impossible to define the fuzzy set with a characteristic function. Instead, a 
fuzzy set is defined by a membership function that assigns values between 0 and 1 to the 
elements of the set, indicating the partial degree of membership of these elements in the set 
(Figure 5). The membership function of a fuzzy set B is usually expressed as follows: 
Since a fuzzy set is uniquely defined by its membership function, symbols of the membership 
function may be used as labels of the associated fuzzy sets, e.g., jjb. 
^ : ^ ->{0,1} (2.22) 
ju ' .X-*  [0,1] (2.23) 
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0' % * " : 
-a -a/2 0 a/2 a 
Figure 5. A membership function for temperature of the range [-a, a] 
Fuzzy logic is an extension of classical logic that deals with a binary value, i.e., true 
or false, in that any number between 0 and 1 can be assigned as a truth value, implying that a 
statement in fuzzy logic can be partially true or false. Therefore, fuzzy logic can be effective 
when a problem is related to knowledge representation and computation in an environment of 
uncertainty and imprecision (Yager and Zadeh, 1992). Since it is possible to make a 
reasonable inference even when the condition of an implication rule is partially satisfied, 
reasoning based on fuzzy logic is referred to as approximate reasoning (Klir and Yuan, 
In fuzzy logic, there are three major operations; i.e., negation (NOT), conjunction 
(AND), and disjunction (OR), which correspond to operations on sets; i.e., complement, 
intersection, and union, respectively. Since fuzzy logic operations are not unique, multiple 
functions can be used to represent an operation (Klir and Yuan, 1995). Those functions 
1995). 
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related to fuzzy conjunction and fuzzy disjunction are referred to as t-norm and t-conorm, 
respectively (Klir and Yuan, 1995; Yen and Langari, 1999). The negation operator for a 
linguistic statement can be calculated as follows: 
NOT WA)) = 1 _ |i,(A) (2.24) 
where |-ii(A) is a membership function of linguistic term, i, for a fuzzy set A. Another 
function to quantify fuzzy negation operation can be expressed as (Klir and Yuan, 1995): 
C .W— (2.25)  
1 + ACl 
where a e [0, 1] and X e (-1, GO). Typical t-norms for the conjunction of two linguistic 
statements are listed below: 
1) Minimum: 
Hi(A) AND |Oj(B) = min(Hi(A), p.j(B)) (2.26) 
2) Algebraic Product: 
Hi(A) AND (-tj(B) = n;(A) |ij(B) (2.27) 
3) Bounded difference: 
14(A) AND |u.j(B) = max(0, p,,(A) + JJ,j(B) -1) (2.28) 
For disjunction of two linguistic statements, the most common t-conorms are: 
1) Maximum: 
M-i(A) OR Hj(B) = max(|ii(A), j(B)) (2.29) 
2) Algebraic sum: 
14(A) OR nj(B) = Hi(A) + fJ-j(B) - |i|(A) pj(B) (2.30) 
3) Bounded sum: 
Hi(A) OR mj(B) = max(l, Hi(A) + |ij(B)) (2.31) 
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The operations in t-norms and t-conorms can be combined to process an arbitrarily large 
number of linguistic statements by nesting the operators as follows: 
A AND B AND C = (A AND B) AND C = A AND (B AND C) (2.32) 
2.4.3. A fuzzy if then rule 
A fuzzy logic system (FLS) consists of a set of fuzzy rules that contains general 
knowledge pertinent to a problem, called a knowledge base (Klir and Yuan, 1995; Yen and 
Langari, 1999). The fuzzy rule connects a condition with a conclusion using a statement that 
most commonly has the form "IF X is A, THEN Y is B", where X and Y are linguistic 
variables and A and B are fuzzy sets. For example, the following statement formulates 
calculation of relative humidity, which is a function of temperature and water vapor pressure: 
IF temperature is low AND water vapor pressure is high, THEN RH is high. 
In this statement, "temperature", "water vapor pressure", and "RH" are linguistic variables, 
which are a fuzzy set. "Low" and "High" are elements of fuzzy set corresponding to a 
variable. "AND" is an operator between linguistic statements, which are "temperature is low" 
and "water vapor pressure is high." Lastly, antecedent and consequence of the above 
statement are "temperature is low AND water vapor pressure is high" and "RH is high", 
respectively, "temperature" and "water vapor pressure" are often denoted as input variables 
and "RH" as output. Depending on the elements of fuzzy set of each variable, the complete 
set of rules can be defined using combinations of input variables. 
Each rule produces a fuzzy set that represents a conclusion derived from a condition. 
Therefore, operation of implication is essential for approximate reasoning in fuzzy logic. One 
way to define fuzzy implication to use the logic formula (NOT P) OR Q 
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for a given proposition "IF P, THEN Q". Generally, fuzzy implication for any possible truth 
values a, b of given fuzzy propositions P, Q, respectively, can be quantified by using a 
function, I(a, b), of the form: 
/ : [0,1] x [0,1] —» [0,1], (2.33) 
which defines the truth value of the conditional proposition "if P, then Q." The most common 
functions for fuzzy implication are listed below (Klir and Yuan, 1995; Yen and Langari, 
1999): 
1) Zadeh's arithmetic fuzzy implication: 
I {a, 6) = 1 A (1 -  (A + b)) (2.34) 
2) Zadeh's maximum fuzzy implication: 
I(a,b) - (1-A) v (a A 6) (2.35) 
3) Gaines-Rescher implication: 
f 1 if a <b 
, { a
-
b )  
=  \  0  i f  a  > „  ( 2 3 6 )  
4) Godel implication: 
/<a
-H 1 I T>1 (237) 
5) Goguen implication: 
/(a,6) = 
1 if a <b 
b
- if <2'38> 
a 
The first two implications were proposed by Zadeh and the others came from multivalued 
logic systems (Yen and Langari, 1999). 
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2.4.4. Fuzzy logic system 
Fuzzy logic systems have been utilized as a tool to control machinery or robots 
(Mamdani and Assilian, 1975; Murakami et al., 1989; Hirota and Hachisu, 1989). Fuzzy 
models were also used for other purposes such as prediction of peanut maturity, and 
estimation of reference evaporation (Shahin et al., 2000; Odhiambo et al., 2001). A FLS 
solves a problem by taking the following four steps: First, data of all input variables are 
obtained by measurement or estimation. Next, these data are converted into appropriate fuzzy 
sets. This conversion is called a fuzzification. The fuzzy propositions of the FLS deal with 
states of input variable over a certain range, which are a fuzzy set. Therefore, in the 
fuzzification process, a degree of such states or linguistic label is assigned to an input value 
using a membership function associated with the input variable. Since the range of crisp 
values that indicate states of an input variable are dependent on a given problem, the 
membership functions have to be defined differently in different contexts. 
Then, the fuzzified input values are used to evaluate a set of fuzzy rules of FLS, 
which produces a single fuzzy set that represents the result of fuzzy inference. A FLS 
generally consists of multiple rules, so that it is necessary to combine the outcome of each 
rule into a single fuzzy set to produce a conclusion of inference. The procedure that pools 
several fuzzy sets to produce a single fuzzy set is called an aggregation operation. An 
aggregation operation on n fuzzy sets (n > 1) is defined by a function: 
h : [0,1]" -* [0,1] (2.39) 
Fuzzy conjunction and disjunction can be used to quantify aggregation operations using 
combination of AND/OR operator since they defined only two arguments. As another 
aggregation operation, averaging operations can be used. There are two classes of averaging 
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operations: One is generalized means and the other is ordered weighted averaging operations 
(OWA). The generalized mean formula is defined as: 
(^1 ' ^ 2 vi^n) 
v 
(2.40) 
where a e [-co, oo] (a ^ 0) and a; ^ 0 for all integer i when a < 0. The value of a determines 
a type of mean. For example, for a = 1, the generalized mean is equivalent to an arithmetic 
mean expressed as: 
h^,a2,...,an) = a' +a2 +--- + a« (2.41) 
n 
An OWA operation uses a weight vector w = [wj, w%, ..., wn] such that w, e [0,1] for all 
integer i and 
= 1. (2.42) 
/=i 
Let b=[bi, b%, ..., bn]T be a transposed vector such that b, is the ith largest element in aj, a2, 
..., an, then an OWA operation associated with w is given by: 
AXai,a2,...,aJ = w;-6 = wA + W262 +... + ^A. 
Finally, the fuzzy set that represents a conclusion of fuzzy inference is converted into 
a crisp value, through defuzzification. For defuzzification, a center of gravity or centroid 
method is most commonly used. In the centroid method, (j,j(x) are considered as the density 
of mass at x. If x is continuous, the formula of the centroid method can be written as: 
j juA (x)xdx 
Centroid (A) = (2.43) 
j /^(x)d% 
For a discrete case, 
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Centroid (A) = — (2.44) 
3. Thesis Organization 
This study endeavors to combine physical principles and empirical methodology 
using a fuzzy logic system in order to accurately simulate occurrence of wetness. In the first 
paper, a fuzzy logic system is used to develop and validate an LWD model that embodies 
physical principles with empirical methods. Since the LWD model has the potential ability to 
adapt to circumstances under which input and output does not represent an environment in 
which the model was developed, a correction factor was determined and its applicability was 
evaluated in the second and third paper. This dissertation concludes with a general discussion 
and recommendation for future study, followed by the appendices. 
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CHAPTER II. DEVELOPMENT AND VALIDATION 
OF A LEAF WETNESS DURATION MODEL 
USING A FUZZY LOGIC SYSTEM 
A paper to be submitted to 
Agricultural and Forest Meteorology 
Kwang-Soo Kim, S. Elwynn Taylor, and Mark L. Gleason 
Abstract 
Physical models to estimate leaf wetness duration (LWD) from energy balance 
equations can be readily transferred among geographic regions but usually require extensive 
input datasets. Empirical LWD models require more limited weather inputs, but have limited 
portability because they do not incorporate physical principles. In this study, a hybrid model 
was developed and validated using a fuzzy logic system that incorporates both energy 
balance principles and empirical approaches to estimate LWD based on weather 
measurements at 15 sites in the Midwestern U.S. from 1997-1999. The Fuzzy LWD model 
relied on relatively few input variables and simplified calculations compared with physical 
models because of its empirical characteristics. LWD estimation based on the Fuzzy LWD 
model, however, was not only comparable to measurement in overall accuracy but also more 
portable than the CART/SLD/Wind model, which is an empirical LWD model. These results 
appeared to be due to its incorporation of energy balance principles suggested by higher 
accuracy in LWD estimation during dew-only days than rain days and the pattern of accuracy 
in wetness occurrence identification during sunset and sunrise. 
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1. Introduction 
Leaf wetness duration (LWD) is an important input to many disease-warning systems 
(Pitblado, 1988; Poysa et al. 1993; Latin and Evans, 1996), but is seldom measured at 
conventional weather stations. Even when LWD measurements are available, they frequently 
fail to represent LWD with acceptable accuracy at sites distant from a weather station 
because of the spatial variability of wetness occurrence (Rao et al., 1998). Models have, 
therefore, been developed to estimate LWD using conventional weather observations, e.g., 
air temperature, water vapor pressure, and wind speed, which are relatively invariant over 
space (Pedro and Gillespie, 1982a, b; Gleason et al., 1994; Francl and Panigrahi, 1997; 
Chtioui et al., 1999; Madeira et al., 2002; Kim et al., 2002). 
Models based on energy balance principles estimated LWD by calculating latent heat 
flux (Pedro and Gillespie, 1982a, b; Madeira et al., 2002). Since these models are 
mathematical representations of physical principles, the models can be utilized wherever the 
required input weather data are available. Accuracy of such models, however, depends on 
accuracy of their weather data inputs. This dependency makes it difficult to estimate LWD 
accurately in practice, especially on a micrometeorological scale because weather input data 
must be measured on every site for which LWD estimation is intended (Rao et al., 1998). It is 
possible to establish empirical relationships for certain variables used in physical models, 
e.g., canopy temperature, between measurements at a standard weather station and estimates 
at a grower's production field (Pedro and Gillespie, 1982b; Gillespie and Barr, 1984; Rao et 
al., 1998). Such empirical estimates, however, could affect spatial portability of the physical 
models since the empirical relationships may differ from site to site. Furthermore, it is 
difficult to acquire accurate estimates of net radiation, which are required inputs to physical 
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models, since estimation of long-wave radiation is usually inaccurate, especially without 
cloud cover data, which are rarely available at weather stations. 
Empirical LWD estimation approaches, such as neural network models and the 
CART/SLD model, have been developed and validated as alternatives to physical models 
(Gleason et al., 1994; Francl and Panigrahi, 1997; Chtioui et al., 1999; Kim et al., 2002). 
Francl and Panigrahi (1997) reported that a neural network model estimated presence and 
absence of wetness on a surface with > 90% accuracy using weather data gathered from a 
standard weather station. However, the CART/SLD model, which requires dew point 
depression (DPD), relative humidity (RH), and wind speed, estimated LWD more accurately 
than the neural network model (Francl and Panigrahi, 1997). The CART/SLD model was 
developed using a statistical approach called classification and regression tree (CART) 
analysis that derived empirical relationships between LWD and weather variables (Brieman 
et al., 1984; Gleason et al., 1994). Kim et al. (2002) developed the CART/SLD/Wind model 
to improve accuracy of the CART/SLD model by adjusting wind speed to the height of 
sensor surface. 
The CART/SLD/Wind model implicitly incorporates physical principles by using 
DPD and wind speed, which represent, in part, energy exchange processes on a surface. 
Since the CART/SLD/Wind model requires relatively few input variables, it may be easier to 
implement than more complex models. For example, the CART/SLD/Wind model estimated 
LWD with reasonable accuracy using site-specific weather estimates as inputs (Kim et al., 
2002). However, it is unlikely that the model algorithm accurately represent physical 
principles associated with wetness occurrence on a surface, which may result in limited 
spatial and temporal portability for the CART/SLD/Wind model. 
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A fuzzy logic system may provide a computational framework to develop an 
empirical LWD model that complies with energy balance principles. According to Zadeh 
(1992), outcome of fuzzy logic need not be precise and its conclusion tends to be 
dispositional. Because existence of wetness, especially dew, is determined by identifying 
whether or not water vapor will condense on a surface, it is possible to estimate wetness 
occurrence by calculating direction of latent heat flux rather than the scalar amount of the 
flux. It is, therefore, reasonable to utilize the fuzzy logic system for the empirical formulation 
of relationships between latent heat flux and other energy fluxes, e.g., sensible heat and net 
radiation, to identify wetness occurrence. The objectives of this study were to develop and 
validate a LWD model using a fuzzy logic system in order to empirically estimate LWD 
based on energy balance principles. 
2. Materials And Methods 
2.1 Weather data 
Hourly measurement of air temperature, relative humidity (RH), and wind speed were 
obtained from 15 sites in Iowa (IA), Illinois (IL), and Nebraska (NE) during May to 
September of 1997, 1998, and 1999 (Fig. 1). Air temperature and RH were measured at 1.5-
m height. Wind speed was measured at 3-m height in IA and NE and 10-m height in IL. 
Occurrence of wetness was measured at 0.3-m height using electronic wetness sensors 
(Model 237, Campbell Scientific, Logan, UT). Wetness sensors were coated with latex paint 
to enhance sensitivity to small water droplets and approximate the emissivity of plant leaves 
(Davis and Hughes, 1970; Lau et al., 2000). When electrical impedance <1000 kQ was 
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detected for > 30 min in an hour, the hour was counted as wet (1); otherwise, the hour was 
scored as dry (0). 
2.2. Development of a fuzzy logic system to estimate LWD 
2.2.1. Identification of variables using energy balance principles 
A LWD model based on fuzzy logic (Fuzzy LWD model) consisted of variables, 
membership functions of each variable, and rules to determine whether or not wetness 
existed on a surface. Variables of the Fuzzy LWD model were selected using the Penman 
equation: 
LE=pCpVPP<r„+ MA-G) 
A + Y 
where p = density of air (1.204 kg m"3), Cp = specific heat of air at constant pressure 
(1004.67 J kg"1 K"1), VPD = vapor pressure deficit (kPa), A = slope of the saturated vapor 
pressure versus temperature curve (kPa K"1), Rn = net radiation (W m"2), G = ground heat 
flux (W m"2), y - psychrometric constant (0.066 kPa K"1), and ra = aerodynamic resistance for 
heat and water vapor (s m"1). 
From the Penman equation, vapor pressure deficit (VPD), wind speed, and Rn were 
chosen as variables of the Fuzzy LWD model since they play major parts in determining 
occurrence of wetness. VPD was obtained from saturated and actual vapor pressure of the air 
calculated using the Clausius-Clapeyron equation: 
c, =<?o Gxp 
and 
]_ 
R 
1 1 Y 
273 T + 273 
(eq. 2) 
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e, =a#-e,/100 (eq. 3) 
where e0 = 0.611 kPa, R = the gas constant for water vapor (461 J kg"1 K'1), ea = the partial 
pressure of water vapor in the air (kPa), and es = the saturated vapor pressure (kPa) at T, the 
air temperature (°C). 
Under neutral conditions, ra can be calculated as 
(eq.3, 
k u(z) 
where z = the height of the surface (m), d = the zero plane displacement (0.64 z), zo = the 
roughness length (0.13 z), k = von Karman's constant (0.41), and u(z) = the wind speed at z. 
Since ra is a function of wind speed, wind speed was used as a surrogate for ra. Wind speed 
was corrected to the height of the sensor surface using a log profile during time periods after 
sunset and before sunrise on the assumption of neutral conditions: 
«(z,) ln(z, - d ) - \ n z0 (eq. 4) 
M(Z2) ln(z2 - d) - In z0 
where z\ and z2 = the height of wetness sensors and anemometers , respectively. 
The Rn term of the Penman equation requires measurements of solar radiation, leaf 
surface temperature, and cloud cover fraction for accurate estimation of net radiation. In 
order to minimize the number of input variables, however, a para-Rn (pRn) was used to 
estimate net radiation for the Fuzzy LWD model as follows: 
f -  < T  -  ( T  +  2 7 3 ) '  -  [ f ,  -  ( T  -  ( 7 ^  +  2 7 3 ) '  +  ( 1  -  f ,  ) f .  -  ( T  -  ( T  +  2 7 3 ) '  ]  ( e q .  5 )  
where sa and ss = emissivity of atmosphere and sensor surface, respectively, a = Stefan-
Boltzmann constant (5.67xl0"8 W m"2 K"4), and Tdew = dew point temperature (°C). Since the 
Fuzzy LWD model was designed to primarily estimate wetness caused by dew that occurs 
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during the night, solar radiation was excluded in calculating pRn. Surface temperature was 
assumed to be Taew in order to estimate outgoing radiation. For estimation of incoming long 
wave radiation, sa was calculated by using the Idso-Jackson formula under the assumption of 
a clear sky condition as follows: 
g, =l-0.261exp(-7.77. W r " )  (eq.6) 
where ss was assumed to be 0.98 (Idso and Jackson, 1969). 
2.2.2. Fuzzy logic and a fuzzy logic system 
Fuzzy logic originated as an extension of classic or Boolean logic (Zadeh, 1992). 
Classic logic assigns binary values, such as 1 for true and 0 for false, to a variable, which 
makes logical reasoning exact; i.e., either true or false. In fuzzy logic, on the other hand, 
representation of truth or knowledge is a matter of degree, which enables fuzzy logic to 
deduce an approximated conclusion rather than an exact outcome. Each variable in fuzzy 
logic is expressed in the form of a fuzzy set. A fuzzy set contains elements whose boundaries 
are not defined clearly. For example, net radiation can be represented by a linguistic term or 
label in a fuzzy set, such as "low", "moderate", and "high". Since distinctions among 
elements of a fuzzy set are ambiguous, a membership function is used to define how much a 
conventional value, called a crisp value, is associated with the element of a fuzzy set. The 
membership function assigns a degree of membership, which is between 0 and 1, to a value 
e [-00,00]. 
Using fuzzy logic, it is possible to express relationships between meteorological 
variables and occurrence of wetness in the form of rules that describe specific conditions 
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under which wetness is likely to be present or absent. The fuzzy rules were expressed in 
natural language such as "if net radiation is low, then wetness is likely to be present." In 
order to infer presence of wetness on a surface, two groups of fuzzy rules were devised by 
encompassing net radiation (pRn) and sensible heat flux (VPD and wind speed). For example, 
a fuzzy rule to identify wetness occurrence included the propositions, "if VPD is high and 
wind speed is fast, then wetness is absent", and "if pRn is very low, then wetness is present." 
Once a set of rules was enumerated in accordance with energy balance principles, the shape 
of a membership function for each variable was determined by training processes to acquire 
the least root mean square error (RMSE). The fuzzy rules and membership functions for each 
variable are shown in Table 1 and Fig. 2, respectively. 
To deduce occurrence of wetness at a given time using a fuzzy logic system, hourly 
weather data underwent three steps: fuzzification, aggregation, and defuzzification. Variables 
in a fuzzy rule ranged over a state represented by a linguistic label. Since only crisp values 
such as VPD = 0.5 kPa were available as input data, it was necessary to convert them into 
linguistic term, e.g., "VPD is high", with a corresponding degree of membership. The 
procedure that calculates the degree of membership of each term from the crisp value of 
input data is called fuzzification. Once input data were fuzzified to have a value between 0 
and 1, fuzzy rules associated with the variables were evaluated. Antecedents in a fuzzy rule 
may be involved with logical operations like AND or NOT. In this study, the AND operator 
was used as follows: 
HA(X) AND (-LIÏ(y) = GA(x) NB(y) (eq. 7) 
and for the NOT operator, 
NOT ha(X) = 1 - HA(X) (eq. 8) 
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where |uA(x) is a membership function of fuzzy set A for x e [-00,00]. An implication 
operation between antecedent and consequence expressed in a fuzzy set was used as follows: 
I(a, b) = min(a, b) (eq. 9) 
where I indicates an implication operator and a and b e [0, 1], After each conclusion was 
drawn from the corresponding fuzzy rules, resultant fuzzy sets were combined into a single 
fuzzy set in an aggregation step. In this study, an algebraic sum (PROBOR) was used for the 
aggregation operation: 
PROBOR(a, b) = a + b - ab (eq. 10) 
where a and b e [0, 1]. The calculated output from aggregation operation was converted back 
to crisp values through a defuzzification process in which a center of gravity was used as 
follows: 
J jU( (x)xdx 
Centroid (C) = (eq. 11) 
J juc(x)dx 
where ^c(x) is membership function of fuzzy set C and x e [0, 1], Further description of 
fuzzy logic and a fuzzy logic system can be found in Klir and Yuan (1995), Yen and Langari 
(1999), and Nelles (2000). 
2.3. Analysis of LWD estimation 
2.3.1. The CART/SLD/Wind model 
Accuracy of LWD estimation by the Fuzzy LWD model was compared with that of 
the CART/SLD/Wind model. Using the CART/SLD/Wind model, wetness occurrence at a 
given hour was determined through a series of decision points, or nodes, of the model as 
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follows (Gleason et al., 1994): after potential dry hours were excluded by discarding hours 
with DPD > 3.7 °C, the hours with wind speed < 2.5 m/s were subjected to an inequality. 
Next, after hours with RH < 87.8% were discarded as potential dry hours, the remaining 
hours were subjected to another inequality. When the relevant inequality was met, wetness 
was considered to be present during that hour. 
2.3.2. Analysis of LWD estimates 
For quantification of model accuracy in LWD estimation, mean error (ME) was 
calculated by averaging differences between measured and model-estimated LWD for 24-h 
periods that began at 12:00 and ended at 11:00 the next day. Mean absolute error (MAE) was 
also computed by averaging the absolute values of hourly errors during each 24-h period. ME 
provided a measure of the tendency to over- or underestimate LWD, whereas MAE assessed 
overall accuracy. Mean error and MAE were calculated during day and night as surrogates 
for dew-ineligible and dew-eligible periods, respectively. Day and night was defined as time 
periods during which solar elevation was > 20° and < 20°, respectively, to include potential 
hours for dew onset and dry off. The solar elevation P was given by 
sin [3 = sin (p sin 5 + cos <p cos 5 cos 0 (eq. 12) 
where <p = latitude, ô = solar declination, and 9 = hour angle of the sun. Sunset and sunrise 
are transitional events in energy exchange on a surface in terms of short-wave radiation from 
the sun. Relative solar elevation with daily time |3rs, which ranged from -90° to 270°, was 
calculated to identify time periods of sunrise and sunset using the calculated p. For time 
periods during which solar elevation was increasing, prs was given by: 
40 
prs = P (eq- 13) 
For hours at which solar elevation was declining, 
Prs=180°-P (eq. 14). 
Therefore, the time periods during which -90° < prs < 0°, 0°< prs < 180°, and 180° < prs < 
270° were approximately equivalent to midnight to sunrise, daytime, and sunset to midnight, 
respectively. In order to determine the influence of model accuracy on rainfall, days in which 
rainfall was measured (> 0.25 mm) within 24-h periods were classified as rain days and 
others as dew-only days. 
3. Results 
Overall, both the Fuzzy LWD model and the CART/SLD/Wind model estimated 
LWD within 1 h / day (Table 2). The magnitude of ME for the Fuzzy LWD model was 
similar to that of the CART/SLD/Wind model, but variability (SEM) of the Fuzzy LWD 
model was slightly lower. The Fuzzy LWD model also exhibited a more narrow range of ME 
across sites (-1.4 to 2.7 h / day) than CART/SLD/Wind model (-2.1 to 3.3 h / day). The 
Fuzzy LWD model, furthermore, had smaller MAE than the CART/SLD/Wind model at 14 
of 15 sites. 
The Fuzzy LWD model and the CART/SLD/Wind model estimated LWD within ±1 h 
/ day during 44.6 % and 40.9 % of dew-only days, respectively. The percentage of days with 
an error range within ±1 h / day for the Fuzzy LWD model was also greater than the 
CART/SLD/Wind model at 13 sites during dew-only days (Fig. 3). The Fuzzy LWD model 
also had higher frequency of days in the error categories within ±3 h and ±5 h per day than 
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the CART/SLD/Wind model at more sites during the same periods. On rain days, however, 
the superior accuracy of the Fuzzy LWD model was less pronounced than on dew-only days 
(Fig. 3B). The Fuzzy LWD model, nevertheless, estimated LWD within ±1 h / day during a 
higher percentage of rain days (38.3%) than the CART/SLD/Wind model (32.7%). 
During both days and nights, the magnitude of ME for the Fuzzy LWD model was 
similar to that for the CART/SLD/Wind model (Table 3). Both models estimated LWD 
within 1 h during daytime, but the Fuzzy LWD model generally estimated LWD with less 
variability than the CART/SLD/Wind model. The overall ME for the Fuzzy LWD model was 
also similar to the CART/SLD/Wind model during night. The Fuzzy LWD model, however, 
had lower ME of LWD estimation at most sites where estimation error by the 
CART/SLD/Wind model was more than 1 h / night. 
Misclassification rate of wetness occurrence peaked near sunrise and sunset for both 
the Fuzzy LWD model and the CART/SLD/Wind model (Fig. 4). The Fuzzy LWD model, 
however, had noticeably less absolute error than the CART/SLD/Wind model during those 
transition periods (Fig. 4A). The Fuzzy LWD model and the CART/SLD/Wind model over-
and underestimated wetness occurrence immediately after sunrise, respectively (Fig. 4B). In 
contrast, the Fuzzy LWD model and the CART/SLD/Wind model under-and overestimated 
wetness occurrence immediately after sunset, respectively. On the other hand, both models 
overestimated wetness occurrence during time periods between dusk and daybreak as well as 
several hours after sunrise. 
4. Discussion 
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Our study showed that an LWD estimation model based on a fuzzy logic system was 
not only comparable to measurement in overall accuracy, which was <1 h in identifying dew 
onset and dry off in a tomato canopy (Lau et al., 2000), but also more portable than the 
CART/SLD/Wind model. This result suggested that the Fuzzy LWD model can substitute for 
earlier empirical models for LWD estimation, since the CART/SLD/Wind model has been 
reported to estimate LWD more accurately than other empirical models (Gleason et al., 1984; 
Francl and Panigrahi, 1997). Using a fuzzy logic system, it was possible to combine physical 
principles with empirical approaches while relying on fewer input variables than physical 
models. 
Accuracy in LWD estimation by the CART/SLD/Wind model was dependent, in part, 
upon geographical location and other site factors. The CART/SLD/Wind model 
overestimated or underestimated LWD at several of the same locations at which LWD was 
over- or underestimated by the CART/SLD model in an earlier study (Gleason et al., 1994). 
For example, the CART/SLD/Wind model overestimated LWD within 2 h / day at 
Crawfordsville and Sutherland, IA in both studies. On the other hand, the magnitude of ME 
for the CART/SLD/Wind model was consistently less than 1 h / day at Ames, IA, 
Monmouth, IL, and Sidney, NE. This suggested that the CART/SLD/Wind model is subject 
to location-based errors. 
The Fuzzy LWD model estimated LWD relatively consistently and accurately across 
sites compared with the CART/SLD/Wind model. This difference suggested that the Fuzzy 
LWD model has greater spatial extendibility than the CART/SLD/Wind model (Table 2). 
The Fuzzy LWD model tended to result in more sites at which estimation error within 1 h / 
day was more frequent than the CART/SLD/Wind model during both dew-only and rain days 
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(Fig. 3). Since the magnitude of ME within ±1 h / day has been considered to be the limit of 
LWD measurement accuracy (Pedro and Gillespie, 1982b), the Fuzzy LWD model estimated 
LWD with accuracy comparable to measurement more frequently across sites than the 
CART/SLD model. This result supported the view that the Fuzzy LWD model had a greater 
degree of portability than the CART/SLD/Wind model. In another study, the Fuzzy LWD 
model also estimated LWD substantially more accurately than the CART/SLD/Wind model 
in northwestern Costa Rica during the wet season (Kim et al., 2003). 
Since the energy balance on a surface governs occurrence of wetness or condensation 
of water vapor on the surface, a physically oriented model is apt to accurately estimate LWD 
caused by dew rather than rainfall. In this study, accurate estimation of the Fuzzy LWD 
model was more frequent than the CART/SLD/Wind model during dew-only days, which 
suggested that the Fuzzy LWD model more closely estimated physical processes related to 
energy exchange than the CART/SLD/Wind model. Use of a fuzzy logic system, therefore, 
seemed to render the Fuzzy LWD model similar properties to the physical model, which may 
result in higher spatial portability than the CART/SLD/Wind model. Its similarity to physical 
models may also result in the greater number of sites at which the Fuzzy LWD model had 
less error in LWD estimation than the CART/SLD/Wind model during nights than 24-h 
periods (Table 3). On rain days, the Fuzzy LWD model identified wetness occurrence more 
accurately than the CART/SLD/Wind model. These results suggest that the Fuzzy LWD 
model would be preferable to the CART/SLD/Wind model for estimating LWD caused by 
either rain or dew. 
Both the Fuzzy LWD and the CART/SLD/Wind model exhibited lower accuracy near 
the times of sunset and sunrise than at other times (Fig. 4). The CART/SLD model had low 
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accuracy in estimating the onset of leaf wetness (Rao et al., 1998; Madeira et al., 2002) and, 
in the present study, relatively high error near sunset suggested that such a trend also 
characterized the CART/SLD/Wind model. The Fuzzy LWD model also underestimated 
wetness occurrence during the same periods. This misidentification of wetness occurrence 
may be related to the fact that net radiation becomes negative some time before sunset 
because of prevailing outgoing long wave radiation compared with the declining solar 
radiation (Rosenberg et al., 1983). On the other hand, the CART/SLD/Wind model 
underestimated wetness occurrence immediately after sunrise, which may result from the 
empirical process of wetness identification for the model. In contrast, the Fuzzy LWD model 
misclassified hours at which wetness dried off after sunrise as wet hours, which is most likely 
due to the fact that the Fuzzy LWD model used no measured solar radiation as inputs. When 
solar radiation measurements are available, it may be possible to adjust the output of the 
Fuzzy LWD model using a weight value or a correction factor. For example, after 
multiplying a correction factor, 0.975, to the output of the Fuzzy LWD model, percentage of 
absolute error for time periods during which (3rs was within 15 0 to 25° and 25 ° to 35° 
decreased from 20.2% to 17.9% and from 12.0% to 9.9%, respectively (Kim, unpublished 
data). 
The small number of input variables and simplicity in calculation are major 
advantages of the Fuzzy LWD model compared with physical models. The Fuzzy LWD 
model used the same input variables as the CART/SLD/Wind model, yet the estimation error 
was consistently lower over space and time. These patterns suggested that application of a 
fuzzy logic system may make it possible to develop a physically oriented model that retains 
temporal and spatial extendibility without sophisticated calculations, such as solution of non-
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linear equations that require iteration or numerical analysis. Iterative processes pose a 
potential risk when weather input data are not accurate, since a small error can be amplified 
in repeated calculations. Therefore, a physical model that includes an iterative procedure may 
not be able to estimate LWD accurately when inaccurate weather data such as site-specific 
weather estimates are used (Magarey, 1999). Furthermore, because the outcome of the Fuzzy 
LWD model represents approximated possibility of occurrence of wetness, it is possible to 
adjust the outcome under specific sets of climate or geographic conditions instead of adding 
weather variables or input parameters. This adaptability may give the Fuzzy LWD model 
another advantage over other models. The Fuzzy LWD model, therefore, merits further 
validation as a substitute for current physical and empirical LWD models. 
5. Conclusions 
This study showed that application of a fuzzy logic system can facilitate development 
of a hybrid model that possesses advantages of temporal and spatial portability with 
simplified input data and calculation. A LWD estimation model based on a fuzzy logic 
system incorporated energy balance principles, yet its estimation error was consistently lower 
than the CART/SLD/Wind model over space and time. The number of sites at which the 
Fuzzy LWD model had relatively less error than the CART/SLD/Wind model was greater 
during night and dew-only days than during 24-h periods and rain days, respectively. The 
Fuzzy LWD model overestimated and underestimated wetness occurrence during sunset and 
sunrise, respectively. These findings suggest that the Fuzzy LWD model had greater spatial 
portability than the CART/SLD/Wind model probably due to incorporation of energy balance 
principles into the LWD model. 
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The Fuzzy LWD model may, therefore, offer practical advantages over previous 
LWD estimation methods. The Fuzzy LWD model uses relatively few input variables and 
simple calculation processes compared with physical models. The Fuzzy LWD model also 
appeared to possess greater portability than empirical models. Since the outcome of the 
Fuzzy LWD model is approximation of wetness occurrence using a limited number of input 
variables, it is, furthermore, possible to modify the output of the model when additional 
relevant inputs, e.g., solar radiation, become available. This adaptability gives the Fuzzy 
LWD model another advantage over other models. The Fuzzy LWD model, therefore, 
deserves further study and validation as a substitute for current physical and empirical LWD 
models. 
6. References 
1. Breiman, L, Friedman, J. H., Olshen, R. A., and Stone, C. J. 1984. Classification and 
Regression Trees. Chapman & Hall/CRC, New York, NY. 
2. Chtioui, Y., Francl, L. J., and Panigrahi, S. 1999. Moisture prediction from simple 
micrometeorological data. Phytopathology, 89: 668-672. 
3. Davis, D. R., and Hughes, J. E. 1970. A new approach to recording the wetting 
parameter by the use of electrical resistance sensors. Plant Dis. Rep., 54: 474-479. 
4. Francl, L. J. and Panigrahi, S. 1997. Artificial neural network models of wheat leaf 
wetness. Agric. For. Meteorol., 88: 57-65. 
5. Gillespie, T. J. and Barr, A. 1984. Adaptation of a dew estimation scheme to a new 
crop and site. Agric. For. Meteorol., 31: 289-295. 
47 
6. Gleason, M. L., Taylor, S. E., Loughin, T. M., and Koehler, K. J. 1994. Development 
and validation of an empirical model to estimate the duration of dew periods. Plant 
Dis., 78: 1011-1016. 
7. Idso, S. B. and Jackson, R. D. 1969. Thermal radiation from the atmosphere. J. 
Geophys. Res., 74: 5397-5403. 
8. Kim, K. S., Taylor, S. E., Gleason, M. L., and Koehler, K. J. 2002. Model to enhance 
site-specific estimation of leaf wetness duration. Plant Dis., 86: 179-185. 
9. Kim, K. S., Taylor, S. E., and Gleason, M. L. 2003. Estimation of leaf wetness 
duration using empirical models in northwestern Costa Rica. 5th conference of 
Agricultural and Forest Meteorology. The Korean Society of Agricultural and Forest 
Meteorology, Suwon, Korea, pp. 54-57. 
10. Klir, G. J. and Yuan, B. 1995. Fuzzy Sets and Fuzzy Logic: theory and applications. 
Prentice Hall PTR, Upper Saddle River, NJ. 
11. Latin, R., and Evans, K. J. 1996. Development and delivery of a forecaster for 
Alternaria leaf blight of muskmelon. (Abstr.) Phytopathology, 86: S106. 
12. Lau, Y. F., Gleason, M. L., Zriba, N., Taylor, S. E., and Hinz, P. N. 2000. Effects of 
coating, deployment angle, and compass orientation on performance of electronic 
wetness sensors during dew periods. Plant Dis., 84: 192-197. 
13. Madeira, A. C., Kim, K. S., Taylor, S. E., and Gleason, M. L. 2002. A simple cloud-
based energy balance model to estimate dew. Agric. For. Meteorol., Ill: 55-63. 
14. Magarey, R. D. 1999. A theoretical standard for estimation of surface wetness 
duration in grape. Ph.D. Dissertation, Cornell Univ. Ithaca, NY. 
48 
15. Nelles, O. 2000. Nonlinear System Identification: from classical approaches to neural 
networks and fuzzy models. Springer, New York, NY. 
16. Pedro, M. J., Jr., and Gillespie, T. J. 1982. Estimating dew duration. I. Utilizing 
micrometeorological data. Agric. Meteorol., 25: 283-296. 
17. Pedro, M. J., Jr., and Gillespie, T. J., 1982. Estimating dew duration. II. Utilizing 
standard weather station data. Agric. Meteorol., 25: 297-310. 
18. Pitblado, R. E. 1988. The development of a weather-timed fungicide spray program 
for field tomatoes. Can. J. Plant Pathol., 10: 371. 
19. Poysa, V., Brammall, R. A., and Pitblado, R. E. 1993. Effects of foliar fungicide 
sprays on disease and yield of processing tomatoes in Ontario. Can. J. Plant Sci., 73: 
1209-1215. 
20. Rao, P. S., Gillespie, T. J., and Schaafsma, A. W. 1998. Estimating wetness duration 
on maize ears from meteorological observations. Can. J. Soil Sci., 78: 149-154. 
21. Rosenberg, N. J., Blad, B. L., and Verma, S. B. 1983. Microclimate: the biological 
environment. 2nd ed. John Wiley & Sons, New York, NY. 
22. Zadeh, L. A. 1992. Knowledge representation in fuzzy logic. In: Yager, R. R. and 
Zadeh, L. A. (Editors), An Introduction to Fuzzy Logic Applications in Intelligent 
Systems. Kluwer Acad., Norwell, MA, pp 1-26. 
49 
Table 1. Fuzzy rules to infer occurrence of wetness. 
Antecedent3 Consequence3 
Weight0 
VPDb Wind speed pRnb Wetness 
High Absent 0.55 
Moderate Slow Likely Absent 0.50 
Moderate NOT slow Likely Absent 0.95 
Low Slow Likely Present 0.90 
Low Fast Likely Absent 0.85 
Low Moderate Likely Present 0.65 
Low Moderate Likely Absent 0.30 
High Absent 0.65 
Moderate Likely Absent 0.60 
Moderate Likely Present 0.20 
Low Likely Present 0.30 
Very low Likely Present 0.45 
a. A fuzzy statement includes an antecedent, p, and a consequence, q, in form of "If p, 
then q." p may consist of a combination of variables, e.g., VPD and Wind connected 
with AND operand. 
b. VPD = vapor pressure deficit and pRn = potential net radiation calculated from eq. 5. 
c. Weight values corresponding to each logic statement were multiplied to calculate 
fuzzy numbers for the statements. 
50 
Table. 2. Mean error (ME) and mean absolute error (MAE) for estimation of wetness 
duration (h/day) in 1998 and 1999. 
Sites Na MWD
b ME (h/day) (SEM)' MAE" 
(h/day) CART6 Fuzzy6 CART Fuzzy 
Ames, IA 303 8.7 0.3 (0.22) -0.2 (0.22) 3.7 3.5 
Lewis, IA 307 7.6 1.2(0.25) 1.4 (0.24) 4.3 3.8 
Nashua, IA 301 8.0 3.3 (0.23) 2.7(0.23) 4.4 3.8 
Sutherland, IA 306 8.0 1.4 (0.24) 1.8 (0.25) 4.2 3.9 
Crawfordsville, IA 303 8.1 1.9(0.18) 0.9 (0.17) 3.5 2.7 
Belleville, IL 196 7.6 2.9 (0.24) 2.2 (0.20) 4.7 3.4 
Bondville, IL 204 10.0 -1.6 (0.27) -1.4 (0.24) 3.8 3.3 
Dixon Springs, IL 225 9.2 0.4 (0.22) -1.3 (0.22) 3.0 2.8 
Monmouth, IL 231 7.5 -0.8 (0.27) -0.8 (0.24) 4.0 3.4 
St. Charles, IL 218 8.6 -0.6 (0.22) 0.0 (0.21) 3.5 2.7 
Red Cloud, NE 317 7.8 1.9 (0.25) 1.6 (0.23) 4.6 3.8 
Gordon, NE 322 8.5 -2.1 (0.20) -1.3(0.22) 3.9 3.7 
O'Neill, NE 270 6.9 2.4(0.30) 2.7 (0.29) 5.1 4.7 
Sidney, NE 322 6.5 -1.0 (0.20) 0.2 (0.19) 3.0 2.7 
West Point, NE 167 10.5 -1.0(0.23) -LI (0.25) 2.9 3.1 
All 15 sites 3,992 8.1 0.6 (0.07) 0.6 (0.06) 3.9 3.4 
a. Number of 24-h periods included in the analysis. 
b. MWD = Wetness duration measured during study periods. 
c. ME = Mean error (^(estimated - measured)/h) and SEM = standard error of the mean 
difference. 
d. MAE = Mean absolute error (E[estimated - measured|/h). 
e. CART = The CART/SLD/Wind model (Kim et al., 2002); Fuzzy = Fuzzy LWD 
model. Wind speed used in both models was corrected to the level of wetness sensors, 
which was 0.3 m. 
Table 3. Mean error (ME) of model-estimated wetness duration (h / period) during day and night3. 
Day Night 
Sites 
Nb MWD
C 
(h/day) 
ME (h/day) (SEM)d Nb MWD
C 
(h/night) 
ME (h/night) (SEM) 
CART" Fuzzy CART Fuzzy 
Ames, IA 310 0.8 -0.2 (0.07) 0.0 (0.06) 310 7.9 0.5 (0.20) -0.2 (0.20) 
Lewis, IA 312 0.8 0.0(0.10) 0.4 (0.09) 312 6.8 1.3 (0.21) 1.1 (0.21) 
Nashua, IA 309 0.8 0.6 (0.09) 0.4 (0.08) 309 7.2 2.7 (0.20) 2.2 (0.20) 
Sutherland, IA 312 0.8 -0.2 (0.10) 0.2 (0.09) 312 7.1 1.5 (0.21) 1.6(0.21) 
Crawfordsville, IA 309 0.7 0.0 (0.07) 0.0 (0.06) 309 7.4 1.9(0.16) 1.0 (0.15) 
Belleville, IL 200 0.5 -0.2 (0.07) -0.1 (0.06) 199 6.9 3.1 (0.22) 2.3 (0.20) 
Bondville, IL 218 0.7 -0.6 (0.10) -0.4 (0.08) 215 9.1 -0.9 (0.23) -1.0 (0.21) 
Dixon Springs, IL 235 0.8 -0.3 (0.08) -0.5 (0.09) 235 8.3 0.6 (0.18) -0.9 (0.17) 
Monmouth, IL 242 0.7 -0.6 (0.09) -0.3 (0.08) 242 6.8 -0.1 (0.25) -0.4 (0.22) 
St. Charles, IL 227 0.8 -0.7 (0.09) -0.2 (0.08) 227 7.6 0.0 (0.20) 0.2(0.17) 
Red Cloud, NE 323 0.6 0.1 (0.09) 0.5 (0.08) 323 7.2 1.7(0.21) 1.1 (0.20) 
Gordon, NE 327 0.7 -0.4 (0.07) -0.1 (0.05) 327 7.7 -1.7 (0.19) -1.2 (0.20) 
O'Neill, NE 281 0.7 -0.1 (0.10) 0.3 (0.10) 281 6.1 2.4 (0.26) 2.4 (0.24) 
Sidney, NE 326 0.6 -0.4 (0.07) -0.1 (0.05) 326 5.8 -0.6 (0.18) 0.3 (0.18) 
West Point, NE 171 1.1 -0.4 (0.12) -0.2 (0.10) 171 9.4 -0.5(0.18) -0.9 (0.21) 
All 15 sites 4,102 0.7 -0.2 (0.02) 0.0 (0.02) 4,098 7.3 0.8 (0.06) 0.6 (0.06) 
a. Day and night were defined as time periods during which solar elevation was > 20° and < 20°, respectively. 
b. Number of periods corresponding to either day or night. 
c. Measured wetness duration during either day or night. 
f. ME = Mean error (^(estimated - measured)/h) and SEM = standard error of the mean difference. 
g. MAE = Mean absolute error (ZJestimated - measured|/h). 
h. CART = The CART/SLD/Wind model (Kim et al., 2002); Fuzzy = Fuzzy LWD model. Wind speed used in both models 
was corrected to the level of wetness sensors, which was 0.3 m. 
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Figure Captions 
Figure 1. Locations of weather stations where leaf wetness duration, air temperature, wind 
speed, and relative humidity were measured during May to September of 1997, 1989, and 
1999. 
Figure 2. Membership functions of variables included in fuzzy logic system to estimate leaf 
wetness duration: A, vapor pressure deficit (VPD; kPa); B, Wind speed (m/s); C, pRn 
(W/m2), which was estimated net radiation; D, occurrence of wetness. 
Figure 3. The percentage of days on which LWD was estimated by a model within various 
error ranges within 0 h, ± 1 h, ± 3 h, and ± 5 h, respectively. E indicates estimation error 
(Estimation - Measurement) during a 24-h period. Each point represents the frequency of 
days at corresponding sites over two years (1998-1999) of the validation set: A, dew-only 
days defined as days on which no rainfall (< 0.25 mm) was measured within 24-h period; B, 
rain days on which rainfall (> 0.25 mm / day) was measured. 
Figure 4. Error pattern in LWD estimation with respect to progress of time in a day in terms 
of solar elevation that identifies time periods of sunset and sunrise: A, absolute error rate 
(E|estimation-measurement|/N, where N = the total number of hours that fall within each 10° 
range of relative solar elevation); B, pattern of error rate, which was calculated as 
E(estimation-measurement)/N. 
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CHAPTER III. FORECASTING SITE-SPECIFIC 
LEAF WETNESS DURATION USING EMPIRICAL MODELS 
A paper to be submitted to 
Plant Disease 
Kwang-Soo Kim, S. Elwynn Taylor, and Mark L. Gleason 
ABSTRACT 
Reliable forecasts of leaf wetness duration (LWD) could enhance the effectiveness of 
disease-warning systems. Despite the potential advantages of using forecast data and site-
specific weather estimation technology, large errors could compromise their reliability in 
disease-warning systems. In this study, we used empirical models based on classification and 
regression tree analysis (CART model) and a fuzzy logic system (FL and CFL model) to 
forecast LWD 24 h in advance based on site-specific weather forecasts. The R2 values 
comparing variation between measured and forecasted data for air temperature and RH were 
0.83 and 0.64, respectively. Forecasted LWD and air temperature were also used as inputs in 
simulation of the Melcast and TOM-CAST disease-warning systems. The CART and FL 
models under-predicted LWD with mean error (ME) of 2.3 and 3.9 h / day, respectively. The 
CFL model, which is a corrected version of the FL model using a weight value, reduced ME 
in LWD forecasts to 1.1 h / day. In Melcast and TOM-CAST simulation, all models predicted 
daily disease risk ratings that were similar to those generated by measurements. Model-
derived timing and frequency of Melcast and TOM-CAST spray advisories were also similar 
to those obtained from measurements. 
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INTRODUCTION 
Disease-warning systems are management decision aids that can provide economic 
and environmental benefit by increasing the efficiency of pesticide use (6, 16, 17). Leaf 
wetness duration (LWD) is an important input to many disease-warning systems because the 
risk of epidemics of many foliar diseases is related to the duration of periods when free water 
is present on crop surfaces (9). Measuring LWD with electronic sensors is challenging, 
however, not only because of the inconvenience of installing and maintaining sensors and 
data loggers, but also because of the spatial variability of LWD (6, 24). As an alternative to 
measurements, LWD models have been developed using energy balance principles, statistical 
methods, or a combination of these approaches, and have been validated using either 
measured or estimated weather data (1, 3, 4, 7, 12, 20). It is potentially more convenient and 
cost-effective to estimate LWD than measure it, but LWD estimates have seldom been used 
as warning-system inputs (8, 12). 
A reliable forecast of LWD, at least 24 h in advance, could enhance the effectiveness 
of a disease-warning system by enabling growers to take protective actions before infection 
occurs or rainy weather prevents access to fields. For example, Shtienberg and Elad (26) 
reported that forecasted weather information was more effective than real-time measurements 
for control of Botrytis cinerea in vegetables. Private companies, (e.g., Sky Bit, Inc., 
Bellefonte, PA), provide hourly, site-specific LWD forecasts of air temperature, relative 
humidity (RH), and wind speed for periods up to 72 h into the future. 
Despite the potential advantages of using forecast data, large inherent errors may 
hinder implementation of LWD forecasts, especially for physical models whose accuracy is 
highly dependent upon accuracy of input data (19). However, it may be possible to forecast 
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LWD with acceptable accuracy when empirical LWD models are used. Empirical models 
generally require fewer input variables than physical models, which may minimize chances 
that errors associated with forecasted weather data propagate into LWD forecast errors. Some 
empirical LWD models may be relatively robust to errors in input weather data. For example, 
Kim et al. (12) showed that an empirical model was able to estimate LWD within 1 h/day, 
using the site-specific weather estimates. The objectives of this study were to i) assess the 
accuracy of forecasted relative humidity and air temperature, ii) quantify accuracy of LWD 
forecasts using empirical models, and iii) validate the LWD forecasts as inputs to the Melcast 
and TOM-CAST disease-warning systems. 
MATERIALS AND METHODS 
Weather data. Air temperature, RH, wind speed, and wetness duration were measured 
hourly at 15 sites in Iowa (IA), Illinois (IL), and Nebraska (NE) from May to September in 
1998 and 1999. Air temperature and RH were measured at 1.5-m height, and wind speed was 
measured at 3 m in IA and NE and at 10 m in IL. Electronic wetness sensors (Model 237, 
Campbell Scientific, Logan, UT), whose accuracy was calibrated within 1 h / day (15, 22), 
were deployed at a 45° angle, facing north, on level unobstructed sites on managed turfgrass, 
0.3 m above the ground. Latex paint was applied to sensor surfaces to increase sensitivity to 
small water droplets and to approximate the emissivity of plant leaves (2, 5, 15). When 
wetness was detected for > 30 min in an hour, the hour was counted as wet (1); otherwise, the 
hour was scored as dry (0). 
Hourly, site-specific weather estimates (SkyBit Inc., Bellefonte, PA) were obtained 
for the same sites and dates as the weather measurements. They included hindcast estimates 
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as well as forecasts for the next 24 h. These data were obtained from computer models based 
on the Mesoscale Atmospheric Simulation System (MASS) and the Model Output 
Enhancement (MOE) technique (10, 11). Since SkyBit estimated or predicted wind speed at 
10-m height, these estimates or forecasts were corrected to wetness sensor height using the 
log profile given by Rosenberg et al. (25) under a neutral condition assumption: 
w(z,) ln(zj - d )  - In z0 (Equation 1) 
u { z 2 )  ln(z2 - d )  -  Inz0 
where ui and u% are the mean wind  s peed a t  the height of z\ and zj, respectively; d is zero 
plane displacement (0.192 m); and z0 is roughness length (0.039 m). In this study, z, and z2 
were the height at which wetness sensors and anemometer were installed, respectively. 
Leaf wetness duration models. Empirical LWD models were used to forecast LWD 24 h in 
advance (Table 1). The CART/SLD/Wind model (CART model), a fuzzy logic model (FL 
model), and a corrected fuzzy logic model (CFL model) were used to forecast LWD from 
inputs of forecasted air temperature, RH, and wind speed data. The SkyBit wetness model, 
whose LWD estimation algorithm is proprietary, was also included in our analysis. 
The CART model utilized a hierarchical decision tree based on threshold values of 
dew point depression, wind speed, and RH (7). The classification and regression tree (CART) 
technique selected variables and decision tree structures that minimized errors in classifying 
hours in which leaves are wet or dry, and stepwise linear discriminant analysis determined 
wetness classification rules. Inputs for wind speed were also adjusted to wetness sensor 
height (12). 
The FL model was an empirical model that incorporated energy balance principles in 
a fuzzy logic framework (13). The variables and decision rules of the model were induced 
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from energy balance principles to approximate occurrence of wetness rather than obtain an 
exact solution. In fuzzy logic, physical principles associated with wetness occurrence can be 
expressed in natural language in the form of multiple logic statements instead of 
mathematical symbols (30). For example, a fuzzy logic decision statement to infer 
occurrence of wetness stated: "If VPD is moderate and Wind speed is slow, then Wetness is 
likely present." The FL model translated the numerical data, called crisp values, into 
linguistic terms, e.g., "slow" or "moderate", using membership functions corresponding to 
each variable (30). The membership functions were obtained through a training process (13). 
When systematic errors in input data are expected, it is likely that the output of fuzzy 
models will also deviate from reality and require correction. Since weather data that are site-
specific forecasts (e.g., from SkyBit, Inc.) contain inherent temporal and spatial errors (8), an 
adjusted version of the FL model (CFL model) could be used to minimize influence of input 
errors on model forecasts. The CFL model was obtained by applying a weight value, called a 
correction factor, to the output of the FL model. The correction factor was determined 
through a training process using a data set that included SkyBit hindcast weather estimates. 
The training set was arbitrarily split into ten subsets and root mean square error (RMSE) was 
calculated for each subset (Fig. 1). A correction factor, which was a 2.5% increment to the 
output of the FL model, was chosen since RMSE of most subsets started increasing when the 
correction factor exceeded 2.5%. 
Analysis of forecasted weather parameters and wetness. Daily data sets encompassed 
periods from noon (12:00) until 11:00 the next day in order to include entire dew-eligible 
periods. Since SkyBit weather forecasts contained errors inherent in prediction, correlations 
between measurements and forecasts were calculated. Measurements obtained from 
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electronic sensors were assumed to represent true wetness occurrence, and deviations of 
prediction by LWD models from those values were assumed to represent errors. Mean error 
(ME) was calculated by averaging differences between measured and model-forecasted LWD 
for 24-h periods. Mean absolute error (MAE) was computed by totaling hours in which 
measured and forecasted LWD disagreed during 24-h periods. ME provided a measure of the 
tendency to over- or under-predict LWD, whereas MAE assessed overall accuracy. Pedro and 
Gillespie (20) suggested that an estimation error within 1 h / day is a reasonable accuracy 
limit of LWD models in practice since many weather stations record observations on an 
hourly basis. We used ± 2 h / day as a threshold of acceptable accuracy for LWD forecasts, 
however, since additional error by spatial interpolation and temporal extrapolation is likely to 
be inherent. 
Application of forecasted weather data to a disease-warning system. Forecasted LWD 
and air temperature were used as inputs to the Melcast disease-warning system for melon 
anthracnose (14) and TOM-CAST, a disease-warning system for several fungal diseases of 
tomatoes (21, 23). Melcast and TOM-CAST calculate the sum of daily disease-risk ratings or 
indices, called "environmental favorability indices" (EFI) and "disease severity values" 
(DSV), respectively. These disease-warning systems recommend application of fungicide 
when action thresholds of the sums are attained. 
Disease-warning indices calculated from measured LWD and mean air temperature 
during the wet periods were assumed to be true and compared with those from forecasted 
data. To summarize accuracy of forecasted disease-warning indices, expected value of 
forecasted indices was calculated using a formula based on probability: 
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Z(/ = 0 = Zf(/ = :'H (Equation 2) 
where I is a random variable on {1,2, ..., n} and n is the largest value of I corresponding to 
either EFI or DSV. The probability p for each index was expressed as: 
where Nj and N were number of days on which the value of I was equal to i, and total days, 
respectively. 
In the simulation study, hourly LWD and air temperature forecasts for 24-h periods 
were used to calculate EFI (Melcast) and DSV (TOM-CAST). If the sum of disease-warning 
index values was < the action threshold (35 for Melcast and 20 for TOM-CAST), forecasted 
index values were replaced by those calculated from hindcast weather estimates on the given 
day. When the sum of index values derived from previous hindcast estimates and current 24-
h forecasts was > an action threshold, the simulation recommended applying a fungicide 
spray. This calculation scheme enabled us to utilize not only the superior accuracy of 
hindcast estimates but also the predictive value of forecasted data when a spray decision was 
imminent. 
Individual periods between attainment of spray thresholds were analyzed in our study 
rather than season-long calculations, since occasional missing weather measurements 
precluded accumulation of continuous season-long indices for some sites. Spray dates were 
determined when accumulated indices reached an action threshold. Forecasted and measured 
indices were accumulated from the same day, which was the day after a forecasted index 
reached an action threshold. Time periods during which measured data were missing were 
(Equation 3) 
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treated in two alternative ways. When a gap in measured weather data occurred before a 
threshold was reached, the period was discarded. When forecast data input resulted in a spray 
advisory threshold before occurrence of a gap in measured data, the period was retained in 
the analysis. For such periods, termed a missing period, RMSE of forecasts index was 
calculated on the forecasted spray advisory date. Using RMSE, accuracy in forecasting spray 
advisory dates during missing periods was inferred in comparison to that of intact period. 
RESULTS 
The R2 values comparing variation between measured and forecasted data for air 
temperature and RH were 0.83 and 0.64, respectively. SkyBit forecasts of air temperature 
were generally within ± 5° C of measured values (Fig. 2). Relative humidity, in contrast, was 
more commonly under-predicted than over-predicted. In general, SkyBit forecasts 
underestimated RH during considerable hours in which air temperature was overestimated 
because the latter resulted in overestimated saturated vapor pressure. In addition, however, 
there were many hours in which RH was under-predicted even though air temperature was 
under-predicted. 
Overall, the SkyBit model, the CART model, and the FL model under-predicted 
LWD by >2 h / day, whereas the CFL model predicted LWD within a ME of-1.1 h / day 
(Table 2). The magnitude of MAE by the SkyBit model was considerably larger than other 
LWD models, whereas MAE of the other models was similar to each other. Therefore, the 
SkyBit model was excluded from further analysis of LWD forecast accuracy and disease-
warning system performance. 
LWD models tended to misclassify more hours during days on which no rainfall was 
recorded (dew-only day) than during days on which rainfall was recorded (rain day) (Table 
3). The CFL model, however, resulted in the smallest ME during both dew-only days and 
rain days. On rain days, the CFL model predicted LWD within 2 h / day for more sites (12 
sites) than on dew-only days (9 sites). The CART model under-predicted LWD for all sites 
during dew-only days, but predicted LWD within 2 h / day for 9 sites during rain days. The 
FL model consistently under-predicted LWD for most sites during both dew-only and rain 
days. 
The magnitude and frequency of disease-warning indices obtained from the CFL 
model and the CART model were similar to those of indices calculated from measured data 
on most days, which consisted of 84.1% and 92.9% of days for Melcast and TOM-CAST, 
respectively (Fig. 3). The number of spray advisories using forecasted data by the SkyBit 
model deviated from advisories based on measured data to a greater extent than for the 
CART model, the FL model, and the CFL model. Fungicide-spray advisory dates calculated 
from weather estimates and forecasts were close to those from measurements (Fig. 4). 
Because of missing weather data, it was impossible compare forecasted and measured spray 
dates in 7% to 15% of intact periods (Table 4). RMSE of accumulated indices for these 
periods, however, was similar to that of the intact periods except for the SkyBit model for 
which RMSE of both estimates and forecasts were greater than for other models. 
DISCUSSION 
This is the first report validating site-specific forecasts of LWD for potential 
implementation in disease-warning systems. Integration of forecasted LWD into disease-
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warning systems could have an enormous impact on the practical implementation of disease-
warning systems. Armed with 24-h forecasts, growers could apply control measures while it 
is still possible to drive spray equipment through a field or orchard. By preventing weather-
related pre-emption of control measures, such a capability could reduce the risk of control 
failure when implementing disease-warning systems (26). Utilization of LWD forecast could 
be especially valuable against rapidly developing diseases such as fire blight (Erwinia 
amylovora) and in circumstances in which available fungicides or bactericides lack adequate 
post-infection activity. 
Forecasted weather data inevitably contain errors. In our study, however, air 
temperature forecasted by SkyBit Inc. was reasonably similar to measurements (R2 = 0.83). 
Truxall and Travis (28) also reported that the MASS model, a base model to generate 
weather data by SkyBit, forecasted air temperature reasonably accurately. Forecasts of RH, 
in contrast, deviated substantially from measurements (R2 = 0.64). In a previous study using 
hindcast estimates in the Midwestern U.S., the R2 value of estimates and measurements of 
RH was 0.84 (29). Using forecasted data in the present study, however, RH was frequently 
under-predicted even when air temperature was over-predicted, suggesting that prediction of 
water vapor pressure contained substantial errors. Errors in water vapor pressure would, in 
turn, seriously affect accuracy of LWD prediction by physical models such as that utilized by 
SkyBit (J. Russo, Skybit Inc., pers. comm.), since water vapor pressure is a key variable for 
calculation of latent heat flux in energy balance equations (18, 20). 
Kim et al. (12) reported the CART/SLD/Wind model (termed the CART model in the 
present study) estimated LWD reasonably accurately with relatively inaccurate input data, 
especially RH. In the present study, the CART model predicted LWD with relatively small 
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errors (-2.3 h / day) using site-specific forecasts of air temperature, RH, and wind speed 
(Table 2). The larger ME of the CART model during dew-only days than rain days resembled 
the pattern noted in previous studies using SkyBit hindcast datasets (12). 
Consistent underestimation of forecasted LWD by the FL model may have resulted 
from under-prediction of the RH input data or errors in predicting water vapor pressure 
(Table 2). The two major input variables of the FL model, vapor pressure deficit (VPD) and 
estimated net radiation, were closely related to accuracy of water vapor pressure. In a fuzzy 
logic system, fuzzy rules were evaluated using linguistic labels, such as "high" and "low", 
associated with their input variables. When the input values contain small errors, it is 
possible to prevent those errors from affecting accuracy of model outcome, since linguistic 
labels still represent approximate rather than exact states of the corresponding variables. 
When magnitude of input data errors become large, however, the linguistic label converted 
from the input value represented an erroneous state of the variable, resulting in inaccurate 
evaluation of logic statements in the fuzzy logic system. 
The CFL model predicted LWD within 2 h / day, indicating that the correction factor 
minimized the influence of input data errors on LWD forecast by the FL model (Table 2). 
The correction factor was determined through a training process using hindcast weather 
estimates rather than forecast. The forecast process includes three phases: data assimilation to 
obtain initial conditions using observations, actual weather forecast, and post-processing to 
refine and correct the forecasts (27). It is likely that the MASS model and the MOE 
technique were used to generate hindcast weather estimates through the data assimilation 
process. The site-specific forecasts seemed to be the output of the forecast process for the 
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MASS model and the MOE technique. A correction factor, therefore, could be derived for 
weather forecast models after a training process, e.g., cross validation. 
It is important to accurately predict LWD caused by rainfall, since rainfall cannot 
only prevent timely spray applications but also disperse pathogen and wash off fungicides or 
bactericides. Gleason et al. (8) reported that LWD estimation by SkyBit data was more 
accurate during days on which rainfall was recorded than on days in which dew was the only 
LWD source. Similarly, in the present study, all models forecasted LWD with lower ME 
during days on which rainfall was recorded than during dew-only days (Table 3). The fact 
that the CFL model forecasted LWD within 2 h / day at more sites than the other models 
during rain days, however, suggests that it could provide more reliable LWD forecast 
information than the other models when rainy weather is threatening. 
Both the CART and fuzzy-based models appeared equally promising for applying 
forecasted weather data to disease-warning systems, since expected values of forecasted 
indices and the forecasted number of sprays were close to the actual values on most days 
(Fig. 3 and Table 4). Furthermore, in simulations of Melcast and TOM-CAST, forecasted 
spray dates were comparable to measurements (Fig. 4). Considering that reliable 
implementation of disease-warning systems is the primary purpose of LWD estimation 
models, the CART model and the fuzzy models may help to warn growers about impending 
warning-system thresholds at least 24 h in advance. Since input data for these models are 
available for any location in the U.S. in the form of readily accessible commercial services, 
the CART model and the fuzzy models may be broadly applicable in disease-warning 
systems. Extensive field validation, however, is essential before these or other models are 
ready to be implemented by growers. 
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Table. 1. List of leaf wetness models included in this study. 
Model name Acronym Type Algorithm 
SkyBit wetness model SkyBit Physical Proprietary 
CART/SLD/Wind model CART Empirical Classification and 
Regression Tree / 
Step-wise linear 
discriminant analysis 
Fuzzy LWD model FL Empirical Fuzzy logic system 
Corrected Fuzzy model CFL Empirical Fuzzy logic system / 
Correction factor 
Table 2. Mean error (ME) and mean absolute error (MAE) for forecasted wetness duration at 15 sites in Iowa (IA), Illinois (IL), 
and Nebraska (NE) from May to September in 1998 and 1999. 
Site N1 a MWD
B 
(h/day) 
ME (h/day) (SEM)° MAE (h/day) 
SkyBit6 CART1 FL1 CFL SkyBit CART FL CFL 
Ames, IA 272 8.6 -2.9 (0.46 
Lewis, IA 276 7.5 -0.2 (0.44 
Nashua, IA 270 8.0 -1.2(0.41 
Sutherland, IA 275 8.0 -1.6(0.42 
Crawfordsville, IA 275 8.0 -3.5 (0.43 
Belleville, IL 184 7.7 -4.7(0.49 
Bondville, IL 208 9.9 -3.3 (0.51 
Dixon Springs, IL 209 9.2 -3.0(0.44 
Monmouth, IL 208 7.4 -2.2 (0.53 
St. Charles, IL 204 8.6 -4.3 (0.48 
Red Cloud, NE 279 7.9 -2.0 (0.45 
Gordon, NE 283 8.5 -4.4(0.43 
O'Neill, NE 228 6.5 -0.5(0.50 
Sidney, NE 283 6.4 -1.9(0.35 
West Point, NE 137 10.8 -3.3(0.57 
All 15 sites 3,591 8.1 -2.5 (0.12 
-2.7 (0.31 
0.2 (0.30 
-0.4 (0.31 
-1.0(0.32 
-2.5 (0.28 
-5.1 (0.35 
-1.2(0.32 
-1.1 (0.33 
-1.7 (0.36 
-4.9 (0.33 
-2.7 (0.32 
-5.5(0.34 
-1.4 (0.36 
-2.4 (0.30 
-3.5 (0.42 
-2.3 (0.09 
-4.6 (0.32 
-2.0 (0.33 
-1.9(0.31 
-2.4 (0.33 
-5.0 (0.29 
-7.0 (0.33 
-4.1 (0.31 
-4.5 (0.38 
-3.9 (0.35 
-6.3 (0.30 
-4.1 (0.32 
-5.3 (0.36 
-2.1 (0.32 
-2.1 (0.30 
-5.4 (0.42 
-3.9(0.09 
-1.4(0.33) 
0.9 (0.33) 
1.2(0.32) 
0.8 (0.33) 
-1.8 (0.28) 
-5.7 (0.34) 
-1.0(0.31) 
-1.3 (0.38) 
-0.8(0.36) 
-3.1 (0.34) 
-1.6(0.31) 
-3.0 (0.36) 
0.6 (0.33) 
0.4 (0.29) 
-2.5 (0.46) 
-1.1 (0.09) 
9.0 
8.0 
7.8 
7.8 
8.3 
8.3 
9.1 
8.1 
8.0 
8.5 
7.9 
8.1 
7.8 
5.8 
9.0 
8.0 
5.8 
5.1 
4.5 
5.1 
5.0 
6.2 
4.6 
4.6 
5.3 
6.4 
5.4 
7.0 
5.5 
4.6 
5.6 
5.4 
6.6 
5.5 
4.9 
5.5 
6.1 
7.3 
5.9 
6.2 
5.8 
7.0 
6.0 
7.1 
5.2 
4.7 
6.9 
6.0 
5.7 
5.5 
4.9 
5.3 
4.9 
6.6 
4.5 
5.0 
5.2 
5.7 
5.2 
6.2 
5.5 
4.6 
5.6 
5.3 
a. Number of 24-h periods included in the analysis. 
b. MWD = Wetness duration measured during study periods. 
c. ME = mean error (^(estimated - measured)/N) and SEM = standard error of the mean difference. 
d. MAE = mean absolute error (Z|estimated - measured[/N). 
e. SkyBit = SkyBit wetness model. 
f. CART = CART/SLD/Wind model (Kim et al., 2002), FL = Fuzzy LWD model, and CFL = a adjusted version of the Fuzzy 
LWD model using a correction factor that increased the output of the Fuzzy LWD model by 2.5 %. 
Table 3. Mean error (ME) of model-forecasted wetness duration (h / period) between days on which rainfall was recorded and 
days without recorded rainfall at 15 sites in Iowa (IA), Illinois (IL), and Nebraska (NE) from May to September of 1998 and 1999. 
Dew-only days3 Rain daysb 
Sites 
N MWD 
ME (h/day) (SEM) 
N MWD 
ME (h/day) (SEM) 
(h/day) CART FL CFL (h/day) CART FL CFL 
Ames, IA 174 8.4 -3.4 (0.34) -5.3 (0.34) -2.2 (0.36) 98 8.9 -1.5 (0.59) -3.5 (0.63) -0.2 (0.64) 
Lewis, IA 190 7.0 -0.3 (0.34) -2.5 (0.37) 0.3 (0.37) 85 8.6 1.5(0.59) -0.7 (0.63) 2.3 (0.62) 
Nashua, IA 181 7.4 -0.9 (0.32) -2.1 (0.35) 1.0(0.36) 89 9.1 0.6 (0.66) -1.5 (0.63) 1.7(0.62) 
Sutherland, IA 177 7.2 -0.8 (0.42) -2.2 (0.44) 1.0 (0.43) 98 9.4 -1.3 (0.48) -2.7 (0.46) 0.5 (0.49) 
Crawfordsville, IA 174 7.7 -2.9 (0.31) -5.2 (0.32) -2.1 (0.31) 101 8.6 -1.8 (0.53) -4.6 (0.55) -1.4 (0.55) 
Belleville, IL 139 7.8 -5.9(0.39) -7.2 (0.38) -6.2 (0.39) 45 7.5 -2.6 (0.68) -6.2 (0.66) -3.9(0.63) 
Bondville, IL 147 9.5 -1.5(0.36) -4.6 (0.36) -1.5(0.35) 61 11.0 -0.4 (0.67) -3.0 (0.60) 0.2 (0.61) 
Dixon Springs, IL 165 8.7 -0.8 (0.36) -3.9 (0.40) -0.9 (0.42) 44 11.0 -2.5 (0.77) -6.7 (0.89) -2.9 (0.84) 
Monmouth, IL 158 6.8 -1.7 (0.40) -4.1 (0.39) -1.1 (0.40) 50 9.1 -1.8(0.78) -3.6 (0.74) 0.2 (0.78) 
St. Charles, IL 155 8.3 -5.6(0.30) -6.8 (0.30) -3.9 (0.34) 49 9.3 -2.8 (0.90) -4.8 (0.78) -0.4 (0.85) 
Red Cloud, NE 196 7.0 -2.7 (0.34) -4.0 (0.35) -1.7(0.35) 83 9.9 -2.5 (0.72) -4.3 (0.68) -1.3 (0.64) 
Gordon, NE 213 7.9 -6.0 (0.33) -5.9 (0.35) -3.9 (0.36) 70 10.6 -3.8 (0.90) -3.5 (0.96) -0.5 (0.90) 
O'Neill, NE 163 5.6 -1.5 (0.42) -2.2 (0.36) 0.5 (0.38) 65 8.8 -1.0(0.68) -1.8(0.65) 1.0 (0.69) 
Sidney, NE 210 5.3 -2.3 (0.35) -2.0 (0.36) 0.4 (0.35) 73 9.5 -2.7 (0.57) -2.2 (0.52) 0.4 (0.52) 
West Point, NE 100 10.8 -3.8 (0.45) -5.9 (0.44) -3.1 (0.47) 37 10.6 -2.7 (0.97) -4.2(1.00) -0.8(1.08) 
All 15 sites 2,542 7.6 -2.6 (0.10) -4.1 (0.10) -1.4 (0.10) 1,048 9.4 -1.5 (0.18) -3.3 (0.18) -0.1 (0.18) 
* Legend as for Table 1. 
a. Days on which no rainfall (> 0.25 mm) was measured, 
c. Days on which rainfall (> 0.25 mm) was measured. 
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Table 4. Simulation of disease warning systems using forecasted leaf wetness duration and 
air temperature. 
Estimates3 Forecasts3 
SkyBit" CART" SkyBit" CART" FL" CFL" 
Melcast 
Spray Diff. (%)c 13 12 18 11 5 7 
Num. of sprays 119 118 124 116 110 112 
Intact Periods'1 103 108 110 107 101 103 
Error Periods6 16 10 14 9 9 9 
RMSE of Indices^ 
Intact Period 17 15 16 14 14 14 
Error Periods 22 14 22 14 14 15 
TOM-CAST 
Spray Diff. (%) -13 1 -13 -1 -4 1 
Num. of sprays 142 165 143 163 158 166 
Intact Periods 134 156 134 154 150 156 
Error Periods 8 9 9 9 8 10 
RMSE of Indices 
Intact Period 9 7 9 7 7 7 
Error Periods 1_0 9 U 10 8 9_ 
a. Estimated and forecasted disease warning indices using LWD models, respectively. 
Forecasted indices were calculated by accumulating estimated indices using SkyBit 
wetness model and the CART model for SkyBit and others, respectively, and 
applying forecasted indices on imminent spray days. 
b. SkyBit, CART, FL, and CFL indicate the SkyBit wetness model, the CART model, 
the Fuzzy LWD model, and the corrected version of the FL model, respectively. 
c. Percentage difference of total number of sprays throughout all seasons and sites 
compared with measurements. 
d. Intact periods mean time periods during which no weather data were missing until 
measured disease-warning indices reached a threshold after accumulating the indices 
from the same day as the forecasts. 
e. Error periods indicate time periods during which weather data were missing when 
measured disease-warning indices did not reached a threshold but forecasts did. 
f. Root mean square error of accumulated disease-warning indices on dates when spray 
was forecasted. 
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Figures 
Figure 1. Root mean square error (RMSE) calculated from 10 training sets of weather data 
after correction factors were applied. Each line indicates RMSE of each data set. 
RMSE =, — , where N was total number of hours and x and y were measurements 
V N 
and forecasts using a correction factor. Most subsets appeared to have minimum RMSE at a 
correction factor about 2.5%, which was applied to adjust the output of the Fuzzy LWD 
model. 
Figure 2. Distribution of forecast error of air temperature and relative humidity. 
Figure 3. Comparison between forecasted and expected disease-warning index for Melcast 
(A) and TOM-CAST (C). Expected value of disease-warning index can be calculated as 
follows: 
#%,(D%7) = g f(D%7 = 0 * 
i~\ 
where DWI is a random variable on {1, 2, ..., n} and n is the largest value of DWI 
corresponding to either EFI or DSV. Expected disease-warning index for each forecast 
disease-warning index was calculated separately. Number of days on which measured and 
forecasted disease warning index were obtained for Melcast (C) and TOM-CAST (D). 
Figure 4. Measured and forecasted spray date (day of year) of Melcast (A - D) and 
TOMCAST (E - H): (A and E) SkyBit wetness model; (B and F) CART model; (C and G) 
FL model; (D and H) CFL model. 
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CHAPTER IV. ESTIMATION OF LEAF WETNESS DURATION 
USING EMPIRICAL MODELS 
IN NORTHWESTERN COSTA RICA 
A paper to be submitted to 
Agricultural and Forest Meteorology 
K. S. Kim, S. E. Taylor, M. L. Gleason, R. Villalobos, and L. F. Arauz 
Abstract 
Leaf wetness duration (LWD) estimation models developed in the Midwestern U.S. 
during May-September were assessed for portability to northwestern Costa Rica during wet 
and dry seasons. The CART/SLD/Wind (CART) model overestimated LWD by 5.1 h / day at 
5 sites in northwestern Costa Rica during the 1999 wet season. The Fuzzy LWD (FL) model, 
in contrast, estimated LWD relatively accurately at the same sites in northwestern Costa Rica 
during the wet season (0.5 h / day). In general, both models underestimated LWD at most 
sites during the 2000-2001 and 2002-2003 dry seasons, probably due to less humid 
conditions than the temperate climate prevailing in the Midwestern U.S. Accuracy of the FL 
model was substantially improved when a correction factor was utilized during the 2002-
2003 dry season, however, indicating that this model could be adjusted to estimate LWD in 
semi-arid climate with acceptable accuracy. This result also suggested that the FL model 
could be adjusted to estimate LWD accurately in other regions with climate regimes similar 
to northwestern Costa Rica. 
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1. Introduction 
Disease-warning systems are management decision aids that help growers apply 
pesticides more efficiently and economically than traditional calendar-based spray timing 
methods (Gleason, 2000). Implementation of disease-warning systems often results in 
substantial reduction of spray frequency (Llorente et al., 2000; Madden et al., 2000), which 
can not only reduce the burden of pesticide sprays on the environment but also delay the 
development of fungicide and bactericide resistance. Many disease-warning systems gauge 
the risk of crop infection by monitoring the duration of daily periods when free water is 
present on foliage and the mean air temperature during wet periods (Huber and Gillespie, 
1992; Pitblado, 1988; Poysa et al. 1993; Latin and Evans, 1996). These systems, generally, 
require hourly assessment of leaf wetness duration (LWD). 
It is difficult for most growers to obtain LWD data, however, because few weather 
stations measure LWD. Even when LWD measurements are available, spatial variability of 
wetness duration may make it difficult to use the measurement at sites >30 km distant from a 
weather station (Rao et al., 1998). To circumvent scarcity of LWD measurements, models 
have been developed to estimate LWD using energy balance equations, statistical methods, 
or neural networks (Pedro and Gillespie, 1982a, 1982b; Gleason et al., 1994; Francl and 
Panigrahi, 1997; Chtioui et al., 1999; Madeira et al., 2002; Kim et al., 2002). 
Energy balance models estimated LWD within 1 h / day using input data measured at 
standard weather stations (Pedro and Gillespie, 1982b; Madeira et al., 2002). Since these 
models embody physical principles, their estimates of LWD can be accurate at any location 
as long as accurate input data are utilized. Because energy balance models calculate a 
radiation budget that includes incoming long wave radiation, however, these models require 
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cloud cover data, which are available from only a few weather stations. Furthermore, energy 
balance models may not be able to estimate LWD with acceptable accuracy using weather 
estimates generated by spatial interpolation or mesoscale weather models, probably due to 
sensitivity of physical model to errors incurred in these input data (Magarey, 1999). 
Empirical models, in contrast, can estimate LWD without relying on either cloud data 
or highly accurate weather data as inputs. In the Midwestern U.S., for example, Kim et al. 
(2002) obtained reasonably accurate LWD estimates with the classification and regression 
tree / stepwise linear discriminant (CART/SLD/Wind) model using site-specific weather 
estimates as inputs. The CART/SLD/Wind model, however, may not be portable to a tropical 
region since the model represents empirical relationships derived in a temperate-zone climate. 
A previous study suggested that accuracy of LWD estimation by the CART/SLD/Wind 
model depended, in part, on geographic location (Kim, 2003). 
Empirical models based on fuzzy logic, however, may be able to estimate LWD for 
diverse geographic regions, since fuzzy logic makes it possible to incorporate physical 
principles within a model algorithm. Kim (2003) showed that modeling LWD with a fuzzy 
logic system achieved LWD estimation accuracy of ±1 h / day and greater spatial portability 
than the CART/SLD/Wind model within the Midwestern U.S. The Fuzzy LWD model (FL 
model), unlike other LWD models, can be modified from region to region relatively easily 
using a weight value called a correction factor. The fact that the FL model incorporated both 
physical principles and ease of correction should enable it to estimate LWD accurately over a 
wide range of climatic regions, e.g., tropical as well as temperate zones. 
Gleason et al. (2001) reported that site-specific estimation of LWD in northwestern 
Costa Rica, using a physical model, overestimated LWD by 1.9 h / day. Few efforts have 
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been made to estimate LWD with empirical models in tropical regions, however, despite 
potential benefits to local growers who could use the data as convenient inputs to disease-
warning systems. In the present study, patterns of meteorological variables during hours in 
which wetness occurred in northwestern Costa Rica were analyzed to determine how they 
differed from patterns in the Midwestern U.S. Two empirical LWD models developed in the 
Midwestern U.S., the CART/SLD/Wind model and the FL model, were then evaluated to 
assess their accuracy and adaptability to the tropical climate of northwestern Costa Rica. 
2. Materials and Methods 
2.1. Weather data 
Air temperature, relative humidity (RH), wind speed, rainfall, and LWD were 
measured at six sites in northwestern Costa Rica, which is a region with pronounced wet and 
dry seasons (Fig. 1). Hourly data were collected at Garza, Liberia, Mojica, Puntarenas, and 
Santa Cruz during April-September 1999 (wet season), at Ceiba, Garza, Liberia, and Mojica 
during November - April (dry season) of 2000-2001, and at Ceiba, Liberia, Mojica, and Santa 
Cruz during November - April of 2002-2003. Air temperature and RH were measured at 1.5-
m height and wind speed was measured at 10-m height. Wind speed during the night was 
adjusted to the height of wetness sensors using a log profile under the neutral condition 
assumption, expressed as follows (Rosenberg et al., 1983): 
u { z x )  = ln(z, -J)-lnz0 
u ( z 2 )  l n ( z 2  -  d )  -  I n z 0  
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where ui and u2 are the mean wind speeds at heights z% and z2, respectively; d is zero plane 
displacement (0.32 m); and zo is roughness length (0.065 m). In this study, zi was the height 
of the wetness sensors and z2 was the reference level. 
Wetness was measured using electrical wetness sensors (Model 237, Campbell 
Scientific, Logan, UT), which were deployed facing north at an angle of 45° to horizontal 
above managed turfgrass. The sensor surfaces were coated with latex paint in order to 
increase sensitivity to small water droplets and to approximate the emissivity of plant leaves 
(Davis and Hughes, 1970; Lau et al., 2000). When a sensor detected <1,000 kQ for >30 min 
in an hour, the hour was classified as wet (=1); when wetness occurred for <30 min, the hour 
was classified as dry (-0). Wetness sensors had been calibrated to ±1 h accuracy by visual 
observation of timing of dew onset and dryoff in a tomato canopy (Lau et al., 2000). 
2.2. Empirical wetness models 
Empirical LWD models evaluated in this study were the CART/SLD/Wind (CART) 
model, the Fuzzy LWD (FL) model, and a corrected version of the FL model (CFL model). 
The CART model is a hierarchical decision tree using dew point depression (DPD), wind 
speed, and relative humidity (RH) to estimate LWD (Gleason et al, 1994; Kim et al., 2002). 
The decision rules for each variable, called nodes, were obtained from a training process that 
created and searched candidate decision trees to achieve the least error or impurity (Gleason 
et al., 1994). Inequalities obtained from step-wise linear discrimiant analysis were also 
associated with some of the nodes to determine whether or not wetness exists on a surface. 
Inputs for wind speed were also adjusted to wetness sensor height (Kim et al., 2002). 
The FL model was an empirical model based on a fuzzy logic system that 
incorporated physical principles associated with occurrence of wetness through a training 
process (Kim, 2003). The fuzzy logic system consisted of multiple logic statements that 
represented energy exchange on a surface. For example, the statement, "if vapor pressure 
deficit (VPD) is high and wind speed is fast, then wetness is absent," approximated latent 
heat flux on a surface. Decision rules in the FL model were derived from energy balance 
principles using vapor pressure deficit (VPD), wind speed, and net radiation. Values for net 
radiation were obtained by estimating atmospheric emissivity in order to avoid reliance on 
cloud data for calculation of incoming long wave radiation (Idso and Jackson, 1969). The 
output variable of the FL model represented wetness occurrence using linguistic terms, e.g., 
"likely present" or "likely absent," rather than exact values, e.g., 0 or 1. The numerical output 
of the FL model was a value G [0, 1]. Therefore, a value >0.5 was counted as wet (1) and 
<0.5 as dry (0). 
Although the FL model was developed and validated in the Midwestern U.S. (Kim et 
al., 2003), we attempted to adapt it to northwestern Costa Rica during the dry season. A 
corrected version of the FL model, termed the CFL model, was obtained by multiplying a 
weight value, called a correction factor, to its output. Since no wetness was measured on 
many days during the dry season, weather data collected during days on which wetness was 
recorded between November 2000 - April 2001 were used as a training set to determine a 
correction factor. The training set was arbitrarily split into ten subsets. Error of LWD 
estimation was evaluated in each subset as follows: 
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K 
Z(«(/7,)-',)' 
k=l (eq. 2) 
K 
where ej = root mean squared error in subset i for a correction factor f, K = the number of 
output using subset i, y% = calculated output from the FL model e[0, 1], R = {y G {0, 1}| if x 
<0.5 then y = 0 else y = 1}, and tk = measured wetness occurrence e{0, 1}. The correction 
factor was determined to be a value that minimized the overall error (Ef) and variation (Vf) 
calculated as: 
where N was the number of subsets in the training data set (10 in our study). 
2.3. Analysis of weather data and wetness estimation 
DPD and VPD can be used as a surrogate of sensible heat flux on a surface (Madeira 
et al., 2002; Kim, 2003). A probability density function was used to reveal difference in 
distribution of DPD and VPD between the Midwestern U.S. and northwestern Costa Rica, 
since sensible heat flux is a key variable for estimating latent heat flux. To include entire 
dew-eligible periods, 24-h periods began at 12:00 and ended at 11:00 the next day. 
Measurements from wetness sensors were assumed to represent LWD accurately, and 
deviations of model estimates from wetness sensor measurements were considered to be 
errors. The arithmetic mean of LWD errors for 24-h periods was designated as the mean error 
E> - ^  (eq. 3) 
for Vf, 
(eq. 4) 
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(ME), and mean number of hours per day in which LWD measurement and estimation 
differed was referred to as the mean absolute error (MAE). Disease-warning systems, in 
general, keep track of LWD for several days to determine occasional spray advisory 
(Pitblado, 1988; Latin and Evans, 1996). In order to examine accuracy in LWD estimation 
during extended time periods, measurements and estimates of LWD were accumulated for 5-
day periods in northwestern Costa Rica during wet and dry seasons. 
3. Results 
During measured wet periods, distribution of VPD values in northwestern Costa Rica 
was similar in wet and dry seasons and in the Midwestern U.S. during May-September 1997-
1999 (Fig. 2A). In contrast, distribution of DPD was much broader in the Midwestern U.S. 
than during the wet or dry seasons in northwestern Costa Rica (Fig. 2B). The frequency and 
cause of measured LWD in northwestern Costa Rica differed between wet and dry seasons 
(Fig. 3). During the wet season (April 24 - September 20, 1999), wetness was measured on 
>90% of days. Days on which rainfall was measured (>0.25 mm; rain days) were almost 
twice as frequent as days on which no rain was measured (dew-only days), and mean LWD 
was >12 h / day at all sites. During the 2000-2001 dry season, in contrast, wetness occurred 
much less frequently and the vast majority of LWD was caused by dew. Except at Garza, 
measured wetness averaged only 6.3 h / day on dew-only days. In Garza, which is located <1 
km from the Pacific Ocean (Fig. 1), measured LWD periods were much longer than at the 
other sites during the dry season and frequency of wetness occurrence was also greater. 
Overall, the CART model and the FL model overestimated LWD during the 1999 wet 
season by 5.1 h / day and 0.5 h / day, respectively (Table 1). Errors of the FL model 
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estimates were considerably smaller (0.4 h / day) than that for the CART model (5.2 h / day) 
across all sites during days on which wetness was recorded by sensors (wet days). On the 
occasional days on which no LWD was measured (dry days), the CART model misidentified 
many hours as wet, whereas the FL model estimated LWD with a ME < 1 h / day at all 
stations on these days. Mean absolute error in the FL model was lower than MAE for the 
CART model at all sites. 
On wet days during the dry season in 2000-2001 and 2002-203, the FL model had 
larger ME than on wet days the 1999 wet season (Tables 2 and 3). Except at Garza, the FL 
model consistently underestimated LWD on wet days during both dry seasons. At Garza, the 
FL model estimated LWD with much smaller ME at Garza than other sites on wet days. The 
CART model, in contrast, estimated LWD with less error during the dry seasons than the wet 
season. In general, the CART model also underestimated LWD by >1 h / day across sites on 
wet days during the two dry seasons. At Garza, however, the CART model overestimated 
LWD by 4.2 h / day during the 2000-2001 dry season. 
Using data from all weather stations except Garza during the 2000-2001 dry season, a 
correction factor was obtained to reduce underestimation of LWD by incrementing the output 
of the FL model by 5% (Fig. 4). Garza was eliminated from the training process because it 
appeared that its coastal location created a much different wetness environment than at the 
other sites. Using the corrected model (CFL model), LWD estimation accuracy was 
improved substantially for the 2002-2003 dry season (Table 3). Overall, the magnitude of 
ME and MAE in LWD estimation by the CFL model during the 2002-2003 dry season was 
substantially less than for the FL model and comparable for ME and MAE for the CART 
model. 
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The FL model estimated LWD accumulated for 5-day periods more accurately than 
other models during the 1999 wet season (Fig. 5 A-C). The R2 value of the CFL model was 
similar to that of the FL model, but the CFL model relatively overestimated LWD during the 
wet season. During the 2002-2003 dry season, in contrast, the CFL model had the greatest 
accuracy in estimating LWD accumulated for 5-day periods (Fig. 5 D-F). The CART model 
estimated extended LWD with relatively high accuracy whereas the FL model considerably 
underestimated LWD during the dry season. 
4. Discussion 
This study provides the first evidence that an empirical model can estimate LWD 
with reasonable accuracy when transported from a temperate to a tropical region. Most 
empirical LWD models have been developed using a "black box method"; that is, data 
analysis was implemented without considering physical relationships among weather 
variables. For example, Wilks and Shen (1991) used a threshold of RH > 90% to estimate 
LWD, and artificial neural networks were used to estimate LWD using air temperature, RH, 
solar radiation, precipitation, wind direction, and wind speed as input variables (Francl and 
Panigrahi, 1997; Chtioui et al., 1999). Since empirical models are not explicitly related to 
physical principles, they may incur large errors in LWD estimation when transported to 
regions distant from those in which they were developed. Physically based models should be 
more portable from region to region since physical principles govern occurrence of LWD at 
all locations, but their application is constrained by unavailability of data for some of their 
input parameters. A hybrid approach - an empirical model incorporating physical principles, 
such as the FL model - appears to possess dual advantages of portability and simplicity. 
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The CART model was one of the earliest empirical models to implicitly incorporate 
physical principles to estimate LWD (Gleason et al., 1994; Kim et al., 2002). The CART 
model, however, seemed to have limited spatial portability to the climate in northwestern 
Costa Rica, especially during a wet season. For example, the CART model overestimated 
LWD with errors > 5 h / day in northwestern Costa Rica during the wet season (Table 1). As 
a result, the CART model considerably overestimated LWD for all 5-day periods during the 
same season (Fig. 5A). The CART model also overestimated LWD with ME of > 4 h / day at 
Garza during the 2000-2001 dry season (Table 2). The fact that the pattern of DPD density in 
Costa Rica differed substantially from that in the Midwestern U.S. suggested that DPD 
threshold of the CART model was especially inaccurate in northwestern Costa Rica (Fig. 2). 
Since VPD distribution was relatively similar between the Midwestern U.S. and wet and dry 
seasons of northwestern Costa Rica, it would be possible to substitute VPD for DPD to 
extend spatial portability of the CART model. Such modification, however, requires 
implementation of CART analysis, which could result in an entirely new decision structure to 
identify wetness occurrence due to instability of the CART analysis (Breiman et al., 1984; 
Breiman, 1996). 
The FL model is the first LWD model to incorporate physical equations within an 
empirical framework. In a previous study, the FL model exhibited spatial portability among 
sites as much as 1,300 km apart in the Midwestern U.S. (Kim et al., 2003). In the present 
study, the FL model also estimated LWD with reasonable accuracy (< 1 h / day) in 
northwestern Costa Rica during the 1999 wet season. The FL model, however, incurred large 
errors in identification of wetness occurrence during the 2000-2001 and 2002-2003 dry 
seasons, probably due to substantial difference in the conditions associated with dew 
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formation in comparison to the Midwestern U.S. The calculation of the FL model depended 
on an output variable defined through a training process in the Midwestern U.S. during May-
September (Kim et al., 2003). Therefore, the output variable of the FL model may represent 
occurrence of wetness under more humid conditions than the semi-arid climate prevailing in 
northwestern Costa Rica during dry seasons. The fact that the FL model estimated LWD 
more accurately at Garza, where measured LWD was relatively extensive, than at other sites 
during the dry season supports this reasoning. 
It appeared that the FL model identified most of the wetness occurrence within a 
threshold less than the original value (0.5) during the dry season, which resulted in a 
consistent underestimation error. By using a correction factor, we minimized the influence of 
transitioning to a different climate on the FL model's output in that the CFL model estimated 
LWD with less ME and MAE than the original FL model during the 2002-2003 dry season 
(Table 3). Furthermore, the CFL model estimated LWD for extended periods with better 
accuracy in comparison to other models during both the 1999 wet season and the 2002-2003 
dry season, suggesting that the correction factor may be applicable throughout both seasons. 
Since the correction factor was used to primarily identify wetness caused by dew rather than 
rainfall, adjusting the FL model for night periods may attain acceptable accuracy in LWD 
estimation during both wet and dry season. 
The FL model was adjusted to the climate in northwestern Costa Rica by using a 
single parameter that minimized RMSE of several subsets, suggesting that the correction 
factor (1.05) was the outcome of global optimization (Nelles, 2000). Therefore, it is likely 
that the correction factor is applicable to other regions whose climate conditions resemble 
those of northwestern Costa Rica. The method used to obtain the correction factor was also 
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simple, which should make it easy to adapt the FL model to other climatic regimes. The 
correction factor was applied to the output variable of the FL model, which represented the 
state of free water on a surface under humid conditions, suggesting application of the 
correction factor to a specific microenvironment. For example, with an appropriate correction 
factor, the FL model may be able to estimate LWD accurately under any specified canopy 
conditions such as wheat, maize, soybean, or apple tree, in which a characteristic pattern of 
wetness may occur. Further field validation is needed to verify adaptability of the FL model 
to various climatic regimes and to determine corresponding correction factors to estimate 
LWD with acceptable accuracy. 
5. Conclusions 
This study provided the first evidence that an empirical model derived from physical 
principles can estimate LWD with reasonable accuracy in a climatic region markedly 
different from the region in which the model was developed. The FL model, an empirical 
model based on physical principles, demonstrated a high degree of spatial portability in 
northwestern Costa Rica during the 1999 wet season by using air temperature, relative 
humidity, and wind speed as input variables. During the 2000-2001 and 2002-2003 dry 
seasons, however, the FL model substantially underestimated LWD during dry seasons, 
likely due to the output variable obtained from temperate climatic regime. 
The CART model, which implicitly incorporated physical principles to estimate 
LWD, considerably overestimated LWD under a humid climatic regime. For example, during 
the 2000-2001 dry season, the CART model overestimated LWD by >4 h / day on wet days 
at Garza, where measured LWD was relatively extensive during the dry season than other 
sites in northwestern Costa Rica. The limited spatial portability of the CART model may, in 
part, result from the fact that one of its key variables was DPD whose distribution varied 
considerably between temperate and tropical regions. The CART model, in contrast, 
estimated LWD with less error during the dry season than the wet season. 
It was possible to minimize influence of transitioning to a different climate on the FL 
model's output by applying a correction factor obtained from a training process. Multiplying 
the output value of the FL model by the correction factor enhanced accuracy of LWD 
estimation during the 2002-2003 dry season. For example, the CFL model, the adjusted 
version of the FL model, estimated LWD with ME of <1 h / day during the 2002-2003 dry 
season. The CFL model also estimated LWD accumulated for 5-day periods with greater 
accuracy than other models. 
The correction factor may be the outcome of global optimization, suggesting that the 
correction factor is applicable to other regions whose climate conditions are similar to those 
of northwestern Costa Rica. The simple method used to obtain the correction factor may also 
make it easy to adapt the FL model to other climatic regimes or to any specified set of 
microclimatic conditions, e.g., specific canopy microenvironments such as wheat, maize, 
soybean, or apple tree, in which a characteristic pattern of wetness may occur. Further study 
is needed to verify adaptability of the FL model to various climatic regimes and to determine 
corresponding correction factors to estimate LWD with acceptable accuracy. 
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Table 1. Mean error (ME) and mean absolute error (MAE) of model-estimated wetness 
duration in northwestern Costa Rica during the wet season (April - September, 1999). 
Sites Na Mwnb ME (h/day) (SEM)° MAE (h/day/ 1V1 W JJ 
CARf FLf CART FL 
All days 
Garza 149 15.0 7.6 (0.20) 2.4 (0.16) 7.6 2.5 
Liberia 151 12.4 5.1 (0.27) 0.0 (0.24) 5.5 4.0 
Mojica 131 8.1 4.9 (0.29) 0.6 (0.20) 5.2 2.7 
Puntarenas 102 12.7 3.5 (0.25) -1.5 (0.16) 3.6 2.3 
Santa Cruz 116 11.8 3.6 (0.20) 0.1 (0.13) 3.9 2.1 
Summary 649 12.0 5.1 (0.13) 0.5 (0.10) 5.4 2.8 
Dry days8 
Garza 0 - - - - -
Liberia 2 0.0 5.0 (0.00) 0.0 (0.00) 5.0 0.0 
Mojica 33 0.0 4.4 (0.76) 0.9 (0.33) 4.4 0.9 
Puntarenas 1 0.0 l l . O ( - )  o.o (-) 11.0 0.0 
Santa Cruz 5 0.0 2.6 (0.93) 0.2 (0.20) 2.6 0.2 
Summary 41 0.0 4.4 (0.65) 0.8 (0.27) 4.4 0.8 
Wet days8 
Garza 149 15.0 7.6 (0.20) 2.4 (0.16) 7.6 2.5 
Liberia 149 12.6 5.1 (0.27) 0.0 (0.24) 5.5 4.0 
Mojica 98 10.8 5.0(0.30) 0.6 (0.24) 5.5 3.3 
Puntarenas 101 12.8 3.4 (0.24) -1.6 (0.16) 3.6 2.3 
Santa Cruz 111 113 3.6 (0.20) 0.1 (0.14) 3.9 2.2 
Summary 608 12.9 5.2(0.13) 0.4 (0.10) 5.4 2.9 
a. Number of 24-h periods included in the analysis. Numbers listed under each 
"summary" are total days in data set. 
b. Measured wetness duration (h / day) 
c. ME = mean error (^(estimated - measured)/N) and S EM = standard error of the mean 
difference. 
d. MAE = mean absolute error (^estimated - measured|/N) 
e. CART = the CART/SLD/Wind model (Kim et al., 2002) 
f. FL = the Fuzzy LWD model (Kim et al., 2003) 
g. On Dry days, no wetness >30 min in any hour was measured. Wet days indicated 
days on which wetness >1 h / day was measured. 
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Table 2. Mean error (ME) and mean absolute error (MAE) of model-estimated wetness 
duration in northwestern Costa Rica during the dry season (November 2000- April 2001). 
» * CART'SEM'fl' «.r" FL 
All days 
Ceiba 105 1.5 0.7 (0.34) -0.7 (0.25) 1.7 1.1 
Garza 144 8.9 4.0 (0.26) 0.5 (0.12) 4.0 1.1 
Liberia 140 3.2 -0.4 (0.36) -2.1 (0.31) 3.2 2.5 
Mojica 116 2.5 -1.2 (0.37) -2.0 (0.35) 2.2 2.0 
Summary 505 4.3 0.9 (0.19) -1.1 (0.14) 2.9 1.7 
Dry days8 
Ceiba 77 0.0 0.5(0.19) 0.0 (0.00) 0.5 0.0 
Garza 20 0.0 2.6 (0.60) 0.3 (0.18) 2.6 0.3 
Liberia 72 0.0 0.8 (0.30) 0.0 (0.04) 0.8 0.0 
Mojica 78 0.0 0.3(0.10) 0.0 (0.00) 0.3 0.0 
Summary 247 0.0 0.7 (0.13) 0.0 (0.02) 0.7 0.0 
Wet days8 
Ceiba 28 5.5 1.3(1.17) -2.7 (0.83) 5.2 4.1 
Garza 124 10.4 4.2 (0.28) 0.5(0.13) 4.2 1.2 
Liberia 68 6.5 -1.8(0.63) -4.3 (0.51) 5.8 5.0 
Mojica 38 7.6 -4.2 (0.92) -6.0 (0.72) 6.0 6.2 
Summary 258 8.4 1.1(0.35) -2.1 (0.26) 5.0 3.3 
a. Number of 24-h periods included in the analysis. Numbers listed under each 
"summary" are total days in data set. 
b. Measured wetness duration (h / day) 
c. ME = mean error (^(estimated - measured)/N) and SEM = standard error of the mean 
difference. 
d. MAE = mean absolute error (^estimated - measured|/N) 
e. CART = the CART/SLD/Wind model (Kim et al., 2002) 
f. FL = the Fuzzy LWD model (Kim et al., 2003) 
g. On Dry days, no wetness >30 min in any hour was measured. Wet days indicated 
days on which wetness >1 h / day was measured. 
Table 3. Mean error (ME) and Mean absolute error (MAE) of model-estimated wetness duration in northwestern Costa Rica 
during the dry season in 2002-2003 
Site Na MWDb - ME (h/day) (SEM)" MAE (h/day/ 
CART6 FLf CFLg CART FL CFL 
All days 
Ceiba 101 2.0 -0.4 (0.17) -1.9(0.32) -0.4 (0.16) 0.9 1.9 0.9 
Liberia 106 4.8 -1.6 (0.18) -3.6 (0.28) -1.1 (0.15) 1.9 3.6 1.4 
Mojica 101 2.1 -0.9 (0.22) -1.7(0.29) -0.9 (0.22) 1.1 1.7 1.1 
Santa Cruz 99 2.9 -0.5 (0.17) -2.1 (0.33) -0.4 (0.12) 1.0 2.2 0.8 
Summary 407 3.0 -0.8 (0.10) -2.4 (0.16) -0.7 (0.09) 1.2 2.4 1.1 
Wet daysh 
Ceiba 39 5.3 -0.9 (0.44) -5.0 (0.52) -1.1 (0.40) 2.3 5.0 2.3 
Liberia 81 6.2 -2.0 (0.21) -4.8 (0.26) -1.4 (0.18) 2.5 4.8 1.9 
Mojica 37 5.8 -2.4 (0.52) -4.7(0.51) -2.5(0.51) 2.9 4.7 3.1 
Santa Cruz 38 7.6 -1.4 (0.40) -5.4 (0.50) -1.0 (0.29) 2.5 5.8 2.0 
All 195 6.2 -1.8(0.18) -4.9 (0.20) -1.5 (0.16) 2.5 5.0 2.2 
a. Number of 24-h periods included in the analysis. 
b. Measured wetness duration (h/day) 
c. ME = mean error (^(estimated - measured)/N) and SEM = standard error of the mean difference. 
d. MAE = mean absolute error (Z [estimated - measured|/N) 
e. CART = the CART/SLD/Wind model (Kim et al., 2002) 
f. FL = the Fuzzy LWD model (Kim et al., 2003) 
g. CFL = the corrected version of Fuzzy LWD model by multiplying a correction factor (1.05) to its output. 
h. Wet days indicated days on which wetness >1 h / day was measured. 
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Figure Captions 
Figure 1. Location of weather station sites in northwestern Costa Rica included in this study. 
Figure 2. Distribution of hours at which wetness >30 min in any hour (wet hours) was 
estimated using dew point depression (DPD) and vapor pressure deficit (VPD) in 
northwestern Costa Rica and Midwestern U.S. Wet and dry season were time period from 
April - September 1999 and November 2000 - April 2001, respectively. Probability density 
indicates probability of occurrence of wet hours at the point of either DPD or VPD. 
Figure 3. Percentage and wetness duration of days on which sensors measured either no wet 
hours, wet hours on days which no rainfall was measured (dew-only), or wet hours on days 
with measured rainfall (rain) at weather stations during a wet season (April - September 
1999; A and B) and a dry season (November 2000 - April 2001; C and D), respectively. 
Figure 4. Distribution of errors in LWD estimation using correction factors. Each line 
indicates RMSE of each subset of a training set after applying a correction factors. 
Figure 5. Measured and estimated LWD accumulated for 5-day periods in northwestern 
Costa Rica during the 1999 wet season (A-C) and the 2002-2003 dry season (D-F). CART, 
FL, and CFL indicate the CART/SLD/Wind model, the Fuzzy LWD model, and the corrected 
version of the FL model, respectively. 
103 
COSTA RICA 
Northern Pacific Region 
85=30* 85=00' 
11 "15' 
11W 
09=30' 
Legend N | 
• Meteorological stations $ Z\Z Coordinates ! 1—1 Counties 
scale 1 :1,000,000 10 0 10 20 3C 1 1 
Study 
area \ Sea 
Costa Rica La Cruz 
Pacific 
Ocean 
Pacific Ocean 
Liberi 
uagaces 
Tilaran 
Carrillo 
J Mojicaf* cartas 
Santa Cruz # 
Hicoya Puntarenas 
Ceiba 
a 
Santa Cruz 
Puntarenas  ^
Golfo de Hicoya Hoiancna 
e Garza 
Handayure 
11=00' 
Fuentc : 
Ministi irîo de Ambiante y Energfa 
InstKu o Meteorolôgico Hacional 
85=00' 
09=30' 
Figure 1. 
104 
3.5 
3.0 
-c 2.5 
2.0 
T3 
0.5 
0.0 
-0.5 0.0 0.5 1.0 1.5 2.0 
Vapor pressure deficit (kPa) 
0.8 
Wet season 
Dry season 
Midwestern U.S. 
o 0.6 
0.4 
-Q 
S 0.2 
0.0 
•2 0 2 4 6 8 10 
Dew point depression (°C) 
Figure 2. 
105 
• No wetness EH Dew-only • Rain 
Garza Liberia Mojica Puntarenas Santa Cruz 
Ceiba Garza Liberia Mojica 
Sites 
Figure 3. 
106 
0.18 
lu 0.10 
ro 0.08 
<z> 0.06 
m 0.04 
0.0 2.5 5.0 7.5 
Correction factor (%) 
10.0 
Figure 4. 
(f i  
s 
os 
E 
-4—' </) 
LU 
(Z) 
S 05 
E 
w LU 
120 
100 
80 
60 
40 
20 
0 
D / / / 
// / 
/ 
a// ? 
= 0.839 
B 
A ^ 
^ R2 = 0.848 
9&i\ 
R = 0.852 
"OK 
R = 0.607 
A  ^
F // / 
/ / / / 
/s 
^ R2 = 0.876 
njW 
Émpr • 
0 20 40 60 80 100120 0 20 40 60 80 100120 0 20 40 60 80 100120 
Measurements (h) Measurements (h) Measurements (h) 
Wetness duration for 5-day periods 
o 
-J 
O CART a FL • CFL 1:1 Linear Regression 
Figure 5. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
108 
CHAPTER 5. GENERAL CONCLUSIONS 
General Discussion 
Occurrence of wetness on a surface is a physical process governed by the first law of 
thermodynamics. Models based on energy balance principles estimated LWD by calculating 
latent heat flux (Pedro and Gillespie, 1982a, b; Madeira et al., 2002). Since these models are 
mathematical representations of physical principles, the models can be utilized wherever the 
required input weather data are available. Accuracy of such models, however, depends on 
accuracy of their weather data inputs. When weather input data are not accurate, iterative 
processes to solve non-linear equations pose a potential risk, since a small error can be 
amplified in repeated calculations. Therefore, a physical model that includes an iterative 
procedure may not be able to estimate LWD accurately when inaccurate weather data such as 
site-specific weather estimates are used (Magarey, 1999). This dependency makes it difficult 
to estimate LWD accurately in practice, especially on a micrometeorological scale, because 
weather input data must be measured on every site for which LWD estimation is intended 
(Rao et al., 1998). 
Empirical models, on the other hand, can estimate LWD without relying on highly 
accurate weather data as inputs. In general, empirical models are simpler and require fewer 
input variables and parameters than physical models (Wilks and Shen, 1991 ; Gleason et al., 
1994; Francl and Panigrahi, 1997; Chitoui et al., 1999). For example, the CART/SLD model 
uses dew point depression (DPD), wind speed, and relative humidity (RH) as input variables 
(Gleason et al., 1994). Kim et al. (2002) obtained reasonably accurate LWD estimates with 
the CART/SLD/Wind model using site-specific weather estimates as inputs. However, it is 
unlikely that the algorithm of empirical models accurately represent physical principles 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
109 
associated with wetness occurrence on a surface, which may result in limited spatial and 
temporal portability for the CART/SLD/Wind model. For example, the CART/SLD/Wind 
model overestimated LWD within 2 h / day at Crawfordsville and Sutherland, IA, in present 
and previous studies (Chapter 2 and Gleason et al., 1994). On the other hand, the magnitude 
of ME for the CART/SLD/Wind model was consistently less than 1 h / day at Ames, IA, 
Monmouth, IL, and Sidney, NE. This suggested that the CART/SLD/Wind model is subject 
to location-based errors. 
Application of a fuzzy logic system, in contrast, may make it possible to incorporate 
physical principles into a model that estimates LWD empirically, which enables the 
estimation of LWD with greater spatial extendibility than current empirical models. 
According to Zadeh (1992), outcome of fuzzy logic need not be precise and its conclusion 
tends to be dispositional. Because existence of wetness, especially dew, is determined by 
identifying whether or not water vapor will condense on a surface, it is possible to estimate 
LWD by calculating the direction of latent heat flux rather than the scalar amount of the flux. 
In chapter 2, it was shown that an LWD estimation model based on a fuzzy logic system was 
equivalent to sensor measurements in accuracy but had less variability than the 
CART/SLD/Wind model. An advantage of using a fuzzy logic system is that it is easy to 
incorporate physical principles into a model, since the rules associated with inference of 
wetness occurrence can be designed in accordance with a physical process by human, not by 
machine. A model based on a fuzzy logic system does not require input parameters or 
iterative processes to initialize them, either. It may also be potentially advantageous over 
physical models since elimination of iterative calculation may reduce a potential risk of 
errors in LWD estimation. 
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Furthermore, the fuzzy LWD model seemed to be much more flexible than other 
models. Definition of a fuzzy set, which consists of fuzzy inference rule and a fuzzy logic 
system, depends on context pertinent to a given problem. Therefore, it is theoretically sound 
to modify the input or output of the fuzzy logic system when the input or output variable is 
applied to a specific situation, e.g., use of model-estimated inputs (Chapter 3) or 
transportation of model from a temperate zone to a tropical area (Chapter 4). 
In spite of considerable errors in the forecasted weather data set, a correction factor 
was able to minimize influence of errors on LWD prediction (Chapter 3). The original fuzzy 
LWD model considerably under-predicted LWD (-3.9 h / day) when site-specific weather 
forecasts were used as input data, in part, because of errors in RH and/or water vapor 
pressure. The application of the correction factor adjusted the output of the fuzzy LWD 
model to obtain accurate LWD forecasts (-1.1 h / day). It appeared that the correction factor 
made it possible to adapt the original fuzzy LWD model to the pattern of systematic error 
incurred by a weather model. 
Chapter 4 provided evidence such that an empirically developed LWD model could 
be used to estimate LWD, at least, with a simple modification in a geographic region in 
which climate differed from the region in which the model was developed. The Fuzzy LWD 
model estimated LWD with considerable accuracy in northwestern Costa Rica during the 
1999 wet season. The Fuzzy LWD model, however, incurred large errors in identification of 
wetness occurrence during the 2000-2001 and 2002-2003 dry seasons probably due to a 
substantial difference in the environmental conditions associated with dew formation in 
comparison to the Midwestern U.S. The calculation of the logic system depended on an 
output variable defined through a training process during April-September in the Midwestern 
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U.S. Therefore, the output variable of the FL model may represent occurrence of wetness 
under more humid conditions than semi arid climates in northwestern Costa Rica during dry 
season. The fact that the Fuzzy LWD model estimated LWD accurately during the Costa 
Rica wet season than dry season supported this reasoning. The FL model also estimated 
LWD far more accurately at Garza, where measured LWD was relatively extensive during 
the dry season, than at other sites in northwestern Costa Rica. 
Recommendations for future research 
The Fuzzy LWD model misclassified hours at which wetness dried off after sunrise 
as wet hours, which is most likely due to the fact that the Fuzzy LWD model used no 
measured solar radiation as inputs (Chapter 2). When radiation measurements, e.g., short and 
long wave radiation, are available, it may be possible to use them as input values instead of 
calculate net radiation using air temperature and water vapor pressure. 
The fuzzy-based models appeared equally promising for applying forecasted weather 
data to disease-warning systems, since expected values of forecasted indices and the 
forecasted number of sprays were close to the actual values on most days (Chapter 3). 
Furthermore, in simulations of disease warning systems using Melcast (Latin and Evans, 
1996) and TOM-CAST (Pitblado, 1988; Gillespie et al., 1993; Poysa et al., 1993), forecasted 
spray dates seemed to be comparable to measurements. Considering that reliable 
implementation of disease-warning systems is the primary purpose of LWD estimation 
models, the fuzzy models may help to warn growers about impending warning-system 
thresholds at least 24 h in advance. Since their input data for these models are available for 
any location in the U.S. in the form of commercially accessible services, the fuzzy models 
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may be broadly applicable in disease-warning systems Additional field validations, however, 
are essential before these or other models are ready to be implemented by growers. 
It was shown that the fuzzy LWD model had spatial and temporal extendibility within 
a region (Chapter 4). Correction of the Fuzzy LWD model was applied to the output variable, 
which represented the state of free water on a surface under humid conditions. With a 
correction factor, the extent of such portability could be enlarged. The Fuzzy LWD model 
may also be able to estimate LWD accurately under any specified set of microclimatic 
conditions, e.g., specific canopy microenvironments such as wheat, maize, soybean, or apple 
tree, in which a characteristic pattern of wetness may occur. Further study is needed to verify 
adaptability of the FL model to various climatic regimes and to determine corresponding 
correction factors to estimate LWD with acceptable accuracy. 
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APPENDIX. SOURCE CODES 
Matlab codes for estimation of leaf wetness duration 
1. SolarElevation.m 
% KWANG-SOO KIM 
% Description: 
% This program calcuates solar elevation angle, beta. 
% Since beta is dependent on declination and hour angle, 
% both variables are determined using the low accracy 
% formula on page C24 of the 1996 astronomical almanac. 
% 
% Input: Local Year, LocalDate, LocalHour, LocalCode 
% Process: 
% 1. Calculate GMT JDate 
% 2. Calculate GMT Year, GMT Month, GMT Day, GMT Hour 
% 3. Calculate Day Before J2000 
% 4. Calculate Mean Longitude of the Sun 
% 5. Calculate Mean Anomaly of the Sun 
% 6. Calculate the Ecliptic Longitude of the Sun 
% 7. Calculate Obliquity of Ecliptic plane (epsilon) 
% 8. Calculate The Right Ascesion (alpha) and 
% Declination (delta) of the Sun 
% 9. Calculate Local Sidereal Time (LST) and 
% Hour Angle (HA) of the Sun 
% 10. Calculate Solar Elevation Angle (beta) 
% pre : Local Date is cdate 
function rSolarElev = SolarElevation(LocCode, Local Year, LocalcDate, LocalHour) 
% Set Location condition 
%US 
switch LocCode 
case 1, 
% IAAGR 
Lat = 42.0167; 
Long = -93.7667; 
case 2, 
% IAARM 
Lat = 41.3167; 
Long = -95.1167; 
case 3, 
% IANEF 
Lat = 42.9500; 
Long = -92.5333; 
case 4, 
% IANWF 
Lat = 42.9333; 
Long = -95.5500; 
case 5, 
% IASEF 
Lat = 41.2000; 
Long = -91.4833; 
case 6, 
% ILBEL 
Lat = 38.5138; 
Long = -89.8414; 
case 7, 
% ILBND 
Lat = 40.0031; 
Long = -88.3750; 
case 8, 
% ILDIX 
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Lat = 37.4367; 
Long = -88.6667; 
case 9, 
% ILMON 
Lat = 40.9356; 
Long = -90.7208; 
case 10, 
% ILSTC 
Lat = 41.9039; 
Long = -88.3611; 
case 11, 
%NECLD 
Lat = 40.1728; 
Long = -98.3106; 
case 12, 
% NEGOR 
Lat = 42.7475; 
Long = -102.1750; 
case 13, 
% NEONL 
Lat = 42.4364; 
Long = -98.6525; 
case 14, 
%NESID 
Lat = 42.4364; 
Long = -103.0208; 
case 15, 
% NEWPT 
Lat = 41.8353; 
Long = -96.7494; 
case 16, 
% TEST - LIBER coords 
Lat = 10.1103; 
Long = -85.3173; 
case 17, 
% GARZA 
Lat = 9.5500; 
Long = -85.3700; 
case 18, 
% LIBER 
Lat = 10.3600; 
Long = -85.3200; 
case 19, 
% MOJIC 
Lat = 10.2700; 
Long = -85.0900; 
case 20, 
% PUNTA 
Lat = 9.5900; 
Long = -84.4600; 
case 21, % SANTA 
Lat = 10.1700; 
Long = -85.3500; 
end 
GMTDiff = 6; 
% Calculate GMT Hour = (Local Hour + GMT Diff) % 24 
GMTHour = mod((LocalHour + GMTDiff), 24) ; 
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GMTYear = LocalYear; 
% Calculate GMT JDate 
if GMTHour >= 18 
if LocalcDate > 1 
cGMTDoy = LocalcDate -1; 
else 
% if the current cdate is Jan 1st. 
% consider year change 
GMTYear = GMTYear -1; 
if LocalYear == 2000 
cGMTDoy = 366; 
else 
cGMTDoy = 365; 
end 
end 
else 
cGMTDoy = LocalcDate; 
end 
if mod(GMTYear ,4)== 0 
MonthDays= [31, 60, 91, 121, 152, 182, 213, 244, 274, 305, 335, 366]; 
else 
MonthDays = [31,59, 90, 120, 151, 181,212,243,273,304,334,365]; 
end 
MM = 1; 
DO = cGMTDoy; 
while(cGMTDoy > MonthDays(MM)) 
DO = cGMTDoy - MonthDays(MM); 
MM = MM+1; 
end 
GMTMonth = MM; 
GMTDay = DD; 
% Calculate Day Beforee J2000.00 (DMinJ2000) 
% this works only between 1901 and 2099, see Meenus chap 7 
DMinJ2000 = 367 .* GMTYear ... 
- fix(7 .* (GMTYear + fix((GMTMonth + 9)./ 12)) J A)... 
+ fix(275 .* GMTMonth J  9 ) . . .  
+ GMTDay ... 
+ GMTHour 7 24... 
- 730531.5; 
% Calculate Mean Longitude (L) of the Sun on the day 
L = mod(280.461 + 0.9856474 .* DMinJ2000, 360); 
% Calculate Mean Anomaly (g) of the Sun on the day 
g = mod(357.528 + 0.9856003 .* DMinJ2000, 360); 
% Calculate Ecliptic Longitude (lamda) of the Sun 
% change degree to radian 
LRad = L .* pi./ 180; 
gRad = g .* pi./ 180; 
lambda = L + 1.915 .* sin(gRad) + 0.020 .* sin( 2.* gRad ); 
% note the sin(g), sin(2g) term constitute an approximation to 
% the 'equation of centre1 for orbit of the Sun 
% Calculate Obliquity of Ecliptic plane (epsilon) 
epsilon = 23.439 - 0.0000004 .* DMinJ2000; 
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% Calculate Right Ascesion (RA) and Declination (D) of the Sun 
% lambda and epsilon are Degree 
lambdaRad = lambda .* pi./180; 
epsilonRad = epsilon .* pi./ 180; 
Y = cos(epsilonRad) * sin(lambdaRad) ; 
X = cos(lambdaRad) ; 
% convert radian to degree 
a = atan(Y ./ X) .* 180 ./ pi; 
i f X < 0  
RA = a+ 180; 
else 
i f Y < 0 & X > 0  
RA = a + 360; 
else 
RA = a; 
end 
end 
RA = mod(RA, 360); 
% D is degree 
D = asin(sin(epsilonRad) .* sin(lambdaRad)) .* 180 ./ pi; 
% Calculate Local Sidereal Time (LST) and Hour Angle (HA) of the Sun 
LSTc = 280.46061837 + 360.98564736629 .* DMinJ2000 ; 
LST = mod(LSTc + Long, 360) ; 
HA = LST - RA ; 
LatRad = Lat .* pi./180; 
HARad = HA .* pi./180; 
DRad = D .* pi./180; 
% Calculate the solar elevation 
betaRad = asin(cos(LatRad). *cos(HARad). * cos(DRad) + sin(LatRad).* sin(DRad)); 
beta = betaRad .* 180 / pi ; 
rSolarElev = beta ; 
%%%%%%%%%%%%%%%%%%%%% End %%%%%%%%%%%%%%%%%%%% 
2. qNRAD.m 
% Input: Temp, RH 
% Output: para Net Radiation 
% parameters: Temp, RH 
% return: rQRAD 
% process 
% // sigma : Stefan-Boltzmann constant = 5.67 * 10A-8 W m-2 K-4 
% // Epsilon : emissitivity of sensor surface = 0.76 which is similar to 
% that of leaf 
% Td = EESTd(Temperature, RH, 'd') 
% Calculate Incoming Longwave radiation w/ Temperature 
% LRIncoming = sigma*(Temperature+273)A4 * 
% (1-0.261 *exp(-7.77*10A-4 .* (Temperature)A2 
% LROutGoing = Epsilon*sigma*(Td+273)A4 
% qNRAD = NRIncoming - LROutGoing 
% return qNRAD 
function rQRAD = qNRAD(Temp, RH) 
Epsilon = 0.98 ; 
sigma = 5.6697 .* 10 ,A -8; 
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Td = EESTd(Temp, RH, 'd'); 
TK = Temp+ 273.16; 
e = EESTd(Temp, RH, 'e') ; 
% Calculate Incoming Longwave radiation w/ Temperature 
% this coef. has reportedly +20 Wm-2 overestimation, which is similar to 
% overcast condition 
ClearFactor = (1-0.261 .* exp(-7.77 .* 10. A-4 .* (Temp).A2)); 
LRIn = ClearFactor .* sigma .* (Temp + 273.16) A4; 
LROut = Epsilon .* sigma .* (Td + 273.16) ,A4 + ... 
(1 - Epsilon) .* LRIn ; 
NRAD = LRIn - LROut; 
rQRAD = NRAD; 
%%%%%%%%%%%%%%%%%%%%% End %%%%%%%%%%%%%%%%%%%% 
3. WindFactor.m 
% parameters: Wind, WindCode 
% return: rWindFactor 
% process 
% // assume canopy height = 0.3m 
% // zO : roughness length = 0.039 
% //d : Zero plane displacement = 0.192 
% H k : von karman constant = 0.41 
% // Ra : Aerodynamic resistance (s/m) 
% //No Correction: 0 
% // 3m -> 0.3m : 1 
% // 3m -> 0.5m : 2 
% // 10m -> 0.3m : 3 
% //10m->0.5 : 4 
% // 10/22/2002 
% // 10-> 0.5, MPH : 5 
% Calculate Correction Level = remainder of Wind speed switch /10 
% if Correction Level is No Correction 
% Sensor Height = d+1 
% Wind Height = d+1 
% elseif Correction Level is From 3m To 0.3m // (MPH) - US Ground Set 
% Sensor Height = 0.3 
% Wind Height = 3 
% elseif correction Level is From 3m To 0.5m // (MPS) - CostaRica Ground Set 
% Sensor Height = 0.5 
% Wind Height = 3 
% elseif correction Level is From 10M to 0.3m // (MPH) - US SkyBit Set 
% Sensor Height = 0.3 
% Wind Height = 10 
% elseif correction Level is From 10M to 0.5m // (MPS) - CostaRica Ground Set 
% Sensor Height = 0.5 
% Wind Height = 10 
% endif 
% calculate Corrected Wind speed = 
% Wind Speed * (log(Sensor Height - d) - log (z0)) / 
% (log(Wind Height - d) - log (z0)) 
% 
% Calculate Ra indicator = quotient of wind speed switch / 10 
% if Aerodynamic resistance indicator is 0 then 
% return Corrected Wind speed 
% else 
% k = 0.41 
% // To avoid "divide by zero", 0.0001 was added. 
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% calculate Ra = log ((Wind height - d) / zO)A2 / (kA2 * (Corrected Wind Sp$ 
% return Ra 
% end if 
function rWindFactor = WindFactor(City, SolarDec, Wind, Windcode) 
d = 0.192; 
zO = 0.039; 
CWind = []; 
CorrectLevel = rem(Windcode, 10) ; 
if CorrectLevel == 0 
SensorH = 3 ; 
WindH = 3 ; 
UnitCorrect = 1 ; 
elseif CorrectLevel == 1 
SensorH = 0.3; 
WindH = 3; 
UnitCorrect = 1 ; 
elseif CorrectLevel == 2 
SensorH = 0.5; 
WindH = 3; 
UnitCorrect = 1 ; 
elseif CorrectLevel == 3 
SensorH = 0.3; 
WindH = 10; 
% MPH to m/s 
UnitCorrect = 0.44703894431927904; 
elseif CorrectLevel ==4 
SensorH = 0.5; 
WindH = 10; 
% Knots to m/s 
UnitCorrect = 0.5144259259259258; 
elseif CorrectLevel == 5 
SensorH = 0.5; 
WindH = 10; 
% MPH to m/s : wet season 
UnitCorrect = 0.44703894431927904; 
elseif CorrectLevel == 6 
SensorH = 0.5; 
WindH = 10; 
% m/s : Costa Rica Ground 
UnitCorrect = 1; 
end 
WindMS = Wind .* UnitCorrect ; 
for I = l:size(Wind, 1), 
i f ( C i t y ( I ) > 5 & C i t y ( I ) < l l )  
% IL 
% Overide Wind Correction Level to 10m 
cWindH = 10; 
else 
cWindH = WindH; 
end 
if CorrectLevel < 3 
%If Data are from Ground Station, it need realistic Wind speed correction 
if (SolarDec(I) < 0) 
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CWindx = WindMS(I) .* ... 
(log(SensorH-d)-log(zO))./ (log(cWindH-d)-log(zO)); 
else 
CWindx = WindMS(I); 
end 
else 
% wind speed correction for SkyBit estimates is applied to 24 hours. 
%CWindx = WindMS(I) .* ... 
% (log(SensorH-d)-log(zO))./ (log(cWindH-d)-log(zO)); 
% night time wind correction has been tried. (9/7/2002) 
%if (SolarDec(I) < 20) 
CWindx = WindMS(I) .* ... 
(log(SensorH-d)-log(zO))./ (log(cWindH-d)-log(zO)); 
% else 
% CWindx = WindMS(I); 
% end 
end 
CWind = [CWind ; CWindx]; 
end 
RaSw = fix(Windcode / 10); 
if RaSw > 0 
Ra = []; 
for I = l:size(CWind, 1), 
if CWind® >0 
k = 0.41; 
curRa = log((SensorH - d)/zO).A2 ./ (k.A2 .* (CWind(I))); 
else 
curRa = 200.00; 
end 
Ra = [Ra; curRa]; 
end 
rWindFactor = Ra; 
else 
rWindFactor = CWind ; 
end 
%%%%%%%%%%%%%%%%%%%%% End %%%%%%%%%%%%%%%%%%%% 
4. EESTd.m 
% paramters: Temp, RH, SetSW 
% return: rEESTd 
% process: 
% calculate es 
% if e es td switch is es 
% return es 
% else 
% e = RH * es /100 
% if e es td switch is e 
% return e 
% elseif es td switch is Td 
% calculate Tdw/e 
% return Td 
% endif 
% endif 
function rEESTd = EESTd(Temp, RH, SetSw) 
e0 = 0.611; 
L  = 2 . 4 5 0 . *  1 0 . ^ 6 ;  
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TO = 273.16; 
R = 461; 
es = eO .* exp(L ./ R .* (TO ,A-1 - (Temp+TO).A-l)); 
if SetSw = 's' 
rEESTd = es; 
else 
e = RH .* es ./ 100; 
if SetSw == 'e' 
rEESTd = e; 
elseif SetSw == 'd' 
Td = (TO A-1 - R ./ L .* log(e 7eO)).A-l - TO; 
rEESTd = Td; 
end 
end 
%%%%%%%%%%%%%%%%%%%%% End %%%%%%%%%%%%%%%%%%%% 
5. DVPD.m 
% parameters: Temp, RH, SetSW 
% return: rDVPD 
% process: 
% es = BESTd(Temperature, RH, es switch) 
% if DPD VPD switch is VPd 
% e = EESTd(Temperature, RH, e switch) 
% VPD = es - e 
% return VPd 
% elseif DPD VPD switch is DPd 
% Td = BESTd(Temperature, RH, Td switch) 
% DPD = Temperature - Td 
% return DPD 
% endif 
function rDVPD = DVPD(Temp, RH, SetSw) 
es = EESTd(Temp, RH, 's'); 
if SetSw == V 
e = EESTd(Temp, RH, 'e'); 
VPD = es - e; 
rDVPD = VPD ; 
elseif SetSw == 'd' 
Td = EESTd(Temp, RH, 'd'); 
DPD = Temp - Td; 
rDVPD = DPD; 
end 
%%%%%%%%%%%%%%%%%%%%% End %%%%%%%%%%%%%%%%%%%% 
6. CARTModel.m 
% Input: Temp, RH, Wind Speed, Threshould Value, DPD or VPD selector 
% Output: Wetness 
% paramters: Temp, RH, cWind, Topsw, DVPDsw 
% return: rWetSet 
% process 
% Set WetSet to null 
% DPD = DVPD(Temperature, RH, DPD switch) 
% if DPD VPD switch is VPD 
% TopSet = DVPD(Temperatre, RH, VPD switch) 
% else 
% TopSet = DPD 
% For 1=1 :Length of DataSet 
% If TopSet(I) > Top Threshold 
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% eu 
% else 
c rWet = 0 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
if Temperature(I) < 0 or then 
curwet = 9 
else 
if Corrected Wind Speed(I) <= 2.5 
calculate Casel = 
if Casel > 14.4674 
curWet = 4 
else 
curWet = 1 
endif 
else 
if RH(I) < 87.8 
calculate case2 
if case2 > 37.0000 
curWet = 5 
else 
curwet = 2 
endif 
else 
curwet = 3 
endif 
endif 
% endif 
% Append curWet to WetSet by row 
% endfor 
% Return WetSet 
function rWetSet = CARTModel(Temp, RH, cWind, Topsw, DVPDsw) 
% Set WetSet to null 
WetSet = 0 ; 
% Calculate DPD 
DPD = DVPD(Temp, RH, 'd'); 
if DVPDsw == V 
TopSet = DVPD(Temp, RH, V); 
elseif DVPDsw =='d' 
TopSet = DPD; 
end 
for I=l:size(Temp, 1), 
if TopSet(I) > Topsw 
% Category I 
curWet = 0; 
else 
if Temp(I) < 0 | (Temp(l) + RH(I) + cWind(I) > 9000) 
curWet = 9; 
else 
if cWind(I) < 2.5 
% Category II 
Casel = 1.6064 .* sqrt(Temp(I)) + 0.0036 .* Temp(I) ,A2 ... 
+ 0.1531 .* RH(I)... 
- 0.4599 .* cWind(I) .* DPD(I)... 
- 0.0035 .* Temp(I) .* RH(I); 
if Casel > 14.4674 
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curWet = 4; 
else 
curWet = 1 ; 
end 
else 
if RH(I) >= 87.8 
% Category III 
Case2 = 0.7921 .* sqrt(Temp(I))... 
+ 0.0046 .* RH(I).A2 ... 
- 2.3889.*cWind(I)... 
- 0.0390 .* Temp(I) .* cWind(I)... 
+ 1.0613 .* cWind(I) .* DPD(I); 
ifCase2> 37.0000 
curWet = 5; 
else 
curWet = 2; 
end 
else 
% Category IV 
curWet = 3; 
end 
end 
end 
end 
WetSet = [WetSet; curWet]; 
end 
rWetSet = WetSet; 
%%%%%%%%%%%%%%%%%%%%% End %%%%%%%%%%%%%%%%%%%% 
7. FuzzyModel.m 
% Input: Temp, RH, Wind Speed 
% Output: Wetness 
% paramters: Temp, RH, cWind 
% return: rWetSet 
% process 
% Read Fuzzy Inference System 
% Get longwave estimates 
% Get VPD 
% Create Fuzzy data set 
% evaluate fuzzy inference system 
% return WetSet 
function rWetSet = FuzzyNetRad(Temp, RH, cWind, fisset) 
% Read Fuzzy Inference System 
fismat = readfis(fisset); 
% Long wave radiation Only 
NRad = qNRAD(Temp, RH); 
VPD = DVPD(Temp, RH, 'v'); 
FuzzySet = [VPD, cWind, NRad]; 
WetSet = evalfis(FuzzySet, fismat); 
rWetSet = WetSet; 
%%%%%%%%%%%%%%%%%%%%% End %%%%%%%%%%%%%%%%%%%% 
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