Abstract-Decomposition plays a significant role in cooperative co-evolution which shows great potential in large scale black-box optimization. However, current popular decomposition algorithms generally require to sample and evaluate a large number of solutions for interdependency detection, which is very timeconsuming. To address this issue, this study proposes a new decomposition algorithm named fast differential grouping (FDG). FDG first identifies the type of an instance by detecting the interdependencies of a few pairs of variable subsets selected according to certain rules, and thus can rapidly complete the decomposition of a fully separable or nonseparable instance. For an identified partially separable instance, FDG converts the key decomposition process into a search process in a binary tree by taking corresponding variable subsets as tree nodes. This enables it to directly deduce the interdependency related to a child node by reutilizing the solutions sampled for corresponding parent and brother nodes. To support the above operations, this study designs a normalized variable-subset-oriented interdependency indicator, which can adaptively generate decomposition thresholds according to its distribution and thus enhances decomposition accuracy. Computational complexity analysis and experimental results verify that FDG outperforms popular decomposition algorithms. Further tests indicate that FDG embedded in a cooperative coevolution framework can achieve highly competitive optimization results as compared with some state-of-the-art algorithms for large scale black-box optimization.
black-box optimization (LSBO) problems have been emerging in scientific research and engineering applications since the last decade [1] - [5] . For example, some aerodynamic shape optimization problems may consist of thousands of decision variables [6] , and the reconstruction of a gene regulatory network in bioinformatics needs to determine the status of thousands of interactions [7] . However, mathematical programming methods, which strictly depend on problem models, are unsuited for such problems due to their black-box nature; evolutionary algorithms (EAs), which do not require analytical objective functions, still work, but tend to lose their efficiency as the problem dimension increases [1] - [3] . This can be attributed to the fact that the solution space of a problem exponentially grows with the increase of its dimension and the traditional EAs cannot adequately explore the solution space of a LSBO problem within acceptable computation time [8] , [9] .
To address this issue, some researchers developed cooperative co-evolution (CC) methods [5] , [8] [9] [10] [11] [12] [13] . Taking "divideand-conquer" as the basic idea, CC solves a LSBO problem by first dividing it into a set of smaller and simpler subproblems and then cooperatively optimizing them with a traditional EA. Since its inception, CC has attracted much research attention and achieved great progress in algorithmic components, including the decomposition method, the optimizer for subproblems, and the computation resource allocation strategy [1] , [3] , [5] , [14] . It has also been shown that CC is really superior to the traditional EAs in tackling LSBO problems [14] [15] [16] [17] . Nevertheless, some key challenges, such as the development of effective and efficient decomposition methods, remain open.
It is understandable that decomposition is fundamental to CC. A proper decomposition can greatly reduce the optimization difficulty of a LSBO problem without changing its optimum. However, an improper decomposition may cause CC to converge to a Nash equilibrium rather than a real optimum [18] . Static decomposition methods [8] [9] [10] [11] , which are mainly employed by early CC algorithms, directly divide decision variables into several fixed subcomponents without considering their interdependencies at all. Consequently, they perform poorly on nonseparable and partially separable problems. Random decomposition methods remedy this defect to a certain extent by stochastically grouping variables and dynamically changing the grouping result in every cycle of CC [12] , but their performance still deteriorates on LSBO problems that have many interacting variables [19] .
Different from the two classes of decompostion methods W listed above, learning-based methods conduct decomposition by explicitly investigating the interdependencies among variables, and thus significantly improve the decomposition accuracy at the cost of sampling and evaluating a certain number of solutions [13] , [20] , [21] . As a representative of this type of method, differential grouping (DG) provides a clear and simple criterion for decomposition and can outperform some other learning-based decomposition algorithms such as variable interaction learning (VIL) [13] , [20] . Due to its advantage and potential, the basic DG has attracted a great deal of research effort, and several variants have been suggested, including global DG (GDG) [22] , extended DG (XDG) [23] , graph-based DG (gDG) [24] , fast interdependency identification (FII) [25] , DG2 [26] , and recursive DG (RDG) [17] . Among these variants, RDG, the most recently developed one, provides a reference. With a recursive decomposition strategy, it reduces the fitness evaluation (FE) requirements of GDG and DG2 from O(n 2 ) to 2 ( log ) O n n for an n-dimensional problem. This result seems exciting, but is still unacceptable for many real-world LSBO problems whose objective functions cannot be analytically described and can be evaluated only by numerical simulations, which are very expensive in terms of both time and economy [16] , [27] . Therefore, how to further reduce the FE requirement becomes a challenging and realistic task. On the other side, most learning-based decomposition algorithms demand users to specify a threshold for the decomposition indicator. However, the threshold is generally instance-dependent or even variabledependent, so is hard to set [13] , [22] , [26] . DG2 alleviates this issue by adaptively determining a threshold for each pair of variables [26] . Nevertheless, it requires the full interdependency information in advance so as to determine the weights of the lower and the upper bounds of the computational roundoff error in the corresponding threshold.
This study aims to address the above issues by proposing a fast DG (FDG). The main contributions of this work are:
1) It designs a normalized variable-subset-oriented interdependency indicator accompanied with a simple but efficient indicator distribution analysis method. This enables FDG to perform decomposition from the perspective of variable subsets and to detect interdependencies according to the indicator distribution without a user specified threshold. As a consequence, FDG needs to calculate much fewer indicators and can be adapted to different LSBO instances well. 2) Different from existing decomposition algorithms which handle different types of LSBO instances in the same manner, FDG first identifies the type of separability of an instance by detecting the interdependencies of a few pairs of variable subsets selected according to a sophisticated strategy, and then further performs decomposition only if the instance is partially separable. This implies that the fully separable or nonseparable instances can be tackled with a very small number of FEs. 3) FDG converts the key decomposition process on a partially separable instance into a search process in a binary tree by taking corresponding variable subsets as nodes, which facilitates the reutilization of the evaluated solutions. As a result, FDG can directly deduce the interdependency related to a child node by reusing the solutions sampled for the corresponding parent and brother nodes. This study also theoretically analyzes the computational complexity of FDG on different types of LSBO instances and evaluates its performance on two benchmark suites. The results indicate that FDG is superior to existing DG variants in terms of both efficiency and accuracy.
The remainder of this paper is organized as follows. Section II reviews the related work on CC. Section III presents FDG in detail. Section IV reports experimental settings and results. Finally, Section V concludes the paper and discusses some promising directions for the future research.
II. RELATED WORK
CC has been successfuly adopted to tackle a variety of LSBO problems. Algorithm 1 presents the general framework of CC, where three main algorithmic components are involved, including the decomposition method, the optimizer, and the computation resource allocation strategy.
The main challenge in applying CC consists in problem decomposition. Early CC algorithms mainly aim at enhancing the performance of conventional EAs on ordinary problems instead of scaling them up to large scale problems, and generally employ simple static decompostion methods. This class of methods divide an n-dimensional problem into k s-dimensional subproblems with s n  and ks n  and keep the decompostion result fixed during the whole optimization process. Examples of such methods include the " to 1 n n " method [10] , the splitting-into-half [11] stategy, and the general " to n k s  " method [9] . These methods really improve the performance of some EAs, such as evolutionary programming [8] , particle swarm optimization (PSO) [9] , genetic algorithm [10] , and differential evolution [28] , on certain kinds of problems. However, they lose their effectiveness on nonseparable and partially separable problems due to the neglect of variable interdependency.
Directing against the rigidness of static decompostion methods, Yang et al. [12] proposed a random grouping (RG) scheme. RG stochastically selects decision variables for each subproblem in every cycle of CC with the aim of grouping any two interdependent variables into the same subproblem at least once. Omidvar et al. [19] showed that the probability of putting all the interdependent variables together sharply decreases with the increase of the number of interdependent variables, and suggested increasing the grouping frequency by reducing the iteration times in a cycle. Moreover, it was revealed that RG also faces the difficulty of getting a proper subcomponent size. Aiming at this issue, Yang et al. [29] and Omidvar et al. [30] developed their respective adaptive methods, both of which probabilistically select a subcomponent size for every new cycle from a set of candidates based on the idea of reinforcement learning. Instead of using a sophisticated adaptive mechanism, Omidvar et al. [19] suggested randomly selecting a subcomponent size from its candidates if no fitness improvement is yielded during the previous cyle, and otherwise leaving it unchanged. This simpler strategy was also employed by Li and Yao [31] when scaling up PSO with CC and RG. Different from above subcomponent size adaption approaches which adjust the subcomponent size in a serial way, the Cooperative Coevolution with Adaptive Subcomponents proposed by Trunfio [32] concurrently applies a pool of subcomponent sizes at a specified learning phase such that a more reliable evaluation of the candidate sizes can be achieved, and finally just emploies the best performing subcomponent size during the subsequent optimization phase. Trunfio et al. [33] further expanded this idea to choose a proper population size for each subproblem besides the subcomponent size.
Despite their simplicity, the static and the random decomposition methods can hardly get a desirable decomposition since they do not detect the interdependencies among decision variables. To remedy this defect, learning-based decomposition methods were proposed. Some researchers suggested taking all the variables as random ones and conducting decomposition according to the correlation coefficience between each pair of them [34] , [35] . Xu et al. [36] indicated that the commonlyused Pearson correlation coefficient cannot properly depict the nonlinear interdependencies among decision variables, and replaced it with mutual information when carrying out grouping. Sun et al. [21] proved that, for a differentiable function ( ) f  , if its two variables i x and j x directly interact, then i f x   has a functional relationship with j x , and they further employed the maximal information coefficient between i f x   and j x to quantify the interdependency between the two variables. K. Weicker and N. Weicker [37] deemed that there exists an interdependency between two variables if a solution of higher quality can be generated by concurrently changing both variables than by just changing one of them. Based on this idea, they proposed the VIL method. Chen et al. [20] , Sun et al. [38] , and Ge et al. [39] further improved this method and made it more suitable for large scale problems. To reduce the FE requirement of this kind of methods, Ge et al. [40] recently developed a two stage variable interaction reconstruction algorithm, which first explores part of variable interactions using the fast VIL algorithm presented in [39] , and then trains a marginalized denoising model to construct the overall variable interactions. Instead of investigating the interdependency between two variables, some researchers defined heuristic information for each variable, such as the variation of each variable in two consecutive CC cycles [41] and the correlation coefficient between each variable and the objective function [42] , and grouped the variables of similar heuristic values into the same subcomponent.
Omidvar et al. [13] theorized the original interdependency discriminate criterion proposed by Tezuka et al. [43] and developed the effective and well-known DG method. Its main idea is that two variables are interdependent if the fitness variation caused by the perturbation on one variable relies on the value of the other. It was verified that DG is superior to the VIL algorithm developed by Chen et al. [20] , but shows quite low accuracy on some benchmark functions due to the neglect of indirect interdependencies. To tackle this issue, Mei et al. [22] , Sun et al. [23] , Ling et al. [24] , and Omidvar et al. [26] developed GDG, XDG, gDG, and DG2, respectively. These four DG variants tend to detect all pairwise interdependencies and thus requires O(n 2 ) FEs for an n-dimensional problem, where gDG reduces its FE requirement to some extent by avoiding sampling solutions for any two variables having been verified to be indirectly interacting and DG2 achieves this by systematically reutilizing a few part of evaluated solutions. To further save FEs, Hu et al. [25] proposed the FII algorithm. FII first excludes separable variables from nonseparable ones by detecting the interdependency between each variable and all the other ones, and then subdivides nonseparable variables also without learning the full interdependency information among nonseparable variables. Much more recently, Sun et al. [17] proposed the RDG algorithm and achieved more excellent performance. For a variable subset j X interacting with the current nonseparable subset i X , RDG first dichotomizes it and then investigates the interdependency between each of the resulting variable subset and i X . This process is recursively conducted until all the variables interacting with i X are identified. In this way, RDG reduces its FE requirement to 2 ( log ) O n n for an n-dimensional problem. Besides the detection mode, the decomposition threshold also affects much on the decompostion performance. As the original DG, XDG, gDG, and FII ask users to directly specify a threshold. This is a challenging task because the performance of these algorithms is very sensitive to the threshold [22] , [26] . GDG and RDG weaken this sensitivity by setting the threshold to a value proportional to the minimum fitness value of several randomly generated solutions. However, this setting strategy still requires users to specify a value for the proportion coefficient and the resulting global threshold performs poorly on imbalanced problems [26] . To alleviate this issue, DG2 adaptively calculates a threshold for each pair of variables based on the greatest lower bound and the least upper bound on the corresponding computational roundoff error [26] . Sun et al. [44] recently simplified this threshold setting strategy and introduced it into RDG.
At present, decomposition remains one of the most important research topics of CC. Interested readers may refer to review papers [1] , [3] , and [5] .
III. FAST DIFFERENTIAL GROUPING

A. Separability of LSBO Problems
Many real-world LSBO problems are difficult to tackle but possess an appealing characteristic, i.e., separability, where additive separability is the most common type and so is most extensively studied in the CC research field [13] , [22] [23] [24] [25] [26] [27] . The definition of additive separability can be described as follows.
lb ub , the following equation holds:
where lb and ub denote the lower and the upper bounds of x , respectively, ( )
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. For this function, it is obvious that the variable subsets 1 2 { , } x x and 4 { } x satisfy (2). However, they cannot be separated from each other since been linked together by the variable 3 x . This kind of nonseparability can be referred to as indirect interdependency or indirect interaction [21] , [23] . (2) .
Proof. Please see the proof given in Section S-I of the supplementary document. □
The definitions and theorems given above have the following merits compared with existing ones [13] , [17] , [22] , [23] . First, they directly investigate separability from the perspective of variable subsets instead of variable individuals, which generalizes the concept of separability and facilitates reducing the separability detection times in the decomposition process. Second, the concept of separability is defined and proved based on the basic property of additive operation, and does not ask a function to be differentiable. Consequently, its application scope can be broadened.
B. Interdependency Indicator and Its Distribution Analysis
Before defining the interdependency indicator, let us first study the influence of a variable subset j X on another subset i X by investigating
According to Theorem 1, ( , ) i j I X X equals zero if i X and j X are separable. However, this does not strictly hold due to the computational roundoff error incurred by floating point operations [26] . This error cannot be accurately calculated, but may be roughly estimated. To weaken its negative influence, it is reasonable to subtract its estimate e from ( , ) i j I X X . The resulting difference ( , ) i j I X X e  , however, may still differs much for different pairs of variable subsets since their contributions to the objective function may be rather imbalanced. Taking this phenomenon into account, we define the interdependency indicator as follows:
The denominator of the fractional expression in (5) reflects the maximum term for calculating ( , ) i j I X X e  , which may be the case for a pair of separable i X and j X . As for e , this study employs the "greatest lower bound" inf e developed in [26] ; therefore, it can be formulized as ( 1 ) i [26] can be considered as a good estimate of the computational roundoff error since it is deduced according to the IEEE 754 standard [45] . However, strictly speaking, it is not a lower bound on the roundoff error because some real errors are less than their inf e .
(a) The decision graph with an outlier (b) The decision graph without outliers Fig. 1 . Two examples of the decision graph.  is an outlier in the decision graph, it can be considered large enough. Fig. 1 shows two examples of this kind of decision graph. It can be obviously seen that the point corresponding to *  in Fig. 1(a) is an outlier and the one in Fig. 1(b 
C. Instance Type Identification Procedure
As stated in Section III-A, LSBO instances can be classified into three types: fully separable instances, nonseparable instances, and partially separable instances. If we know an instance is fully separable or nonseparable, there is no need to decompose it step by step, and thus many FEs can be saved. Different from existing decomposition algorithms which cope with these three types of instances in the same manner without considering the particularities of the first two types, FDG, the decomposition algorithm proposed in this study, explicitly identifies the type of an instance with a specially designed instance type identification procedure (ITIP) before decomposing it. The basic steps of ITIP can be described as follows:
1) Find out at least a pair of separable variable subsets and a pair of nonseparable subsets under the assumption that the current instance is partially separable. 2) Detect the separability of all pairs of variable subsets selected in step 1) by investigating their interdependency indicator values. 3) Determine the type of the instance. If each pair of variable subsets are separable (or nonseparable), the instance is fully separable (or nonseparable); otherwise, it is really partially separable. It is obvious that the key of ITIP lies in step 1. To achieve that goal, a sophisticated variable subset selection strategy, which involves two rules, is developed. The first rule aims to find out at least a pair of nonseparable variable subsets even for an almost fully separable instance. At each time of selection, it takes the two variable subsets generated by randomly halving the whole variable set. In contrast, the second rule randomly selects two variable individuals for the purpose of getting a pair of separable variables. To measure the success probabilities of these two selection rules, we give the following two theorems. 
Proof. Please see the proof given in Section S-I of the supplementary document. □ Theorem 3. For the function described in Theorem 2, its two randomly-selected variables are nonseparable from each other with a probability of
and the probability of getting at least such a pair of separable variables within l (
Proof. Please see the proof given in Section S-I of the supplementary document. □ Two examples are provided at the end of Section S-I of the supplementary document. They verify that the two selection rules can achieve their respective goals with a probability very close to 1 even when a few trials are allowed.
For each pair of selected variable subsets, ITIP calculates their interdependency indicator. After that, it detects the separability of all pairs of selected variable subsets by applying IDAP (Algorithm 2), and finally identifies the type of the current instance. Algorithm 3 presents the pseudocode of ITIP, where steps 2-6 and steps 7-11 fulfil the first and the second selection rules, respectively, and compute interdependency indicators by sampling and evaluating corresponding solutions. To be conservative, the trial number is set to 10 in steps 2 and 7, although a smaller number also works. It is notable that, besides  cv lb , the complete solution ub can also be reutilized in step 4 since it can be used as u,u x required by different pairs of variable subsets.
The performance of ITIP is pretty appealing since it can identify the type of an instance with very a few FEs. Despite that, it may fail on some nonseparable instances involving indirect interdependencies because it regards two indirect interdependent variables as separable. Fortunately, this defect can be remedied by the following decomposition procedure developed for partially separable instances. 
; , 1 x and 2 x , from X; 9. Generate and evaluate four solutions for calculating 1 2 ( , ) 
D. Binary-Tree-Based Decomposition Procedure
If a LSBO instance is judged to be partially separable, it is necessary to further decompose it, the goal of which is to keep each group of nonseparable variables together and put each pair of separable variables into different groups. Here the key operation consists in that, for a variable subset i X nonseparable from another one j X , how to efficiently capture the variables in j X that are really interdependent with it. A direct way is to check the interdependency between i X and each variable in j X . However, this requires too many FEs. To alleviate this issue, this study proposes a binary-tree-based decomposition procedure (BTDP) which can significantly reduce separability detection times and effectively reutilize evaluated solutions by converting the key decomposition process into a search process in a binary tree.
Concretely, BTDP first initializes the variable subset j X as the root node of a binary tree, and then examines its separability from i X . If they are interdependent with each other, BTDP divides j X into two (nearly) equal-sized subsets and takes them as child nodes. Next, it further detects the separability between i X and each child node. BTDP stops dividing a node if it is separable from i X or just involves a single variable. In this way, a binary tree is dynamically generated along with the decomposition process.
As mentioned in Section III-B, four evaluated solutions are required to calculate an interdependency indicator. Interestingly, if a certain sampling rule is obeyed, all the evaluated solutions can be reutilized during the search process in a binary tree. To illustrate this rule, let us take the schematic binary tree shown in Fig. 2 as an example. For the calculation of ( , ) i j X X  , it is feasible to directly sample and evaluate four solutions according to the guideline given in . This means that no new solution needs to be generated for the node 2 j X at all. Fig. 3 graphically demonstrates the relations among these solutions. It is notable that although j X corresponds to the root node of the binary tree shown in Fig. 2 , no particularity of the root node is used in the solution sampling rule described above. Therefore, this rule applies to a general parent node and its two child nodes, such as in Fig. 2 . On the other side, although this rule samples two new solutions for the left child node and enables the right one to inherit solutions from its brother and parent nodes, the reverse is also feasible.
To traverse a binary tree, two strategies, i.e., the breadth-first strategy and the depth-first one, are available. For the application of the binary tree in this study, there is no essential difference between these two strategies. Algorithm 4 presents the pseudocode of BTDP, where the breadth-first traverse strategy is adopted. The "rootNode" in step 2 is defined as a struct and employed to record the whole variable subset 2 X and the four solutions used for calculating its interdependency indicator. Then in step 4, this node is pushed into "nodeQueue" which is a queue defined to store all possible nodes. Next, BTDP carries on a loop process in steps 5-16 until "nodeQueue" is empty. During the loop process, the first node in the front of "nodeQueue" is tackled in priority (step 6); once its two child nodes, i.e., "leftNode" and "righNode", are generated (step 14), they are sequentially pushed into the rear of "nodeQueue" (step 16). By this means, the "first-in, first-out" mechanishm required by the breadth-first traverse strategy can be realized.
Step 8 judges the separability between 1 X and the variable subset involved in the current node with the procedure given in Algorithm 5. It compares the corresponding interdependency 
2. Set root node: X :
Randomly halve . curNode subset into two subsets: l X and r X ; 14.
Generate two child nodes related to l X and r X :
. 
Sequentially push leftNode, rightNode into the rear of nodeQueue; 17. return From the above process, it can be known that if some separable variables are involved in a partially separable instance, they will reside in the candidate variable subset c X until being directly treated. This may increase many interdependency detection times. A way to avoid this issue is to exclude this kind of variables in advance by detecting the separability of each of them as done by FII [25] . However, this requires n detections for an n-dimensional instance and takes no effect if the instance does not involve any separable variable at all. To balance this contradiction, we develop a new separable variable exclusion procedure (SVEP). It first randomly selects l ( l n  ) variables, then detects their separability. If a separable variable is really found, it further investigates the remaining variables and finally excludes all the separable ones from the candidate variable subset c X ; otherwise, it directly quits this trial procedure. It can be easily proved that, for the general partially separable function described in Theorem 2, SVEP can get at least a separable variable with a probability of n n s3 1 1 
Perform initialization: seps
and flag false  then //As in ITIP, l is set to 10 4.
break; 5. Randomly select a variable x from X without repetition; 6. Generate and evaluate four solutions for calculating ({ }, \ { }) By integrating SVEP and BTDP together, Algorithm 7 presents the pseudocode of the whole decomposition procedure for partially separable instances (PSDP). After attempting to exclude separable variables with SVEP in step 2, PSDP groups the remaining variables by iteratively applying BTDP in steps 5-17. Note that although PSDP is mainly designed for partially separable instances, it can also be applied to fully separable and nonseparable ones. For the former, PSDP achieves decomposition by just applying SVEP; while for the latter, it mainly relies on BTDP.
F. Framework and Computational Complexity of FDG
The whole framework of FDG is presented in Algorithm 8, where step 3 identifies the type of the current instance with ITIP. If the instance is judged to be nonseparable or fully separable, its decomposition result is directly given in step 6 or 8, respectively; otherwise, it is achived by invoking PSDP in step 10.
As for the computational complexity of a decomposition algorithm, it is generally analyzed in terms of the number of FEs since FE is much more time-consuming than other algorithmic operations. To highlight main characteristics of FDG and facilitate the analysis, the case of indirect interdependency is not considered below.
The ITIP in FDG detects separability for 2l pairs of variable subsets. As indicated at the end of Section III-C, each pair of variable subsets sampled by the first (or second) rule needs 2 (or 3) new FEs and shares the other 2 (or 1) FEs with other pairs. Therefore, a total number of 5 2 l  FEs are required by ITIP, and then the computational complexity of FDG on fully separable and nonseparable instances is ( 
, where l is generally a constant much less than n. For an n-dimensional partially separable instance which has no separable variable but involves k groups of nonseparable variables with each group containing s elements, the SVEP in FDG only checks l variables with 2l FEs being consumed, and the BTDP in FDG constructs a binary tree for each group of nonseparable variables. In the worst case, BTDP uniformly assigns the ( 1) s  nonseparable partners of a selected variable to all the nodes in each layer of the binary tree because this tends not to exclude any node and results in the most number of detections, and the total computational complexity of FDG in this case is 2 ( log ) O n k . In the best case, BTDP concentratively assigns the nonseparable partners of a selected variable to one of the nodes in each layer such that those variables separable from the selected one can be quickly excluded and the number of detections can be reduced to the greatest extent possible. The corresponding computational complexity becomes (max( , O n 2 log )) k k . For the detailed deduction, please refer to Section S-III in the supplementary document.
For an n-dimensional partially separable instance which involves k nonseparable variable subsets of size s and ( ) n ks  separable variables, FDG will invoke SVEP to detect the separability of all variables and consumes 2n FEs. After this operation, the original instance can be considered as a ksdimensional partially separable instance without any separable variable. Then the computational complexity of FDG on this type of instances is 2 (max( , log )) O n ks k in the worst case and 2 (max( , log )) O n k k in the best case. Table I summarizes the computational complexity of FDG and five existing decomposition algorithms, including DG [13] , GDG [22] , FII [25] , DG2 [26] , and RDG [17] , on LSBO problems involving subcomponents of different sizes. It can be seen that FDG possesses the lowest computational complexity on all types of problems.
FDG shares some similarities with RDG since RDG performs its basic decomposition operation in a recursive manner which can also be described by a binary tree. Nevertheless, FDG still differs distinctly from RDG in the following four aspects: 1) RDG tackles different types of LSBO instances in the same way, while FDG performs decomposition by first identifying the type of an instance and then employing X and does not require any FE for the other one, which essentially reduces its computational complexity on partially separable instances. 4) The two algorithms also adopt different interdependency indicators. RDG inherits the one developed by GDG [22] and requires users to specify a control coefficient which is somewhat sensitive, while FDG employs a normalized interdependency indicator whose threshold can be adaptively generated by analyzing its distribution.
IV. EXPERIMENTAL STUDIES
To evaluate the performance of FDG, we first tested its decomposition efficiency and accuracy by comparing it with several popular learning-based decomposition algorithms, then further investigated its ability to improve the final optimization performance of CC. The CEC'2010 and the CEC'2013 benchmark suites were employed in our experiments. These two suites contain 20 and 15 large scale optimization functions, respectively, all of which are minimization problems of 1000 dimensions except that the functions 13 f and 14 f in the CEC'2013 suite have 905 decision variables [46] , [47] . Table II presents the types of these functions. It is necessary to point out that, according to the nomenclature in the CEC'2013 suite, the functions 12 14 f f therein and 20 f in the CEC'2010 suite are overlapping functions. Now it is still not clear what is the best decomposition for this type of functions, and most learningbased decomposition algorithms tend to place all overlapped variable subsets into the same group [17] , [22] [23] [24] [25] [26] . For this reason, we classify this type of functions into nonseparable functions in Table II .
A. Comparison of Decomposition Performance
In this experiment, DG [13] , GDG [22] , FII [25] , DG2 [26] , and RDG [17] were employed as competitors of FDG. As a cla- ssic learning-based decomposition algorithm, DG provides the original decomposition criterion for the other five algorithms. GDG and DG2 can be considered as the same class of decomposition algorithms since they both detect all pairwise interdependencies. FII and RDG share some similarities with FDG because they all perform decomposition from the perspective of variable subsets without collecting the full interdependency information. The main ideas of these five competitors are described in Section II, and their parameters in this experiment were all set according to the suggestions given in the respective original papers.
To measure the accuracy of a decomposition, we investigated its consistency with the corresponding ideal decomposition (ID) by an indicator called normalized mutual information (NMI) [48] . NMI can felicitously quantify the similarity between two partitions of a set. For two decompositions 
where n, 1 k , and NMI( , ) D D varies in the range [0, 1] , and the more consistent they are, the larger 1 2 NMI( , ) D D is. Besides the accuracy on all the variables, we also severally calculated the accuracies of a decomposition algorithm on nonseparable variables and separable ones, which were carried out by excluding separable variables and nonseparable ones from a decomposition, respectively. As for the decomposition 
Median 100 − 100 1.00e+06 100 − 100 100 − 100 3.00e+03 100 − 100 100 − 100 3.00e+03 100 − 100 5.20e+01
Mean Std. Table III summarizes these results in terms of function type. It is worth mentioning that the FEs of GDG and DG2 are not listed out due to the page limit and the fact that these two algorithms invariably consume 501501 and 500501 FEs, respectively, on different types of functions of 1000 dimensions [26] . From Tables S-I and III, it can be observed that FDG holds significant superiority over its five competitors since it achieves the highest decomposition accuracy with much fewer FEs on most types of functions. For each of the six fully separable functions ( 1 3 -f f in both CEC'2010 and CEC'2013 suites), FDG completes decomposition by just executing ITIP and consumes only 52 FEs, which are negligible compared with the ones consumed by other algorithms. It is notable that FDG seems to get wrong decompositions for 3 f in both suites. In fact, both functions are shifted Ackley function and are actually additively nonseparable [46] . In this sense, FDG makes correct identifications. The same case is encountered by GDG, DG2 and RDG, while DG and FII avoid this by taking much larger thresholds.
The functions 4 18 f f in the CEC'2010 suite and 4 11 f f in the CEC'2013 suite are partially separable functions. On this type of functions, FDG also shows satisfying performance. It achieves 100% decomposition accuracy on 19 out of total 23 functions with the other four ones being 6 f and 11 f in the CEC'2010 suite and 6 f and 8 f in the CEC'2013 suite. The reason for its imperfect accuracy on the first three functions lies in that these functions all take Ackley function as a separable subfunction, while FDG tends to regard it as additively nonseparable. This can be revealed by the corresponding 100% accuracy on nonseparable variables and extremely low accuracy on separable ones. The function 8 f in the CEC'2013 suite is the only function on which FDG really makes a mistake. By investigating its composition, it can be found that this function involves 20 nonseparable variable subsets and most subsets have sharply different contribution weights to the original objective function. Then the roundoff errors related to the variables of small contributions tend to be overestimated. As a consequence, the SVEP in FDG wrongly judges some nonseparable variables of this kind to be separable and tends to generate a very small separability threshold, which further leads to the wrong combination of some actually separable variables.
Among the other five decomposition algorithms, DG2 achieves almost the same accuracy with FDG, but fails on one more function, i.e., 7 f in the CEC'2013 suite. FII improves the accuracy of DG on some functions, such as 13 f and 18 f in the CEC'2010 suite, by taking indirect interdependency into account, but still fails on 11 out of 23 partially separable functions due to the same decomposition threshold on different functions. GDG and RDG enhance the adaptivity of DG and FII to a certain extent by generating different thresholds for different functions. However, their performance is obviously inferior to that of DG2 and FDG on the imbalanced functions, such as 10 f and 11 f in the CEC'2013 suite. As for the decomposition efficiency, Table III clearly demonstrates that FDG saves about two-thirds of FEs on average on partially separable functions when compared with the fastest existing algorithms, i.e., FII for functions of type T 2-1 and RDG for functions of type T 2-2 . In comparison with GDG and DG2, FDG consumes less than 2% FEs. The high efficiency of FDG on partially separable functions profits from its two algorithmic components, i.e., SVEP and BTDP. To further verify the effectiveness of these two components, we specially did an experiment by removing SVEP from FDG. Fig.  S-4 in the supplementary document presents the variation of the number of FEs consumed by FDG. It can be found that without SVEP, the FE consumption of FDG increases to a certain extent, but is still much less than those of FII and RDG.
When it comes to the four overlapping functions ( 20 f in the CEC'2010 suite and 12 14 f f in the CEC'2013 suite), the ITIP in FDG judges them to be partially separable since it does not consider the particularity of overlap. Despite of this, following procedures in FDG still enable it to capture right decompositions with much fewer FEs than existing algorithms. As for 19 f in the CEC'2010 suite and 15 f in the CEC'2013 suite, FDG correctly identifies them as nonseparable functions, and thus completes the decomposition with negligible FEs.
B. Comparison of Optimization Performance 1) Comparison with other decomposition algorithms under DECC framework:
To investigate FDG's capability in enhancing the performance of CC, we embedded it into the canonical CC framework, DECC [12] , [13] , and compared its final optimization results with the ones obtained by DG [13] , GDG [22] , FII [25] , DG2 [26] , RDG [17] , and ID. DECC employs a well known variant of differential evolution called SaNSDE [49] as optimizer and optimizes all the subproblems in a round-robin fashion. In this experiment, the parameters of DECC and SaNSDE were strictly set according to their original papers. As suggested by [46] , each CC algorithm was allowed to exhaust a maximum number of 6 3.0 10  FEs in each run, and the result on each function was calculated in terms of the median, the mean, and the standard deviation of the best solutions obtained over 25 independent runs. For each decomposition algorithm, the number of FEs consumed during the decomposition process was also counted into the total number of allowed FEs.
Table S-II in the supplementary document presents the final experimental results obtained by the seven DECC algorithms, where the differences between the results of FDG and the ones of the other six algorithms are detected using a two-tailed Wilcoxon rank-sum test at a significance level of 0.05. Note that we consider there is no difference between two solutions if the magnitude orders of their fitness values are not greater than −10. Table IV summarizes the numbers of wins, ties, and losses of FDG against its six competitors based on the results in Table S-II. From these results, it can be observed that FDG exhibits very satisfying performance. It performs no worse than ID on the total 35 functions. It is rather unexpected to see that FDG even achieves higher solution quality in terms of median than ID on 6 f in the CEC'2010 suite and 8 f in the CEC'2013 suite. Compared with DG, GDG, FII, DG2, and RDG, FDG yields much better (or similar) solutions for 18, 25, 12, 24, and 5 (or 17, 10, 22, 10, and 30) functions, respectively.
As the seven decomposition algorithms are integrated into the same CC framework, the differences among their final optimization results mainly stem from their differences in the decomposition accuracy and efficiency. It is understandable that the higher the decomposition accuracy is and the more FEs left for optimization there are, the better the final optimization Tables S-I and S-II. Nevertheless, there are some exceptions which need to be discussed. As indicated in the last subsection, GDG, DG2, RDG, and FDG judge 3 f in both suites to be nonseparable, and thus achieve a decomposition accuracy of 0%. However, they obtain almost the same optimization result with DG and FII, which correctly identify the two functions to be fully separable. The reason is that DECC treats all the separable variables as a whole since the optimal division of separable variables remains so far an open problem [26] , [30] . For 6 f in the CEC'2010 suite and 8 f in the CEC'2013 suite, FDG achieves lower decomposition accuracies than most of its competitors, but helps DECC find better solutions, which is somewhat counterintuitive. Undoubtedly, the lower FE cost contributes a lot to the success of FDG on these two functions. However, there are some other reasons. When it comes to 6 f , a closer observation reveals that FDG divides its 950 separable variables into three variable subsets, which exactly reduces the scales of its subfunctions and thus its solving difficulty. As for 8 f , the analysis in the last subsection indicates that FDG merges many variables of smaller contributions together. Consequently, the total number of subfunctions decreases and the subfunctions of larger contributions can be assigned with more FEs, which is beneficial to finding better solutions.
It should be pointed out that although FDG consumes much fewer FEs than all the other decomposition algorithms (except ID which is implemented manually without FE), it fails to achieve better solutions for part of functions, such as 5 f in the CEC'2010 suite and 9 f in the CEC'2013 suite. This is because that the allowed FEs ( outperforms DG and RDG on more functions.
2) Comparison with state-of-the-art algorithms for LSBO:
To deeply test the effectiveness of FDG, we integrated it into the CC framework with a fine-grained computation resource allocation strategy (FCRACC) [14] . As a contribution-based CC framework, FCRACC allocates available FEs among all the subproblems according to their real-time contributions to the overall fitness improvement rather than in a round-robin fashion. Besides, it takes an excellent variant of differential evolution called SHADE [50] as optimizer. We compared the performance of the resulting algorithm, FCRACC FDG+SHADE , with that of four state-of-the-art algorithms for LSBO, including the memetic algorithm that creates local search chains with Solis Wets' method (MA-SW-Chains) [51] , the multiple offspring sampling framework for the CEC'2013 competition (MOS-CEC2013) [52] , the segment-based predominant learning swarm optimizer with dynamic segment number (DSPLSO) [53] , and the level-based learning swarm optimizer with dynamic level number (DLLSO) [54] . MA-SWChains was ranked first on the CEC'2010 competition on large scale global optimization, while MOS-CEC2013 won the CEC'2013 and CEC'2015 competitions. As two excellent algorithms recently developed for LSBO, DSPLSO and DLLSO expands the ideas of the competitive swarm optimizer [55] and the social learning PSO [56] , respectively, and were shown to be more effective than some CC algorithms.
Table S-V in the supplementary document reports the experimental results of the five algorithms. To ensure the comparison fair, the results of MA-SW-Chains and MOS-CEC2013 are directly taken from [57] , which is a review paper published by the proposer of MOS-CEC2013, and the results of DSPLSO and DLLSO are taken from their original papers. It is notable that all these results were generated according to the default experimental settings suggested by [46] except that the ones of DSPLSO and DLLSO were yielded based on 30 independent runs. To measure the performance of FCRACC FDG+SHADE against each of its four competitors, we quantified the difference between their fitness means with Cohen's d effect size [58] . Compared with significance test such as t-test, Cohen's d effect size is affected less by the sample size. It is generally considered that there is no significant difference between two means if the absolute value of their Cohen's d effect size is less than 0.2. 20 f in the CEC'2010 suite and 12 f in the CEC'2013 suite) and the functions where it gets improper decomposition (such as 6 f in both benchmark suites). Both kinds of functions are of large scales or contain large scale subfunctions. This indicates the optimizer of FCRACC FDG+SHADE is not so efficient on LSBO problems. If we exclude the six nonseparable functions, the superiority of FCRACC FDG+SHADE can be further highlighted. It surpasses MOS-CEC2013 as well as its other three competitors, which can be verified by the summarized results given in the last two rows of Table V . From above analysis, it can be concluded that the superiority of FCRACC FDG+SHADE mainly benefits from its CC framework and decomposition algorithm.
The other four algorithms also demonstrate their specialities. MA-SW-Chains performs best on 3 f , 6 f , and 10 f in the CEC'-2013 suite, and MOS-CEC2013 outperforms its competitors on nine out of total 35 functions, over a half of which are nonseparable ones. DSPLSO yields best solution quality on 5 f , 6 f ,
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f in the CEC'2010 suite and 5 f , 9 f in the CEC'2013 suite. As for DLLSO, it has an edge over the other four algorithms when used to solve 10 f and 15 f in the CEC'2010 suite.
V. CONCLUSION AND FUTURE WORK
This paper presents a fast learning-based decomposition algorithm named FDG for LSBO problems. Different from existing decomposition algorithms, FDG employs a normalized interdependency indicator, which enables it to analyze the distribution of the indicator values for different pairs of variable subsets. Benefiting from this characteristic and equipped with a sophisticated variable subset selection strategy, FDG can identify the type of an LSBO instance at a negligible computation cost and adaptively generate decomposition thresholds for partially separable instances. Furthermore, FDG adopts a binary-tree-based decomposition procedure, which can significantly reduce separability detection times and greatly enhance the reutilization degree of evaluated solutions. Consequently, FDG is able to decompose an n-dimensional partially separable instance with 2 ( log ) O n k FEs in the worst case, where k is the number of nonseparable variable subsets. Experimental results on two benchmark suites show that FDG can generate highly accurate decompositions with much fewer FFs than five popular learning-based algorithms. When embedded into CC frameworks, it can outperform these existing algorithms in terms of solution quality, and even shows clear superiority over four state-of-the-art optimization algorithms for LSBO.
At present, FDG only applies to additively separable LSBO problems like most of the other learning-based decomposition algorithms. In the future, we will extend the idea to generally separable problems. Besides, it is necessary to develop decomposition algorithms that can adaptively determine its decomposition granularity according to available computation resources, since a more fine-grained decomposition may not necessarily lead to a better optimization result.
X  , and the operation between the two subfunctions is additive. According to this conclusion and Definition 2 given in the main body of this paper, 
and the probability that the two generated variable subsets can be separated from each other is s1 P as shown in (S-3). As we perform selection with repetition, the selections among different trials are independent. Then each pair of variable subsets obtained in l ( 1 l  ) trials can be separated with a probability of s1 l P , and the probability of getting at least a pair of nonseparable variable subsets within l trials is n1 P . □
Corollary 2. If we further assume the k nonseparable variable subsets of the function ( ) f x considered in Theorem 2 have the same size of s, then any two variable subsets generated by randomly halving the original variable set are separable from each other with a probability of
Proof. This is a special case of the one considered in Theorem 2. Equation and the probability of getting at least such a pair of separable variables within l ( 1 l  ) trials is s2 n2
Proof. The number of possibilities of selecting two variables from n ones is 2 n C . To ensure the nonseparability between two variables, they must be selected from the same nonseparable variable group. If we select them from the ith group, the number of possible selections is , and the probability of getting two nonseparable variables is n2 P as shown in (S-6). According to the independence among different trials, we can get at least a pair of separable variables within l ( 1 l  ) trials with a probability of s2 P . □ Theorem 2 and Corollary 2 reveal that, even for an almost fully separable function, the first selection rule can easily capture a pair of nonseparable variable subsets. To verify this conclusion, let us take the function 4 f in the CEC'2010 benchmark suite [1] as an example. This function has a single group of 50 nonseparable variables with all the other 950 variables being separable. According to Theorem 2 or Corollary 2, it can be deduced that, when l trials are allowed, the first rule is able to get at least a pair of nonseparable variable subsets for 4 f with a probability of 
This probability is so large that the rule can almost get a pair of nonseparable variable subsets at each trial. As a contrast, Theorem 3 reveals that the second selection rule is very likely to find a pair of separable variables even for a function containing a small number of separable variables. For instance, for the function 14 f (involving 20 nonseparable variable subsets with each including 50 elements) in the CEC'2010 benchmark suite, this rule can capture at least a pair of separable variables within l trials with a probability of When decomposing an n-dimensional partially separable instance which has no separable variable but involves k groups of nonseparable variables with each group containing s elements, the BTDP in FDG constructs a binary tree for each variable group. In the worst case, it uniformly assigns the ( 1) s  nonseparable partners of a selected variable to all the nodes in each layer of the binary tree because this tends not to exclude any node and results in the most number of detections. To make the analysis convenient, we assume each variable has n partners (or nonseparable partners) instead of ( 1) n  (or ( 1) s  ) ones and both n and s are integral powers of 2. Then for the first selected variable, BTDP will construct a binary tree that can be schematically described by Fig. S-2 log k layers in the binary tree has 2s nodes. Half of them are excluded due to their separability from the selected variable, and each of the other s nodes includes a variable nonseparable from the selected one and is further halved until just containing a single variable.
Considering that the root node requires 3 new FEs, each left child node requires 2 FEs, and each right child node does not require any FE, it can be deduced that BTDP needs 
and the total computational complexity of FDG on this type of instances is
In the best case, BTDP concentratively assigns the ( 1) s  nonseparable partners of a selected variable to one of the nodes in each layer such that those variables separable from the selected one can be quickly excluded and the number of detections can be reduced to the greatest extent possible. Fig.  S-3 presents the schematic binary tree for the first selected variable. It also includes 2 2 (1 log log ) k s   layers. Except the root node which corresponds to the 0th layer, each of the first 2 (1 log ) k  layers has 2 nodes, one of which is separable from the selected variable and thus is directly excluded. Each of the last 2 log s layers has 2 i ( 2 1, , log i s   ) nodes. As these nodes are nonseparable from the selected variable, they are persistently halved until only a single variable is involved in each of them. With the similar analysis method shown above, we can know that BTDP needs 2 log 2 2 1 1 3 log ( ) 2 2 2 2 2log ( ) 2 1
FEs to construct the binary tree for the first group of nonseparable variables. Then the total number of FEs required by the k groups of variables is
and the computational complexity of FDG on this type of instances becomes
( , log )) n k k in the best case. 
S-IV DETAILED EXPERIMENTAL RESULTS
ρ 2 ρ 3 feNum ρ 1 ρ 2 ρ 3 ρ 1 ρ 2 ρ 3 feNum ρ 1 ρ 2 ρ 3 ρ 1 ρ 2 ρ 3 feNum ρ 1 ρ 2 ρ 3 feNum T 1
CEC' 2010
f 1 100 − 100 1.00e+06 100 − 100 100 − 100 3.00e+03 100 − 100 100 − 100 3.00e+03 100 − 100 5.20e+01 f 2 100 − 100 1.00e+06 100 − 100 100 − 100 3.00e+03 100 − 100 100 − 100 3.00e+03 100 − 100 5.20e+01 f 3 100 − 100 1.00e+06 0.00 − 0.00 100 − 100 3.00e+03 0.00 − 0.00 0.00 − 0.00 6.00e+03 0.00 − 0.00 5.20e+01
CEC' 2013
f 1 100 − 100 1.00e+06 100 − 100 100 − 100 3.00e+03 100 − 100 100 − 100 3.00e+03 100 − 100 5.20e+01 f 2 100 − 100 1.00e+06 100 − 100 100 − 100 3.00e+03 100 − 100 100 − 100 3.00e+03 100 − 100 5.20e+01 f 3 100 − 100 1.00e+06 0.00 − 0.00 100 − 100 3.00e+03 0.00 − 0.00 0.00 − 0.00 6.00e+03 0.00 − 0.00 5.20e+01 48 .75 100 46.35 1.45e+04 100 100 100 75.49 100 74.55 3.73e+03 100 100 100 100 100 100 4.20e+03 100 100 100 2.15e+03 f 5 100 100 100 9.05e+05 100 100 100 100 100 100 3.05e+03 100 100 100 100 100 100 4.15e+03 100 100 100 2.15e+03 f 6 100 100 100 9.06e+05 100 100 100 100 100 100 3.05e+03 22.22 100 17.91 100 100 100 5.00e+04 13.85 100 8.83 2.44e+03 f 7 58.30 0.00 58.11 6.77e+04 100 100 100 100 100 100 3.05e+03 100 100 100 100 100 100 4.23e+03 100 100 100 2.15e+03 f 8 47.98 0.00 45.64 2.32e+04 100 100 100 77.41 100 76.56 3.58e+03 100 100 100 100 100 100 5.60e+03 100 100 100 2.46e+03 f 9 100 100 100 2.70e+05 100 100 100 100 100 100 8.01e+03 100 100 100 100 100 100 1.40e+04 100 100 100 4.74e+03 f 10 100 100 100 2.72e+05 100 100 100 100 100 100 8.01e+03 100 100 100 100 100 100 1.40e+04 100 100 100 4.75e+03 f 11 99.95 99.79 100 2.70e+05 54.28 100 0.00 99.31 97.11 100 9.49e+03 54.28 100 0.00 54.28 100 0.00 1.36e+04 54.28 100 0.00 4.65e+03 f 12 100 100 100 2.71e+05 100 100 100 100 100 100 8.01e+03 100 100 100 100 100 100 1.43e+04 100 100 100 4.80e+03 f 13 63.04 51.49 58.25 5.03e+04 100 100 100 100 100 100 9.61e+04 100 100 100 100 100 100 2.92e+04 100 100 100 9.75e+03 
CEC' 2010
f 14 100 100 − 2.10e+04 100 100 − 100 100 − 2.30e+04 100 100 − 100 100 − 2.05e+04 100 100 − 6.96e+03 f 15 100 100 − 2.10e+04 100 100 − 100 100 − 2.30e+04 100 100 − 100 100 − 2.05e+04 100 100 − 6.94e+03 11 54.14 54.14 − 9.10e+03 0.00 0.00 − 0.00 0.00 − 5.00e+03 100 100 − 0.00 0.00 − 1.04e+04 100 100 − 6.60e+03
f 20 0.00 0.00 − 1.55e+05 100 100 − 100 100 − 5.03e+05 100 100 − 100 100 − 5.08e+04 100 100 − 1.80e+04
CEC' 2013
f 12 0.00 0.00 − 1.49e+05 100 100 − 100 100 − 5.03e+05 100 100 − 100 100 − 5.08e+04 100 100 − 1.80e+04 f 13 0.00 0.00 − 5.86e+03 100 100 − 100 100 − 4.59e+03 100 100 − 0.00 0.00 − 8.31e+03 100 100 − 5.35e+03 f 14 0.00 0.00 − 1.39e+04 100 100 − 100 100 − 6.08e+03 100 100 − 100 100 − 9.54e+03 100 100 − 5.36e+03
f 19 100 100 − 2.00e+03 100 100 − 100 100 − 4.00e+03 100 100 − 100 100 − 6.00e+03 100 100 − 5.20e+01
f 15 100 100 − 2.00e+03 100 100 − 100 100 − 4.00e+03 100 100 − 100 100 − 6.16e+03 100 100 − 5.20e+01 From Tables S-II  FEs are available, FDG performs no worse than all of its six competitors except for being surpassed by ID and FII on 18 f in the CEC'2010 suite and 8 f in the CEC'2013 suite, respectively; the numbers of the functions on which it outperforms DG, GDG, FII, DG2, and RDG increase to 29, 35, 15, 35 , and 6, respectively. When the number of allowed FEs reduces to 5 
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 , FDG outperforms DG and RDG on more functions. Besides, it is interesting to observe that, in this case, FDG is not only surpassed by ID on more functions, but also is dominated by FII and RDG on some new functions such as 6 f in the CEC'2010 suite and 11 f in the CEC'2013 suite. Compared with ID, the failure of FDG on corresponding functions can be attributed to its FE consumption during the decomposition process. By investigating the functions on which FDG loses its dominance against FII or RDG, it can be revealed that it is the fine-grained decomposition result of FDG that causes its failure. The underlying reason mainly consists in that, for each of the corresponding functions, FDG generates more subfunctions than its competitors, and each subfunction is assigned with fewer FEs, which cannot support the optimizer to find a good enough solution.
Remark: Although the termination condition with a huge number of FEs is commonly suggested for the sake of algorithm research for LSBO, many real-world LSBO problems cannot afford so many FEs because their solution quality generally has to be measured by expensive simulations due to the absence of analytical objective functions [2] , [3] . From this perspective, it is significant to reduce the FE requirement of a decomposition algorithm. On the other side, it is still a challenging task to judge which decomposition is better between two candidates, since the quality of a decomposition has some relation with the available FEs and a more accurate decomposition may lead to an inferior solution in practice. Therefore, although FDG makes a great progress in decomposition accuracy and efficiency, there is still a long way to develop more practical decomposition algorithms.
