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Abstract
Some cybersecurity leaders have not enforced cybersecurity policies in their
organizations. The lack of employee cybersecurity policy compliance is a significant
threat in organizations because it leads to security risks and breaches. Grounded in the
theory of planned behavior, the purpose of this qualitative case study was to explore the
strategies cybersecurity leaders utilize to enforce cybersecurity policies. The participants
were cybersecurity leaders from 3 large organizations in the southwest and northcentral
Nigeria responsible for enforcing cybersecurity policies. The data collection included
semi-structured interviews of participating cybersecurity leaders (n = 12) and analysis of
cybersecurity policy documents (n = 20). Thematic analysis identified 4 primary themes:
security awareness and training, communication, management support, and technology
control. A key recommendation is that organizations should have a chief information
security officer for oversight of cybersecurity. Employee cybersecurity compliance
should be reviewed regularly throughout the year for improvement and desired
cybersecurity behavior. The implications for positive social change include the potential
for cybersecurity leaders to implement cybersecurity measures that could enhance the
public’s confidence by assuring them of their data’s safety and confidentiality, the
integrity of data, and the availability of their services.
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Section 1: Foundation of the Study
Background of the Problem
Security has become a significant issue globally; companies over the world are
trying to manage security challenges and mitigate security risks. The causes of these
security threats are external factors or internal factors (Opderbeck, 2016). Though some
of the causes are technical, human factors cause most cases through ignorance or
negligence regarding data protection (Manworren, Letwat, & Daily, 2016). Lack of
employee cybersecurity policy compliance is a significant threat in organizations (Fritz &
Kaefer, 2017). Because employees cause most security incidents, they are the weakest
link in cybersecurity (Bauer, Chudzikowski & Bernroider, 2017; Flowerday & Tuyikeze,
2016). But they can become a barrier to threats through adequate security education,
training, and awareness programs, which can enhance policy compliance and reduce
security incidents (Manworren et al., 2016). Therefore, my objective in this study was to
explore the strategies that cybersecurity leaders utilize to enforce cybersecurity policies
that prevent security breaches in their organizations.
Problem Statement
The lack of employees’ cybersecurity policy compliance has led to a 25%
increase in the number of occurrences of cyber-attacks (Kruse, Frederick, Jacobson, &
Monticone, 2017). There were 4.5 billion personally identifiable information records
stolen in the first half of 2018 because the organizational cybersecurity leaders did not
enforce proper cybersecurity measures to prevent data loss (Fielding, 2019). The general
information technology (IT) problem is that some organizations encounter security risks
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because of their employees’ lack of compliance with their cybersecurity policies. The
specific IT problem is that some cybersecurity leaders lack strategies to enforce
cybersecurity policies in an organization.
Purpose Statement
The purpose of this qualitative multiple case study was to explore strategies used
by cybersecurity leaders to enforce cybersecurity policies in an organization. The
cybersecurity leaders included information system security officers, cybersecurity
managers, and chief information security officers (CISOs). The study population of the
study was cybersecurity leaders associated with the enforcement of cybersecurity policies
in three large organizations located in southwest and northcentral Nigeria. The
implication for positive social change lies in the potential to improve the confidentiality
of data, reduction in the occurrence of breaches, enhanced integrity of personal
information, continuous availability of services, and the safety of life through improved
cybersecurity compliance and awareness.
Nature of the Study
The qualitative methodology is the research method for this doctoral study.
Qualitative research explains how, why, and the experience of a phenomenon, thereby
giving a more in-depth explanation of motivations, attitudes, and behaviors (Abildgaard,
Saksvik, & Nielsen, 2016). Qualitative study is a detailed research methodology, and it
helps researchers know and explain the participants’ actions (Peck & Mummery, 2017). I
used a qualitative method to explore the strategies that cybersecurity leaders utilize for
enforcing cybersecurity policies. In contrast, quantitative research involves hypothesis
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testing to examine the relationship between the dependent and independent variable(s),
statistical analysis of data and generally requires probability sampling techniques for
researchers to generalize what all find (Visser, Van Biljon, & Herselman, 2017). This
study did not require hypothesis testing, statistical analysis, and probability sampling;
therefore, the quantitative methodology was not suitable for this research. Mixed methods
involve combining qualitative and quantitative data to provide a fuller solution to
problems (Gibson, 2017). My research method did not require quantitative data;
therefore, mixed methods research was not appropriate for my research study.
The qualitative design techniques considered for this study were narrative, case
study, phenomenological, and ethnography. The case study design is an empirical study
that probes a contemporary phenomenon within its real-life context, mainly when the
differences between the object of research and meaning is not so apparent (Ebneyamini &
Moghadam, 2018). The case study was the most appropriate for investigating my
research question, as I investigated in-depth the phenomenon of cybersecurity policy and
its implementation. The narrative design validates stories from persons as empirical
knowledge sources (Bruce, Beuthin, Shields, Molzahn, & Schick-Mararoff, 2016). The
study’s purpose was not to gather stories; therefore, a narrative design was not
appropriate. The phenomenological research is an in-depth inquiry into people’s lived
experiences (Bliss, 2016). The study’s purpose was not for lived experiences; therefore,
the use of a phenomenology design was not appropriate. An ethnographic research
approach is a qualitative design utilized to analyze social interactions by investigating
shared patterns of beliefs, behaviors, and languages in the same cultural group
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(Thornham & Cruz, 2018). The study’s purpose was not about any group or culture or
ethnicity; therefore, ethnography was not proper for this research study.
Research Question
What strategies do cybersecurity leaders use to enforce cybersecurity security
policies in an organization?
Interview Questions
Demographic Questions
1.

What is your current job role, and how many years have you spent on the

job?
2.

How many years of experience do you have in cybersecurity?

3.

What other job roles have you held in the field of cybersecurity?

Interview Questions
1. What types of security programs do you manage?
2. What roles within your corporation assist in the development and
implementation of security policies?
3. What methods do you utilize to enforce cybersecurity policies?
4.

What prompted the need for the enforcement of cybersecurity policies?

5. What methods do you consider the best, and which approach do you consider
least effective?
6. What factors influenced your decision to use the type of approach you use to
implement cybersecurity policies?
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7. What do you consider the merits of enforcing cybersecurity policies? What
has been the impact on employee compliance?
8. What challenges do you face during cybersecurity policy implementation?
9. What internal threats and human factors affect enterprise information security
and employee cybersecurity policy compliance in organizations?
10. What are the external threats that affect organizational information security?
11. In what ways and how often do you review the security architecture of your
organization?
12. In what ways and how often do you review employee cybersecurity policy
compliance?
13. What solutions do you use to overcome compliance challenges?
14. What solutions have you put in place to mitigate security threats?
15. What type of training programs does your firm organize for staff members to
educate them on security, data privacy, and compliance?
16. What impact has the education had on the risk culture of your organization?
17. How do you stay abreast of emerging technologies and keep yourself updated
in the continually evolving cybersecurity field to manage the security of your
company’s information assets, data, and resources?
Conceptual Framework
The conceptual framework for this qualitative study is the theory of planned
behavior (TPB) created by Icek Ajzen in 1985 (Ajzen, 1985). The TPB postulates three
determinants of intention: attitude to behavior, subjective norms, and perceived
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behavioral control (Sommestad, Karlzen, & Hallberg, 2019). The intention to perform a
behavior and perceived control of behavior is predictable by behavioral performance. In
general, a stronger intention to perform a behavior emerges as attitude becomes more
positive, and subjective norms and perceived behavioral control becomes greater.
Attitude toward behavior is the extent to which behavior gets classified as favorable or
unfavorable. The subjective norm is the perceived social pressures to do the behavior.
Perceived behavioral control implies the extent of ease or difficulty involved in behavior
from people’s viewpoints (Ajzen, 1991). Behavioral intention is an essential tenet of the
TPB (Ifinedo, 2016), and it implies the readiness to do a given behavior (D’Arcy &
Lowry, 2017). The TPB considers behavior as the outcome of intentions and behavioral
control, with intentions determined by some beliefs, which comprise norms, attitudes,
and perceived behavioral control (Sommestad et al., 2019).
The TPB has been a useful framework for research on cybersecurity policy
implementation and information security compliance behavior. Ifinedo (2016) found the
TPB suitable to explain all behavioral actions and used it in his research on behavioral
intention. Sommestad et al. (2019) also used TPB as a framework for a study on
information system security behavior and addressed the sufficiency assumption in the
context of security policy compliance behavior.
Understanding the strategies for enforcing cybersecurity policies is essential to
reduce risks and enhance employee compliance and the risk culture. The TPB is
appropriate for this research because TPB focuses on attitude towards behavior,
information security awareness, and intentions to comply with policies as determinants of
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employee cybersecurity policy compliance. The application of the strategies can improve
risk culture and improve employee cybersecurity policy compliance in an organization.
The basis of implementing cybersecurity policies in an organization is to ensure
cybersecurity compliance and safety. Implementing cybersecurity policies in institutions
may bring about better data protection and cybersecurity compliance. Employees and
customers may benefit from security strategies because their application may ensure their
data and resources’ safety. The TPB facilitated a better understanding of the strategies for
cybersecurity policy implementation.
Definition of Terms
Breach: A breach refers to an unauthorized compromise, disclosure, or access to
personal information (Hemphill & Longstreet, 2016).
Compliance intention: Compliance intention born out of organizational security
efforts refers to paid workers’ intention to secure their company’s information assets
against security breaches (Hwang, Kim, Kim, & Kim, 2017).
Cybercrimes: Cybercrimes refer to criminal activities done through information
systems and communication networks against targeted networks to steal confidential data
or hacking networks (Bergmann, Dreißigacker, Von Skarczinski, & Wollinger, 2018).
Cyber-attack: Cyber-attack refers to the intentional exploitation of computers and
networks utilizing malicious methods and devices (Samtani, Chinn, Chen, & Nunamaker,
2017).
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Information security: Information security refers to the process of protecting any
stored information, data, or information systems, from unauthorized use, disclosure,
disruption, tampering, or fraudulent use (Bernik & Prislan, 2016).
Information security policy. An information security policy refers to formal
directives that highlight the management’s rules on information security, access, and
information sets and consequences for not adhering to the rules (Karlsson, Hedstrom, &
Goldkuhl, 2017; Niemimaa & Niemimaa, 2017; Yazdanmehr & Wang, 2016).
Insider threats: Insider threats occur when employees who have authorized access
to their organization’s information system abuse their rights and attack the system (Tyler,
2016).
Security education, training, and awareness: Security education training and
awareness refers to formal programs and efforts organized by organizations to educate,
train, and enhance the security awareness of their employees and end-users on security
threats, security measures, and their security responsibility in protecting their passwords,
data, and information system against unauthorized access and other security threats
(Hwang et al., 2017)
Security strategies: Security strategies refer to defense actions used to guard
against unauthorized access to an information system (Tan & Yu, 2018).
Assumptions, Limitations, and Delimitations
Assumptions
Assumptions define the researcher’s preconceptions, beliefs, and subjective
perceptions that are considered true (Rahi, 2017; Twining, Heller, Nussbaum, & Tsai,
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2017). For the multiple case study, I assumed that the participants’ findings from each
organization reflect the firms’ actual state. I also assumed that all the participants
answered each interview question accurately. I also assumed that all the participants had
all the necessary experience and give me the required knowledge of how they enforce
cybersecurity policies.
Limitations
Limitations define the shortcomings, weaknesses, or restrictions that limit the
degree of realization in a study (Brusse, Kach, & Wagner, 2016). A potential limitation of
this research was the sample size. However, the sample size was not an issue because
organizational documents supported the participants’ responses, ensuring data saturation.
A second potential limitation was that the cybersecurity leaders did not have much time
for an interview due to their busy schedules, but this was not an issue because they
created time for the interview.
Delimitations
Delimitations define the boundary limits that a researcher sets for the research
(Brusse et al., 2016; Snelson, 2016). The delimitations of this study are the criteria set for
the research. The first delimitation was the location, which was southwest and
northcentral Nigeria. A second delimitation is that the study was limited to three firms
and large organizations with four cybersecurity policy enforcers. A third delimitation is
the study’s limit to participants who are cybersecurity leaders involved in enforcing
cybersecurity policies.
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Significance of the Study
Contribution to Information Technology Practice
Globally, the number of cyber-attacks against organizations has increased
dramatically. Several security breaches have occurred due to social links and insider
influence (Opderbeck, 2016). Many of these cybersecurity attacks occurred due to the
nonexistence of a matured risk culture in the targeted organizations, hence the need to
enforce cybersecurity policies that will help reduce the security risks and assist in
preventing security breaches and improve cybersecurity compliance. This research study
may contribute to the cybersecurity body of knowledge because it includes strategies for
implementing cybersecurity policies. This research’s findings may assist cybersecurity
managers by providing them with strategies for implementing cybersecurity policies,
overcoming the challenges that come with the process, understanding cybersecurity
compliance better, and developing, enforcing, and implementing better cybersecurity
policies. This study’s findings may offer a holistic approach to the implementation of
cybersecurity policies. The study’s findings may also help improve the cybersecurity
culture of various organizations that require the recommended cybersecurity measures.
Implications for Social Change
The implications for positive social change of this research lies in the potential for
the strategies in the study’s results to impact the public significantly. Security breaches
usually have a high effect on society because of the socioeconomic impact caused by the
loss of data and financial losses. The strategies for preventing the loss of confidential data
from this study’s findings may reduce the occurrence of breaches. The strategies can also
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enhance the public’s confidence because the security measures may assure them of their
data and resources’ safety, confidentiality, and privacy. The integrity of the confidential
information of the public may also get enhanced through security awareness. The
strategies of this study may also benefit various sectors of the economy. After
implementing appropriate security education, training, and awareness and activating
cybersecurity policies, there may be continuous availability of services and life safety.
Review of the Professional and Academic Literature
Overview
The literature review provides a background to cybersecurity policy
implementation and employee cybersecurity policy compliance. Excellent literature
reviews comprise constructive and critical analysis and synthesis of current literature,
knowledge, and discussions on the theory and concepts and contain recommendations for
future studies (Torraco, 2016). This literature review section includes a review of
published works on cybersecurity topics related to this study, application to the applied
IT problem and a review of published works on this doctoral study’s conceptual
framework and rival theories. The cybersecurity topics include cybersecurity policies,
employee cybersecurity policy compliance, and the root cause of security attacks and
breaches. The application to applied IT problems focuses on the strategies for
implementing cybersecurity policies. The literature review also includes the conceptual
framework (TPB) and rival theories such as institutional theory, protection motivation
theory (PMT), deterrence theory, technology acceptance model (TAM), the theory of
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reasoned action (TRA), rational choice theory (RCT), and social cognitive theory (SCT)
and their application to case studies.
This literature review contains a review of articles from the Thoreau Multi
Database, and EBSCOHost Academic Search in the Walden University’s Library,
Elsevier, ScienceDirect, Emerald Insight, Google Scholar, Taylor & Francis, and ACM
Digital Library, etc. The references were verified using Ulrich’s periodicals directory to
ensure that the references were peer-reviewed. The total sum of references for the
literature review only was 203 articles. Out of which, 187 (92.1%) articles are from peerreviewed journals and out of which 173 articles (85.2%) are within 5 years of the
anticipated graduation date (see Table 1 for more details).
Table 1
Distribution of References
Reference status
Peer-reviewed
Non-peer-reviewed
Books
Web pages
Other
Total
Reference age
Less than 5 years old
Five years old and
more
Total

Literature review
Count
Percentage
187
92.1%
10
4.9%
5
2.5%
0
0%
1
0.5%
203
100%

Section 2
Count
Percentage
97
91.51%
5
4.72%
3
2.83%
1
0.94%
0
0%
106
100%

Count
294
15
8
1
1
319

Proposal
Percentage
92.2%
4.7%
2.5%
0.3%
0.3%
100%

173
30

85.2%
14.8%

101
4

96%
4%

284
35

89%
11%

203

100%

106

100%

319

100%

Cybersecurity
Cybersecurity policies. Cybersecurity policies encompass an organization’s
management’s expectations concerning users’ behavior patterns of a specific system. The
security policy serves as a layout of a framework of expectations for the organization’s
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security program, including specifications for system controls (Almeida, Carvalho, &
Cruz, 2018; Helil & Rahman, 2017). Cybersecurity policies are principles of an
organization’s actions for its end users that serve as an essential mechanism toward
implementing cybersecurity to protect its IT assets and resources (Soomro, Shah, &
Ahmed, 2016). An organization’s cybersecurity policy will typically comprise
regulations for an organization’s employees to follow regarding using and accessing the
organization’s information systems (Yazdanmehr & Wang, 2016).
Organizations communicate their cybersecurity expectations and the
consequences of not complying with their objectives through their cybersecurity policy
(Niemimaa & Niemimaa, 2017). Cybersecurity policies tackle acceptable technology
usage, social media, and sensitive information (Han, Kim, & Kim, 2017). A cybersecurity
policy must be adequately clear, well outlined, and provide regulatory guides for action
for clear guidance (Karlsson et al., 2017), because ambiguity in cybersecurity policies
can reduce employee policy compliance.
Organizations must aspire and develop mechanisms to manage employees who
have access to clients’ information (Chua, Wong, Low, & Chang, 2018). Cybersecurity
policies are most important for the security architecture of any organization. Securing any
organization’s information assets entails technical controls and nontechnical controls
such as managerial or administrative mechanisms. Enhancing the nontechnical measures
also enhances the company’s security posture (Shepherd & Mejias, 2016). Furthermore,
technical controls like firewalls, antivirus programs, likewise intrusion detection systems,
every organization are dependent on cybersecurity policies to tackle non-technical
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activities of cybersecurity (Cram, Proudfoot, & D’Arcy, 2017). A holistic view of
organizational cybersecurity must involve people, processes, and technology to reduce
security risks (Evans, Maglaras, He, & Janicke, 2016; Ritzman & Kahle-Piasecki, 2016).
Ensuring that the organization’s staff or workforce comprehends cybersecurity
policy can reduce cybersecurity risks (Mamonov & Benbunan-Fich, 2018). The new-hire
orientation programs offer an opportunity to train individual employees on an
organization’s cybersecurity policy (Bauer, Bernroider, & Chudzikowski, 2017). The
onboarding process involves the following: employees are mandated by law to sign,
indicating acknowledgment and acceptance of the cybersecurity policy (Bauer et al.,
2017). This specific reduction in risk may be due to users’ knowledge about acceptable
systems usage and existing security measures while they read the security policy.
Additionally, security education training and awareness programs can enhance employee
cybersecurity policy compliance and improve implementing cybersecurity policies
(Cong, Dang, Brennan, & Richardson, 2017; Flowerday & Tuyikeze, 2016). Employee
cybersecurity policy compliance makes work more comfortable and reduces privacy
breaches in organizations (Balozian & Leidner, 2017; Lee, Lee, & Kim, 2016a). Constant
awareness of the cybersecurity policy and its terms also lead to policy compliance
(Yazdanmehr & Wang, 2016).
In the absence of compliance, the most elaborate cybersecurity policy will be
ineffective, being countermeasures to security issues (Yazdanmehr & Wang, 2016).
Some employees are not usually compliant with organizational cybersecurity policies
(Belanger, Collignon, Enget, & Negangard, 2017). Noncompliant behavior patterns like
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postponement or intentional resistance to security policies can harm the organizations
(Belanger et al., 2017). Inadequate compliance by an employee may lead to adverse
cybersecurity outcomes, but compliance with cybersecurity policies is a significant factor
in organizational effectiveness (Almeida et al., 2018). Compliance is a must for
companies’ regulatory compliance in their industry (Chen, Chen, & Wu, 2018a).
Cybersecurity policies at various levels. Organizational security policies satisfy
cybersecurity requirements at the enterprise, user, and system levels (Cram et al., 2017).
Cybersecurity policies provide security expectations at many levels. At the organizational
or corporate level, security policies mainly provide directives for guiding overall
cybersecurity, including regulation for handling and sharing sensitive data (Cram et al.,
2017). Organizational leaders maintain the use of an executive-level security policy
pattern designed to articulate the security vision, either overarching strategic direction for
all security efforts (Cram et al., 2017). Organizations also provide a kind of a user-level
security policy that focuses on cybersecurity issues at a more granular level. User-level
policies are mainly concerned with delivering expectations for acceptable use of systems,
involving characteristics such as policies based on a passcode, policies based on e-mail,
and policies based on internet usage (Belanger et al., 2017).
User-level policies give specific directives for end-users, whereas executive level
or corporate level policies guide cybersecurity leaders. Security policies for security
program levels usually state prescribed components of security programs and assign
responsibilities to implement security program elements, program management, and
incident management. Security program policies can highlight the steps for prolonging

16
business continuity with robust cybersecurity incident management (Steinbart, Raschke,
Gal, & Dilla, 2016). Control level policies entail data and information system
classification in terms of data sensitivity levels, including the criticality of information
system components.
System and control policies can establish controls usually for handling, labeling,
transportation, and destroying various sensitive data (Helil & Rahman, 2017). The
remaining aspects of information system security that system and control policies will
address are data recovery procedures and incident management procedures. System and
control policies are mainly directed to target specific system components or hardware,
like data servers, network components, or applications. Such policies relate to the system
and control level involving the network access policy, web server security policy,
acceptable encryption policy, application service provider policy, extranet policy, and the
authentication passcodes policy (Auxilia & Raja, 2016). Cybersecurity programs can also
provide standards, guidelines, baselines, and procedures to shape various organizations
staffs’ cybersecurity behavior patterns.
Standards. Cybersecurity standards are an essential phenomenon of an
organization’s cybersecurity program. Cybersecurity standards provide details to
cybersecurity policies like details on methods, techniques, or devices (Niemimaa &
Niemimaa, 2017). The senior management level is responsible for issuing mandatory
cybersecurity standards (Chul Ho, Xianjun, & Raghunathan, 2016). Standards are
collections of best practices established by different regulatory bodies in specific
industries (Niemimaa & Niemimaa, 2017). Organizations mainly use such industry-wide
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security standards to maintain security controls (Chul Ho et al., 2016; Niemimaa &
Niemimaa, 2017). However, cybersecurity standards give extra information to security
policies and must be established internally or done by industry-wide various regulatory
bodies.
Guidelines. Cybersecurity guidelines are often similar to cybersecurity standards
because they provide extra elaborations on security policies. But unlike cybersecurity
standards, security guidelines are not compulsory (Flowerday & Tuyikeze, 2016).
Security guidelines provide best practice methods or techniques.
Baselines. Baselines involvement is mandatory, and it reduces security risk within
applications. Cybersecurity baselines (or benchmarks) give room for additional
information on security requirements in cybersecurity policies inference to devices or
applications whereby specific settings or parameters are mostly required (Niemimaa &
Niemimaa, 2017). The initial establishment of baselines or benchmarks can help an
organization identify and adopt cybersecurity best practices (Niemimaa & Niemimaa,
2017). Security baselines enhance security settings or parameters, usually based on
known vulnerabilities.
Procedures. Cybersecurity procedures aid in providing a uniform format of
implementing policies in regions where many individuals in various roles are part of the
process. Cybersecurity procedures give detailed instructions, such as step-by-step, to
implement security controls in line with cybersecurity policies, standards, or guidelines
(Hanus & Wu, 2016). Procedures state the order in which all the employees should
address given tasks and the roles and responsibilities of all entities involved in the
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process. Similarly, formal procedures ensure balance in cybersecurity (Flowerday &
Tuyikeze, 2016) and the smooth operations of cybersecurity.
Security policy management. The emergence of IT policies like cybersecurity
policies and privacy policies should aid organizations in meeting their objectives.
Cybersecurity policies are mainly a subset of a broader IT governance strategy. IT
governance’s two primary purposes are the alignment between IT activities and
organizational goals and the generation of value from IT (Wilkin, Couchman, Sohal, &
Zutshi, 2016). IT governance also involves providing procedures for enacting policies
related to employees’ actions while interacting with organizational information systems
(Alreemy, Chang, Walters, & Wills, 2016). In this direction, IT governance is most
important in controlling the IT decision-making process and proposing to increase
benefits from IT investment infrastructures in place (Alreemy et al., 2016). Organizations
use diverse strategies to achieve their specific target in terms of IT goals. Cost and
strategy are two factors that organizations utilize regarding cybersecurity policy
management annually (Clemons, Dewan, Kauffman, & Weber, 2017; Such, Gouglidis,
Knowles, Misra, & Rashid, 2016).
Organizations in the healthcare sector and financial sector may be required by law
to meet regulatory requirements in broad areas like information privacy and cybersecurity
(Wilkin et al., 2016). IT policies serve as a catalyst in which organizations meet such
needs. Organizations must comply with legal, regulatory, or compliance requirements,
establish efficient and proactive security management practices and policies, and enforce
compliance with such requirements (Laube & Bohme, 2016).
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Policy monitoring and enforcement. Monitoring and enforcement of policies are
critical components of cybersecurity governance. Policy monitoring means controlling
and evaluating the policy’s lifecycle, managing it, and updating it when necessary
(Estevez, Janowski, & Lopes, 2016). Cybersecurity policy monitoring can be performed
by IT personnel or by internal auditors delegated by organizational management. Policy
monitoring may involve the use of reports that show how policy objectives and impact
are received, policy implementation processes, and progress reports on policy outputs and
outcomes (Estevez et al., 2016). Policy evaluators may solely rely on feedback gotten
from policymakers and end-users.
The enforcement of cybersecurity policies is also vital in securing organizational
information systems (Choi, 2016). Organizations, including government organizations,
enforce security policies to achieve the intended security and privacy levels (Pussewalage
& Oleshchuk, 2016). Security managers can act as enforcers of cybersecurity policies
through surveillance and monitoring employee activities to determine violations or deter
potential violators (Choi, 2016). Moreover, security managers can be timely in using
cybersecurity software to avoid breaking policies (Choi, 2016). For example, institutions
can implement a cybersecurity policy regarding passcodes by mandating that passcodes
should be of a particular length and strength (Florencio, Herley, & Van Oorschot, 2016;
Guo & Zhang, 2017). Policy enforcement involves sanctioning employees who have
violated policy and providing education to offenders (Choi, 2016).
Policy review. Cybersecurity leaders should regularly review cybersecurity
policies to ensure that they remain relevant and proffer practical security solutions. As
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technology continues to evolve, new threats and vulnerabilities emerge, the policies need
to abreast of the situation (Choi, 2016). Security policy reviews foster the policies’
effectiveness and determine whether the policies need to be updated to reflect
organizational changes (Almeida et al., 2018). During a policy review, cybersecurity
managers get feedback on the security policy from stakeholders, after which they analyze
the findings in other to conclude to determine policy effectiveness, policy relevance, and
monitor policy compliance (Estevez et al., 2016). The review process entails examining
all security incident data and identifying areas of the security policy that need to be
modified (Estevez et al., 2016). Policy review is beneficial to establish the relevance of
cybersecurity policies and identify any policy shortcomings.
Root-causes of security attacks and breaches. Security attacks and breaches
exist because of factors such as external attackers, internal threats, service providers, and
theft (Opderbeck, 2016). Human elements and technical causes are usually the root cause
of these attacks (Opderbeck, 2016). The human causes could be deliberate or nondeliberate, whereas the technical root cause could be system or process failures (Fritz &
Kaefer, 2017). The effects of these data breaches are usually much because they cause
loss of organizational finance, reputation, data, and resources (Ghorbel, Ghorbel, &
Jmaiel, 2017). The breaches are attacks on the confidentiality, integrity, or availability of
data in an information system (Zafar, Ko, & Osei-Bryson, 2016). Hence, breaches impact
consumers’ confidence and trust directly affected by these attacks (Carre, Curtis, &
Jones, 2018). Breaches are causable by unauthorized access to classified information
such as personally identifiable information, personal health information, or private
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financial information. The accompanying subsections review the four leading causes of
breaches.
External causes. External causes are one of the three primary sources of
breaches affecting the information system of organizations. Companies encounter
external security threats such as hackers, unauthorized access, malware, viruses, and
theft of data and information assets (Cooper, 2016). Six years ago, Target experienced
a data breach worth five hundred million dollars due to an external vendor (Hemphill
& Longstreet, 2016).
Firms also come across external threats such as industrial espionage, hackers,
social engineering, partners, environmental disasters, and revenge attacks from a
disgruntled former employee or other attackers. Usually, the attackers look for
vulnerabilities in the organization network and information systems and exploit them.
External threats come from different sources, and their targets and approaches differ
(Cooper, 2016). While some target the weakness of the human side of cybersecurity,
some exploit the technical vulnerabilities of the information system.
Hackers and security breaches. There will always be hackers who search for
modern techniques to harm people (Tarlow, 2019). A recent study explained that
hackers caused 43% of the mega breaches in organizations (Fritz & Kaefer, 2017).
Jeong, Lee, and Lim (2019) decried the effect of breaches on some firms’ economic
performance and market value. When exploiting organizational information systems’
technical vulnerabilities, hackers usually look for ways to bypass technical controls such
as encryption, intrusion detection system, firewall, etc. (Fritz & Kaefer, 2017). Another
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approach hackers use to carry out data and privacy breaches is to lure end-users to visit
their malicious websites to have unauthorized access to their confidential information.
Besides, hackers use network sniffing and exploitation of weak passcodes (Fritz &
Kaefer, 2017; Ranjan & Om, 2016). These are part of their gimmicks.
Similarly, external attackers use social engineering to compromise the security of
organizational information systems. Through social engineering, external hackers target
users within a company through manipulation, deception, and persuasion to influence the
end-users to do things that will weaken their network and information system’s security.
Mouton, Leenen, and Venter (2016) decried that social engineering’s continuous training
victims have become a challenging task because of the high rate. The social engineering
tools hackers use to deceive users include phishing e-mails and malicious websites
(Jensen, Dinger, Wright, & Thatcher, 2017; Perrault, 2018).
The hackers’ techniques include exploiting end-users’ behavior and adding
dangerous attachments or website links in the users’ e-mails. Similarly, hackers use
messages that appeal to emotions to deceive a particular target group. The phishing emails with content tend to be more persuasive in convincing end-users to click on risky
website links. Sometimes, the target groups of the external hackers are employees of a
particular organization. The hackers lure them into providing confidential information
that is capable of compromising the network of the organization. The phishing attack,
which involves targeting an individual or a company, is called Spear Phishing. In
contrast, the one that focuses on a high-level employee of an organization is called
Whaling (Goel & Jain, 2017).
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External cybercriminals also use malware, worms, trojan horses, and viruses to
infect networks of organizations. The hackers also use website re-directs, website
defacements, or denial of service to attack organizations (Jensen et al., 2017). Another
external threat is ransomware. Ransomware is used by hackers to disclose and attack the
modern-day IT information system by taking advantage of its vulnerabilities (Kruse et al.,
2017).
Another external threat to the information systems of companies is Industrial
espionage. Industrial espionage is a technique used to gather and steal confidential
information, such as trade secrets (Soilen, 2016). Industrial espionage usually involves an
organization spying on another organization, though individuals can also carry it out.
Industrial espionage requires that systems on the network are not as risky and expensive
as traditional methods (Soilen, 2016). Therefore malicious agents use industrial
espionage to get a competitive edge over their rivals. Sometimes, an insider is used by a
malicious agent to collect data for the other organization (Heickero, 2016). Heickero
(2016) and Wirtz and Weyerer (2017) explained that disgruntled employees also indulge
in the act of industrial espionage to disclose organizational information with rival
competing companies
Insider threats. Individuals within an organization can significantly affect the
level of security of organizational information systems. Insider threats remain the most
significant security threat to organizations’ information systems, though some companies
neglect to focus on them (Bartnes, Moe, & Heegaard, 2016). Luna, Rhine, Myhra,
Sullivan, and Kruse (2016) decried cyber threats and security risks in the healthcare
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industry and listed insider threats as one of them. The threat posed by insiders, such as
employees, is significant even in organizations that have complex cybersecurity programs
(Fritz & Kaefer, 2017; Sawyer & Hancock, 2018). Consequently, it may be beneficial for
organizations to focus more on cybersecurity resources towards mitigating threats from
within the organization. Insider threats can be intentional or unintentional (Hills & Anjali,
2017; Opderbeck, 2016) and may have different causes (Gheyas & Abdallah, 2016; Hills
& Anjali, 2017). A comprehensive cybersecurity program should consider both
unintentional and intentional insider threats.
Employee actions might result in a breach of cybersecurity, even if they did not
intend to cause such a violation. Unintentional, employees’ risky behavior is often due to
a lack of security awareness (Ogutcu, Testik, & Chouseinoglou, 2016). Klein and
Luciano (2016), in their study on Brazilian information security users, decried a lack of
security and privacy concerns among employees. Some of them unintentionally fall
victim to phishing e-mails. Manworren et al. (2016) explained that ignorance of the
employee or his negligence on data protection and noncompliance with company policy
or guidelines is usually the root cause of most security breaches. Other unintentional
insider actions could be visiting websites that are not work-related, selecting insecure
passcodes, writing down passcodes on sticky notes, or clicking on phishing links on web
sites (Niblett, 2016). Internal information system users may also engage in omissive
security behavior.
Insider threats may also be intentional. The behavior of insiders may range from
non-malicious to malicious acts (Niblett, 2016). Thus, an employee’s actions may be
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unintentional and due to carelessness or ignorance, intentional but non-malicious, or
intentional and malicious. Computer abuse, information system misuse, violation of
policy, and cybersecurity policy abuse are examples of deliberate insider threats (Omar,
Mohammed, & Nguyen, 2017). Employees may engage in computer abuse in the form of
hardware or software theft, data modification, or computing service disruption.
Employees can also participate in system misuse. Information system misuse may include
using company computers for non-work-related activities or unauthorized access to
confidential information (Homoliak, Toffalini, Guarnizo, Elovici, & Ochoa, 2019).
Intentional behavior also includes information theft, sabotage, or espionage (Hills &
Anjali, 2017). Employees may also perform more direct, malicious, and intentional
violations of cybersecurity policies that may harm information systems. For example,
employees may transfer sensitive data to their mobile devices, modify security
configurations, or share confidential information with third parties outside the
organization (Das & Khan, 2016; Homoliak et al., 2019). Malicious activity by insiders is
associated with scams, fraud, and social engineering incidents (Niblett, 2016). Such
intentional, malicious actions by employees can have adverse effects on the availability,
integrity, and confidentiality of data in a company’s network. Deliberate violation of
employees’ security policies may be more common when employees have a negative
attitude towards security controls or when employees are non-cooperative with security
policies (Hwang et al., 2017). Insiders with malicious intent pose a significant threat to
information systems, mainly because they often have easy access to such systems.
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Intentional actions by insiders may not always be with malicious intent.
Employees may put information systems at risk due to carelessness or ignorance. For
example, employees may leave an unattended computer in a logged-in status out of
negligence. Also, insiders who are being mischievous or insiders who have an attitude of
resistance towards cybersecurity policies may cause security incidents (Homoliak et al.,
2019). Non-malicious, employees’ risky actions may be due to a lack of knowledge or
awareness of such actions’ consequences. Such activities may include clicking insecure
links or opening attachments in e-mails, passcode sharing, or writing down passcodes
(Homoliak et al., 2019). Although insiders may lack malicious intent, their interactions
with information systems directly or indirectly lead to security breaches.
Insiders often have elevated privileges and know an organization’s information
system, making it easy to bypass security measures and harm the system (Burns, Posey,
Roberts, & Lowry, 2017). Safa, Maple, Watson, and Von Solms (2018) explained that
motivations and opportunities are primary factors for understanding insider threats.
Detecting and preventing insider threats may be more challenging than other threats
because perimeter countermeasures like firewalls and intrusion detection systems are
ineffective against insider threats (Homoliak et al., 2019). Furthermore, risky insider
behavior may affect a company’s cybersecurity indirectly by creating security
vulnerabilities that can be exploited by malicious outsiders (Hills & Anjali, 2017). These
risks make insider threats something organizations need to worry about and tackle.
Business partners. Many organizations rely on business partners for functions
and services. For example, healthcare providers may depend on business partners to
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perform data analyses, quality assurance, or benefits management in the healthcare
sector. Such partnerships may provide cybercriminals an avenue to access organizational
information, as business partners and providers often have some access to the
organization’s network. Mehraeen, Ghazisaeedi, Farzi, and Mirshekari (2016) decried the
security risks in healthcare cloud computing and service providers’ data handling.
Sensitive organizational sensitive data can also be exposed during business transactions
such as mergers, consulting, auditing, or joint ventures. Vulnerabilities created through
such business transactions can be exploited by the business partners or by third-party
malicious attackers. Hills and Anjali (2017) explained that business partners’ threats
might be challenging to mitigate, as these external entities often require elevated
privileges in an organizational network to perform their functions or offer their services.
Lost or stolen devices. Removable or portable electronic devices are another
significant source of data breaches. Data breaches in health institutions occurred as
breaches that resulted from the usage of laptops, portable electronic devices, and paper
records (Homoliak et al., 2019). Fritz and Kaefer (2017) did a study covering ten years
and explained that 29% of mega violations within those ten years involved stolen or lost
portable electronic items. These studies indicate that the loss or theft of information
system devices poses a significant threat to organizations’ information system security.
The loss of portable electronic devices such as laptops, tablets, storage disks, tapes, or
CDs is often associated with carelessness by employees entrusted with such company
devices (Homoliak et al., 2019). In this respect, the threat posed by lost devices may be
considered an insider threat. Portable devices containing sensitive data can also be stolen
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by employees or outsiders, who may exploit the data for personal purposes or sell the
information for gain (Homoliak et al., 2019). Theft of portable devices can also occur as
part of an industrial espionage scheme (Homoliak et al., 2019). Also, mobile devices may
get lost during interactions with trusted business partners or during repairs (Homoliak et
al., 2019). In essence, lost or stolen devices can negatively affect information system
security, and this threat is often associated with careless employees, business partners, or
industrial espionage.
Employee policy compliance. The Organizations institute cybersecurity policies
as a means of safeguarding their information systems and technology assets based. The
effectiveness of these kinds of policies is affected by the compliance behavior of
members of the organization (Elifoglu, Abel, & Tasseven, 2018). This study reviews the
factors influencing employees’ compliance with policies and regulations, consisting of
intrinsic and extrinsic factors.
Intrinsic determinants of compliance. Intrinsic determinants are the kind of
determinants affecting behavior from within the individual (Safa et al., 2015). The
essential elements may be self-sustaining and may include internal motivations like
attitudes towards the policy or regulation, ethical beliefs, or perceptions about the
ability to comply with the policy or regulation (Hwang et al., 2017). These kinds of
determinants can affect a user’s compliance behavior pattern either positively or
negatively. For instance, users are more likely to engage in a behavior pattern if they
expect some intrinsic benefit from the behavior pattern (Doherty & Tajuddin, 2018;
Niblett, 2016). Employee compliance behavior patterns may also be affected by other
intrinsic determinants like cybersecurity awareness, self-efficacy, and employee stress.
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Attitude towards cybersecurity policy. An employee’s attitude towards a specific
behavior pattern simply refers to the orientation of the individual’s feelings towards
engaging in the behavior pattern, and the emotions can be positive or negative (Safa et
al., 2015). Da Veiga (2016) explained that the employees’ knowledge of security
policies positively impacts the organization’s security culture. He also explained that the
organization’s security culture affects the implementation of the information security
policy. In other words, cybersecurity policy compliance influences cybersecurity culture
and vice versa (Da Veiga, 2016).
Formation or development of an attitude involves evaluating an idea, event,
activity, and attitude that can range from very positive to very adverse outcomes (Safa et
al., 2015). While, the results of a study by Menard, Bott, and Crossler (2017) indicated
that Cybersecurity managers with appealing security measures got a higher intention to
comply with security requirements stipulated. Menard et al. (2017) opined that
employees might have a more positive attitude towards compliance when they are
involved in securing information systems. Kim and Han (2019) identified and noted
threat appraisal and response cost as predictors of attitude towards security policy
compliance. Park, Kim, and Park (2017a) also opined attitude towards misuse of
cybersecurity policies as a factor affecting Cybersecurity policy compliance, with the
perceived severity of sanctions being a predictor of attitude displayed. In summation,
these studies give evidence that user attitudes towards cybersecurity policies can affect
their compliance behavior.
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Kim, Kim, and French (2015) investigated behavioral factors affecting employee
cybersecurity policy compliance. They utilized a cybersecurity framework and found
that attitude towards compliance, beliefs, and self-efficacy affect compliance. Kim et al.
(2015) opined that users will consider the cost and benefits of compliance when
deciding whether to comply with or violate the policy. The attitude towards compliance
will be more favorable when the benefit of compliance outweighs the cost of compliance
or the benefit of noncompliance (Kim et al., 2015). Safa et al. (2015) revealed that
factors like commitment, involvement, and employees’ attitudes towards compliance
with Cybersecurity policies could influence policy compliance. The cybersecurity
involvement has to do with aspects like sharing cybersecurity knowledge, collaboration,
cybersecurity experience, and intervention (Safa et al., 2015).
Cybersecurity knowledge sharing can also be used as an approach to increase
cybersecurity awareness. Cybersecurity collaboration helps users to gain adequate
knowledge about security breaches while reducing the cost of knowledge acquisition.
Cybersecurity experience helps them mitigate inherent cybersecurity risks.
Cybersecurity knowledge and experience affect cybersecurity behavior patterns (Safa et
al., 2015). The employees’ commitment to organizations could be due to aspirations for
promotion, personal achievement, or reputation, in the order of their needs. When
employees are committed to their organization, they are less likely to take the risk of
breaking the rules and violating cybersecurity policies as this could jeopardize their
career aspirations, which understandable (Safa et al., 2015).
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Similarly, Belanger et al. (2017) revealed that the attitude towards compliance
with Cybersecurity policies is dependent on the perceived severity of the security threat
and vulnerability (Belanger et al., 2017). The more vulnerable users felt, the more likely
they were to comply with a policy (Belanger et al., 2017). These researchers all
identified or noted attitude towards compliance as a factor affecting compliance with
security policies. However, contrary to the studies mentioned above, Herath and Rao
(2009) revealed that employees’ attitudes towards security policies do not affect their
intention to comply with organizations’ policies with high organizational commitment
and monitoring. Instead, self-efficacy, social influence, and perception of threat severity
impact employees’ policy compliance intention (Herath & Rao, 2009).
Self-efficacy. Self-efficacy is a personal perception of confidence in one’s ability
to comply with cybersecurity policies (Johnston, Warkentin, Mcbride, & Carter, 2016). A
review of self-efficacy resources related to cybersecurity shows the pros and cons of the
effects of self-efficacy on employees’ intentions to comply with cybersecurity policies.
Some researchers found a positive influence of self-efficacy on the intention to comply
with cybersecurity policies or rules (Johnston et al., 2016; Mwagwabi, McGill, & Dixon,
2014). A study conducted explored user compliance with passcode policies, Mwagwabi
et al. (2014) found and discovered that passcode self-efficacy strongly influenced users’
passcode policy compliance intentions. Users’ confidence in their ability to create strong
passcodes correlates with their likelihood to comply with passcode guidelines
(Mwagwabi et al., 2014). Bulgurcu, Cavusoglu, and Benbasat (2010) opined that selfefficacy, along with cybersecurity awareness and normative beliefs, positively affects
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employees’ intentions to comply with cybersecurity policies. In the same vein, Elifoglu
et al. (2018) opined that having the relevant capability and competence in implementing
security measures makes employees more likely to adhere to their organization’s
cybersecurity policies.
However, Belanger et al. (2017) opined that security self-efficacy does not
significantly influence the intention to conform to cybersecurity policies. This result
echoes findings by Kim et al. (2015) also opined that employees’ higher self-efficacy
does not affect intentions to comply with security policies. These differences in the
effects of self-efficacy on compliance intentions may be due to differences in the
sensitivity of the instruments used in these studies carried out. Belanger et al. (2017) also
suggested and noted that employees with high self-efficacy might try to circumvent
cybersecurity policies, resulting in a negative influence on policy compliance.
Employee stress. Organizations depend on various technologies to manage the
security of their information systems available. In response to the diverse nature of
security threats they face, organizations are adopting sophisticated technologies like
network firewalls, document encryption technologies, network monitoring technologies,
and device control technologies (Hwang & Cha, 2018). Although these technical
solutions are beneficial, adopting such kinds of technologies may be stressful and
challenging for employees as a whole (Hwang, & Cha, 2018). However, organizational
cybersecurity goals may sometimes conflict with employees’ goals, as employees may
focus more on performance and efficiency objectives at hand (Hwang & Cha, 2018).
Bulgurcu et al. (2010) argued and propounded that employees might choose not to
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comply with cybersecurity regulations if the cost of compliance outweighs the benefits of
compliance. Hwang and Cha (2018) revealed that adopting advanced technologies to
improve IT adversely affected employee security policy compliance. Employees’
cybersecurity compliance can only get better if you train them on using these
technologies in a secure way (Yamin & Sen, 2018). Most researchers found and
identified that employee stress related to cybersecurity negatively affected employees’
organizational commitment and intentions to comply with security policy (Hwang & Cha,
2018; Stanton, Theofanos, Prettyman, & Furman, 2016). These findings were consistent
with results from other studies that suggested and opined that employees were more
stressed when faced with continuously changing technologies, resulting in adverse
outcomes like dissatisfaction and decreased productivity (Lee et al., 2016a). In brief,
employees may experience stress related to the use of technologies or the implementation
of cybersecurity measures, and such stress can negatively influence compliance with
security policies.
Intention to comply. An employee’s intent to comply with cybersecurity policies
is his or her intention to follow recommended guidelines and safeguard their
organization’s information system resources from inherent potential threats (Bulgurcu et
al., 2010; Mwagwabi et al., 2014). Some researchers distinguish between the intention to
comply and actual compliance with security policies (Belanger et al., 2017; Bulgurcu et
al., 2010). Although these constructs are distinct, intention to comply is an antecedent to
actual compliance (Ajzen, 1991; Belanger et al., 2017; Bulgurcu et al., 2010).
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Researchers provided literature evidence to support this (Bauer et al., 2017; Belanger et
al., 2017).
Multiple factors may determine the intention to comply with cybersecurity
policies. Among some factors mentioned most in the extant literature are users’ selfefficacy, cybersecurity awareness, and attitude towards compliance ( Kim et al., 2015;
Menard et al., 2017). Some other constructs associated with intentions to comply with
guidelines include normative beliefs (Belanger et al., 2017; Safa et al., 2015) and social
influence (Herath & Rao, 2009). Mwagwabi et al. (2014) found threat appraisal factors
like perceptions of vulnerability, threats, or severity of cybersecurity risks could
influence internet users’ intentions to comply with cybersecurity policies. These results
were in line with Herath and Rao's (2009) findings, who suggest that the severity of
impending threats may affect employees’ intentions to comply with security policies.
Extrinsic determinants of compliance. An employee’s intentions to comply with
cybersecurity policies can also be affected by extrinsic determinants. Extrinsic
behavioral determinants refer to external determinants to the individual (Safa et al.,
2015). Extrinsic determinants include those that come from the organization or
environments like management support or behavioral consequences such as rewards and
punishment (Niblett, 2016). Pham, El-Den, and Richardson (2016) explained that
rewards and sanctions are used by organizations to make their employees comply with
security policies. Employees are motivated by promotions and rewards, and they could
be cybersecurity policy-compliant when they get such from the management of their
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organizations. Similarly, a sanction is also a strategy for enforcing cybersecurity
compliance.
Management support. Management support is critical for the effectiveness of
cybersecurity policy. Cybersecurity policy is the executive management team’s
responsibility (Rothrock, Kaplan, & Van, 2018). Without adequate stakeholder presence,
the implementation of cybersecurity policies and other IT policies will not be
meaningful (Alreemy et al., 2016; Flowerday & Tuyikeze, 2016). Executive
management involvement and the number of capital resources invested in cybersecurity
can increase cybersecurity programs’ efficiency (Ifinedo, 2016; Steinbart et al., 2016).
All organizational measures that enforce or implement cybersecurity policy compliance
and reduce security risks start with top management support.
Application to the Applied IT Problem
Development of a security culture. Culture describes a set of shared attitudes,
values, goals, and practices that characterize an institution as a whole (Dhillon, Syed, &
Pedron, 2016). Hence, developing everyone’s security culture in an organization is a
method to mitigate security risks and enforce cybersecurity policies. Security culture
development should be a top priority in every organization’s agenda for a positive
transformation of employees’ behavior (Da Veiga & Martins, 2017). A healthy security
culture is necessary to effectively implement cybersecurity policies and protect enterprise
data (Dhillon et al., 2016). With the support of a company’s executive management, a
cybersecurity culture can exist in an organization. Though developing a security culture
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takes time, cybersecurity leaders can begin by defining the security culture that fits their
firms, get management support, and communicate it.
Cybersecurity management should integrate both human and technical aspects
and include cybersecurity awareness, compliance, governance, audit methods, behavioral
strategies, etc. (Soomro et al., 2016). When employees are not security-aware and do not
have a security culture, they are not aware of inherent security risks and threats, and they
cannot handle them well (Bartnes et al., 2016; Grobler, 2018). If not mitigated, cyber
threats can interrupt companies’ safety, maintainability, and stability by attacking their
capital’s confidentiality, integrity, and availability (Sallos & Garcia-Perez, 2019). Hence
the need for a mature security culture. Safa, Von Solms, and Furnell (2016) opined that
robust security culture develops by building standards, processes, and policies that
include a training and awareness program for workers as an element of the overall
business plan. One of these standards is risk management.
Risk management will help organizations access and address the gaps in their
systems and enhance their security architecture and position (Joshi & Singh, 2017).
Today, every bank has an implemented enterprise risk management system and
information security management system to mitigate security risks and protect
themselves from data and privacy breaches (Camillo, 2017). Every organization should
do the same as risks affect consumers’ privacy decisions (Adjerid, Peer, & Aquisiti,
2018), and enterprise risk management systems help organizations attain a mature risk
culture level. Though the development of a security culture has its challenges, with
communication, proactive actions, and useful security measures and enhancements, the
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process can be successful (Da Veiga & Martins, 2017). Thus, consequently leading to
enhanced cybersecurity policy compliance and reduced security risks.
Security awareness and policy awareness. Awareness of security and security
policies are keys to mitigating security risks. Security awareness describes the
employee’s overall knowledge and understanding of security threats and their
consequences (He & Zhang, 2019). Enhanced security awareness is crucial for every
organization (Esteves, Ramalho, & De Haro, 2017). Humans are the weakest and most
unpredictable link in cybersecurity (Hall, 2016; Heartfield & Loukas, 2018), And an
effective counter-measure to this human factor is security awareness (He & Zhang, 2019;
Nobles, 2018) and the development of a security culture (Connolly, Lang, Gathegi, &
Tygar, 2017). With this strategy, the human weak-link can become less unpredictable
(Horne, Maynard, & Ahmad, 2017) and a human firewall.
Security awareness is not only effective on non-technical employees but also on
the technical IT professionals employees (Torten, Reaiche, & Boyle, 2018). Security
awareness also mitigates the occurrence of social engineering attacks (Hatfield, 2018).
Every employee should be aware that security is everyone’s responsibility (Gerhold,
Bartl, & Haake, 2017). Many employees still think IT is solely responsible for some
technological and safety controls in their company (Hadlington, 2018). Instead of being
the weakest link in cybersecurity, every employee could be a defensive security-sensitive,
security-cultured, and security-compliant human firewall, serving as the first line of
defense and playing the role of a security-risk whistle-blower (Mailloux, & Grimaila,
2018; Sollars, 2016).
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The weak level of security awareness programs coupled with poor employee
attitude and behavior all contribute to an inadequate security culture within
organizational settings that can stimulate a higher and increased danger of security
breaches (Ki-Aries, & Faily, 2017). Mamonov and Benbunan-Fich (2018) explained in
their research on cyber threat awareness that a user’s self-efficacy to protect themselves
online was a factor to limit exposure and reduce threats. However, the authors found that
self-efficacy alone was not an essential factor impacting a user’s total awareness of
impending cybersecurity threats. Ogutcu et al. (2016) suggested that relying solely on
technology to protect personal or business information can lead to an increased risk of
impending security breaches, particularly for those uneducated or those uncomfortable
with technology. Hence the need for security awareness.
Cybersecurity policy awareness focuses mainly on understanding the
cybersecurity policy requirements and the purpose of those requirements (Li et al., 2019).
Cybersecurity policy awareness is different from general cybersecurity awareness. The
cybersecurity policy awareness is necessary for change in behavior because a basic
knowledge of an expected change in behavior is needed to carry out the behavioral
change (Belanger et al., 2017). Compliance with cybersecurity policies may involve a
change in user behavior. However, it is essential to understand how employees’
awareness of security policies affects employee policy compliance.
Lykou, Anagnostopoulou, and Gritzalis (2019), in their study on smart airport
cybersecurity, revealed that adequate policy awareness and best practices could improve
day-to-day practices and create effective cybersecurity governance at airports. Molin,
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Meeuwisse, Pieters, and Chorus (2018) explained that employees’ perceptions of
cybersecurity measures and policies enhance cybersecurity compliance and help
cybersecurity managers develop a holistic security training program. However, Belanger
et al. (2017) discovered that increased awareness of cybersecurity policy positively
impacts overall security behavior and compliance guidelines.
Dealing with the active human connection means dealing with uncertainty as
most individuals are sometimes uncomfortable or unimpressed (Aurigemma & Mattson,
2017b). Bauer and Bernroider (2017) studied the effect of cybersecurity awareness and
employees’ attitudes towards compliance with cybersecurity policies carefully. Both the
general cybersecurity awareness and cybersecurity policy awareness significantly
contributed to employees’ attitudes towards compliance (Bauer & Bernroider, 2017).
The attitude towards policy compliance directly affected intentions to comply (Bauer, &
Bernroider, 2017). Similarly, Belanger et al. (2017) opined that awareness of security
policy changes positively impacted the security policy change in a study focusing on the
determinants of early conformance with cybersecurity policies.
Collaboration and knowledge sharing. Cybersecurity collaboration and
knowledge sharing are closely related to cybersecurity awareness. When employees
engage in collaboration and knowledge sharing with their peers, security culture is
developed (Safa et al., 2016). And when all employees take cybersecurity as their
responsibility, cybersecurity delivers excellent advantages (Safa et al., 2016). It is
sometimes difficult to get all employees on board, but employees’ participation enhances
their cybersecurity awareness. When employees are informed about cybersecurity
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policies and frequent training programs, their security culture can develop further
(Amankwa, Loock, & Kritzinger, 2018). Knowledge sharing gotten from attending
cybersecurity conferences can also help develop security culture and expertise (Shires,
2018).
A security culture model that comprises shared beliefs, values, goals, or practices
communicated and practiced can offer the basics for a healthy security culture (Dhillon et
al., 2016). Studies carried out have shown that Cybersecurity collaboration and
knowledge sharing affect users’ attitudes towards cybersecurity policies (Safa et al.,
2016). Ogutcu et al. (2016) discovered that better knowledge and attitudes towards
security policies are associated with less risky cybersecurity behavior (Ogutcu et al.,
2016). According to Fielding (2019), mitigating cyber risks does not need to be
complicated; simple mechanisms like lunch-and-learn sessions or the encouragement of
knowledge sharing and collaboration of security-related issues also can help reinforce
security as everyone’s responsibility.
Cybersecurity training. Training employees on cybersecurity is considered
an essential mechanism in managing cyber risks and employee cybersecurity policy
compliance (Bartnes et al., 2016; Miranda, 2018). Education, adequate training, and
high-level awareness programs are mandated in some industries to either comply with
regulatory or contractual requirements bases. According to Warkentin, Johnston,
Shropshire, and Barnett (2016), continuous training should occur over time.
Employee training relates to employee compliance. Cybersecurity training for
employees is another mechanism that organizations can use to achieve compliance.
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Training may help provide a better understanding of the policies, employee
compliance, security architecture, and an appreciation of the importance of securing
organizational cybersecurity assets. Galinec, Možnik, and Guberina (2017) also
opined that these cyber defense strategies protect the cyberspace at the national level.
Ayyagari and Figueroa (2017) opined that cybersecurity policy training was
more effective when it involved showing employees the impact of employee
cybersecurity policy noncompliance, rather than just presenting the stipulated
requirements. It is crucial to provide employees the reasons behind written security
policies (Ayyagari & Figueroa, 2017). The Cybersecurity managers can use
isomorphism to establish new training programs as part of their overall Cybersecurity
plan (McGovern, Small, & Hicks, 2017). Security training is practical when done in
an open environment of trust and good culture (Andrews-Speed, 2016). Though there
is no particular standard for cybersecurity education, training, and awareness
programs, cybersecurity managers must create a uniform strategy and security culture
that motivates sufficient training.
Regulations vary due to differences in the industry. As a result, firms that
offer cybersecurity services to different industries have a challenge (Curran, 2015),
and their cybersecurity managers also have challenges. However, they strive to create
cybersecurity policies to increase security awareness on security risks and manage
cybersecurity (De Bruijn & Janssen, 2017). Cybersecurity managers must know the
definition of cybersecurity education, cybersecurity training, and cybersecurity
awareness (Torten et al., 2018). Cybersecurity education combines passive and active
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instruction to enhance the employee’s overall security skill level. The cybersecurity
training can occur with standard passive testing techniques, and cybersecurity
awareness could be gotten through dialogue and collaboration in the form of personal
experience to change cybersecurity behavior (Curran, 2015).
The combination of cybersecurity education, training, and awareness should
be part of any cohesive cybersecurity strategy (Mamonov, & Benbunan-Fich, 2018).
Employees should be educated on the varieties of threats and risks that exist, trained
on recognizing and mitigating, and being constantly aware of the security landscape
around them (Sollars, 2016). The required specified training should be as needed, but
the general cybersecurity training and awareness should be updated regularly and
should be done according to pattern and regularly, according to company policy.
Targeted training transcends gender (Park et al., 2017a). Targeted training also
transcends age. Anwar et al. (2017) revealed that older employees possess a more robust
perception of cybersecurity than young workers. In the same vein, Yan et al. (2018) also
showed that women are more security-conscious and privacy-conscious than men. Park
et al. (2017a) researched health information security awareness using nursing studies as
a case study. Park et al. (2017a) suggested that nursing students are tempted not to
comply with the Health Insurance Portability and Accountability Act because of their
exposure to patients’ data during their internship. And simultaneously, they developed
personal values and beliefs or perceptions regarding the importance of health
information privacies (Park et al., 2017a).
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The observed nurses suffered from improper, inadequate, or non-existent training
(Park et al., 2017a). Park et al. (2017a) explored how an individual’s behavior can be
influenced by adequate training utilizing a cybersecurity framework and found out that
security awareness positively influences the students’ cybersecurity compliance. The
study proved that cybersecurity training could help deter improper behavior and help
comply with security policies and regulations. Park et al. (2017a) opined that
cybersecurity awareness does have different levels: being generally aware, having a
comprehensive understanding, learning explicitly by training, and unconsciously by
patterned behavior. They also explained that this security awareness could significantly
influence personal behavior and compliance. Park et al. (2017a) opined that health care
professionals are not unique in their needs when it comes to cybersecurity management.
The manner an employee perceives the necessity of cybersecurity depends on
how well they comply with cybersecurity policies and procedures (Kearney & Kruger,
2016). Developing a cybersecurity strategy that incorporates the importance of
cybersecurity built on trust within the organizational setting are seeds for a healthy and
active security culture where users believe the environment is secure effectively
(Elkhannoubi & Belasissaoui, 2016; Kearney & Kruger, 2016). The training programs
that include organization-wide cooperation, coordination, and technical expertise can
help strengthen its overall cybersecurity operations (Bartnes et al., 2016). The more
computer savvy users and are familiar with impending security threats that may exist
online are likely to exercise better computer security habits than those unknowledgeable
with imminent threats (Jeske & Van Schaik, 2017).
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The cybersecurity managers can benefit from using a quick survey of their
employees to see who fits into two categories before developing adequate training and
high-level awareness programs. The study may quickly identify those with advanced
cybersecurity knowledge and skills who could offer a significant compliance prediction
(Jeske & Van Schaik, 2017). The survey may have bias depending on the population and
the questions asked.
The skills assessment is not easily measured. Kearney and Kruger (2016)
suggested that employees with advanced cybersecurity knowledge and skills are
susceptible to showing personal and confidential information contents. However,
McCormac et al. (2017) discovered that individuals with a higher perceived
cybersecurity awareness IQ are more compliant than those with lower cybersecurity
awareness IQ (McCormac et al., 2017). Increasing cybersecurity awareness IQ should
start with targeted training that is consistent and continuous. The targeted training can
help build a healthy cybersecurity culture. A comprehensive cybersecurity training
program should avoid a generic, one-size-fits-all approach. Instead, the training and
awareness programs should be specific to individuals depending on their needs and
industry requirements.
Curran (2015) designed and outlined a framework that can be used on an annual
basis by Cybersecurity managers to develop a training program. However, Safa et al.
(2016) recommended frequent training as opposed to yearly training. Curran (2015) also
revealed four principles for planning a cybersecurity program. He recommended a
training program for educating the employees on cybersecurity; communicating the
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management’s commitment to the training; communicating the regulatory and
organizational compliance policies, and developing and relating the penalty for noncompliance (Curran, 2015). Similarly, Bauer et al. (2017) recommended using videos
showing the risk and threats associated with cybersecurity.
Cybersecurity managers should use a deterrent mentality and videos that show
consequences to inherent security risks and threats. They should also develop realistic
metrics that can be applied to evaluate and correct awareness and training methods. The
manager should offer workers mechanisms to provide inputs on the program, allowing
for constant improvement and conclusively. Lastly, Bauer et al. (2017) suggested that
they should customize adequate security training and awareness programs based on the
user’s differences, such as location, skill level, and responsibility areas. Flowerday and
Tuyikeze (2016) conducted a risk assessment for a company and recommended
developing training programs to ensure security policy compliance (Flowerday &
Tuyikeze, 2016). Hence training can help reduce security risk and enforce cybersecurity
policy compliance.
Conceptual Framework: Theory of Planned Behavior
The framework for this research is TPB. TPB implies that behavioral intention
can predict an individual’s attitude towards the behavior, perceived behavioral control,
and subjective norms (Ajzen, 1991; Sommestad et al., 2019). In other words, the TPB
explains these three factors that determine an individual’s intention to perform a
behavior. Table 2 shows the three primary constructs and the two other factors, intention
and behavior. Ajzen (1991) postulated TPB based on the premise of the TRA (Fishbein &
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Ajzen, 1975), which he broadened to explain human behavior in particular contexts.
Around 1975, Fishbein and Ajzen (1975) nurtured the TRA to demonstrate new
technology adoption. Ajzen (1991) used the TRA as a pivot to develop the TPB, which
applies behavior as an indicator of technology adoption.
Table 2
Constructs of the Theory of Planned Behavior
Constructs
Attitude towards behavior

Intention

Description
The extent to which one appraises a behavior as favorable or
unfavorable
The perceived belief of individual from social pressure to do
or not do a specific behavior
Individual perception of his ability or inability to do an
activity
The indication of an individual’s readiness to do a behavior.

Behavior

The outcome of intention and actual behavioral control

Subjective norms
Perceived Behavioral Control

TPB is a theory that emanated due to TRA’s limitations in addressing a person’s
behavior over which he or she has no full volitional control (Ajzen, 1991). TPB was
postulated by Ajzen (1991) in other to address the weakness of the TRA. Though TPB is
not a theory of behavior change, TPB does help describe and predict people’s behavior
and intentions (Ajzen, 2014). The perceived behavioral control joined with attitude, and
subjective norms combine to form intention resulting in a particular attitude (Ajzen,
1991). When control is missing in a given situation, it is less likely that someone will
perform a given action (Madden, Ellen, & Ajzen, 1992). Behavior can improve by
allowing a cybersecurity manager to have more control over a given situation. Training
and awareness is a tool of a cybersecurity manager.
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Attitude toward behavior and applications. Attitude towards a behavior refers to
an individual’s appraisal of a behavior or the extent to which someone evaluates a
favorable or unfavorable behavior. Ajzen (1991) opined that attitude towards a behavior
gets influenced by information about the behavior or beliefs about the behavior. Attitude
towards the behavior is one of the two significant constructs extracted from TRA. Ajzen
(1991) explained that Attitude toward behavior as an encouraging or discouraging
appraisal a person holds about a specific behavior. The salient behavioral beliefs of the
person affect the construct (Armitage & Conner, 2001). Persons connect these beliefs to
specific results of doing a behavior. The person sees these results as good or bad, so an
attitude toward the behavior is perfected (Lee et al., 2016a).
Attitude describes a more significant part of the intended behavior implemented
(Arpaci & Baloglu, 2016; Flores & Ekstedt, 2016; Jafarkarimi, Saadatdoost, Sim, & Hee,
2016; Safa et al., 2016). Attitude can also be affected by the education intended to change
this attitude (Li et al., 2019). Organizational narcissism, perceived vulnerability,
perceived severity, and reward are determinants of Attitude towards a behavior (Cox,
2012). Mayer, Gerber, McDermott, Volkamer, and Vogt (2017), however, digressed and
viewed reward as bad for security compliance.
Attitude has a high effect on intention in TPB (Ajzen, 1991). Lebek, Uffen,
Neumann, Hohler, and Breitner (2014) highlighted that 80% of IT studies applying TPB
showed strong correlations between attitude and intention, with sixty respondents
indicating significant relationships at p < 0.01 level. Hofeditz, Nienaber, Dysvik, and
Schewe (2017) found out that behavior attitude was more significant than the subjective
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norms and perceived behavioral control. Results of studies show attitude is the dominant
predictor of intention. While some different results from another study revealed that
attitude is the least significant predictor of intention (Donald, Cooper, & Conchie, 2014).
On applying TPB to social networking ethics, Jafarkarimi et al. (2016) reported
that Attitude to Behavior is much more significant than perceived behavioral control and
more significant than the subjective norms. In the study conducted by Dang-Pham,
Pittayachawan, and Bruno (2017) on sharing information security knowledge, the
behavior attitude was also more significant than the subjective norms, though perceived
behavioral control was found insignificant. In the same vein, the attitude was also more
significant than subjective norms and perceived behavioral control in Gurung and Raja's
(2016) study on online privacy and security.
Mayer et al. (2017) also researched security and productivity and discovered that
Attitude towards behavior is the most significant, followed by subjective norms and
perceived behavioral control. Koohikamali, Peak, and Prybutok (2017) researched
disclosure of information on social media among the users and revealed that attitude
towards behavior was the most significant factor, while the subjective norms were
insignificant. Bauer and Bernroider (2017) found attitude to behavior significant in their
study on cybersecurity awareness. Park, Hsieh, and Lee (2017b) and Heetae, Hwansoo,
and Hangjung (2017) also revealed that attitude to behavior is the most significant,
followed by subjective norms and perceived behavioral control.
Subject norms and application. The subjective norm is the other construct taken
from TRA. Subjective norms represent the individual’s social pressure to do or not do a
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specific behavior (Ajzen, 1991; Yazdanmehr & Wang, 2016). Most times, subjective
norms have to do with an individual’s perception of social pressure to do or not do a
behavior (Ajzen, 1991). Armitage and Conner (2001) explained that important normative
beliefs of a person affect the subjective norms. In other words, normative beliefs are
factors affecting subjective norms. A person can transfer data during knowledge sharing
in a company (Dang-Pham et al., 2017). The information is also communicable through
the company’s cybersecurity policies and security measures (Soomro et al., 2016).
Assuming the person believes that other persons feel they should or should not perform,
it will have a good or bad impact on the individual’s intention to do the behavior
(Armitage & Conner, 2001; Yazdanmehr & Wang, 2016).
Jafarkarimi et al. (2016) assumed that subjective norm is a weak cybersecurity
compliance predictor. Some studies reveal that subjective norm is an effective
cybersecurity compliance predictor (Hu, Hu, Wei, & Hsu, 2016; Yazdanmehr & Wang,
2016). Sher, Talley, Yang, and Kuo (2017) supported the motion that subjective norm is
the most significant predictor after research on hospital employees and medical records’
privacy. Bauer and Bernroider (2017) also found the subjective norms significant while
they found that perceived behavioral control insignificant. Some research works that are
not IT-related follow this approach. A research work concluded that subjective norm is
the most significant predictor of intention (Prapavessis, Gaston, & DeJesus, 2015).
The significance of applying subjective norms in detecting intended behavior is a
subject of contention. Armitage and Conner (2001) assumed that the subjective norm is
the weakest predictor after reviewing 161 research works that applied TPB. However, the
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researchers explained that it could still be useful when many measures were applied using
the construct and other empirical evidence (Armitage & Conner, 2001). Donald et al.
(2014) revealed that the subjective norms to be the second-best predictor of TPB. Cox
(2012) also took the subjective norms to be the best construct of intended behavior.
Lebek et al. (2014) explained that subjective norms have a statistical impact on
intention in 75% of the studies, after reviewing some IT studies that applied TPB. Some
other research works that were not conducted solely on TPB have applied subjective
norms in their frameworks and discovered that it is an efficient predictor of intention
(Tsai et al., 2016). While other research works assumed subjective norms was a weak
predictor of intention (Arpaci & Baloglu, 2016; Cheng, Li, Li, Holm, & Zhai, 2013).
Conflicts exist using the construct. However, the conflicts are okay for as long as the
requirements set by Ajzen (1991) are satisfied in their study.
Perceived behavioral control and applications. Perceived behavioral control
refers to the level to which an individual sees a specific behavior as easy or challenging
to perform (Ajzen, 1991). Perceived behavioral control is an individual’s perception of
how easy or hard it is for him to do an activity (Moody, Siponen, & Pahnila, 2018).
Locus of control and Self-efficacy are often constructs of Perceived Behavioral Control
(Ifinedo, 2014; Jansen & Van Schaik, 2017). Suppose there is a perception that an easy to
do behavior enhances employee cybersecurity policy compliance. In that case, it can
benefit cybersecurity managers to study and apply TRA and TPB as they develop training
and awareness programs. An individual’s behavior can be heavily influenced by their
self-efficacy to perform and control action, reasoning that more training and awareness

51
will improve Cybersecurity compliance. The TRA, the behavioral intention in TPB,
remains a vital tenet of the theory.
Perceived behavioral control is also affected by experience and anticipated
obstacles to completing the behavior (Ajzen, 1991). Therefore, the concept of perceived
behavioral control is compatible with the idea of perceived self-efficacy put forth by
Bandura (1989). Perceived behavioral control differentiates the TPB from the TRA,
which describes behavioral intention concerning attitude towards behavior and subjective
norms only (Ajzen, 1991). The TPB proposes that perceived behavioral control may also
be applied directly to predict actual behavior.
Ajzen (1991) suggested that increased behavioral control has a higher likelihood
of more effort to accomplish a behavior. According to Ajzen, individuals who have high
confidence in performing a task will persevere more than individuals who doubt their
skills. Also, Ajzen (1991) opined that perceived behavioral control could measure actual
behavioral control, which can predict actual behavior. TPB explained that an individual’s
intention to act after being given actual control of the behavior will lead to the occurrence
of the actual behavior (Aurigemma & Mattson, 2017a). An estimation of behavioral
control is solely dependent on perceptions (Ajzen, 1991). The study of Mahmood,
Dahlan, Hussin, and Ahmad (2016) also revealed TPB as a predictor of behaviors.
Ajzen (1991) explained the importance of including perceived behavioral control
in the framework to justify involuntary behaviors. This variable sometimes includes the
factors of locus of control and self-efficacy (Ifinedo, 2014). Perceived behavioral control
explains a person’s belief that he is in a position to perform and technically do so (Cox,
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2012). Jiang, Ling, Feng, Wang, and Guo (2017) did a study and found out that perceived
behavioral control was more significant than Attitude to Behavior and subjective norms.
Intention. TPB explains people’s intentions to perform certain behaviors. In other
words, TPB describes intention as their readiness to do a particular behavior (Ajzen,
1991; Ajzen, 2011; D’Arcy & Lowry, 2017). Intentions mainly refer to motivations that
influence behavior and indicate how much effort people are willing and able to put into
performing a specific behavior (Ajzen, 1991). In general terms, a proposed firm intention
to perform a behavior should correlate with a higher likelihood of performing the
behavior (Ajzen, 1991). Therefore, a behavioral intention can be translated or interpreted
into an actual performance of the behavior only if the person can decide whether to
perform the behavior or not (Ajzen, 1991). Additionally, intention, behavioral control,
and behavior’s performance depend on the availability of resources, the ability to perform
the behavior, or others’ cooperation (Ajzen, 1991). Barton, Tejay, Lane, and Terrell
(2016) and Safa et al. (2016) also opined that normative beliefs influence a person’s
intentions and actions. The strong relationship between intention and behavior applies to
Cybersecurity policy compliance (D’Arcy & Lowry, 2017; Lebek et al., 2014).
Moreover, TPB has always been a strong predictor of cybersecurity compliance
(Sommestad, Karlzen, & Hallberg, 2015). Lebek et al. (2014) considered TPB as the
most common theory applicable to cybersecurity.
Background factors of theory of planned behavior. In addition to the three
central constructs in the TPB, other factors may interact with the main factors to affect
behavioral intention. According to the TPB, the three factors discussed might not be the
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only factors affecting behavior (Ajzen & Albarracin, 2007). Other background factors
may also influence behavior indirectly. Background factors entail factors that differ
among individuals, like experience, demographics, disposition, or knowledge (Ajzen &
Albarracin, 2007). The TPB fathers explained that background factors like knowledge,
social context, and personality have a significant impact on the predicting factors
(Sommestad, 2018).
Background factors may indirectly affect behavioral intention by shaping
behavioral, normative, and control beliefs (Ajzen & Albarracin, 2007; Samhan, 2017).
Conner, McEachan, Taylor, O’Hara, and Lawton (2015) explained that affective
determinants and individual differences could impact the TPB components. The
background factor may play an indirect role. In his study on cyber risk management
insurance and healthcare providers’ intentions to resist electronic medical records,
Samhan (2017) used information security awareness as a background factor that impacts
the creation of resultant beliefs about the Electronic Medical Record system.
Limitations of the Theory of Planned Behavior
Despite all the excellent benefits and applications of TPB, it has shortcomings,
just like every other framework (Zhang, 2018). TPB can’t explain some social behaviors.
Sommestad (2018) studied work-related groups and information security policy
compliance and found out that TPB could not account for some factors. Sommestad et al.
(2019) also did a study and had to extend TPB’s limits by applying the framework to
habit and regret. Zhang (2018) demonstrated that TPB does not predict complaints on
products. Neither does it account for economic factors.
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Zhang (2018) further explained that TPB’s significant limitation is that it does not
account for factors such as fear, threats, and mood. Though the mood factor is not
inclusive in TPB, mood can influence subjective norms, attitudes toward behavior,
intention, and perceived behavior control and intention (Zhang, 2018). Brase, Vasserman,
and Hsu (2017) revealed that mental models also affect cybersecurity behavior. Zhang
(2018) explained that an individual with a negative mood has an attitude that relates
closes to intention, and an individual with a positive mood has subjective norms that
relate closely to intention. Zhang (2018) also related the negative and positive mood to
health and how its behavior affected the health and explained that positive and negative
mood should be a factor in predicting behavior.
Zhang (2018) explained that TPB is limited to the rational behavior of an
individual. Zhang (2018) opined that no human behavior could exist without emotion.
Therefore TPB is limited for not explaining individual behavior related to feeling (Zhang,
2018). Zhang (2018) suggested that the future TPB model should be able to give an
explanation of human behavior concerning emotion. Also, Zhang (2018). also opined that
TPB gives no account for culture and differences in individuals and contexts and
recommends that the future TPB model include culture, individual differences, and
settings.
Analysis of Competing Theories that Support the Theory of Planned Behavior
Theory of reasoned action. The TRA is closely related to TPB, emanating from
psychology. TRA got initially created by Fishbein (1967) and then expanded by Fishbein
and Ajzen (1975). TRA tends to be applicable when an action or behavior is under an
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individual’s conscious (habit) control (Madden et al., 1992). But when actions or
behaviors are unconscious and not habitual, TPB is considered more useful. TRA’s
usefulness indicates that an individual’s behavior is motivated by his behavioral intention
and vice-versa. TRA shows that intention is a direct factor of behavior, and it is
motivated by the attitude towards doing the behavior and social pressures to do a given
behavior (Sharma, Al-Badi, Govindaluri, & Al-Kharusi, 2016). TRA acknowledges the
attitude and the behavioral intention of a person. TPB is also applicable as a predictor of
a person’s action under some circumstances (Paul, Modi, & Patel, 2016).
Intention and attitude imply control over conscious behavior and are limitations of
TRA (Ajzen, 1991). However, both of them are useful. Both factors can be applied to
cybersecurity, thereby producing an atmosphere where personal behavior is conscious
and more certain through training and awareness. Intention and attitude also motivate the
examination of TRA by cybersecurity managers. Kim et al. (2015) explored behavioral
factors influencing employee cybersecurity policy compliance, using the TRA as a
framework and discovered that attitude towards compliance, beliefs, and self-efficacy
impacts compliance.
The process of applying the TPB shows that an individual’s behavior is motivated
by the person’s attitude toward the behavior and the subjective norms regarding the given
behavior’s performance. Lee, Li, Shin, and Kwon (2016b) explained that TPB is defined
by evaluating an individual’s belief as a result of behavior and how easily the behavior is
implementable. TPB is a better theory than TRA because TRA is limited in tackling a
person’s behavior over which he or she has no full volitional control (Ajzen, 1991). This
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inclusion improved the predictability of TPB’s compliance intention (Sommestad et al.,
2015) and made TPB a more suitable theory for this study.
Protection motivation theory. Protection motivation theory (PMT) is another
theory that competes with TPB. The theory is also applicable in the field of cybersecurity
compliance research. The theory got created by R.W Rogers in 1975 (Rogers, 1975).
PMT is a compulsive social communication model based on fear and has grown to a
more generalized theory regarding persuasion, especially in health benefits studies that
are carried out (Sommestad et al., 2015). PMT is a framework applied to describe how
fear motivates cybersecurity policy compliance (Pham et al., 2016).
PMT seeks to impact attitudes, behaviors, cognition, and behavioral intention
(Pham et al., 2016). Jansen and Van Schaik (2017) opined that PMT is useful for
explaining the behavior of users. Thompson, McGill, and Wang (2017) explained that
PMT is suitable for analyzing individual behaviors such as end-users’ behavior when
encountering a risky situation or dicey event. Rajab and Eydgahi (2019) concluded, in
their study on the intention to comply with cybersecurity policies in higher education,
that PMT is the best predictive framework for intentions to comply because of the impact
of three of its core predictors of perceived vulnerability, response efficacy, and response
cost.
While Anwar et al. (2017) describe PMT as a theory that concentrates on a
person’s intention to secure themselves based on what they perceive to be a threat
(Anwar et al., 2017). The framework consists of motivational factors that fall into threat
appraisals or coping appraisals category (Posey, Roberts, & Lowry, 2015; Tsai et al.,
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2016). In the threat appraisals, this category is the factor of perceived vulnerability and
perceived severity (Crossler, Long, Loraas, & Trinkle, 2014). The theory relates to the
individual’s perception of how susceptible they are to vulnerability and how severe the
vulnerability results should be realized (Arachchilage, Love, & Beznosov, 2016). The
other category of coping appraisals comprised response cost, response efficacy, and selfefficacy (Crossler et al., 2014). This set addresses the individual’s ability to take
preventive action, how powerful the effect will be, and what effort level will be required
(Posey et al., 2015; Sommestad et al., 2015). The motivational factors here share
similarities in terminology and meaning to like terms in the field of cybersecurity. There
is presumed relevance of the application of PMT to the area of study.
The PMT gives room for a set of essential stimulus variables that interplay in fear
appeal and explains the cognitive processes which mediate an individual’s acceptance of
suggested sets of actions or recommendations in a fear appeal scenario (Rogers, 1975).
Fear appeal refers to the contents of communications that describe unfavorable
consequences that can occur if a specific set of recommendations is not followed (Rogers,
1975). Concerning PMT, there are majorly three stimuli variables in a fear appeal,
namely: the level of noxiousness of a specific event, the probability that the given event
will occur, and the effectiveness of a coping response that may counter the noxious
stimulus.
Rogers (1975) opined that the three variables in a fear appeal initiate cognitive
processes. These processes are applied to evaluate communicated information regarding
noxiousness, the probability of occurrence, and the efficacy of the coping responses to
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the event (Rogers, 1975). The theory is that the cognitive processes whereby appraising a
fear appeal are responses to environmental stimuli that have also been received by the
individual processing the fear appeal. Rogers (1975) opined that the cognitive processes
affect an individual’s attitude by arousing a protection motivation, and the amount of
resultant protection motivation will or will determine the intention of the individual to
comply with communicated recommendations. Summarily, the PMT assertion states that
protection motivation arises from the assessment of an event as unpleasant and likely to
occur and the belief that responding with recommended actions may prevent the incident
from happening.
Herath and Rao (2009) used PMT in their study on cybersecurity behavior. In this
perspective, security threats are harmful, and security policies are the recommended
solutions that cybersecurity managers can use to deal with the risks. Individuals can find
security policies useful based on their beliefs of how effective the policies are against
security threats (Herath & Rao, 2009). Their study’s outcomes showed that employees’
perceptions about the severity of a security breach, response efficacy, and self-efficacy
had a positive effect on their attitudes towards compliance with cybersecurity policies
(Herath & Rao, 2009).
Adhikari and Panda (2018) conducted a study on users’ information privacy
concerns and privacy protection behaviors in social networks, intending to know the
influence of antecedents of users’ information privacy concerns on media privacy
protection behavior. The researchers utilized the Social Cognitive Theory and PMT and
analyzed the research framework with structural equation modeling. The results of the
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study of Adhikari and Panda (2018) show that perceived vulnerability, perceived
severity, and self-efficacy significantly affect user information privacy concerns and
privacy. The PMT has also been applied to give deep insight into behavioral change in
cybersecurity (Hanus & Wu, 2016; Menard et al., 2017; Tsai et al., 2016). The PMT also
beams searchlight on attitude change based on fear appeal and explores a limited set of
components and cognitive processes that may affect persuasion (Rogers, 1975).
Jansen and Van Schaik (2017) applied hybrid models comprising PMT and TPB
to evaluate intentions to utilize online banking. The researchers dissected Subjective
norms into injunctive norms and descriptive norms. While the descriptive norms are
similar in definition as normative beliefs and were significant, the Injunctive norms were
not significant. They dissected Perceived Behavioral Control into self-efficacy and locus
of control. Anwar et al. (2017) studied gender differences and employee cybersecurity
behaviors using PMT. They compared the cybersecurity behavior model’s constructs,
testing male and female employees in their survey research. A statistically clear genderwise difference in IT skills, cues-to-action, old experience, security self-efficacy, and
cybersecurity behavior got observed. The self-efficacy of women was lower than that of
men. Therefore the researchers recommended that women should have specialized
training. Anwar et al. (2017) suggested that the studies’ results could motivate creating
cybersecurity training that is gender-specific to enhance employees’ behaviors and
attitudes.
PMT is the sole primary competitor to TPB in the extant research but is also
complementary in practice, and researchers often combine the two frameworks
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(Sommestad et al., 2015). PMT’s insufficiency got tackled in TPB through the subjective
norms construct and related informal sanctions (Cheng et al., 2013). These put TPB as a
recognized and a better theory for this research.
General deterrence theory. General deterrence theory (GDT) is a framework
utilized in many cybersecurity studies to explore why employees comply or don’t comply
with their companies’ cybersecurity policies. The GDT emanated from the study of
criminology (Pham et al., 2016). GDT was founded by Gibbs forty-six years ago (Moody
et al., 2018). Chen, Wu, Chen, and Teng (2018b) opined that GDT is the most cited
theoretical framework in information security literature.
In comparison, Lebek et al. (2014) explained that GDT is the second most applied
theory in end-user cybersecurity compliance research. GDT opines that individuals
consider how likely they will receive punishment if they get arrested while performing an
illegal act and how severe the penalty will be (Cheng et al., 2013). Moody et al. (2018)
opined that the theory’s core tenet is that individuals get involved in crimes because the
benefits surpass the cost.
Park et al. (2017a) applied the GDT concerning education and training on nursing
students, and the outcome was positive. The focus on the consequences of bad behavior
practice enhanced the security awareness and compliance of the nursing students (Park et
al., 2017a). Aurigemma and Mattson (2017a) conducted a study on deterrence and
punishment experience impacts on ISP compliance attitudes and used GDT to explore
sanction effects on the employees’ behavioral intention. Pham et al. (2016) opined that
rewards and penalties were applied to make employees comply with security policies.
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However, the researchers explained that sometimes, sanctions and rewards do not impact
the implementation of cybersecurity compliance (Pham et al., 2016). TPB is much
broader than GDT, which focuses more on punishment. Therefore, TPB, which has more
motivational considerations, is more considerable for this study.
Rational choice theory. RCT is another framework that emanated from
criminology. The RCT comprises the factors of formal and informal sanctions (Shepherd
& Mejias, 2016). The RCT framework was created by Becker 52 years ago (Kim & Han,
2019; Moody et al., 2018). The core proposition is that individuals who break the law
evaluate the benefits and costs of such behavior to determine if they want to break the
law (Kim & Han, 2019). Kim and Han (2019) explained that people behave based on the
cost and benefits of the consequences of doing a given behavior. Kim and Han (2019)
used the framework in their study on a corporate social responsibility perspective of
employee cybersecurity policy compliance to explore perceived costs and benefits. RCT
is an excellent framework for research on cybersecurity policy compliance. The RCT is a
rationality-based behavioral theory, just like TPB.
RCT focuses mainly on the individual perception of cost and benefit. Hence RCT
based research on security policy compliance is based on the costs and benefits of
compliance (D’Arcy & Lowry, 2017). D’Arcy and Lowry (2017) and Chen et al. (2018b)
also explained that several studies had utilized RCT constructs such as perceived costs,
perceived benefits, rewards, sanctions, and risks to get their findings. However, some
researchers combine RCT with other rationality-based behavioral theories to get a more
comprehensive model that will focus on the cost and benefits of security policy
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compliance and behavioral performance (Bulgurcu et al., 2010). D’Arcy and Lowry
(2017), in their study on employee cybersecurity policy compliance, utilized a multilevel
RCT and TPB based model and discovered that beliefs forecasted information security
policy compliance with affective determinants and everyday workplace behaviors and
events. Selecting TPB with subjective norms is more suitable for this research because it
is much broader and has more motivational factors.
Social cognitive theory. The SCT also emanated from psychology. The theory
got created by Bandura (1989). SCT has three determinants related to environmental
expectations and self-efficacy and outcomes (Font, Garay, & Jones, 2016). Bandura
(1989) opined that affective and cognitive determinants mix with environmental factors
to decide human beings’ behavior. The core construct in SCT is the factor of selfefficacy. Self-efficacy relates to a person’s belief, perseverance, ability, and motivation
(Bandura, 1989). Self-efficacy impacts the cognitive, motivational, and affective
activities of individuals. Self-efficacy impacts cognitive activities by affecting the
individual assessment of capabilities (Bandura, 1989). Self-efficacy impacts affective
activities because the motivation level, stress level, and emotions are also affected
(Bandura, 1989). People with higher levels of self-efficacy handle stress in a better
manner. Self-efficacy is the degree of motivation and effort utilized in an activity
(Bandura, 1989). SCT is closely related to the TPB framework. However, for this
particular research, the researcher didn’t apply the SCT framework. The TPB’s subjective
norms, attitude to behavior, and perceived behavioral control make it a preferable choice
for this research.
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Analysis of Competing Theories that Contrast the Theory of Planned Behavior
Technology acceptance model. The TAM was postulated and propounded by
Davis (1989) to predict and explain technology systems’ use. TAM’s main primary
constructs are perceived usefulness and ease of use, with two fundamental system use
determinants. The theory is closely related to TRA and is widely applied in IT research
(Mortenson & Vidgen, 2016). The TAM was a natural progression from the TRA and
TPB. TAM’s use combined perceived ease of use and perceived usefulness as drivers
toward business intelligence and, ultimately, technology adoption (Shiau & Chau, 2016).
TAM mostly uses the independent variable of attitude as the predictor of behavior
intention with the same definition and meaning as TRA. The disparity between the two
frameworks is the use of the perceived ease of use and perceived usefulness as
motivational factors that affect attitude (Davis, 1989). TAM will not be acceptable for
this study because focusing solely on attitude will be an obvious limitation.
The perceived notion of usefulness is a measure of the extent to which people
believe an application will help them perform their job (Davis, 1989). Therefore, a
system is regarded as highly useful if the user thinks there is a positive relationship
between system usage and performance (Davis, 1989). Also, perceived ease of use is an
individual’s belief of how much the system’s use is free of effort (Davis, 1989). Davis
believed that an application that is perceived to be easier to use is more likely to be
accepted. Davis (1989) stressed that perceived ease of use is similar to Bandura’s (1989)
self-efficacy construct.
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In the context of behavioral cybersecurity, the TAM opines that two factors can
solely be predicting an individual’s intentions to comply with cybersecurity policies.
These significant factors are the extent to which they perceive compliance with the policy
as useful and the perceived ease of use of security measures (Lebek et al., 2014). This
view purely assumes that cybersecurity policies are systems, and compliance with
policies is system use. However, Davis (1989) applied the model to technology, systems,
and applications rather than policies. TPB will be better for the study because the focus is
on policy compliance rather than technology and systems.
Institutional theory. Institutional theory is another theory that competes with
TPB in cybersecurity policy compliance amongst other areas of study. The theory got
created by Paul J. DiMaggio and Walter W. Powell in 1983 (DiMaggio & Powell, 1983).
The theory is a rival theory of TPB. The institutional theory uses four primary dependent
constructs, including institutional adoptions, change, isomorphism, and conformity
(Scott, 1987). The secondary independent constructs can develop policies, practices, and
norms (DiMaggio & Powell, 1983). The theory tends to become a global approach (Scott
& Amarante, 2016).
The theory creates guidelines for social behavior within organizations from the
processes that establish structures such as practices, frameworks, or routines (Lopes &
Sá-Soares, 2014). The institutional theory also supports studies on the implementation of
cybersecurity policies in an organization, as it explores the subject matter explicitly and
imparts a better understanding of the role of organizational goals, cultural factors, and
human factors in policy compliance and policy implementation. Lopes and Sá-Soares
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(2014) used the institutional theory as a framework when they researched establishing
strategies to improve the adoption of policies on information systems security.
Cybersecurity leaders’ strategies could originate from institutional environmental
factors like culture, behavior, and regulatory requirements (Sherer, Meyerhoefer, & Peng,
2016). Cardinale (2018) opined that being employed in an institution could enable an
employee to resolve issues, do well, and be very efficient. According to Angst, Block,
D’Arcy, and Kelley (2017), Institutional theory is also applicable in comparing symbolic
and substantive adoption of actions or policies. Andrews-Speed (2016) listed three
different types of change associated with institutionalism concepts. He listed them as
Layering, which has to do with enhancing existing procedures and processes;
Conversion, which includes new goals to change the institution’s entire role, and; Drift,
that happens when there is negligence in policy compliance gradually takes effect.
Cybersecurity managers must understand that there is a higher chance for acceptance and
compliance when change management is handled transparently (Andrews-Speed, 2016).
Schilke (2018) opined that environmental pressures influence an organization and
that cybersecurity managers should know the effect of uncertainty in aligning with the
environment’s demands. Takahashi and Sander (2017) also explained that the
institutional environmental factors’ results might be affected by societal determinants like
social and cultural determinants. Mohamed (2017) opined that the institutional theory
also emphasizes the institution at the macro level than on the individual’s influence.
These demerits of institutional theory give TPB an advantage over it.
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Similar Studies that have used the Theory of Planned Behavior
TPB is applicable as a theoretical framework in behavioral sciences as well as
cybersecurity compliance studies. Sommestad et al. (2019) made some adjustments and
extensions of TPB by applying the framework to habit and regret in their study on TPB
and information security policy compliance. After collecting 645 valid questionnaires
from 645 participants, they discovered that some of the variables had to do with habit and
regret, and the two factors enhanced the predictions of TPB (Sommestad et al., 2019).
Sommestad et al. (2019) discovered that habit enhanced explanatory power. The
researchers opined that further studies are needful on the relationship between habit and
intention. The trio discovered that the added explanatory power for anticipated regret and
habit were significant. The values of the adjusted explained variance for the two factors
were ΔR̅ 2 = 3.4 and ΔR̅ 2 = 2.6, respectively (Sommestad et al., 2019). On closer
examination of the points, Sommestad et al. (2019) opined that habit is not a direct
intention’s causal antecedent based on points. The researchers explained this might have
been due to dynamic information systems and efforts to limit old behavior’s impact.
Sommestad et al. (2019) opined that anticipated regret, therefore, is the only factor that
could extend TPB. The study of Sommestad et al. (2019) was also on information
security policy compliance, just like this study. However, in contrast to this study, the
research of Sommestad et al. (2019) is a quantitative and survey research that was
conducted in Sweden and with 645 participants.
According to Ajzen (2011), normative influences do not have only subjective
norms. They also include descriptive norms. While subjective norms have to do with the
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extent to which paid workers believe that the management expects them to comply with
the cybersecurity policies, descriptive norms have to do with the extent to which paid
workers believe the management are behaviorally complying with the cybersecurity
policies (Herath & Rao, 2009). Herath and Rao (2009) explained that descriptive norms
are not very common in cybersecurity policy compliance publications (Herath & Rao,
2009). This lack of popularity of descriptive norms prompted cybersecurity scholars like
Bauer and Bernroider (2017) and Yazdanmehr and Wang (2016) to call for more
mentions in the context. Flores and Ekstedt (2016) used normative beliefs as a predictor
in their study. Aurigemma and Mattson (2017b) researched utilizing eight TPB models
and explained employee status as a determinant of cybersecurity compliance. In contrast
to this research, Aurigemma and Mattson (2017b) research is a quantitative and survey
research in a US university and 227 participants from Asia, Europe, Middle-east, and
North-America.
Snyman and Kruger (2017) conducted studies on applying behavioral thresholds
to analyze collective behavior in information security and applied TPB. The result was
promising and the method used was suitable for measuring, analyzing, and predicting
security behavior and awareness (Snyman & Kruger, 2017). The study of Snyman and
Kruger (2017) was also on cybersecurity behavior. However, in contrast to this study,
Snyman and Kruger's (2017) research was quantitative and survey research conducted in
a South African university and 22 participants. Moody et al. (2018) studied a unified
model for information security policy compliance using TPB and ten other frameworks.
The researcher’s unified model successfully did an empirical examination of the degree
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to which information security frameworks are empirically similar and how the
contrasting theories can complement each other (Moody et al. (2018). The study of
Moody et al. (2018) is also on security policy compliance. However, in contrast to this
study, the research of Moody et al. (2018) is a quantitative and survey research that was
conducted in a university in Finland with 178 respondents.
Hina, Selvam, and Lowry (2019) also did a study using TPB. The researchers
conducted a study on Institutional governance and protection motivation (using TPB and
self-efficacy from PMT) with a focus on employees’ security compliance behavior in
higher education institutions located in third world countries (Hina et al., 2019). The
researchers used TPB to improve information security policy compliance by higher
education institution employees. Hina et al. (2019) explained that the study’s framework
shows that the employees’ intention to comply was motivated by the employee’s attitude
towards the understanding and availability of information security policies. Hina et al.
(2019) also researched information security policy compliance, just like this study.
However, in contrast to this research, the study of Hina et al. (2019) is a quantitative and
survey research in a University in Malaysia and 301 participants.
Hina et al. (2019) opined that subjective norms show the expectations and
processes of adopting security and compliance behaviors by the management,
cybersecurity professional, and other employees (Hina et al., 2019). The researchers
explained that subjective norms and self-efficacy are similar and equal, but they chose
self-efficacy to study employees’ protective behavior for their study. The researchers
demonstrated that subjective norms directly impact employees’ intentions to comply with
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cybersecurity policies (Hina et al., 2019). Sommestad (2018) opined that based on results,
TPB is the best framework for analyzing behavioral intention and that it is very
straightforward.
Sommestad (2018) did a quantitative study on the relationship between workrelated and information security policy compliance, using TPB as a framework. He
applied a multilevel model to measure work-related groups’ impact by utilizing a sample
of questionnaires from 2,291 participants from 203 work locations, 119 companies, six
sectors, and 38 professions (Sommestad, 2018). Sommestad (2018) applied shared
features in work-related groups as factors of information security culture and concluded
that work-related groups impact employees’ information security behavior. The study of
Sommestad (2018) was also on information security policy compliance, just like this
research. However, in contrast to this research, Sommestad (2018) study is a quantitative
and survey research conducted in Sweden and with 2,291 employees from different sites,
firms and industries, and professions.
Kim and Kim (2017) studied the impact of compliance knowledge and support
systems on the cybersecurity compliance behavior, using TPB and IT relatedness theory.
After using TPB, the overarching framework revealed that compliance intention is
affected by compliance intention belief and social pressure. Compliance behavior is
affected by compliance knowledge in the active IT usage department and passive IT
usage department (Kim & Kim, 2017). The study of Kim and Kim (2017) was also on
information security compliance, just like this study. However, in contrast to this study,
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the research is a quantitative and survey research in Seoul, South Korea, with 975
employees of S-OIL, an energy company in South Korea.
Jalali, Bruckes, Westmattelmann, and Schewe (2020) explored why hospital
employees still click on phishing links using the TPB framework. The researchers
collected data from 397 responses from 397 participants and, during the analysis of data,
found out that the subjective norms, attitude, and perceived behavioral control (factors of
TPB) and the trust (trust in Information security and collective trust) have a positive
impact on compliance intention (Jalali et al., 2020). However, the authors also found out
that compliance intention has no significant impact on compliance behavior. The
employee’s workload determines the number of times the employees will click on a
phishing weblink (Jalali et al., 2020). The research of Jalali et al. (2020) was also on
information security policy compliance, just like this study. However, in contrast to this
study, the research of Jalali et al. (2020) uses a quantitative method and survey research.
Likewise, unlike this study, it took place in three hospitals in the eastern region of the
United States and on the web with 397 participants and three hospitals’ networks.
Humaidi and Balakrishnan (2018), in their quantitative study on management
support, users’ compliance behavior, and information security policies, utilized TPB as
the framework. The researchers collected data from 454 health workers in three clinics.
The researchers made a cybersecurity policy compliance model from TPB, self-efficacy,
management support constructs (from perceived behavioral control), and trust factors.
The model was then applied to test the relationship between factors such as management
support, self-efficacy, perceived trust, and user compliance behavior (Humaidi &
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Balakrishnan, 2018). Humaidi and Balakrishnan (2018) opined that the findings revealed
52.8% of the variation in user compliance behavior; all determinants were significant.
The management support had an indirect impact on user compliance behavior through
perceived trust and self-efficacy among the research participants. Humaidi and
Balakrishnan’s (2018) research was also on information security policy compliance, just
like this study. However, in contrast to this study, Humaidi and Balakrishnan (2018)
research is a quantitative and survey research conducted in Malaysia with 454 health
professionals and in 3 hospitals.
Transition and Summary
The purpose of my proposed study is to explore the strategies used by
cybersecurity leaders to enforce cybersecurity policies. Section 1 comprises the
introduction and foundation of my doctoral study. The section consists of the
background, statement of the problem, statement of purpose, nature of the research,
research question, and questions for the interview, conceptual framework, definitions,
and significance of the research. Furthermore, Section 1 comprises a discussion of the
assumptions, limitations, and delimitations of the study and concludes with a review of
the academic and professional literature.
Section 2 comprises detailed explanations of the research methodology chosen for
this doctoral study. The section outlines the researcher’s role, analysis of the participants,
analysis of the various research methods and design approaches, the types selected for
this study, population sampling, ethical research, data collection, organization techniques,
data analysis reliability, and validity. Section 3 will highlight an overview of the study,
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the study’s outcome, application to profession, social change implications, action
recommendations, future research recommendations, reflections, and conclusion.
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Section 2: The Project
The aim of the study was to research strategies that cybersecurity leaders utilize to
enforce cybersecurity policies in an organization. Section 2 comprises the role of the
researcher, participants, research methodology, research design, population and sampling,
ethical research, data collection techniques and instruments, data organization and
analysis, and reliability and validity.
Purpose Statement
The purpose of this qualitative study was to explore strategies used by
cybersecurity leaders to enforce cybersecurity policies in an organization. The study
population of the study was cybersecurity leaders—information system security officers,
cybersecurity managers, and chief cybersecurity officers—associated with the
enforcement of cybersecurity policies in three large organizations in southwest and
northcentral Nigeria. The implication for positive social change lies in the strategies
explored in this research leading to improved confidentiality of data, reduction in the
occurrence of breaches, enhanced integrity of personal information, continuous
availability of services, and the safety of life through improved cybersecurity compliance
and awareness.
Role of the Researcher
The investigator is the primary data collection instrument (Marshall & Rossman,
2016). As the researcher, I was the primary instrument for data collection for this
research. For this qualitative study, my role was to conduct interviews, collect data,
analyze findings, and present the results. I aligned with Walden University’s regulations
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by avoiding plagiarism, ensuring accuracy in my work, and striving for credibility.
Working with integrity and avoiding biases can be achieved by utilizing transparent and
methodological research, such as using an interview protocol.
An interview protocol offers uniformity of interview questions for all participants
and manages the researcher’s precision and data saturation (Castillo-Montoya, 2016).
Qualitative researchers use an interview protocol to ensure the research’s consistency and
dependability (Hoover, Strapp, Ito, Foster, & Roth, 2018). I asked all interviewees the
same set of questions in the same way to ensure accuracy and reliability in the interviews
and data that will be collected. The uniformity of the interview questions also aided me in
identifying data saturation. In conjunction with interview best practices and creating a
comfortable environment, I established a good rapport with each interviewee. Each
question was open-ended and semistructured and written in a conversational format. The
conversational format allows participants to feel more at ease and allows each participant
to speak more freely (Ajodhia-Andrews, 2016).
I explored strategies for enforcing cybersecurity policies. I have 17 years of
experience in IT and 12 years of experience in cybersecurity, which cuts across
information security, cybersecurity, networking, datacentre management, project
management, and general IT operations. I have worked in different IT roles in various
organizations across several industry sectors, such as aviation, manufacturing, education,
telecoms, IT, and an international organization. I have lived in Nigeria for over four
decades and am familiar with the country’s southwest and northcentral regions where the
firms are situated. Ethical honesty and sincerity are essential in qualitative research
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(Rolbiecki et al., 2017). I am currently an IT leader, and my personal experience in the
topic is my rationale for engaging in the study. But I do not work for the companies I
used as case studies; therefore, there was no personal predisposition and prejudice in the
research. However, I still ensured that my knowledge and bias did not affect my findings.
Bracketing is a method that researchers use to put aside their knowledge and experiences
to gain knowledge from the participants’ experiences (Sohn, Thomas, Greenberg, &
Pollio, 2017). Therefore, I used bracketing during interviews and ensured I do not add
my own bias to the study.
Ethical standards and protocols were also obeyed because the study involves
human subjects. The noncompliance of a researcher to technical and ethical standards
during data collection may lead to scrutiny (Vitak, Shilton, & Ashtorab, 2016).
Therefore, it is crucial to follow the Belmont report’s principles by aligning with ethical
standards such as respect for human subjects, beneficence, nonmaleficence, and justice
(Hammer, 2016; U.S. Department of Health and Human Services, 1979). These ethical
standards and protocols include respecting participants by seeking their consent (Biros,
2018). It was also essential to follow the guidelines of the Institutional Review Board
(IRB) of Walden University and get their approval before data collection. For this study,
I followed the Belmont report standards and the guidelines of Walden University.
Researchers are mandated to complete the protecting human research participants
training offered by the National Institutes of Health Office of Extramural Research
(Hammer, 2016). In line with the requirements, I have completed the training.
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It is impossible to remove bias entirely; however, a researcher can reduce bias
through interview protocols, data saturation, and member checking, using a personal lens
throughout the study’s data collection method (Fusch, Fusch, & Ness, 2017; Hoover et
al., 2018). I was transparent with the interviewees, utilized an interview protocol for
member checking, and used data saturation to reduce bias. I also viewed the data through
a personal lens and reviewed the data to ensure accuracy. The protection of data subjects
by de-identification is also a means of bias mitigation (Vitak et al., 2016), which I used to
do unbiased scholarly research.
Participants
Participants in qualitative research should meet the eligibility criteria to ensure
that the data collected satisfy the research objectives (Popescul & Jitaru, 2017; Roulston,
2018). The participants for this study were sampled on the criteria of experience and skill
limited to participants involved with enforcing cybersecurity policies. The cybersecurity
leaders included individuals who manage cybersecurity, information security, or network
security and manage the cybersecurity policies and information security awareness
training and programs for organizations. Other criteria I used for selecting participants
included participants’ experience in the enforcement or implementation of cybersecurity
policies and participants’ work and residence in southwest and northcentral Nigeria.
Participants were selected based on their years of experience in enforcing or
implementing cybersecurity policies.
Extensive screening of candidates can ensure that a multiple case study fits (Yin,
2016). To ensure participants satisfied the eligibility criteria, I contacted the gatekeepers
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of three organizations operating within southwest and northcentral Nigeria by e-mail. A
gatekeeper gives the researcher access to the participants (McFadyen & Rankin, 2016;
Peticca-Harris, DeGama, & Elias, 2016). After applying for IRB approval for data
collection from Walden University and receiving it, I sought participants who are
cybersecurity leaders with the gatekeepers’ assistance. Identifying the right participants,
informing participants of the research objectives, and convincing them of the need for
their participation are best practices of reaching participants (Maramwidze-Merrison,
2016). I identified potential participants from the list provided by the gatekeepers of the
three firms. Then I sent letters of invitation and consent form to potential participants
through the e-mail specifying the study’s goals and details. I explained the study’s
purpose to the participants to obtain their consent to participate in the study.
Data were collected using open-ended questions during the interview sessions and
reviews of the organization’s document. Interviewers can establish working relationships
with participants by building trust; however, the interviewer must refrain from
influencing the interviewee (Yin, 2016). I developed a good working relationship with
research participants involved by being transparent and trustworthy. Formal
communication and the right interactions can promote transparency (Bamu, Schauwer, &
Hove, 2016). My relationship with the participants was honest, respectful, and
transparent.
Research Method and Design
Qualitative research and multiple case studies were the selected research method
and design for exploring the strategies for enforcing cybersecurity policies. Qualitative
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research entails developing holistic comprehension (Boddy, 2016). Accordingly, multiple
case study research with several participants can be applied to develop a useful and highlevel knowledge body (Boddy, 2016). A multiple case study was suitable to develop a
detailed description of the strategies used by some organizations to enforce cybersecurity
policies. The data collected from organizations via semistructured interviews and the
examination of enterprise documents aided in understanding the strategies used by
cybersecurity leaders in enforcing cybersecurity policies.
Research Method
A research study can be quantitative, qualitative, or mixed-method research. The
qualitative method describes a phenomenon holistically, giving an in-depth explanation
of motivations, attitudes, and behaviors (Abildgaard et al., 2016), which develops a
detailed comprehension (Boddy, 2016). The qualitative method is beneficial for exploring
the existence of a phenomenon (Yin, 2018) and enables researchers to understand and
describe the participants’ actions (Peck & Mummery, 2017). The qualitative study
focuses more on why rather than on the phenomenon being studied and depends on
participants’ lived experiences to understand better the phenomenon (Christensen,
Robinson, & Simons, 2016). Therefore, the qualitative research method was more
suitable for this doctoral study because I explored the components of my research more
deeply and contributed useful data to my study, which was about exploring the strategies
for enforcing cybersecurity policies.
In contrast, quantitative research utilizes statistical testing and quantitative data
analysis and generally uses probability sampling techniques to generalize data (Visser et
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al., 2017). Quantitative researchers utilize experimental, quasi-experimental, and
nonexperimental correlational design approaches to study cause-and-effect relationships
among variables (King, Pullmann, Lyon, Dorsey, & Lewis, 2019). Researchers utilize
quantitative research techniques to conduct numerical or mathematical measurements
utilizing survey questionnaires. Quantitative research involves deductive and objective
inquiry process to generalize statistical findings and test hypotheses (Boeren, 2018). With
quantitative research, hypothesis testing and data analysis are done through statistical
methods and experiments (Kasdan, 2016). The quantitative researchers utilize
measurement or examination of relationships as the mechanism for data collection.
Consequently, the quantitative research technique was not suitable for this research study
because it did not require hypothesis tests, statistical tests, variables, numerical data, or
the validity or reliability measures.
The mixed-method integrates qualitative and quantitative research methods to
provide a fuller solution to problems (Gibson, 2017). The approach has the strengths of
the two methods and reduces the weaknesses of the two techniques (Venkatesh, Thong,
& Xu, 2016), integrating the two to a research instance (Venkatesh, Brown, & Sullivan,
2016). The mixed-method is more than merely combining qualitative and quantitative
methods (Abdalla, Oliveira, Azevedo, & Gonzalez, 2018). Though the mixed method
provides fuller and more significant data (Fusch et al., 2017), it costs more and takes
more time. Overall, the mixed methods research offers a broader scope and better grasp
of the subject matter to be studied compared to only one research method. However,
given that my research study did not require quantitative or empirical data but rather a
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qualitative semi and unstructured data, the mixed method was not appropriate for my
research study.
Research Design
This qualitative research project employed a multiple case study approach. The
multiple case study design approach was appropriate for this research to explore
strategies for enforcing cybersecurity policies focusing on participants and organizations
in southwest and northcentral Nigeria. The multiple case study design allows exploration
of skills, knowledge, and strategies (Marshall & Rossman, 2016), which is suitable for
capturing the rich quality, intensity, and variety of an inquiry from many perspectives
(Civitillo, Juang, Badra, & Schachner, 2019). The multiple case study also allows for
collecting data from documents, interviews, and observation (Yin, 2018). Thus, the
design provides a better research reproduction prospect and more convincing results
(Marshall & Rossman, 2016). The multiple case study approach is a practical approach to
exploring strategies for enforcing cybersecurity policies. It is always better to use a case
study to inquire about a phenomenon because it offers researchers various sources such
as interviews, documents, or observations.
Some other design approaches may have been suitable. Even though the case
study is the best approach, one potential approach was the phenomenological design
approach. The phenomenological approach is a thorough inquiry into the participants’
lived experiences (Bliss, 2016). In other words, the phenomenological design applies to
studies on the viewpoints of participants about a particular occurrence, such as their
individual experience about a phenomenon (Handwerker, 2018). Phenomenology
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involves a viewpoint from which a researcher can explore the crux of experiences
(Faronbi, Faronbi, Ayamolowo, & Olaogun, 2019). The phenomenological design might
have fit if my study was to study the lived experiences of participants. However, my
objective was to explore strategies for enforcing cybersecurity policies and not to study
participants’ lived experiences.
A second approach that could have been considered but was not applied is the
ethnographic design approach. An ethnographic research approach involves studying
social interactions by investigating shared patterns of beliefs, behaviors, and languages of
participants in the same cultural group (Thornham & Cruz, 2018). A significant feature of
ethnography is the research conducted on communities and groups seeking to observe
language, culture, practices, or ideologies shared among such groups (Mol, Silva, Rocha,
& Ishitani, 2017). The process of studying the cultural practices of respondents may
extend the duration of the study. This research was not aimed to observe a group’s culture
but to explore the strategies cybersecurity leaders utilize to enforce cybersecurity
policies.
Finally, a third approach I could have considered but did not utilize is the
narrative approach. The narrative design verifies persons’ stories as empirical knowledge
(Bruce et al., 2016). The approach could be utilized to determine or define a group of
persons’ experiences and how the social, cultural, and physical environment influences
and changes their practices (Haydon, Browne, & Van der Riet, 2018). A narrative
approach stands on storytelling, and it hinges on how respondents see themselves and
their experience of an occurrence or phenomenon (Kostov, Rees, Gormley, & Monrouxe,
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2018). A narrative design is applied to form a comprehensive chronological story based
on individuals’ experiences (Beverland, Gemser, & Karpen, 2017). This study aimed not
to tell a story but to explore the strategies cybersecurity leaders utilize to enforce
cybersecurity policies.
Data saturation was also an essential part of the study. Every qualitative study
needs to reach the point of data saturation where the collection of more data will not
result in a piece of new information concerning the research question (Lowe, Norris,
Farris, & Babbage, 2018). At the data saturation point, any further data becomes iterative,
and no new theme is realized (Kline, 2017; Thomas & Briggs, 2016). Data saturation is
achievable by employing member checking and data triangulation (Hagaman & Wutich,
2017). Therefore, to achieve data saturation within each organization and across them, I
collected data from multiple sources, utilized member checking, and employed data
triangulation within each organization. I did this by comparing the participants’ responses
from the semistructured interviews and extracting information from documents until no
new theme came up.
Population and Sampling
Population
The study population was cybersecurity leaders associated with the enforcement
of cybersecurity policies in three large organizations located in southwest and
northcentral Nigeria. The cybersecurity leaders included information system security
officers, cybersecurity managers, and chief cybersecurity officers. The study population
is selected based on their level of knowledge and expertise concerning the overarching
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research question (El-Masri, 2017; Malterud, Siersma, & Guassora, 2016). Therefore, the
study population was eligible participants from each organization who have the
experience and knowledge of enforcing cybersecurity policies in their organization.
The inclusion criteria included the participants who have been in the
cybersecurity field of enforcing cybersecurity policies. With the gatekeepers’ assistance,
researchers get access to the participants (McFadyen & Rankin, 2016). I got access to
participants through the gatekeepers to the organizations. I selected participants based on
their skill and experience in enforcing strategies for enforcing cybersecurity policies. The
study got limited to participants who are cybersecurity leaders involved in enforcing
cybersecurity policies. The study population was all possible cybersecurity leaders from
three firms. The selection of the population aligned with the purpose of the research. The
selection focused on all cybersecurity leaders (in the three organizations) who have the
experience and knowledge of the strategies for enforcing cybersecurity policies and have
useful data for the study.
Sample Method and Justification
Purposive sampling is a non-random sampling method that supports the deliberate
selection of the best-qualified participants (Etikan, Musa, & Alkassim, 2016). Sampling
techniques in research are either probability (random) sampling methods or nonprobability (non-random) sampling methods (Setia, 2016). Purposive sampling is a
suitable method for selecting qualified participants when multiple case study cases are
few (Etikan et al., 2016). This study required the most qualified participants, did not
require a random sampling, and the cases were few (only 3). Therefore, I used purposive
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sampling to select the best sample of the eligible participants to participate from the three
large organizations, representing the three cases of the multiple case study.
The sampling involves collecting and analyzing the data until data saturation is
achieved (Boddy, 2016; Van Rijnsoever, 2017). The sampling method I utilized is expert
purposive sampling, which involved selecting four of the most qualified participants per
organization for interview participation. According to Barratt, Ferris, and Lenton (2015),
expert purposive sampling is selecting a sample of experts who are experts in collecting
information in their fields of expertise. Selections made from expert purposive sampling
are knowledgeable, skilled, and experienced in a particular study (Gentles, Charles,
Ploeg, & McKibbon, 2015). The selected sample had the pedigree and knowledge of
cybersecurity compliance and enforcing cybersecurity policies. In line with McFadyen
and Rankin's (2016) expositions on gatekeepers and for data saturation, I utilized
gatekeepers to get the names of four of the most qualified participants per organization.
Also, I requested documents and data relating to organizational strategies, policies, risk
management, security education, training and awareness programs, etc. that helped me
assess and understand the strategies they utilize to enforce cybersecurity policies.
Sample Size and Justification
The sample size needed to achieve data saturation in a qualitative study should be
selected based on appropriateness or requirements. The limit of the sample will depend
on data saturation. Malterud et al. (2016) explained that the sample size needed to
achieve data saturation depends on the population sample, the interview quality, the
interview structure, and the participants’ experience and knowledge of the phenomenon
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under study. The appropriate sample size is imperative for planning and accountability
(Tobin, Nugroho, & Lietz, 2016), and it depends on the requirements of the study. The
sample size for this quantitative research was four participants per organization based on
the research eligibility criteria.
The sample size was part of the data analysis, as I compared every information
and identify the themes until I achieved data saturation across each firm. Boddy (2016)
explained that the attainment of the data saturation occurs when there is no identification
of a new theme after follow-up interviews. It is useful in the determination of sample size
in a qualitative study.
Data Saturation
Researchers gather data and analyze data until attaining the data saturation point
when any further data becomes iterative, and no new theme is realized (Kline, 2017;
Thomas & Briggs, 2016). Hancock, Amankwaa, Revell, and Mueller (2016) explained
that data saturation is the gold rating for qualitative research methodology. There will be
no need to collect extra data from the participating organizations at the point of data
saturation. Hagaman and Wutich (2017) explained that data saturation confirms the
collection of enough data for a holistic analysis of data. Data saturation gives the
qualitative researcher the green light to move to the next stage, the data interpretation
stage. By interviewing four cybersecurity leaders per organization, getting data from
them, and engaging them in member checking, I got all the interviewees’ data based on
the interview questions I asked them and achieved data saturation across the three
participating organizations. I employed data triangulation within each participating
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organization and across the three organizations (i.e., the 3 cases) by comparing the
participants’ interview responses and extracting data from documents until no new
information came up to achieve data saturation.
Ethical Research
In this qualitative research, I ensured the ethical protection of the participants’
data and privacy and ensured their informed consent respected their privacy and rights.
Ethical protection is vital in any research that involves human subjects or participants.
The informed consent form conveys the research objectives, data management, privacy,
risk, gains, and participants’ rights (Barnard, 2016). The main reason for consent in
research involving human subjects is the protection and advancement of the participants’
interest (Gelinas, Wertheimeir, & Miller, 2016). The participants have the right to decide
if they want to participate or not (Forster & Borasky, 2018). Participants could decide to
complete the consent forms before fixing and granting interviews (Santos et al., 2017).
IRB approval got obtained from Walden University before data collection began.
The IRB approval number is 08-07-20-0495060. I began the data collection after the IRB
approval. Before starting the data collection, in line with McFadyen and Rankin's (2016)
recommendations, I contacted the gatekeepers in the organizations to be studied and sent
consent forms through e-mail to the potential participants. The informed consent form
document contains the information about the intended research, ethical concerns, existing
risks, the participant’s right to decline the request or withdraw from the research, the free
will aspect of participation, and guidelines for the potential participant who wishes to
participate.
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Krajnović and Jocić (2017) explained that the informed consent form contains the
participants’ rights, information about the research, and guidelines on how to accept the
request to participate. I gave a reasonable explanation about the research’s objectives, the
duration, procedures, gains, and risks in the consent form. Though researchers need to
describe the research’s objective to the participants, the participant’s ethical protection
from risks is much more necessary (Ross, Iguchi, & Panicker, 2018). The researcher
owes the participants the ethical responsibility of protecting their data and privacy. It is
vital to practice confidentiality because it helps create a trust relationship between the
investigator and the participants. Ke (2016) explained that trust lessens the participants’
concerns about the risks that could arise from the study.
In ethical research, the protection of participants is the top priority. I let the
participants know they can voluntarily do their will. I informed them that they could
withdraw from the research whenever they like through the letter of consent. Participants
that withdraw will notify the researcher about their changed decision by e-mail.
Participants withdraw for several reasons. The Belmont report’s ethics provides all
participants the privilege to withdraw from the research whenever they want to. I ensured
compliance with ethical principles throughout the research by taking measures.
The participants’ ethical protection includes non-disclosure of any personal
information of the participants that may expose them or their organizations. I sought the
consent of every participant. I did not deceive, intimidate, or force them against their free
will. I respected their decision, even if they had decided to withdraw from the research
for no reason. I followed the ethical guidelines of Walden University and the Belmont
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report protocol to maintain high ethical standards, in line with Hammer's (2016)
recommendations that it is essential to follow the Belmont report and follow the IRB’s
guidelines.
I informed participants that they would not get any monetary incentives or
monetary benefits. Participants in this qualitative research did not receive any financial
incentive or monetary compensation. Researchers may provide monetary benefits in
some cases to entice the participants to participate in their study (Giles et al., 2016).
Monetary incentives can affect or influence participants’ behaviors in a qualitative study
(Giles et al., 2016). In this case, I did not utilize financial incentives to entice any of the
12 participants to participate in this qualitative research.
Yin (2016) explained that interviewers build better relationships with participants
by building trust. Therefore, I built a good rapport with the participants and explained
that their participation is voluntary but that the information they provide will equip
cybersecurity professionals and leaders with strategies for implementing cybersecurity
policies in their respective organizations.
The researcher respected the privacy, rights, and integrity of participants and the
firms studied. Singhal and Bhola (2017) explained that ensuring privacy entails
protecting participants’ identity in the research. To ensure ethical research, researchers
must protect the participants’ confidentiality and privacy (Singhal & Bhola, 2017).
Therefore, I informed potential participants by e-mail that I will encrypt their identities
with codes. I represented the participants with integers (e.g., Participant 1) and the firms
with alphabets (e.g., Organization A). I encoded the participants’ names, employers’
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names, and job titles to protect their privacy and identity. Lancaster (2017) explained that
the participants’ anonymity is necessary throughout the study. Afterward, the
interviewees could disclose some information that could cost them their jobs if the
researcher exposes their identity.
Lancaster (2017) opined that protecting the participants’ information with
encryption is the best practice for privacy and confidentiality. I protected the document
that has information about the participants and their companies with password protection.
I kept the document and research study data in a lockable USB drive. I keep the soft copy
of the research data another in another lockable USB drive and kept the hard copy
documents in a locked cabinet in my apartment in line with the suggestions of Lancaster
(2017). After five years, I will process the destruction of the research data according to
the suggestion of Ferreira, Buttell, and Ferreira (2015) that the copies should be gotten rid
of after five years. To destroy the study data, I will format the storage device that
contains the documents from the three organizations and all the data from the interviews
and member checking sessions and shred the hard copy documents.
Data Collection
This section discusses how data was collected and applied throughout the
research. Semi-structured interviews with open-ended questions were the primary data
collection method. The interview protocol guided data collection from the participants.
The interview protocol captured details such as the background, demographics, and job
position of the participant. The semi-structured interview was applied to develop a
holistic picture of how cybersecurity leaders enforce cybersecurity policies.
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Data Collection Instruments
I was the primary instrument for data collection, and I conducted semi-structured
interviews utilizing open-ended questions during the qualitative multiple case study.
Marshall and Rossman (2016) opined that the researcher is the primary instrument for
data collection. The methods I utilized for collecting data are semi-structured interviews
and a review of documents. I used a semi-structured interview with open-ended questions
to draw out data from twelve interviewees. According to Boyaci and Güner (2018), semistructured interviews allow participants to discuss their individual experiences.
Qualitative data get collected through in-depth semi-structured interviews, which
provides a holistic understanding of the research question (Ridder, 2017). I utilized openended questions to allow the interviewees to discuss the answers holistically. With the
application of semi-structured interviews, I explored the strategies that cybersecurity
managers utilize to enforce cybersecurity policies.
Semi-structured interviews utilize open-ended questions so that the qualitative
researcher can understand the participants’ experiences and more detailed responses from
them (Nebeker et al., 2016). Questions that are open-ended give participants a chance to
expound their responses and assess the research question. I conducted semi-structured
interviews with twelve participants, and each interviewee received open-ended interview
questions and probing questions. I ensured I aligned with protocol in conducting the
interview. I got the informed consent of the participants and reminded them before the
interview. I interviewed the participants with the interview questions in Appendix B.
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Dikko (2016) explained that an interview protocol is a set of rules and guidelines
for conducting interviews. By enhancing interview protocols’ reliability, qualitative
researchers could improve the data collected from interviews (Castillo-Montoya, 2016).
The interviews occurred on the phone and through virtual communication. I
recorded the interviews with the participants’ consent and got them transcribed after the
interview. I took notes during the interviews for the sake of data analysis. Qualitative
research entails data collection from interviews, written notes, and recorded tapes (Renz,
Carrington, & Badger, 2018). I gathered data by reviewing enterprise security policies,
program manuals for education, training, awareness, access controls, internet, electronic
mails, etc. I also collected data by reviewing organizational documents. The review
process helped me analyze the contents and identify key themes, elements, and patterns
that are significant in studying strategies for enforcing cybersecurity policies. The
enterprise document review assisted in gaining knowledge about the cybersecurity and
risk management policies, standards, and practices of the organizations studied.
After I completed the first interview, I conducted a follow-up interview for
member checking. Researchers allow participants to do member checking to evaluate and
validate their research findings (Iivari, 2018). Before the member checking, I listened to
the interview recording, read the transcripts, and summarized the interviews into bulleted
points. During the member checking, I discussed the bulleted summary in the follow-up
interview with the participants. I allowed them to validate, clarify, or expound the
interpretations to validate my understanding of what they had told me. I ensured the
participants review the summary of findings and data interpretations from the previous
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interview I had with them. I also ensured the participants clarify any unclear terminology
in the previous interview that may affect the data analysis accuracy. Birt, Scott, Cavers,
Campbell, and Walter (2016) explained that member checking allows participants to
evaluate, correct, expound, and approve the correctness of the information they had
shared during the interview. Member checking improves the integrity of findings, which
is the foundation of the quality qualitative study, validates the findings, and aids in
understanding the findings (Birt et al., 2016; Nelson, 2016). With the help of member
checking, the participants can evaluate, edit and validate the accuracy of my knowledge
and analysis of the participants’ responses, thereby enhancing the reliability and validity
of the research
Data Collection Technique
The data collection technique utilized by a qualitative multiple case study
comprises interviews and reviews of documents to have a comprehensive knowledge of
experiences or phenomena studied due to communication with the participants. The
researcher is the principal instrument for collecting data (Clark & Vealé, 2018). I took
note of assumptions that can hinder me from realizing objectivity in the research, being
the principal instrument responsible for collecting data. In line with the recommendations
of McFadyen and Rankin (2016), I sent out invitations to gatekeepers of the organizations
requesting for participants who will participate in this research. After receiving the details
of the participants, I sent out the consent form to the participants. The interviews
occurred on the phone and through virtual communication in a secure environment.
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It is essential to develop a good relationship with the participants and follow the
interview protocol, according to Dikko (2016). Bamu et al. (2016) explained that formal
communication and proper interactions yield transparency. Therefore there was
transparency, formality, and order. For instance, every participant will answer the same
number of questions. With the participants’ consent, I timed and recorded the interview,
according to the recommendation of Renz et al. (2018).
During the participants’ response to the question, I took notes and recorded the
interview with two recording devices in case of fail-safe backup in line with the
recommendations of Renz et al. (2018). When the participants gave a short answer to
some of the questions, they are meant to discuss in detail, and I asked them to elaborate. I
also gave them room to discuss any extra information, solution, or recommendation. Rich
content information is obtained through qualitative interviews because it allows
interviewees to express themselves freely (Pipa & Sirbu, 2016). Zhang, Kuchinke, Woud,
Velten, and Margraf (2017) explained that researchers could collect detailed information
from participants through interviews. After the interviews, I reviewed the notes I had
taken during the interview while the recorder recorded the participants’ speech. The
review helped me to understand the transcript of the interview better.
I asked the participants for a second interview to review the findings and
confirmed the integrity of the findings and information disclosed during the initial
interview. Iivari (2018) explained that the member checking method validates the
findings of a qualitative study. Member checking is a standard method for improving the
integrity of the findings of the research. Member checking allows the participants to
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check and validate the accuracy of the data collected from them during the interviews
(Nelson, 2016). Member checking happens when participants are asked by the
researchers to evaluate the collected data for correctness and resonance (Bacon, Lam,
Eppelheimer, Kasamatsu, & Nottingham, 2017). Birt et al. (2016) explained that
researchers ask participants to do member checking to evaluate, edit, and explain the
research findings. During the member checking, the participants could expound on the
interview findings (Ntinda, Ntinda, & Mpofu, 2017). I conducted a follow-up interview
for member checking. The participants were allowed to validate the data and clarify or
expound any unclear thing they mentioned during the previous interview.
In line with the recommendations of McFadyen and Rankin (2016), I contacted
the gatekeepers, and I reviewed with them the need for documents that will help me
assess and understand the strategies the firms utilize to enforce cybersecurity policies.
The discussion with the gatekeepers aided the process of collecting documents that
served as secondary data. I informed the gatekeepers so that the participants knew the
kind of documents I needed for review. I collected documents relating to organizational
strategies, policies, risk management, security education, training and awareness
programs, etc. The organizational documents enabled me to note the themes, patterns,
and elements applied to the strategies the firms use to enforce cybersecurity policies.
Collecting enterprise materials and strategies for enforcing cybersecurity policies helped
me obtain extra more data.
Through the process of data triangulation, I gathered data from different sources
and validated the research. Data triangulation involves gathering data from various
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sources to obtain a more detailed understanding and confirmed research (Abdalla et al.,
2018; El Hussein, Jakubec, & Osuji, 201). Conducting member checking and data
triangulation in a study ensures the data correctness (Bacon et al., 2017). Doing the
member checking and data triangulation leads to data saturation, which marks the end of
data collection (Hagaman & Wutich, 2017; Nelson, 2016; Thomas & Briggs, 2016). I
employed member checking and the process of data triangulation to ensure validity and
data saturation.
Data Organization Techniques
The development, organization, protection, and storage of data improves access,
management, and data regulation. Qualitative researchers utilize several data organization
techniques like a coding dictionary, naming of files, or logs of research for the
organization of data for easy tracking and control (Lasrado & Uzbeck, 2017). Reflective
journals documents events and experiences that take place during interviews and reviews
of the document. Cathro, O’Kane, and Gilbertson (2017) opined that researchers ought to
organize their research logs, labels, themes, and notes for easier access. Reflective
journals comprise opinions, personal views, sentiments, or feelings that could affect the
research result.
I created secured folders and utilized unique file names. I also labeled and
categorized documents concerning the respondents and institutions serving as case
studies for easier access, in alignment with the best practices listed by Lasrado and
Uzbeck (2017) and according to the recommendations of Cathro et al. (2017). I organized
and encrypted documents, interviews, and member checking scripts. I organized the
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documents in NVivo release 1.3 and will keep them in the cloud to ensure the safety of
the data according to the recommendation of Lancaster (2017). Adetoro-Adewunmi and
Damilola-Ajayi (2016) described NVivo as a qualitative data analysis computer software
package that makes manual tasks easy, thereby enabling investigators to explore
tendencies, discover themes, and make conclusions.
Organizational documents and notes, which are hard copies, are in a locked file
cabinet in my apartment. I organized, categorized, and labeled documents for easier
access, according to Cathro et al. (2017) recommendation. I kept a backup copy in a flash
drive. I encoded the data for confidentiality according to the recommendations of
Lancaster (2017). I will store all data (hard copy and electronic copies) for sixty months.
I will delete soft copy documents (encoded copies, e-copies, and documents in the cloud)
and destroy every hard copy document after five years, according to the recommendation
of Ferreira et al. (2015) that suggests that the copies should be gotten rid of after five
years.
Data Analysis
Researchers who engage in qualitative study ask open-ended questions to unravel
the answers to the questions and get a deeper understanding of a phenomenon
(Abildgaard et al., 2016). Hence the collection, organization, analysis, and interpretation
of data are important in research. I utilized the interview protocol in Appendix B during
data collection and then analyzed the data. Data compilation, disassembling the data, reassembling the data, data interpretation, and data conclusion are the five data analysis
stages (Yin, 2018). Data analysis gets improved with the aid of analytic procedures
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(Kerwin-Boudreau & Butler-Kisber, 2016). I employed methodological triangulation for
analyzing the data. Joslin and Muller (2016) opined that the main benefit of using this
technique is that integrating several data sources will help the research scholar reduce the
weaknesses in a data source.
The methodological triangulation is a suitable technique for data analysis to
enhance research validity and an improved understanding of the research findings. I
interpreted and analyzed the interview transcripts and reviewed the document in the
multiple case study with the method. Methodological triangulation uses several data
sources to improve the collection of detailed data to satisfy the research question
(Abdalla et al., 2018).
The use of methodological triangulation for carrying out multiple case studies
enhances data collection and analysis. The application of triangulation during multiplecase study research also enhances data and ensures that data is holistic (Abdalla et al.,
2018). After interviewing the participants, I also collected organizational documents
relating to cybersecurity policies, security education, training, and awareness documents
from the participating organizations.
Data triangulation involves gathering data at varying periods from various sources
to obtain a much more comprehensive explanation of the phenomena researched (Abdalla
et al., 2018). Therefore, data triangulation analyzes many data sources for a research
study to support research validation (El Hussein, Jakubec, & Osuji, 2016). The
documents provided by the participants were reviewed, interpreted, and coded. Data
triangulation takes place during the process of member checking to make sure of the
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accuracy during the analysis of data (Bacon et al., 2017). Data triangulation ensures the
authenticity of data (James, 2017). I used data triangulation to ensure the accuracy and
authenticity of data.
The data analysis method consisted of identifying themes from the data collected.
The qualitative data analysis ensures validity and reliability and possible descriptions
from the findings (Yin, 2016). The data analysis concentrated on unraveling the central
theme from the data collected. The analysis had to do with getting a holistic knowledge
of the data to be collected. These included reviewing the interview transcript and member
checking to have a comprehensive understanding of the data to be collected. I organized
the data gotten from the interviews and documents using codes and subjects, respectively.
I made a comparison of the different responses after transcribing the interview. I also
managed themes and similarities, identified and analyzed concepts and patterns, and
organized similar responses from participants into categories with the aid of NVivo
release 1.3.
NVivo is computer software that researchers use to efficiently analyze qualitative
data, thereby lessening their manual tasks and giving them more time to discover themes
and outcomes (Atkins, Woods, Macklin, Paulus, & Atkins, 2016). Adewunmi, Koleoso,
and Omirin (2016) applied NVivo to analyze transcripts of the interviews and the themes
gotten from the research on benchmarking barriers among Nigerian facilities
management. The analysis and organization of concepts and ideas designed for coding
will identify significant themes, ideas, or patterns.
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The thematic analysis aid the identification of pattern and themes across datasets
while explaining the phenomenon under inquiry. The analysis of themes also has to do
with familiarization with data, generation of initial codes, themes search and review
definition and naming of themes, and report generation (Billen, Madrigal, Scior, Shaw, &
Strydom, 2017; Wheeler & Mcelvaney, 2018). The thematic analysis method is
appropriate for the analysis of qualitative data (El Said, 2017). I studied the information
from the participants several times for familiarization, interpretation, and identification of
themes. The process of coding will be done by labeling significant words, sentences,
paragraphs, or sections. I used coding to produce themes for the analysis of data. Yin
(2016) utilized techniques for examining data in qualitative studies, including those with
multiple case study design approaches.
The technique of Yin (2016) involves analyzing data in different degrees, from
common to specific ones. The interviews’ analysis comprised the transcription of
interviews and the conversion of the data into text format. I utilized a coding scheme for
the data analysis. By combining significant codes, I generated general themes. The
themes are specific and given names that offered a comprehensive understanding of the
themes and the essence. I used axial coding by dividing interview transcripts into specific
phrases, words, or paragraphs after the preliminary open coding. Mohajan (2018)
described axial coding as analyzing significant categories, expanding, and connecting
sub-categories. Mohajan (2018) also described open coding to label and identify essential
words or phrases in an on-going process.
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With the organizational documents, I used a similar process. I dissected the
information into classes and subclasses, including recombining the data to reveal themes
that seem to be alike. I used NVivo release 1.3 to analyze data from the interview
transcript and organizational documents, using the coding methods to code and classify
the data. Maher, Hadfield, Hutchings, and De Eyto (2018) explained that NVivo is
applicable for analyzing content, word count, analysis of comparison, contexts,
componential analysis, and taxonomic and domain analysis.
Reliability and Validity
Reliability and validity are imperative for every qualitative research study.
Accurate data documentation is essential to make a qualitative study credible (Marshall &
Rossman, 2016). Reliability is a repetitive process based on consistent research
instruments with equal results (Posner, 2016). On the other hand, validity shows data
accuracy (Spiers, Morse, Olson, Mayan, & Barrett, 2018). Validity examines if the
researcher’s outcome reflects the participant’s thoughts, rather than questioning the
credibility of the participants’ responses to research questions (FitzPatrick, 2019). WongRiff et al. (2017) explained that validity develops data collection by analyzing the
content. Korstjens and Moser (2018) explained that for a study to be considered
trustworthy, reliable, and valid, researchers should consider the factors of dependability,
credibility, transferability, and confirmability.
Qualitative researchers employ the processes of confirmability, dependability,
transferability, and credibility to ensure the findings of the study are perfect and of high
caliber (Korstjens & Moser, 2018). Therefore, I ensured my data’s validity by employing
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confirmability, dependability, transferability, and credibility to ensure my findings are
complete.
Dependability
Dependability has to do with the consistency of research data over time (Forero et
al., 2018). Qualitative researchers document their actions for dependability (Forero et al.,
2018). Dependability defines the study’s factors of consistency and reliability (Forero et
al., 2018). Qualitative research is dependable if it is consistent with the same approach
and yields the same findings and outcomes (Forero et al., 2018). Member checking, pilot
testing, and review of transcripts enhance dependability. Research scholars must keep an
audit trail or reflexive journal comprising full, holistic documents of the procedures and
decisions that impacted the study (Korstjens & Moser, 2018).
The audit trail or reflexive journal portrays transparency as it allows a future
research scholar to trail the path of a researcher’s previous study. When the pattern
generates the same findings, the research is dependable (Forero et al., 2018). Forero et al.
(2018) opined that a dependable research study is reliable and valid.
To improve dependability, I transcribed the research findings and analyzed the
data. I gave the participants the chance to examine my interview interpretation for
additional recommendations to support the data. I also involved participants in member
checking in checking the degree to which the study’s findings are dependable. I
employed member checking to validate the data from the main interview is accurate and
dependable. Member checking enacts dependability in the research (Nowell, Norris,
White, & Moules, 2017). Member checking ensures that the researcher’s findings and
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outcomes reflect the information that the participants gave to the researcher (Nowell et
al., 2017). In other words, by utilizing member checking, researchers allow participants
to evaluate and affirm the accuracy of the researcher’s study findings.
The implementation of an audit trail or reflexive journal enhances the
dependability of the study (Forero et al., 2018). In other words, by leaving behind an
audit trail or reflexive journal in the form of a set of complete and holistic procedures on
techniques, processes, and conversations with participants, future research scholars can
trail that particular path to research with similar findings (Korstjens & Moser, 2018). I
left an audit trail and reflexive journal by keeping documentation of the research and
documentation procedures of all the phases of data collected from the interview and
member checking, analyzed, and interpreted, done to enhance the research’s
dependability.
Credibility
Credibility is the trustworthiness and believability of the research findings
(Nelson, 2016; Twining et al., 2017). In other words, credibility is the confirmation of the
data (Bengtsson, 2016). Credibility is the degree of integrity and accuracy in recording
the data (Marshall & Rossman, 2016). Credibility makes sure the findings of the research
aligns with the objectives of the research. Credibility also signifies that the participants
are the core agents in the research (Nelson, 2016). To enact credibility, researchers use
the methodological triangulation of data to generate equivalent findings that are full and
trustworthy. Accurate documentation is essential to the credibility of qualitative research.
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I contrasted and compared participants’ various responses to recognize the variances and
similarities between themes, data sources, and links to the study.
Data triangulation and member checking are useful in ensuring the data’s
credibility and authenticity (James, 2017). I used data triangulation during the interviews
and collection of documents obtained from the participating organization. While I also
used member checking to make sure my research is credible. I also used methodological
triangulation for the organization and analysis of the data. Triangulation is an essential
aspect of a qualitative study. I applied triangulation to get supporting evidence from the
data to be collected through interviews and the document review to ensure that the data
collected from many sources satisfy the research question and draws a meaningful
outcome. To ensure credibility, I documented the data precisely. Precise documentation is
essential to the credibility of the study. I did not add my thoughts to the research findings.
Transferability
The transferability of research refers to how the study is transferable to another
research (Forero et al., 2018). In other words, transferability implies a researcher’s ability
to act and transfer the findings to another context (El Hussein et al., 2016).
Transferability involves getting dependable findings that are transferable to other
contexts (Marshall & Rossman, 2016). Transferability is another critical factor of
reliability in a qualitative study. Connelly (2016) opined that qualitative researchers could
improve transferability by using quality content and precise explanations, locations, and
open-minded and trustworthy participants.
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I precisely documented observations, which included recorded assumptions. I also
discussed the methods I used in the research study. I discussed participants’ selection,
interpretation of data, and how I reported findings. Having a comprehensive reflexive
journal, a research method report can help other researchers decide transferable research
findings and apply the findings for a future research study. An accurate report of the
research will offer transferability to other researchers. Patino and Ferreira (2018)
supported the possibility of transferability based on the knowledge that investigators offer
sufficient data for other investigators to transfer findings.
Confirmability
Confirmability in qualitative research refers to the extent to which various
reviewers could verify the interpretation of the research findings from a particular
viewpoint (Morar et al., 2016). In other words, confirmability refers to the extent to
which other researchers could verify the meaning of the research findings (Patino &
Ferreira, 2018). For confirmability to be improved, there should be a review of themes by
study group members (Morar et al., 2016). Confirmability also has to do with how the
data is presented (Amankwaa, 2016; Bengtsson, 2016). The outcome should always
reflect the participants’ responses. I documented my observations throughout the
research, thereby contributing to the confirmability of the data for presentation. To affirm
the findings’ accuracy and quality, I utilized triangulation to contrast and compare
findings obtained from analyzing interviews and reviewing documents from the
organizations.
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Data Saturation
The process of data saturation enhances the caliber and content validity of a study.
Without it, the caliber and validity of the study will be unconfirmed. Data saturation is
reached in a qualitative study when the investigator has gathered sufficient data, and any
additional data will not impact any change (Malterud et al., 2016; Tran, Porcher,
Falissard, & Ravaud, 2016). At that point of data saturation, any further information
becomes repetitive, as there is no discovery of a new theme (Kline, 2017; Thomas &
Briggs, 2016). Data saturation is achievable by getting data from multiple sources
(Hagaman & Wutich, 2017; Nelson, 2016). Therefore, to achieve data saturation, I
employed data triangulation within each case (organization) and across the three
organizations (i.e., the 3 cases) by comparing the participants’ interview responses and
extracting information from their documents until no information is collected. I also
ensured data saturation by selecting participants through the process of purposive
sampling and by member checking.
Transition and Summary
In Section 2, I further emphasized the purpose of my project by re-stating my
purpose statement. I provided information on my project, indicating that my research
aimed to explore the strategies used by cybersecurity leaders to enforce cybersecurity
policies. I also discussed my role as the researcher and discussed the participants. I also
discussed further on the research method and design approach of my proposed project. I
employed a qualitative research method with three firms as multiple case studies, and I
utilized purposive sampling to choose the participants I used to achieve data saturation.
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The process of collecting data was in two phases. Data was collected using semistructured interviews on the phone, and through virtual communication, from the review
of documents provided by the companies. The data collected was analyzed and organized
in NVivo release 1.3. I used methodological triangulation across the different sources of
data to ensure data saturation. I analyzed the population and sampling for the study, and I
analyzed the techniques of data collection, data organization, and data analysis for my
research. I also did a description of my function as the primary data collection instrument.
I also discussed ethical research, IRB requirements, and how I will follow the Belmont
report’s ethical guidelines while carrying out my research and avoiding bias. In this
section, I also discussed how I would address reliability and validity with member
checking. In Section 3, I progressed and finished the research by presenting an overview
of my study, the research outcome, the application to practice, social change implications,
action recommendations, future research recommendations, reflections, and research
conclusion.
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Section 3: Application to Professional Practice and Implications for Change
Grounded in TPB, this qualitative case study explored the strategies cybersecurity
leaders utilize to enforce cybersecurity policies. Section 3 comprises an overview of my
study, the research outcome, the application to practice, social change implications,
action recommendations, future research recommendations, reflections, and research
conclusion.
Overview of Study
The purpose of this qualitative multiple case study was to explore strategies used
by cybersecurity leaders to enforce cybersecurity policies in an organization. The data
came from semistructured interviews via phone and virtual conversations conducted with
12 research participants based in southwest and northcentral Nigeria. There were 20
documents collected and analyzed on organizations’ cybersecurity strategies and policies,
risk management strategies, security education, training, and awareness programs
provided by the study participants or referred by them. All participants had experience
working on enforcing cybersecurity policies. I utilized member checking and data
triangulation to increase the validity of the findings from the research. The results
comprise four major themes—security awareness and training, communications,
technology control, and management support—which characterize the strategies that
cybersecurity leaders use to enforce cybersecurity policies in organizations.
Presentation of the Findings
The overarching research question of this study was, “What strategies do
cybersecurity leaders use to enforce cybersecurity security policies in an organization?”
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As a result of data collected from the three participating organizations through interviews
with 12 participants from the three cases and reviewing the 20 documents provided by the
participants, four main themes emerged. The themes are security awareness and training,
communication, technology control, and management support. The participants’ names
and participating organizations were encrypted. For quick identification and
understanding, the encrypted PyCz code was used to identify the participants and
participating organizations. The letter P stands for the participant. The letter C stands for
the participating company, and y and z are the integers indicating the interview’s order.
References in the tables also represent each theme’s frequency of occurrence, and the
count represents the number of documents and participants supporting each theme.
Theme 1: Security Awareness and Training
Security awareness and training emerged as the first theme from the case study of
the three organizations. This theme indicates that before enforcing a cybersecurity policy
in an organization, security awareness and training must be in place. Employees must be
educated and trained on their security responsibilities and must be made aware of security
risks. In every organization with cybersecurity policies, security awareness and training
programs play a critical role in implementing the policies. Without security awareness,
cybersecurity leaders may not be able to enforce cybersecurity policies effectively.
Cybersecurity leaders use security awareness and training programs as an effective
strategy to implement and implement cybersecurity policies.
The results from the interviews and member checking of participants supported
the security awareness and training theme. All 12 participants from the three participating
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organizations asserted that they utilize security awareness and training to enforce
cybersecurity policies in their respective organizations (see Table 3). P1C1 explained that
his organization uses security awareness and training to get their employees trained and
security-aware to comply with their organizational cybersecurity policies. P1C1 stated
that, as cybersecurity leaders, they train and educate their employees on their
organizational cybersecurity policies, the existing security risks, recent security breaches,
current industry cybersecurity trends, and their security responsibilities in ensuring the
security of their organization’s cyberspace.
Table 3
Frequency of First Major Theme
Participants
Count

Major theme
references
Security awareness 12
and training

References

Documents
Count

References

197

16

51

Participants noted the ranking of security awareness as a strategy for enforcing
cybersecurity. P2C1 explained that security awareness and training strategy is the best
strategy for enforcing cybersecurity policies. P4C2 noted that security awareness and
training comes first before any other strategy. P3C1, P4C1, P1C2, P3C2 agreed that the
security awareness and training strategy is the best strategy among all the strategies for
enforcing cybersecurity policies. However, the other seven participants rate security
awareness and training strategy as an effective strategy on the same scale as the
remaining three strategies for implementing cybersecurity policies.
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Most participants stated the importance of security training. P3C1 noted that
security awareness and training strategy sensitizes their employees on the cybersecurity
policies, what the security policies say, and why they should follow the security policies.
P1C2 also explained that their security awareness and training sensitize their employees
on the cybersecurity policies and educate them on the proper and acceptable
cybersecurity attitude and culture they should exhibit regarding organizational data,
assets, and resources. P1C3 explained that if employees do not know why they instructed
them to follow specific cybersecurity guidelines, they will not understand why they need
to comply with the cybersecurity policies. P4C1 further explained that security awareness
makes the employees aware of why the cybersecurity policies are in place and aids the
employees know the purpose of the cybersecurity policy and understand the security
benefits of having the cybersecurity policy in place and their security obligation to
implement the cybersecurity policy.
The participants shared their methods for training employees on cybersecurity.
P1C1 said that his organization utilizes induction programs, continuous e-learning, and email awareness to educate their employees on cybersecurity, security risks, and
cybersecurity policies. P2C1’s organization utilizes induction training programs
organized by their human resources, e-mail awareness, and phishing campaigns to
educate their employees on their cybersecurity policies and the need for cybersecurity
compliance. P1C2’s organization uses classroom-based training, instructional programs,
webinars, and Zoom meetings for security awareness and training, as well as educational
materials and videos. P2C3’s organization conducts security awareness and training using
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online computer-based training courses. Similarly, P3C3’s organization uses weekly
SMS and e-mail alerts for awareness, does quarterly computer-based security awareness
training programs, and has an information security week once every year. In the same
vein, P4C3’s organization does cybersecurity courses and use online training sites to train
their employees. P2C1 also noted that his cybersecurity team had tailored security
awareness and training to suit their organization’s various roles:
For instance, somebody sends a mail to you. If you are not sure of it, delete it. If a
suspicious sender sends you a mail with an attachment or link, don’t click on the
attachment or the link. delete the message. Or If you come work and see a flash
drive on your system, find out why it is there if you did not plug it.
All 12 participants also noted that their organization uses assessment as part of
their security awareness and training strategy to measure their employees’ cybersecurity
policy compliance while enforcing cybersecurity policies. P4C1 noted that their employer
does security awareness tests as part of their security awareness training and education.
P1C1 stated that “We review our employees’ cybersecurity policy compliance through
the security awareness tests and assessments we conduct during our quarterly security
awareness programs.” Similarly, P2C1 explained that his organization conducts security
awareness assessments for the employees to ensure that they are adhering to the
cybersecurity policies and examine how serious they have taken security awareness
training. Both P1C1 and P2C1 attested that security awareness assessments are used by
organizations to review employee cybersecurity compliance. P2C1 further explained that
they sometimes create and send out simulated phishing e-mails to everybody to test their
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cybersecurity compliance level and their familiarity with their industry’s current
cybersecurity trends. P3C1 also stated, “from time to time, we send out simulated
phishing e-mails to all staff to examine their level of cybersecurity policy compliance and
knowledge of cybersecurity risks.” P3C1 explained that their security awareness
assessments are brief and concise so that their employees do not spend too much time
taking the tests. P1C1 and P2C1 said that their cybersecurity team reviews their
employees’ cybersecurity compliance through security awareness programs every quarter
of a year; P1C2, P2C2, and P3C2’s organization reviews its employee cybersecurity
compliance every 2 years; and P2C3, P3C3, and P4C3’s organization reviews its
employee cybersecurity compliance every year.
Documents from the participating organizations also support the security
awareness and training theme. Out of the 20 documents reviewed, 16 of them validated
the security awareness and training theme, enhancing the theme’s reliability and validity.
The 16 documents include documents from the three participating organizations on
security awareness, risk management, cybersecurity policies, and risk-based
cybersecurity framework. The documents on cybersecurity policies reveal the security
awareness procedures, security responsibilities of the employees, security responsibilities
of the organizations’ cybersecurity leaders, and the security awareness and training
programs. The security awareness documents contain detailed information and guidelines
on data privacy and security tips for the organizations’ employees and stakeholders. The
document on risk management provided details on the organization’s awareness
objective, awareness benefits, and awareness impact. The document on risk-based
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cybersecurity framework provides details on cybersecurity awareness control as a
cybersecurity resilience strategy, guidelines on cybersecurity awareness training, and
cybersecurity awareness as a continuous security monitoring strategy. The documents
show comprehensive details on the security awareness and training theme and support the
participants’ responses.
Current scholarly literature also supports the security awareness and training
theme as a best practice. For example, research has shown that awareness of
cybersecurity policies yields employee cybersecurity compliance by changing
employees’ attitudes and behaviors to prevent security risks (Belanger et al., 2017; Cong
et al., 2017; Torten et al., 2018; Yazdanmehr & Wang, 2016). Training employees on
cybersecurity aids the management of cyber threats (Bartnes et al., 2016; Miranda, 2018),
as cybersecurity awareness and cybersecurity policy awareness significantly impacts
employees’ attitudes toward compliance (Bauer & Bernroider, 2017; Park et al., 2017a).
Bauer et al. (2017) recommended that organizations customize security awareness and
training programs based on their employees’ skill level and area of responsibility.
Therefore, security awareness and training is an important part of organizations’
cybersecurity policies and should frequently occur to improve security awareness
(Gerhold et al., 2017; Mamonov & Benbunan-Fich, 2018; Safa et al., 2016).
Further, research has indicated that cybersecurity security awareness strategy is a
best practice utilized to safeguard sensitive data. Hatfield (2018) demonstrated that
security awareness reduces the occurrence of social engineering attacks. Similarly, KiAries and Faily (2017) explained that insufficient security awareness and lack of right
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employee attitude and behavior lead to a higher risk of security breaches. Manworren et
al. (2016) explained that security awareness and training positively affect employees’
cybersecurity policy compliance and reduce organizations’ security incidents. Security
awareness and training programs are needed to train, educate, and enable employees to
understand cybersecurity policies (Flowerday & Tuyikeze, 2016).
The security awareness and training theme also directly aligns with the conceptual
framework of the study, the TPB. The TPB framework supports the security awareness
and training theme because security awareness aligns with the attitude-toward-behavior
construct of TPB. For example, Belanger et al. (2017) used the TPB framework and
discovered that security awareness positively impacts attitude toward behavior in their
study. The theme is also consistent with Dang-Pham et al.’s (2017) research grounded in
the TPB framework on the reason why employees share information security knowledge
and found out that employees having a better attitude towards security behavior,
influenced by security awareness, tend to share security advice with others. The security
awareness theme is also consistent with the results of Bauer and Bernroider (2017), who
applied the attitude toward behavior construct of the TPB in their study on cybersecurity
compliance in a large European banking organization and found out that security
awareness influences the attitudes toward behavioral compliance of the employees. In
summary, the attitude-toward-behavior construct of TPB encourages security awareness
and training.
The interviews, member checking, and document review triangulation validated
the importance of security awareness and training. The current and existing literature also
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further validated the security awareness and training theme, as it aligns with the
literature. Lastly, the TPB framework also supports and encourages the use of security
awareness and training.
Theme 2: Communication
Communication emerged as the second theme from this case study of three
organizations. This theme shows that a communication strategy must be in place for
cybersecurity policies to be enforced in an organization. Communication is essential to
get the buy-in of management and employees at all levels. Cybersecurity leaders must
communicate cybersecurity policies, security risks, and security updates to their
management, and management must communicate with employees before cybersecurity
compliance. The cybersecurity leaders ensure that employees have read, understood, and
agreed to abide by the policy. If there is no communication, the management and
employees cannot understand the cybersecurity policies, not to mention align with it.
Hence, communication is crucial for the enforcement of cybersecurity policies in an
organization.
The findings from the interviews and member checking of participants supported
the communication theme. All three organizations’ participants asserted that
communication is one method they utilize to enforce cybersecurity policies (see Table 4).
P1C1 explained that the management communicates the security risks, policies, and
updates to the employees through its human resources department. P1C1 said that his
cybersecurity team also communicates to all staff what their organizational cybersecurity
policies are all about, the existing security risks, and their security responsibilities in
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ensuring their organization’s security. P1C1 also mentioned that his organizations have a
CISO who develops cybersecurity policies and communicates them to executive
management. P3C1 noted that communication strategy enhances the employees’
understanding of the cybersecurity policies and why they need to comply. P4C1
explained that the purpose of cybersecurity policy and its benefits are communicated to
the employees to understand the cybersecurity policies and comply with them. P1C1,
P2C1, P3C1, and P4C1 agreed that communication is one method their organization uses
to enforce cybersecurity policies.
Table 4
Frequency of Second Major Theme
Participants
Count

Major theme
reference
Communication 12

References

Document
Count

References

64

17

52

Participants offered different ways that cybersecurity is communicated with
employees. P1CI explained that broadcasting the cybersecurity policy updates, risks, and
awareness is done continually through e-mail. P1CI explained that when his
cybersecurity team observes a cybersecurity risk happening in the industry, they send risk
updates through e-mail to their employees. P1CI also mentioned that they also
communicate every change in cybersecurity policy to their employees. P1C1, P2C1,
P3C1, P4C1 agreed that their organization uses communication via e-mail to enforce
cybersecurity policies. In the same vein, P1C2, P2C2, P3C2, and P4C2 agreed that their
organization communicates to its employees via e-mail, web portal, and virtual

117
communication. Similarly, P1C3, P2C3, P3C3, P4C3 agreed that their organization
communicates to its employees through SMS and e-mail.
Documents from the participating organizations also support the communication
theme. Out of the twenty documents reviewed, seventeen of them validated the
communication theme, as seen in Table 4, and were used to achieve triangulation,
enhancing the communication theme’s reliability and validity. The seventeen documents
include documents from the three participating organizations on cybersecurity policies,
communication strategies, and communication on cybersecurity tips. The documents on
communications on cybersecurity tips reveal detailed security tips for the organization’s
employees and stakeholders.
The documents on cybersecurity policies highlighted communication strategies
and security information on the safekeeping of assets, acceptable use of e-mail
messaging, disposal of information, data encryption, monitoring, data protection, backup
restore and archives, antivirus policy, control against mobile and malicious codes,
electronic channels, personal handheld devices, and official mobile devices. The
documents show comprehensive details on the communication theme and support the
responses of the participants.
Current scholarly literature also supports the communication theme as a best
practice. Niemimaa and Niemimaa (2017) explained that companies communicate their
cybersecurity policies and the consequences of non-compliance to their employees.
Curran (2015) also demonstrated that broadcasting the policies and the penalties to
employees are part of the strategies organizations utilize to enforce cybersecurity
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policies. Dhillon et al. (2016) explained that security values and goals communicated can
lay the foundation of cybersecurity compliance and culture.
Ki-Aries and Faily (2017) suggested that communicating cybersecurity policies in
innovative ways can enhance cybersecurity policy compliance. Da Veiga and Martins
(2017) also listed cybersecurity culture communication as one of the best practice
strategies for implementing cybersecurity policies. Flowerday and Tuyikeze (2016) also
opined that organizations utilize the communication of security notices, newsletters, and
posters to employees to stimulate cybersecurity policy awareness and compliance. Torten
et al. (2018) also supported the evidence of communication of acceptable cybersecurity
practices to ensure that employees are cybersecurity-compliant, fully aware, and educated
on security risks, to avoid compromising confidentiality and integrity, and availability of
data in organizations.
Cybersecurity leaders communicate the management’s organizational
cybersecurity expectations to their employees. The cybersecurity executive
communicates and gets the word out to their employees. The cybersecurity managers
tailor the communication towards security risks from daily activities rather than just the
likelihood of occurrences, thereby imparting more understanding and awareness of
security risks (Pham, Pham, Brennan, & Richardson, 2017). Cybersecurity executives
have the responsibility of helping the employees to understand their cybersecurity
policies. The cybersecurity leaders’ approach is to make the cybersecurity policies
succinct, clear, consistent, and meaningful and to describe behaviors and attitudes that are
acceptable or unacceptable regarding cybersecurity (Pham et al., 2017).
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Cybersecurity leaders develop down-to-earth security reference materials for
communicating security knowledge to their employees. The cybersecurity leaders should
also update the security guidelines in their employee handbook. While communicating to
employees, the cybersecurity chiefs ensure that their cybersecurity presentations and
campaigns are down-to-earth, friendly, and applicable to a real-life scenario to win them.
In other words, in enforcing the cybersecurity policies, the cybersecurity executives
ensure they don’t only communicate compliance but also make the cybersecurity policy
enforcement process enjoyable, satisfying, and attractive to the employees (Pham et al.,
2017).
Corporate cybersecurity chiefs implement incident response programs for
communication of incidents response. Cybersecurity leaders acknowledge and
communicate security breaches. Cybersecurity leaders update security policies and
communicate them to their employees through e-mails, memos, and posters. Similarly,
cybersecurity executives apply strategies such as having cybersecurity workshops for the
communication of security education. In the same vein, Cybersecurity leaders also utilize
cybersecurity help desk for communication and quick resolution of cybersecurity
incidents (Pham et al., 2017).
Communication directly aligns with the conceptual framework of the study, the
TPB framework. Communication aligns with the attitude toward the behavior construct
of TPB. In other words, the TPB framework supports the communication theme because
communication aligns with the ‘attitude towards behavior’ construct of TPB. A favorable
attitude towards cybersecurity policies gives a corresponding good intention to comply
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with cybersecurity policies (Menard et al., 2017). In theory, communications influence
employees’ behavioral intentions (Belanger et al., 2017). Belanger et al. (2017) used the
TPB in their research on information security policy compliance and found out that
communication positively impacts employees’ attitudes towards policy compliance.
Belanger et al. (2017) opined that communication affects employees’ attitudes
towards policy compliance in their study, grounded in the TPB framework. They used
survey questionnaires to measure the relationship between communication and attitude
towards cybersecurity behavior. Pham et al. (2017) also examined the TPB framework in
their study on information security and people in which they interviewed 23 participants
from personal contacts, Facebook, and LinkedIn, and discussed how communication
influences compliance intention and actual cybersecurity policy compliance.
The triangulation of the interviews, member checking, and document review
validated the importance of communication. The current and existing literature also
further validated the communication theme, as it aligned with the literature. Lastly and
finally, the TPB framework also supports and encourages the use of communication.
Theme 3: Technology Control
Technology control emerged as the third theme from the case study of the three
organizations. The emergence of the technology control theme indicates that its role in
the implementation of cybersecurity policies in organizations. Cybersecurity executives
emphasize that using people and process strategies to enforce cybersecurity policies is not
enough; technology must be applied. In implementing cybersecurity policies,
cybersecurity leaders utilize technology to monitor, check, and execute cybersecurity
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compliance. Organizations employ security information and event management, security
event and incident management, firewalls, antivirus, intrusion detection system, access
controls, intrusion prevention system, vulnerability assessment, penetration testing, data
loss prevention software, and many other technical monitoring, audit, and compliance
check tools to implement cybersecurity policies.
The results from the interviews and member checking of participants supported
the technology control theme. All three organizations’ participants mentioned that their
organizations employ technological monitoring, auditing, and compliance tools to
monitor, check, and enforce cybersecurity compliance (see Table 5). P1C1 explained that
his organization uses technology to secure their data, infrastructure, user access, remote
access, etc. P2C2 also noted that their organization uses technology tools such as
firewalls, the antivirus system, all the devices network access control to enforce
cybersecurity policies.
Table 5
Frequency of Third Major Theme
Major theme
references
Technology

Participants
Count

References

Document
Count

References

12

188

16

85

P1C1 also explained that his organization uses the technology tools and solutions
to ensure that they are on top of security threats, mitigate threats, and be aware of their
cyber risks. P1C1 noted that his organization uses technology tools like a web application
firewall to enforce its cybersecurity policies that prevent user access to prohibited
websites. P1CI explained that his cybersecurity team has technical solutions that prohibit
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unauthorized user access to data and restrict unwanted mails like phishing e-mails. P1C2
also noted that their organization use firewall and monitoring tools to enforce
compliance.
Automated monitoring systems are often used by organizations to monitor their
employees’ activities (Flowerday & Tuyikeze, 2016). P2C1 also explained that their
organization utilizes technology to enforce cybersecurity policies using technologies that
monitor and check user access, remote access, and user privileges. P2C1 explained that
his cybersecurity team utilizes access monitoring tools to monitor access. P2C1 noted
that his cybersecurity team uses technology to manage privilege access, collect logs for
reviews, and check their employees’ cybersecurity compliance. P2C1 cited an example of
network segmentation that his cybersecurity team uses to restrict user access and
privileges. P2C1 stated that “Only authorized users with rights and authorization can
access some servers and data.” P2C1 also explained that his cybersecurity team utilizes
data loss prevention solutions to monitor user access and prevent data loss.
P3C1 also discussed their organizations use technology to restrict phishing mails.
P3C1 also explained how her organization uses firewall technology for threat analysis
and for monitoring their employees. P3C1 opined that their organization uses technology
such as an identity service engine for authentication of employees. P3C1 also mentioned
that his cybersecurity team uses security posturing technology that prevents employees
from accessing their network if their system is not secured but accepts them after their
system is secure with the latest patches. P4C1 also explained that their organization uses
technology for monitoring, auditing, compliance checking, and cybersecurity compliance
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enforcement. P4C1 explained how their organization uses technology to monitor the
security posture of their network. P4C1 also explained how his cybersecurity team uses
technology to monitor all the activities on their database servers to ensure no
unauthorized activity.
P4C1 also explained how their organization uses technology, such as an integrity
monitoring solution that monitors changes or modifications on the servers’ file systems.
P4C1 also explained using technology tools such as security information and event
management software to monitor their network and collect log reports. P4C1 also
explained that their organization uses a technical network tool that scans every activity in
their internal system with complete visibility. P4C1 explained that technology is utilized
to prevent cyber-attacks from attacking their organization, thereby helping them stay
protected and cybersecurity policy compliant.
Another technology tool that organizations utilize in enforcing cybersecurity
policies is data loss prevention software. All twelve participants explained that data loss
prevention software is a technology tool they utilize to enforce cybersecurity compliance.
P1C1 explained that his organization utilizes a data loss prevention tool to mitigate
security threats. P3C2 also explained that his organization employs a data loss prevention
tool to check the security risk of e-mails before they send them. Data loss prevention
prevents the cyber exploitation of data and hardens the cybersecurity of organizations.
P3C3 and P4C3 agreed that their organization uses data loss prevention to curb against
data leakage in ensuring that its employees don’t release confidential information.
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P2C3 noted how technology plays a role in enforcing cybersecurity policies, using
an example of password policies. P2C3 explained that some configurations get done at
the network level and application before password policies get implemented. P2C3
discussed the value of technology while explaining that if people and processes are taken
care of, and technology is left out, the cybersecurity policy implementation process will
fail.
P4C2 noted that his cybersecurity teams use technological tools such as firewalls
access controls, patching programs, antivirus systems, two-factor authentication,
monitoring tools, detective control, and preventive control to enforce cybersecurity
policies. Similarly, P3C3 opined that his cybersecurity team utilizes technology such as
firewalls, antivirus, endpoint detection and response systems, security evident, and event
monitoring systems to enforce cybersecurity policies. P3C3 explained that his
cybersecurity team uses the monitoring technology tool for auditing and logging and
ensures that employees are aware that they monitor and track their activities.
P4C3 explained that his cybersecurity team uses endpoint detection and response,
cisco devices, checkpoint, and other different technologies. P3C3 noted that his
organization uses technology to implement cybersecurity policies by implementing
automated and technology controls such as endpoint detection and response, data loss
prevention, firewall, database activity monitoring, technical security tests, and checks.
Also, P3C3 noted that his cybersecurity team sets technical security and hardening
baselines, conducts penetration testing and vulnerability assessment, configuration
assessments, sets group policies to manage endpoints and privileges of users, and writing
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programs for risk mitigation. P3C3 noted that their organization protects itself against
security risks, threats, vulnerabilities, exploits, and technology strategy breaches.
P3C3 illustrated how his cybersecurity team enforces cybersecurity compliance
by changing an employee’s privileges through the process of changing the group policies
of the employee’s official system on the active directory. P3C3 noted that his
cybersecurity team also enforce cybersecurity policies and track cybersecurity
compliance with the use of technology by using agents on servers and systems.
Furthermore, P3C3 noted the agents include trend micro endpoint detection and response
tools with intrusion prevention system roles. P3C3 explained that with the trend micro,
his cybersecurity team could manage the host’s firewall and control everything on the
system. P3C3 explains that this technology tool can uncover the ciphers, algorithms, and
protocols on the computer system the noncompliant and unauthorized employee uses.
Documents from the participating organizations also support the technology
control theme. Out of the twenty documents reviewed, sixteen of them validated the
technology control theme, as seen in Table 5, and were used to attain triangulation,
enhancing the technology control theme’s reliability and validity. The sixteen documents
include documents from the three participating organizations on information security
policies, risk management, risk-based cybersecurity framework, and technical tips. The
documents on technical tips reveal technical tips that employees and stakeholders of the
organization should use to achieve cybersecurity compliance and protect themselves from
security risks and breaches. The document on the risk-based cybersecurity framework
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revealed technical controls, information security management systems, and network
threat prevention technology such as intrusion prevention systems.
The document on the information security policies highlighted technology
requirements such as technical controls, monitoring, regular testing of information system
technical control compliance by using tools to detect network intrusion, the performance
of penetration testing, validation of the functional design, and implementation of the
system technical controls, the performance of technical compliance checking as part of
the system change management process and vulnerability assessment, and independent
assessments and reviews to assess information system compliance to security policy. The
documents show comprehensive details on the technology control theme and support the
responses of the participants.
Current scholarly literature also supports the technology control theme as best
practice. Safa et al. (2016) also explained that an acceptable security strategy must
include technology and be comprehensive. In other words, Safa et al. (2016) noted that
technology is a best practice that must be part of every cybersecurity strategy used in
organizations. Flowerday and Tuyikeze (2016) conducted a study on what, how, and who
of information security policy development and implementation and explained that best
practice technology tools such as automated monitoring systems as best practices play a
role in implementing cybersecurity policies in organizations.
Choi (2016) conducted a study on information security managers’ role in the
effectiveness of information systems security and demonstrated that cybersecurity leaders
implement cybersecurity policies using best practice technology strategies such as
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surveillance and monitoring employees’ activities to detect violations and violators.
Similarly, Hwang and Cha (2018) researched potential threats to employees’ information
security compliance. They explained that organizations utilize best-practice technology
tools such as network firewalls, document encryption technology, network monitoring
technology, and device control technology strategies in enforcing cybersecurity policies.
Technology directly aligns with the conceptual framework of the study, which is
the TPB framework. The technology control theme aligns with the perceived behavior
control construct of TPB. In other words, the TPB framework supports the technology
control theme because technology aligns with the ‘perceived behavioral control’
construct of TPB. Cuganesan, Steele, and Hart (2018) examined the TPB framework in
their study of the relationship between top management, norms, and information security
behavioral control and attitudes, noting that that behavioral intention and actual
compliance behavior is predictable by perceived behavior control and explained that
technology tools such as monitoring systems positively impact perceived behavioral
control.
Jalali et al. (2020) utilized the TPB framework in their research on employee
compliance using phishing links in hospitals and noted that technology usage affects
employees’ compliance intention. Jalali et al. (2020) noted that technology usage
positively impacts compliance intention in their study, grounded in the TPB framework.
They used 397 questionnaires from 397 participants to examine the relationship between
TPB factors, technology, and compliance intention. The researchers also noted that TPB
factors impact employees’ cybersecurity policy compliance intentions (Jalali et al., 2020).
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Flowerday and Tuyikeze (2016) also examined the TPB framework in their study
on developing and implementing information security policies, rating TPB as a useful
framework for research on employees’ behavioral intention cybersecurity policy
compliance. Flowerday and Tuyikeze (2016) noted that TPB explained that a person’s
compliance intention is impacted by the ‘perceived behavioral control’ construct and
noted that using technology tools like an automated monitoring system is useful in
enforcing cybersecurity policies.
The triangulation of the interviews, member checking, and document review
validated the importance of technology. The current and existing literature also further
validated the technology control theme as best practice, as it aligned with the literature.
Lastly and finally, the TPB framework also supports and encourages the use of
technology.
All this evidence, including the study results, indicates that technology is an
effective strategy for enforcing cybersecurity policies and that technology positively
impacts employee cybersecurity compliance. Employees who fully grasp technology’s
purpose in enforcing cybersecurity policy policies accept its usage by being careful with
what they do in cyberspace.
Theme 4: Management Support
Management support emerged as the fourth theme from the case study of the three
organizations. This theme indicates that there must be management support for
cybersecurity policies to be enforced in an organization. The top management of an
organization has to be involved in the enforcement of cybersecurity policies for the

129
process to be successful. Most often, employees don’t comply with cybersecurity
policies, except there is an order from the top. Hence, the top-down management
approach plays a crucial role in the enforcement of cybersecurity policies. The executive
management of organizations approves a cybersecurity compliance audit, reviews the
audit report, provide resources for technology and cybersecurity implementation, and
uses sanctions to bring their employees to comply with the cybersecurity policies.
The findings from the interviews and member checking of participants supported
the management support theme. All three organizations’ participants asserted that
management support is one method they utilize to enforce cybersecurity policies (see
Table 6). All the participants explained that their management uses sanction to enforce
cybersecurity compliance. P1C1 explained that their management uses sanctions to
punish employees who breach their cybersecurity policies to compel them to comply.
Similarly, P1C2 explained that when their employees fail to comply with the
cybersecurity policies, they get sanctioned by their organization’s executive management
to compel them to abide by the policies. P1C3 explained that employees who are aware
of the cybersecurity policies but do not adhere to them get sanctioned.
Table 6
Frequency of Fourth Major Theme
Major theme
references
Management
support

Participants
Count

References

Document
Count

References

12

137

10

60
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P3C1 explained that their organization sanctions employees who fall victim to
simulated phishing e-mails they send to their e-mail account to assess their cybersecurity
compliance. P3C1 and P4C1 explained that sanction is one of their management methods
to enforce cybersecurity compliance. The eight participants in the other two organizations
also mentioned sanction by their management in enforcing cybersecurity policies. P1C3,
P2C3, P3C3, and P4C3 explained that management uses sanctions for enforcing
cybersecurity policies and approves disciplinary action when an employee fails to comply
with cybersecurity policies. However, P2C1, P2C2, and P3C2 explained that although
management uses sanction to enforce cybersecurity policies, a sanction is the least
effective method of enforcing cybersecurity policies imparts fear in the hearts of the
employees.
Another way executive management supports cybersecurity compliance is by
appointing a C-level staff with the job title of CISO who will oversee cybersecurity and
be reporting to them on issues related to cybersecurity. All the twelve participants
mentioned that their organization has someone playing the role of a CISO and that it is a
management’s strategy to enforce cybersecurity policies. P1C3 explained that
management appoints a role for cybersecurity and that management is ultimately
accountable for cybersecurity in the organization. P1C1 explained that his organization’s
CISO oversees every aspect of its cybersecurity and regularly communicates its
cybersecurity resilience posture to its executive management. P1C3 explained that the
CISO must brief the board and make them aware of what is going on and the need for
cybersecurity to secure the environment.
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Management support also comes in the form of funds and support. P1C1
explained that the management supports cybersecurity by releasing funds to purchase
technology tools utilized for cybersecurity compliance. P4C3 stated, “Without the
financial backup of management and their buy-in, we can not procure anything.” P1C2
explained that his cybersecurity team enjoys top management support while continually
improving their organization’s cybersecurity posture.
P3C2 explained that before any change management occurs, management
approval is required. P4C2 explained that cybersecurity leaders get support from
management in the form of directives to enforce cybersecurity policies. P1C3 noted that
management support is crucial in approving cybersecurity. Also, P1C3 noted that before
any cybersecurity project can be feasible, the executive management must understand the
project’s need before they can buy-in and be committed to it.
P1C3 noted that executive management is committed to cybersecurity policy
enforcement and that the enforcement of cybersecurity policy is a core commitment of
the management. P1C3 explained that his organization’s top management is committed to
enhancing cybersecurity by approving the budget and release of cybersecurity
implementation funds. P2C3 noted that cybersecurity is a priority of the board. Similarly,
P1C3 explained that his organization’s management reviews cybersecurity
implementation to see the present situation and plan for action and improvement. P1C3
stated that “Management is ultimately accountable for cybersecurity in the organization.”
Eight participants from the three participating organizations explained that their
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companies are regulated, and it is a major reason why their board and management take
cybersecurity compliance as a top priority.
Documents from the participating organizations also support the management
support theme. Out of the twenty documents reviewed, ten of them validated the
management support theme, as seen in Table 6, and were used to achieve triangulation,
enhancing the management support theme’s reliability and validity. The ten documents
include documents from the three participating organizations on cybersecurity policy,
risk-based cybersecurity framework, risk management, and management support. The
documents on management support revealed how management supports cybersecurity
compliance. The document on risk management highlighted how management supports
cybersecurity compliance and details on management review of security risks,
cybersecurity governance, and the role of top management in risk management and
cybersecurity.
The document on cybersecurity policy highlighted top management’s
commitment to enforcing cybersecurity compliance, the role of executive management in
cybersecurity, and the function of management in ensuring the suitability of the
cybersecurity policies for organizational purpose, improving the effectiveness of
cybersecurity, communicating the policy, and reviewing it for continued suitability.
Similarly, the risk-based cybersecurity framework document contains details on
cybersecurity governance and oversight, the board of directors’ responsibility toward
cybersecurity, the responsibilities of top management, and the responsibility of the CISO.
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The documents show comprehensive details on the management support theme and
support the participants’ responses from the three participating organizations.
Current scholarly literature also supports the management support theme as best
practice. Ki-Aries and Faily (2017) explained that management support is a critical
determinant in implementing cybersecurity compliance. Rothrock et al. (2018) explained
that executive management should oversee cybersecurity policy. Ifinedo (2016) also
explained that organizational cybersecurity policies could be more effective with its
executive management support.
Flowerday and Tuyikeze (2016) explained that without management support, the
enforcement of cybersecurity policies will not be worthwhile. Top management’s support
makes the cybersecurity policy implementation possible (Alreemy et al., 2016) because
management provides the project’s funds and resources (Steinbart et al., 2016). Niblett
(2016) explained that management support is one of the factors that determine
compliance. Niblett (2016) also explained that organizations utilize punishment to
enforce compliance. Similarly, Pham et al. (2016) also explained that organizations
utilize sanctions to ensure cybersecurity policy compliance.
The executive management is involved in the entire process of cybersecurity
policy implementation (Flowerday & Tuyikeze, 2016). Management is involved in
budgeting and funding of cybersecurity, and without the approval of top management for
the release of funding for cybersecurity and the implementation of cybersecurity policies,
the project goal can not be achievable (Flowerday & Tuyikeze, 2016). In recent times,
most large organizations have a c-level management position, the CISO, that oversees
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cybersecurity. The presence of a CISO makes cybersecurity policy compliance easier to
implement. Cybersecurity leaders use management support as an effective strategy to
enforce and implement cybersecurity policies.
Management support directly aligns with the conceptual framework of the study,
the TPB framework. The management support theme aligns with the TPB framework’s
perceived behavior control construct (Humaidi & Balakrishnan, 2018). In other words,
the TPB framework supports the management support theme because management
support aligns with the ‘perceived behavioral control’ construct of the TPB framework.
Humaidi and Balakrishnan (2018) utilized TPB in their research on the effect of
management support on information security policy compliance in hospitals and
discovered that user compliance behavior is impacted by management support.
Humaidi and Balakrishnan (2018) discovered that management support has a
positive impact on perceived behavioral control in their study, grounded in the TPB
framework. They used questionnaires from 454 participants to examine the relationship
between management support and user compliance behavior. Humaidi and Balakrishnan
(2018) noted that management support significantly changes user cybersecurity behavior.
Similarly, Flowerday and Tuyikeze (2016) also examined the TPB framework in their
research on the development and implementation of information security policies noting
that management support was the second most essential strategy for enforcing
cybersecurity policies through top-down direction and intentions of management.
Cuganesan et al. (2018) also examined the TPB framework in their research of
the relationship between top management and the three TPB factors, norms, and
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information security behavioral control and attitudes, noting that that behavioral intention
and actual compliance behavior is predictable by perceived behavior control, and
explained that senior management support had a significant impact on the attitude
towards cybersecurity behavior and subjective norms of the employees of their
organization.
The triangulation of the findings from interviews, member checking, and
document review validated the importance of management support. The current and
existing literature also further validated the management support theme as best practice,
as it aligned with the literature. Lastly and finally, the TPB framework also supports and
encourages the use of management support. All evidence indicates that management
support positively impacts employee cybersecurity compliance and is an excellent
strategy for enforcing cybersecurity policies.
The four findings, precisely security awareness and training, communication,
technology control, and management support, are all indispensable components of how
cybersecurity leaders enforce and implement cybersecurity policies in organizations.
Each finding, on its own, plays a crucial function in the cybersecurity policy enforcement
process. However, when combined, they form a comprehensive combination that makes
cybersecurity policy implementation possible and makes employee cybersecurity policy
compliance successful. Effective enterprise cybersecurity governance in an organization
requires active cybersecurity policies. Therefore utilizing these rich combinations of
proven, tested, and practical strategies for implementing cybersecurity policies is
essential for organizations.

136
Applications to Professional Practice
The specific IT problem investigated in this study was that some cybersecurity
leaders lack strategies to enforce cybersecurity policies in an organization. Many firms do
not have capable strategies for enforcing cybersecurity policies. However, the
organization that participated in this research incorporated strategies towards
cybersecurity policy implementation and compliance. The three participating
organizations operate in heavily monitored industry sectors; therefore, the participants’
details showed that the need for cybersecurity compliance with the industry regulations
enhances cybersecurity policy enforcement.
The study’s strategies showed the importance of security awareness and training,
communication, technology, and management support in implementing cybersecurity
policies and enforcing cybersecurity compliance. Cybersecurity leaders in different
sectors of the economy may use this research’s findings as a guide in enforcing
cybersecurity policies within their organizations. The participating organizations’
strategies in implementing cybersecurity policy implementation aligned with the
constructs of TPB.
Similarly, the strategies align with the TPB framework’s constructs, and the
employees in the participating organizations demonstrated positive subjective norms,
positive attitude to behavior, and positive perceived behavioral control in complying with
their organizational cybersecurity policies. By applying the TPB constructs to
cybersecurity policy compliance, cybersecurity leaders in organizations across various
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sectors could better understand their employees’ human behavior and have effective
cybersecurity compliance strategies that promote desired employee behaviors.
Subjective Norms
The subjective norm is positively impacted by management support, as evident
from the study. Cuganesan et al. (2018) noted that management support positively
impacted norms toward cybersecurity compliance. In other words, management support
influences the norms of employees towards cybersecurity compliance. Based on the
results of the study, cybersecurity leaders can utilize management support to enforce
cybersecurity policies. The subjective norms, being a predictor of intention and
cybersecurity compliance, predicts cybersecurity policy enforcement (Yazdanmehr &
Wang, 2016). All the participants mentioned that management support is a significant
factor in the enforcement of cybersecurity compliance.
Based on this study’s result, it is evident that aligning organizational
cybersecurity policies with global information security standards like ISO 27000 series
and best practices enhance world-class security culture and improves cybersecurity
compliance. Organizations align with risk-based cybersecurity guidelines by having a
board oversight and responsibility, cybersecurity budget, a CISO, an Information security
steering committee, independent internal audit, risk management system, and
cybersecurity resilience assessment. Organizations also align with best practices by
having cybersecurity self-assessment, cybersecurity operational resilience using an up-todate inventory of authorized software and cyber threat intelligence, metrics, monitoring
and reporting for compliance, and having a cyber incidence report.
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The study’s documents show that the risk-based cybersecurity framework
enhances organizational security processes, policies, and programs. An effective risk
management system with a risk assessment and risk management strategy mitigates
cybersecurity risks and breaches effectively. The participants confirmed that risk
management is a critical aspect of cybersecurity policies. The participating organizations
comply with industry regulations by aligning with the risk-based cybersecurity
framework and guidelines and updating their cybersecurity policies and security
programs such as security awareness and training.
Subjective norms determine intention and behavior towards cybersecurity policy
compliance. Hence, subjective norms relate to an organizational cybersecurity culture.
Management support has a significant impact on the subjective norms of their employees.
Organizations address the subjective norms with support from their top management and
through enforcement of cybersecurity policies.
Attitude Toward Behavior
Attitude towards behavior is positively influenced by security awareness and
training strategy and management support, as evident from this study’s results. Belanger
et al. (2017) noted that security awareness and training positively affects attitude toward
behavior. Similarly, Cuganesan et al. (2018) explained that management support
significantly impacts management support. This study’s result also indicates that security
awareness and management support positively impact employees’ behavior. Employees
of organizations develop cybersecurity culture through security awareness and training
programs and with the support from management. All the participants in the research
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mentioned security awareness and training and management support during the interview
sessions.
The participants explained how they utilize security awareness and training
programs and management support strategy to enforce the cybersecurity policies. The
participants also explained how they ensure that employees attend their security
awareness programs before accessing their information systems. Security awareness and
training make the employees see the need to comply with the cybersecurity policies and
enlighten them on their security responsibilities. The security awareness programs were
structured to meet the employees’ educational needs and security needs.
The security training and awareness expose the security risks of non-compliance
with the employees’ security policies and educate them on what to do to mitigate the
risks and prevent security breaches. The security awareness programs mitigate security
risks associated with social engineering and phishing. Consequently, the security
programs transform the weak human links, which once fell prey to security risks to strong
human firewalls. Similarly, cybersecurity awareness makes the employees
knowledgeable and aware of security risks and protects them against such risks. The
security training and awareness communicates the updates in the cybersecurity process,
programs, or policies.
A practical security awareness and training program focuses on the employees’
attitudes and behaviors to prevent security breaches and mitigate security risks. The
security awareness and training enlighten the employees on the magnitude of security
vulnerabilities that could occur when there is a lack of cybersecurity policy compliance.
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The security awareness programs also help build mature cybersecurity and risk culture.
When organizations have successfully incorporated security awareness and training
programs, they have successfully addressed the attitude towards their employees’
cybersecurity behavior.
Perceived Behavioral Control
Perceived behavioral control is influenced by technology and management
support, as evident from the study. Cuganesan et al. (2018) explained that technology
positively impacts perceived behavioral control. Similarly, Humaidi and Balakrishnan
(2018) noted that management support significantly influences perceived behavioral
control. All the research participants mentioned management support and technology
during the interview session and explained how the two strategies influence cybersecurity
policy compliance. Support from executive management enhances the development and
sustenance of a risk and cybersecurity culture within the organization and leads to the
cybersecurity policies’ enforcement.
The fear of executive management is often the beginning of employee
compliance. With management support, security controls get implemented and
automated, and employees comply with security measures such as guidelines, procedures,
and policies. The top-down approach from top management to employee enforces
compliance and enhances security culture. With management support, employees can
know the acceptable cybersecurity behavior and comply with cybersecurity policies,
thereby developing a cybersecurity culture. The involvement and support of executive
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management make perceived behavioral control towards cybersecurity compliance much
better.
The perceived behavioral control also becomes better with technology. In other
words, technology improves perceived employee behavior towards cybersecurity policy
compliance. Cuganesan et al. (2018) also noted that technological monitoring and
evaluation impact perceived behavioral control. Similarly, Jalali et al. (2020) explained
that technology positively impacts compliance intention. These indicate that technology
is useful in enforcing cybersecurity policies. When employees understand the use of
technology in enforcing cybersecurity policy compliance, they accept it, comply with the
policies, and are careful with what they do online.
The findings from the research show the strategies which the participating
companies use to enforce cybersecurity policies. The research made use of the TPB
framework as a lens. This research may assist cybersecurity leaders by offering them
strategies for enforcing cybersecurity policies, enabling them to overcome the challenges
that come with the process, and enabling them to understand the phenomenon of
cybersecurity better to create and implement better policies.
The research study may contribute to cybersecurity by the exploration of the
strategies for enforcing cybersecurity policies. These findings may also enhance
organizational cybersecurity programs and also enhance the organizational cybersecurity
culture of organizations. The study’s findings may also support cybersecurity policy
implementation across various industries and sectors of the economy.
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Implications for Social Change
The implications for positive social change of this research lies in the potential
that this study’s findings may have a significant positive impact on the public in the field
of cybersecurity. Security breaches usually have a significant influence on society
because of the loss of data and financial losses. By utilizing the findings in this study,
cybersecurity leaders can implement cybersecurity measures that could enhance the
public’s confidence by assuring them of the safety of their personal information, the
confidentiality of their data, integrity of their data, and the availability of their services.
This study’s findings may also benefit the public by providing information
regarding how they can enhance their security habits and awareness, prevent data theft,
avoid identity theft, and mitigate privacy breaches. They may also avoid being victims of
social engineering and hacking and avoid inconvenience due to security attacks and
unauthorized access to their personal information. Thus, this research findings may
reduce the occurrence of security risks and breaches and enhance the public’s confidence
by assuring them of the protection and privacy of their data, information, assets, and
resources.
This study’s findings may also contribute to the existing cybersecurity body of
knowledge by providing information on cybersecurity policy compliance and
cybersecurity policy implementation. Similarly, the findings from this study could be a
great resource to schools, centers of learning, and current and future bachelors, masters,
doctoral, and post-doctoral degree students who may take an interest in learning about
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cybersecurity policy compliance to develop or improve their knowledge, skills, and
abilities or to do research in the field.
This study’s findings may also benefit private and public organizations and
institutions in various sectors of the economy and countries by providing proven
international best-practice cybersecurity strategies. The findings from this study could
also help promising cybersecurity leaders who wish to enforce cybersecurity policies in
their respective organizations and require a detailed understanding of the challenges of
implementing cybersecurity policies and how to handle such issues. This study’s findings
could also benefit several organizations that wish to enforce and implement cybersecurity
policies to improve their security culture, reduce their security risks, and protect their
respective organizations’ assets, data, infrastructures, and resources.
Recommendations for Action
Cybersecurity leaders who don’t have the experience and knowledge of what it
takes to enforce cybersecurity can use this study’s results to implement and enforce their
cybersecurity policies, improve employee compliance, and mitigate the occurrence of
security risks and breaches. Cybersecurity policy compliance is an essential aspect of the
security programs of the organization. Cybersecurity leaders can integrate the findings of
this study into the security programs of their organizations.
Cybersecurity executives should strive to understand their employees’ human
behavior better and also strive to develop a positive organizational cybersecurity culture
that promotes cybersecurity policy compliance and positive employee behavior and
attitude towards their cybersecurity policies. Cybersecurity policies should be designed
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so that employee cybersecurity compliance will not be a difficult task. In a way,
employees will see cybersecurity compliance as part of their responsibility.
Furthermore, cybersecurity leaders should make cybersecurity training and
awareness programs a critical aspect of their organizational cybersecurity policies. The
cybersecurity leaders should partner with the human resource department to conduct
psychometric tests to understand the employees’ different personality behavioral traits
and provide appropriate training for each category’s employees.
Every large organization should have a c-level role whose focus will be on
cybersecurity management. Also, executive management should support cybersecurity by
approving the security programs of their cybersecurity leaders. Without the moral and
financial support of the management, cybersecurity policy implementation and
compliance will be impossible. Employees will find it very difficult to comply with
cybersecurity policies and embrace a risk and cybersecurity culture without the top
management’s strong hand and back up. The management’s financial support is also
compulsory for the consistent maintenance and upgrade of their security infrastructure,
the execution of security programs, staff training, and enforcement of cybersecurity
policies.
Cybersecurity leaders should endeavor to conduct yearly security audits and
review and update their organizational cybersecurity policies to align with global best
practices and to be able to tackle current security risks and threats. The cybersecurity
executives should also endeavor to have a communication strategy for the
communication of security policy updates, security expectations, guidelines, procedures,
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standards, threat intelligence, information on security risks and breaches, training and
awareness plans and incident response, etc. to staff and stakeholders in compliance to
cybersecurity best practices and regulations. The communication strategy should also
include collaboration and sharing of security knowledge and strategies.
I shall disseminate this study through different means. After I receive CAO
approval, the study would be published by Walden University scholar works and by
ProQuest. I will disseminate my findings through e-mail to all the twelve participants
who actively participated in this study. I will add a copy of the study to the list of my
publications on ResearchGate, Google Scholar, ORCiD, and Academic.edu. Also, I
intend to cite the study in journal articles I will publish later. These proposed actions will
further extend the global impact and dissemination of the study.
Recommendations for Further Study
There are quite a few recommendations for further study. One recommendation is
that future researchers could conduct the study with more participants and partner
organizations. This recommendation relates to this study’s limitation of small sample size
and delimitation of three organizations mentioned in section one. Although the sample
size was small, this study gained a lot from having cybersecurity leaders provide
comprehensive and in-depth information that aligns with up to date literature. Albeit,
there is a possibility that including more participants and more participating partners may
reveal other areas of interest that are not in this study and could contribute further to the
current research.
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A second recommendation is for future researchers to research further in every
geopolitical zone of Nigeria or another country. This recommendation relates to one of
the delimiters mentioned in section one of this study. Although the participating
organizations from the southwest and northcentral regions were only three, this study
benefited immensely from the organizations and their cybersecurity leaders who provided
detailed information that aligns with current research. Albeit, there is a possibility that
including more geopolitical zones or conducting the study in another country may reveal
other areas of interest that were not revealed in this study and could contribute further to
the current literature.
The third recommendation is that further research could use a quantitative
research methodology and anonymous survey design to mitigate bias from the
participants. Although all participants were masked by the researcher who assumed that
the participants gave the right answers and information, this recommendation would
further encourage future participants to disclose information and mitigate their risks of
withholding information due to fear of losing their jobs.
Another recommendation is that a future researcher could use another conceptual
framework to extend the research. This recommendation will allow future researchers to
utilize another lens or see the problem from another perspective. Future researchers could
also consider using other cybersecurity-related theories, rationality-based behavior
theories, or criminology related theories such as GDT, PMT, SCT, RCT, TRA, or
Institution theory as a framework for further studies. These would allow the researcher(s)
to use other constructs not used in this study and examine other behaviors not captured.
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Reflections
My experience during the doctoral study is a vivid example of the fact that
diligence, resilience, consistency, and patience breeds success. I never did research that is
so thorough and time-consuming as the DIT study. I stayed awake several nights and
remained focused throughout the process. I maintained constant communication with my
chair and was flexible and very open to corrections and guidance from my chair and
committee members. I was also very patient with gatekeepers and participants. My
experience as a DIT student shows that success can be sure with hard work, resilience,
and a never say die attitude. I never gave up, despite my numerous challenges and
commitments during my program.
I had always had a flair for research from my undergraduate days of my first
bachelor’s degree when my professors and a Nobel prize nominee recognized my
research ability. However, I never conducted any study of this magnitude. After passing
through it all, I feel very fulfilled that I continued and finished my DIT journey. During
this journey, I have learned about conceptual frameworks, social change, and how to be a
scholar-practitioner. I have also learned a lot about qualitative research and developed
expert-level research skills and advanced level IT skills that have contributed to my
career.
My doctoral study, “strategies for enforcing cybersecurity policies,” aligns with
my aspirations as a cybersecurity professional. I have learned a lot from the research, and
I believe many professionals will also learn from it. I experienced delay while waiting for
letters of cooperation from the second and third participating organizations, which was a
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criterion for IRB approval. But now I can smile because it is all over. I would like to say
diligence, consistency, resilience, and patience win the race to all those coming behind. If
I can make it, then they can make it.
Conclusion
Cybersecurity leaders enforce cybersecurity policies in their organizations to
prevent security breaches and to enforce cybersecurity compliance. Enforcing
cybersecurity policy compliance requires time and effort because a lot of time is needed
to develop a security culture. Cybersecurity policy compliance also requires management
support. The executive leadership must buy into the cybersecurity policy implementation
and support it with funds, approval, and communication to all members. The participating
cybersecurity leaders implemented cybersecurity policies in this study’s participating
organizations because of the support they got from their management. Strategies such as
security awareness and training build a security culture and enforce cybersecurity
policies. These strategies reduce risk and mitigate security breaches. This study can
educate cybersecurity professionals and leaders on implementing or enforcement of
cybersecurity policies using management support, security awareness and training,
communication, and technology control strategies.
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Appendix A: Title of Appendix
Interviewee (Title): _______________________________________________
Interviewer: ____________________________________________

Interview Protocol:
_____ A: Demographics/ Interviewee Background
_____ B: Main Interview Questions

Other Topics Discussed: ___________________________________________________
Documents Obtained: _____________________________________________________
Post Interview Comments or Leads: __________________________________________

Introductory Protocol
In conducting the interview, I will like to record our interview. For your information and
privacy, only the researcher of the project will have access to the tapes, and they will be
gotten rid of eventually after the researcher is through with them. Importantly, this
document states that: (1) all data will be held confidential, (2) your participation is
voluntary, and you may withdraw any time if you wish to, and (3) we do not intend to
inflict any harm. Thank you for your anticipated participation.
I have planned this interview to last no longer than 45 minutes. During this time, I will
have several questions that I will like to cover. Please bear with me. The interview won’t
be longer than the planned time.

197

Interview Protocol
A. Demographics/ Interviewee Background
How long have you been
_______ in your present position?
_______ at this company?
B. Main Interview Questions
Post Interview Comments /Observations:
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Appendix B: Interview Questions
Interview Questions
Demographic Questions
1.

What is your current job role, and how many years have you spent on the
job?

2.

How many years of experience do you have in cybersecurity?

3.

What other job roles have you held in the field of cybersecurity?

Interview Questions
1. What types of security programs do you manage?
2. What roles within your corporation assist in the development and
implementation of security policies?
3. What methods do you utilize to enforce cybersecurity policies?
4.

What prompted the need for the enforcement of cybersecurity policies?

5. What methods do you consider the best, and which approach do you consider
least effective?
6. What factors influenced your decision to use the type of approach you use to
implement cybersecurity policies?
7. What do you consider the merits of enforcing cybersecurity policies? What has
been the impact on employee compliance?
8. What challenges do you face during cybersecurity policy implementation?
9. What internal threats and human factors affect enterprise information security
and employee cybersecurity policy compliance in organizations?
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10. What are the external threats that affect organizational information security?
11. In what ways and how often do you review the security architecture of your
organization?
12. In what ways and how often do you review employee cybersecurity policy
compliance?
13. What solutions do you use to overcome compliance challenges?
14. What solutions have you put in place to mitigate security threats?
15. What type of training programs does your firm organize for staff members to
educate them on security, data privacy, and compliance?
16. What impact has the education had on the risk culture of your organization?
17. How do you stay abreast of emerging technologies and keep yourself updated
in the continually evolving cybersecurity field to manage the security of your
company’s information assets, data, and resources?

