ABSTRACT Entity attribute extraction, which converts chaotic text data to structured knowledge, plays an important role in natural language processing (NLP). Many previous studies proved that the representation of text has a significant impact on the results of attribute extraction. In this paper, we propose a novel model to obtain the discriminative representation of sentences by applying the Siamese architecture. Specifically, we simultaneously input two variable-length sentences in the training stage of our model, namely, the main sentence and its similar or dissimilar partner. This scheme of pair is beneficial for entity attribute extraction. First, the entity attribute extraction community suffers the insufficient but expensive labeled data, the two input sets produce much more samples for the representation learning and can be treated as a useful data augmentation method. More importantly, the co-learning by the Siamese architecture achieves more interesting embedding than the separate way, since the informative relation between the focused sentence and its partner help the representation learning to explore more essential semantics and keep stable to the variation of wording and syntax of a sentence. The experiments on the Wikipedia data show that our model takes advantage of the Siamese architecture for sentence embedding and achieves significant improvements on attribute extraction as compared with baselines. To the best of our knowledge, we are the first to introduce the Siamese network into the person entity attribute extraction, which we proved to achieve the state of the art.
I. INTRODUCTION
Text data is one of the most important assets of human knowledge. In recent years, with the rapid development of the Internet, the digital world is experiencing data explosion. Among these, a large amount of unstructured and chaotic text data needs to be processed. To get valuable knowledge from these data, convenient and efficient techniques are required to transform the unstructured data into structured information for better understanding. Information extraction (IE) techniques have emerged in this background. Information extraction is the process of identifying within text instances of specified classes of entities and of predications involving
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Given an entity and the attribute name list, the task of attribute extraction is to extract the attribute value of the entity from a collection of unstructured text. The application of attribute extraction has a wide range. In knowledge graph researches, attribute extraction is an important method to understand and characterize entities, which makes it a pivotal sub-task for constructing knowledge graphs. In practical engineering applications, it can be used to mine attributes from various and messy practical data, such as discovering the symptoms of a disease, the inherent properties of people such as the birthplace, the established time of organization and so on.
In many previous researches [2] - [4] , relation extraction and attribute extraction are treated as the same thing which the results are obtained from a classification model. The essential difference between them is that relation extraction refers to the relation between two entities which is the external relation of the target entities. While the goal of attribute extraction is the inherent property of the entity itself. In fact, if the attribute values of an entity are treated as other entities, the attribute extraction can exactly be regarded as relation extraction. From this perspective, their methods are similar. In this article, we regard the external relations between entities as the attributes of the target entity, so we also treat attribute extraction and relation extraction as the same.
There are two kinds of methods for attribute (relation) extraction. In the earliest work, researchers used rule-based methods [5] - [7] to extract attributes of entities. Experts in a certain field have to write specialized rules, which results in poor transferability. Consequently, machine learning methods [8] , [9] emerged. In this type of method, features of the training corpus are extracted and fed into a classification model to learn the attributes. Deep neural networks (DNNs), as outstanding machine learning methods, have recently received much attention in the area of relation extraction [10] - [16] . The DNNs provide an end to end way to learn the representative feature and train a relation extraction model, though powerful, they require a sufficient amount of data to train a good model. From these studies, we found that text representation is a critical task which can be greatly enhanced by exploring the underlying semantic similarity between sentences or phrases. In particular, a good text representation model should be consistent when expressing the same idea with varying wording or syntax [17] . Learning such a model has thus attracted a great deal of research interests [18] , [19] . Even so, it remains a difficult problem, due to the variable length, complex structure and implicit semantic meaning of the sentence. And these challenges also lie in the classical NLP models like bag-of-words or TF-IDF, which are limited by their inherent term-specificity [20] .
Knowing attribute extraction heavily depends on the text representation, here we focus on learning a discriminative feature representation for sentences. To achieve this purpose, in this work, we propose a Siamese network based model to address the person entity attribute extraction issue. Different from traditional methods, we simultaneously input two sentences, namely the main sentence and its similar or dissimilar partner for co-learning. The whole model is divided into two steps. For the first step, we adopt the Siamese network to learn from the sentence pairs to obtain the essential semantics of the concerned sentence. In the second step, we predict the attribute using the softmax classification model.
To sum up, the main contributions of this study are stated as follows:
(i) As far as we know, this is the first time Siamese network has been applied for attribute extraction. (ii) We increased the quantity of labeled data by constructing a dataset for the Siamese network, scaling up the number of training samples from O(N ) to O(N 2).
It effectively solves the problem of insufficient labeled data in the deep learning model. (iii) We addressed the data imbalance issue with our sentence pair grouping strategy, and the model performs well in especially the categories with less samples.
The rest of this paper is organized as follows. In Section II, we give a brief review of attribute extraction researches and the study of Siamese networks. In Section III, we present the framework of our Siamese LSTM model, including two parts named as the attribute encoder and the attribute predictor. Section IV describes how to generate the data for the experiment. Section V presents the detailed settings and processing of the experiment, along with the experiment results and analysis. We draw our conclusions in Section VI in the end.
II. RELATED WORK A. ATTRIBUTE EXTRACTION
The attribute refers to the natural inherent property of the object, which can be used to portray an object. As a kind of information extraction, the attribute extraction have been studied in many fields. In business field, Ghani et al. [21] designed an attribute extraction system to extract the explicit and implicit attributes of the products, and used this attribute database for industry data analysis. In the database construction field, Takasu [22] proposed a method for extracting bibliographic attributes from reference strings to achieve the automatic collation of academic bibliographic database. In the study of medical field, Zhou et al. [23] implemented a medical attributes extraction system that extracts and mines a variety of information from free-text clinical records to help doctors to make decision.
In this article, we are concerned about the research of entity attribute extraction which was proposed in the Text Analysis Conference Knowledge Base Population (TAC-KBP) Slot Filling (SF) task [24] - [26] . This conference have been held for ten years from 2008 to 2018. The goal of SF task is to extract the values (fillers) of specific attributes (slot types) for a given entity (query) from a large scale corpus. KBP defines 25 attributes for persons (e.g., spouse) and 16 attributes for organizations (e.g., founder). There are two most successful state-of-the-art techniques in the SF task. The first one is pattern matching. These researches [27] , [28] tend to extract entity attributes through lexical and syntactic patterns. Due to the numerous different ways to express a certain relation type, this method suffers from low recall though. The second way is the supervised classification, these approaches regard any pair of entities and candidate slot filler as an instance, and train classifiers from manually labeled data [29] or weakly labeled data through distant supervision [30] , [31] .
B. THE SIAMESE NETWORK
The Siamese network is an architecture consisting of dualbranched networks with tied weights for non-linear metric learning. Unlike the traditional auto-encoder which learns invariance through adding noise or varying the dimensionality, a Siamese network naturally learns meaningful representation by directly utilizing the similarity and dissimilarity information.
Siamese networks have been applied to a variety of tasks, such as unsupervised acoustic modeling [32] , learning food preferences [33] and scene detection [34] , and more widely, NLP and compute vision fields. It is worth noting that the Siamese Network is a framework of neural network, not a specific network. In other words, RNN or CNN can both be used for its implementation. Siamese convolutional networks were used to learn complex similarity metrics for face verification [35] and dimensionality reduction on image features [36] , as well as sentence matching problem [37] . Besides, Siamese recurrent networks are applied to learn semantic entailment [14] , sentence representations [38] and text similarity [39] .
The reasons why the Siamese networks have outstanding performance in these tasks are as follows. Firstly, sharing weights means that the training process requires fewer parameters, which means less data is needed and it is not easy to overfit. Secondly, each subnet essentially produces a representation of its input. In this way, we get a pair of representation vectors at one time and in the same semantics space which makes it easier for comparison. The main idea of the Siamese network is to find a function (it can be called similarity metric) that maps input patterns into a target space such that a simple distance (say the Cosine distance) in the target space approximates the ''semantic'' distance in the input space. Most importantly, this similarity metric can later be used to compare or match new samples from previously-unseen categories (e.g. faces from people not seen during training), so that the Siamese network's third advantage is that it can be applied to classification problems where the number of categories is very large and where examples from all categories are not available at the time of training [35] .
III. SIAMESE LSTM MODEL
The proposed model represents sentences using neural networks whose original inputs are word vectors learned from a large corpus. As illustrated in Fig. 1 , the network architecture in this study consists of two subnets. Among them, the attribute encoder achieves the goal of scoring similarity between the concerned sentence and its partner to obtain more accurate attribute vectors whose sematic distance is small for similar sentence pairs, while large for different pairs. And the attribute predictor later uses the attribute vectors to predict the relation label of the target entities. The details of the model will be described later in this chapter.
A. ATTRIBUTE ENCODER
The attribute encoder implemented with Siamese network produces a fixed-size vector representation (attribute vector) r s of the relation between two entities in a sentence. The training set for a Siamese network consists of triplets like (Y , X 1 , X 2 ) and Y ∈ {0, 1} indicating whether X 1 and X 2 are similar (Y = 1) or dissimilar (Y = 0). The aim of this training is to minimize the distances in an embedding space for similar pairs while maximize the distances of dissimilar pairs.
The specific inputs of attribute encoder is shown in Fig. 1 . Each token of the sentence X = {x 1 , x 2 , · · · , x n } is mapped to a k-dimensional embedding vector using a matrix W ∈ R |v|×k , where |v| is the size of the vocabulary. In the following experiment, we use 50-dimensional GloVe embeddings pre-trained on a 6 billion corpus [40] .
Then, we locate the position information by marking each token in the sentence as either belonging to the first entity e 1 , the second entity e 2 or neither of them. A marker embedding matrix P ∈ R 3×d is randomly initialized (d is the dimension of the position embedding). For each token, we concatenate the marker embedding P n with the word embedding W n as initial token embedding (W n , P n ) to input to the Siamese network.
Further, the model applies a recurrent neural network (RNN) on the token embeddings. The length n of sentences naturally various while the RNN provides a way to accommodate inputs of various sizes. In particular, the Long ShortTerm Memory (LSTM) [41] variant of RNNs has had success in tasks related to natural language processing, such as text classification [42] , language translation [43] and relation extraction [44] . The attribute encoder we use to learn a more powerful sentence representation is outlined in Fig. 2 . There are two networks LSTM a and LSTM b , each of them processes one of the sentences in a given pair simultaneously. The two LSTMs share the same weights and update consistently.
For an instance as illustrated in Fig. 2 , the input is a sentence pair of length n and m respectively, each sentence (represented as a sequence of token vectors (W n , P n )) is passed to an LSTM, which updates its hidden state at each sequence-index and the final representation of the sentence is encoded by the last hidden state. The loss function of the attribute encoder is:
where,
In this function, w is the shared weights of the Siamese architecture. (Y , X 1 , X 2 ) i represents the i-th sample, in which X 1 and X 2 are the sentence pairs and Y is the label indicating whether the two sentences are of the same class. l s represents the loss function under the same category, while l d represents the loss function under the different categories.
Trained by the Siamese network, the original vector with variable length of sentence is converted into a fixed size output attribute vector r s (also referred as relation vector in the related work), which is regarded as the representation of the relation between the target entities in a sentence.
B. ATTRIBUTE PREDICTOR
After we get the attribute vectors through attribute encoder, the attribute predictor uses them to train an attribute classifier model. We added a dense layer on the attribute vector r s and followed by a dropout layer to prevent the model from overfitting. Finally, a softmax layer is used to predict the final probability to determine the predicted attribute type. VOLUME 7, 2019 This procedure can be formalized as:
we took cross entropy cost function as the loss:
y i log y i (6) where y represents the predict value of the relation, and y is the real value. N is the total number of all attributes, and N i is the number of a certain attribute i. Since there were 41 relation labels in the dataset, r s is embedded into a vector of length 41, and the dropout rate used here is 0.5. Adam is used as the optimization method, and the learning rate is set to 0.001. To sum up, the algorithm of our model is shown in Table 1 :
Since we are the first to use Siamese network for attribute extraction, there is no standard data set for experiments. The structure requires a pair of sentences for deep attribute exploring, therefore, how to group sentences to form sentence pairs will directly affect the results of the model. In other words, the generation of training data is particularly important. The original data used in this work is further processed on the work of [45] , we will briefly repeat their data processing flow here. Wikidata is a collaboratively constructed KB that contains more than 28 million entities and 160 million relations, with each unique id have a Q-prefix for entities and a P-prefix for relations (e.g. Bush Sr. (Q23505), George W. Bush Jr. (Q207), father (P22)). Since Wikipedia and Wikidata are tightly integrated, we are able to employ manual wiki annotations to extract high quality data. For each sentence in a Wikipedia article, the link annotations and Wikidata entity IDs are retrieved.
The Stanford CoreNLP toolkit [46] was applied to extract the name entities and noun chunks in the input sentences. Entities without Wikipedia annotations are further retrieved through their entity labels in Wikidata. What's more, dates are extracted by HeidelTime [47] . And finally, the relation types of entity pairs are queried in Wikidata.
For sentences with more than two entities, there are multiple relations since each pair of entities can form a relation. We regard the sentences with more than one relations as multiple different inputs which take only one relation as the label each, for example:
Original sentence Bush Sr. In this work, we focus our study on person entity attribute extraction. Since person related attributes occupy a great proportion in all the relations and are more informative for semantic understanding. Moreover, the models designed for general attribute extraction perform equally on all entity attributes without bias, so the models work well in the person entity attribute extraction always have a promising performance on other entity attribute extraction as shown in [45] , [48] , [49] . In other words, it is easy to extend our researches into other kind of entity relation extraction. For the 49 relations associated with person entity in the Wikidata, we extract 194088 sentences from Wikipedia annotated with these relation labels. For better experiments, we discarded the types with less than 100 sentences. Hence, we got 193783 sentences of 41 relation labels for the following experiment eventually. The details of all the data are shown in Table 3 .
All the sentences we get in the last step are split into train, validation and held-out sets, we have two schemes which the proportion is respectively 50%, 25% and 25% or 80%, 10% and 10% in each set, and ensuring that there is no overlap between each set and the number of sentences for each relation label is balanced. To avoid ambiguity, we refer the results of data-split by 50-25-25 as Siamese-2-1-1 and that of 80-10-10 as Siamese-8-1-1 in the following.
To construct sentence pairs for the training of attribute encoder, we first classify all sentences in the training set by their relation labels, thus we have 41 sets of sentences. For each sentence S anchor , our goal is to construct q positive sentence pairs and q negative sentence pairs respectively, where q is the number of partner sentences to select. More specifically, we randomly select q sentences of the same relation label with S anchor to form a positive pairs set S p1 , S anchor , S p2 , S anchor , · · · , S pq , S anchor . For the negative pairs, we select q sentences of different relation labels with S anchor to form negative sentence pairs set {(S n1 , S anchor ) , (S n2 , S anchor ) , · · · , S nq , S anchor . In this situation, since we have 41 relation types in the training set, we randomly select q relations from the remaining 40 relation types and select one sentence in each selected relation type at random if the number q is smaller than 40 (q < 40). Otherwise, saying q is larger than 40 (q > 40), we can factorize q as q = m × 40 + n (m, n ∈ Z ), then blindly select m sentences from each of the rest 40 relation types severally and the other n sentences are selected by the same way as the circumstance of q < 40. Suppose we have M sentences for training, this strategy to construct sentences pairs allows us to finally get 2qM labeled inputs, effectively increasing the amount of data with labels.
V. EXPERIMENT AND RESULTS ANALYSIS A. THE STRUCTURE OF OUR MODEL AND PARAMETER SETTINGS
As mentioned in Fig. 1 , the model is comprised of the attribute encoder part and the attribute prediction part. We show the detailed information of model structure in Table 2 .
The attribute encoder (layer No. 1 and 2) and attribute predictor (layer No. 3 and 4) are trained with the Adam optimizer. As mentioned in section 3, contrastive loss is employed for the Siamese network to generate attribute vectors while categorical cross entropy loss is used for the training of attribute predictor. Early stopping criterion is applied on the validation data to determine the number of training epochs. The learning rate was set as 0.001. The training is performed in batches of 1024 on a PC with i7-8770 core, 32GB memory and 12 GB TITAN XP GPU.
Dropout on the embedding layer as well as on the LSTM output layer are applied to address the over-fitting issue. The RNN layer size is set to 256 while the output of the attribute vector in Siamese network is set to 128. The sentence length is set to 36, with sentences shorter than 36 padded with zeros and those longer than 36 cropped with the former 36 tokens.
B. MODEL PERFORMANCE WITH DIFFERENT NUMBER OF SENTENCE PARTNERS FOR SIAMESE
Intrinsically, the more pairs we group, the better attribute vectors will be learned. However, increasing the partner number q will increase the storage space and the training time. Constructing data pairs for Siamese network is a combinatorial problem and the training data scales from O(N ) to O(N 2), we tried to select only part of all the possible pairs under the following intuition: if A1 is similar with A2 and B1 is similar with B2, the dissimilarity between A1 and B1 means that A1 is far from B2 and A2 keeps away from both B1 and B2, as visualized in Fig. 3 . This implies that part (A1 vs B1, A1 vs A2 and A2 vs B2) of all the possible pairs (A1 vs B1, A1 vs B2, A1 vs A2, A2 vs B1, A2 vs B2 and B1 vs B2) is enough to learn a relatively well embedding with Siamese network.
We evaluated our model with q varying from 4, 10, 20, 40 to 60, respectively. Fig. 4 demonstrates the classification accuracy curves of the proposed model with varying q values. It is obvious that the performance of our model improves significantly with the q value grows in the beginning. But when q is relatively large enough, the classification accuracy becomes stable, increasing q makes less contribution to the improvement, besides, the training time increased linearly with q. To balance the training time and accuracy, we take q as 40 for the following experiments.
C. EVALUATION AND COMPARISON WITH RELATED MODELS
To evaluate the proposed model, we make comparison with four baseline methods, and all these models are re-trained with our dataset. The details of the models are described below: CNN: The model is described in Lin et al. [50] , which is a state-of-the-art model for fine-grained relation extraction. We re-implemented the model using the same GloVe word embeddings with our model, while the position markers encode a relative position of each token with respect to the target entities. Further, the word embeddings and position markers are concatenated and passed to a convolutional layer, a max pooling layer and a non-linear layer to get the relation vector, and selective attention is applied to the relation vectors of instances before the final softmax layer to predict probabilities.
LSTM-baseline:
This model feeds the sentence embeddings comprised of word embeddings and position embeddings, which is just the same as the original inputs of our attribute encoder, into an LSTM layer to acquire relation vector of the sentence. Further, a dense layer and a softmax layer are employed to predict the final relation type for the target entity pair in the corresponding sentence.
Context-sum and Context-weighted: The third and fourth are the context-sum model and context-weighted model proposed by Daniil et al. [45] . Both the two models were proposed for the sentences with multiple relations, they take the other relations in the same sentence as context information and use the sum of context relation vectors to help the relation prediction. The difference is that context-sum model takes the equal sum of relation vector for each relation in the same sentence as input to the softmax layer while contextweighted takes the weighted sum of relation vector for each relation, where the weights are judged by the similarities of relations with attention mechanism. We retrained the two models with our data, the evaluation results on the held-out data show that their performance are almost the same both on sentences with one relation and multiple relations.
We first have a brief view to compare the proposed model with the other models in terms of accuracy on the held-out data, which compute the percentage of samples whose labels are properly predicted among all the samples. As shown in Fig. 5 , our model outperforms all the other methods.
Inherently, better embedding makes the classification task easier and the accuracy higher. That is to say, it is the attribute vectors learned from sentences that determine the difference in the performance of each model in Fig. 5 . In order to show the superiority of the proposed method in learning proper embedding of entity relations, we compared the attribute vector distributions of all sentences in held-out set obtained with the trained models. For this purpose, we conducted dimension reduction of the 41 dimensional attribute vectors with t-SNE [51] to visualize them as points in two-dimensional space, as shown in Fig. 6 . In this way, by comparing the distribution of the attribute vector in the picture, the performance of the classification models can be obtained intuitively.
From the perspective of distribution in Fig. 6 , the boundary between different relations of our model is distinct, and the aggregation of similar categories is closer, which is consistent with the merit of Siamese network, that is, the distance between similar categories is closer and the distance between different categories is more remote. On the contrary, we can see that there are a lot of overlapping and scattered points in the visualization of LSTM-baseline, which reflects that its classification effect is the worst. In terms of other models, there are occasional overlapping modules and dispersive points on a certain color block, which indicates that their classification effects are between the former two.
Further, we compare the four baseline models with our model through held-out evaluation and report the aggregated micro precision-recall curves and macro precisionrecall curves in Fig. 7 .
From Fig. 7 , we have the following observations: (1) All the models perform similar at the smallest recall number, while the proposed model performs better than any other system over the entire recall range. Moreover, the precision of model LSTM-baseline falls fast when recall increases. All these should be ascribed to the quality of attribute vectors learnt by the respective model, as visualized in Fig. 6 . (2) The performance of LSTM related works is LSTMbaseline <context-sum<context-weighted<Siamese, indicating that taking the context information into consideration do help the relation extraction task, since the context-sum and context-weighted models look at other relation information in the same sentence, whereas our model takes into account the global information of another sentence in the Siamese network trained with sentence pairs. (3) Besides, in regard to the conclusion drawn from the curves that Siamese, CNN and Context-weighted models perform better than Contextsum model, we reasoning this to the comparison with other relation information. In other words, the Context-sum model preliminarily treat each context relation equally, in contrast, Context-weighted and CNN models incorporate the attention mechanism whose weights are determined by the similarity between target relation and context relation. And more remarkable, in our model, the Siamese network compares the semantic distances between input sentence pairs to obtain attribute vectors better for relation extraction.
D. PERFORMANCE IMPROVEMENT ANALYSIS AND THE RATIONALITY IN CONSTRUCTING SENTENCE PAIRS
To illustrate the advantage and the rationality of our method, we compare the F1 value of all the relation types in Table 3 . The results show that the proposed model does better in predicting most of the relation types. Moreover, among the relation types listed in the table, improvements greater than 10% compared with the best ever come from the relation father (P22, 10.02%, 2212 sentences), field of work (P101, 11.52%, 994 sentences), given name (P735, 10.59%, 762 sentences), cause of death (P509, 15.91%, 195 sentences), killed by (P157, 14.51%, 158 sentences), noble title (P97, 10.05%, 150 sentences) and astronaut mission (P450, 13.89%, 143 sentences). It is shown that most improvement comes from the relation types with less sentence number, indicating that the proposed method addressed the data imbalance issue in a certain degree.
Tracing back to the sentence pairs construction step, the strategy to find positive pairs and negative pairs can be treated as a kind of over-sampling. Specifically, suppose we have got sentence S anchor and we are sampling q sentences of different relation label to construct negative pairs. The strategy we adopted is that selecting sentences in each relation type equally with probability 1/40, so the sentences in small set will be sampled more times. On the contrary, treating every sentence equally will usually mislead the model to favor the large sets.
VI. CONCLUSION
This paper presents a novel model for entity attribute extraction, by introducing a Siamese architecture to learn text representations. The experiment results strongly support that the utilization of Siamese network makes the embedding of sentences more representative for attribute extraction.
We owe this to two reasons. Firstly, unlike the sequential input model, which learns features by comparing the predicted value and the real value of each sample, the paired input enables the model to conclude and learn the discriminant features more intuitively and accurately by the comparison between the pairs. The setting of margin in Siamese lets the final learned model to further highlight the similarities and dissimilarities, so as to make greater distinction between different categories and improve the classification performance. Secondly, the data generation method of Siamese network increases the quantity of training data from O(N ) to O(N 2), which effectively solved the problem of insufficient labeled data. Moreover, the construction strategy of sentence pairs, by selecting partners for each concerned sentence with equal probability from other relations to form negative sample pairs, is a kind of over-sampling and relieves the data unbalancing issue a lot.
In summary, the proposed model learns a better sentence embedding for the person entity attribute extraction and outperforms the state-of-the-art methods. The employment of Siamese that forces the learned text representations towards a proper semantic space where similar attributes are closer and dissimilar attributes are farther, is essential for the task of attribute extraction. For the further study, we will extend this research to other attribute domains and use the results of attribute extraction for knowledge fusion. He has been a Professor with the College of Computer, National University of Defense Technology, since 2013. His research interests include big data processing, uncertain databases, data mining, spatial databases, and time series databases. He has published over 100 research papers on these topics. He also received several academic rewards, including three National Science and Technology Progress Awards (sencond class).
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