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Abstract
In this note, we obtain a lower bound for the distance between the pseudospectrum of a matrix polynomial and a given point
that lies out of it, generalizing a known result on pseudospectra of matrices.
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1. Introduction and definitions
Let Cn×n be the algebra of all n × n complex matrices, and consider the higher order linear system Amu(m)(t) +
Am−1u(m−1)(t)+· · ·+ A1u(1)(t)+ A0u(t) = f (t), where A j ∈ Cn×n ( j = 0, 1, . . . , m) with det Am = 0, u(t) ∈ Cn
is the unknown vector function and f (t) ∈ Cn is piecewise continuous (the indices on u(t) denote derivatives with
respect to the independent variable t). Applying the Laplace transformation yields the matrix polynomial
P(λ) = Amλm + Am−1λm−1 + · · · + A1λ + A0, (1)
where λ is a complex variable. The study of matrix polynomials has a long history, especially with regard to their
spectral analysis, which leads to the solutions of the corresponding systems of differential equations [1].
A scalar λ0 ∈ C is said to be an eigenvalue of the matrix polynomial P(λ) in (1) if the system P(λ0)x = 0 has
a nonzero solution x0 ∈ Cn . This solution x0 is known as an eigenvector of P(λ) corresponding to λ0. The set of
all eigenvalues of P(λ) is the spectrum of P(λ), namely, σ(P) = {λ ∈ C : det P(λ) = 0}, and since det Am = 0, it
contains no more than nm distinct (finite) elements.
We are interested in the spectra of perturbations of the matrix polynomial P(λ) in (1) of the form
PΔ(λ) = (Am +Δm)λm + (Am−1 +Δm−1)λm−1 + · · · + (A1 +Δ1)λ + A0 +Δ0,
where the matrices Δ0,Δ1, . . . ,Δm ∈ Cn×n are arbitrary. For a given ε > 0 and a given set of nonnegative weights
w = {w0, w1, . . . , wm} with at least one nonzero element, the (weighted) ε-pseudospectrum of P(λ) is defined by
σε,w(P) =
{
λ ∈ C : det PΔ(λ) = 0, ‖Δ j ‖2 ≤ ε w j , j = 0, 1, . . . , m
}
,
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where ‖·‖2 denotes the spectral norm, i.e., the matrix norm subordinate to the Euclidean vector norm. The parameters
w0, w1, . . . , wm ≥ 0 allow freedom in how perturbations are measured; for example, in an absolute sense when
w0 = w1 = · · · = wm = 1, or in a relative sense when w j = ‖A j ‖2 ( j = 0, 1, . . . , m).
If P(λ) = Iλ− A for some A ∈ Cn×n , then σ(P) coincides with the standard spectrum of A, σ(A). If, in addition,
we set w = {w0, w1} = {1, 0}, then σε,w(P) coincides with the ε-pseudospectrum of the matrix A [2–5], that is,
σε(A) = {λ ∈ C : λ ∈ σ(A + E), ‖E‖2 ≤ ε}.
Denote by smin(·) and smax(·) the minimum and the maximum singular values of a complex matrix, respectively. If
we consider the scalar polynomial
qw(λ) = wmλm + wm−1λm−1 + · · · + w1λ + w0, (2)
then by [6, Lemma 2.1],
σε,w(P) = {λ ∈ C : smin(P(λ)) ≤ ε qw(|λ|)}.
As the parameter ε > 0 increases, the ε-pseudospectrum of P(λ) enlarges, and for ε large enough, σε,w(P) is no longer
bounded. On the other hand, since the leading coefficient Am is nonsingular, for sufficiently small ε, σε,w(P) consists
of no more than nm bounded connected components, each one containing a single (possibly multiple) eigenvalue of
P(λ). Moreover, by Theorems 2.2 and 2.3 of [7], we know that the pseudospectrum σε,w(P) is bounded if and only if
ε wm < smin(Am), and in this case, it has no more than nm connected components.
Pseudospectra provide important insights into the sensitivity of eigenvalues under perturbations and have
several applications (see [2–7] and the references therein). In this article, we continue the investigation of the ε-
pseudospectrum of the matrix polynomial P(λ) in (1), constructing a lower bound for the distance between σε,w(P)
and a given point λ0 ∈ σε,w(P).
2. The distance lower bound
A simple inclusion–exclusion algorithm for the estimation of pseudospectra of complex matrices was recently
proposed by Koutis and Gallopoulos [8] (this work can be downloaded from [4]). Their methodology is based on the
following result (see also [2,3]).
Theorem 1 ([8, Theorem 2.4]). Let A ∈ Cn×n , ε > 0 and λ0 ∈ σε(A). Then the distance dist(λ0, σε(A)) from the
point λ0 to the ε-pseudospectrum of A satisfies
dist(λ0, σε(A)) ≥ smin(Iλ0 − A) − ε.
Consider now an n × n matrix polynomial P(λ) as in (1), an ε > 0, some weights w0, w1, . . . , wm ≥ 0 and
the corresponding polynomial qw(λ) in (2). For a given λ0 ∈ σε,w(P), we obtain a lower bound for the distance
dist(λ0, σε,w(P)), generalizing Theorem 1. The following two lemmas are necessary for our discussion. The first
lemma can be found in [9], and the second one is a simple exercise in polynomials.
Lemma 2. For any A, B ∈ Cn×n, |smin(A + B) − smin(A)| ≤ smax(B).
Lemma 3. Let p(λ) = amλm + am−1λm−1 + · · · + a1λ − a0 be a scalar polynomial with a0 > 0, a1, a2, . . . , am ≥ 0
and at least one of the coefficients a1, a2, . . . , am positive. Then p(λ) has exactly one positive zero.
Theorem 4. For any λ0 ∈ σε,w(P), we have the following two cases:
(i) Suppose that at least one of the given weights w1, w2, . . . , wm is positive, and r1 is the positive root of
q(m)w (|λ0|)
m! λ
m + · · · + q
(1)
w (|λ0|)
1! λ −
(
smin(P(λ0))
ε
− qw(|λ0|)
)
= 0.
For any γ ∈ (0, 1), let rγ be the positive root of the equation
‖P(m)(λ0)‖2
m! λ
m + · · · + ‖P
(1)(λ0)‖2
1! λ − (smin(P(λ0)) − ε qw(|λ0| + γ r1)) = 0.
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Then dist(λ0, σε,w(P)) ≥ min
{
γ r1, rγ
}
.
(ii) If w1 = w2 = · · · = wm = 0 and r0 is the positive root of
‖P(m)(λ0)‖2
m! λ
m + · · · + ‖P
(1)(λ0)‖2
1! λ − (smin(P(λ0)) − ε w0) = 0,
then dist(λ0, σε,w(P)) ≥ r0.
Proof. Suppose that λ0 ∈ σε,w(P), or equivalently, smin(P(λ0)) > ε qw(|λ0|). Then for any nonzero μ ∈ C, we have
P(λ0 + μ) = P(λ0) + P
(1)(λ0)
1! μ + · · · +
P(m)(λ0)
m! μ
m ,
where the matrix P(m)(λ0)/(m!) = Am is nonsingular. By Lemma 2 and norm properties, it follows that
|smin(P(λ0 + μ)) − smin(P(λ0))| ≤ smax
(
m∑
j=1
P( j )(λ0)
j ! μ
j
)
≤
m∑
j=1
‖P( j )(λ0)‖2
j ! |μ|
j .
Hence,
−
m∑
j=1
‖P( j )(λ0)‖2
j ! |μ|
j ≤ smin(P(λ0 + μ)) − smin(P(λ0)),
or equivalently,
smin(P(λ0)) −
m∑
j=1
‖P( j )(λ0)‖2
j ! |μ|
j ≤ smin(P(λ0 + μ)).
Thus, for
ε <
1
qw(|λ0 + μ|)
(
smin(P(λ0)) −
m∑
j=1
‖P( j )(λ0)‖2
j ! |μ|
j
)
,
or equivalently, for
‖P(m)(λ0)‖2
m! |μ|
m + · · · + ‖P
(1)(λ0)‖2
1! |μ| − (smin(P(λ0)) − ε qw(|λ0 + μ|)) < 0, (3)
we have smin(P(λ0 + μ)) > ε qw(|λ0 + μ|), i.e., λ0 + μ ∈ σε,w(P). Furthermore, observe that the difference
smin(P(λ0)) − ε qw(|λ0 + μ|) (in the constant coefficient of the scalar polynomial in the left-hand part of (3)) is
positive when smin(P(λ0)) − ε qw(|λ0| + |μ|) > 0, or equivalently, when
q(m)w (|λ0|)
m! |μ|
m + · · · + q
(1)
w (|λ0|)
1! |μ| −
(
smin(P(λ0))
ε
− qw(|λ0|)
)
< 0. (4)
Next we consider the two cases of the theorem:
(i) Assume that at least one of the weights w1, w2, . . . , wm is positive. Since smin(P(λ0)) − ε qw(|λ0|) > 0, by
Lemma 3, the polynomial
q(m)w (|λ0|)
m! λ
m + · · · + q
(1)
w (|λ0|)
1! λ −
(
smin(P(λ0))
ε
− qw(|λ0|)
)
has exactly one positive zero, r1. Then for every nonzero μ ∈ C with |μ| < r1, (4) holds and smin(P(λ0)) >
ε qw(|λ0| + |μ|). Hence, for any γ ∈ (0, 1),
smin(P(λ0)) > ε qw(|λ0| + γ r1),
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and consequently, the scalar polynomial
‖P(m)(λ0)‖2
m! λ
m + · · · + ‖P
(1)(λ0)‖2
1! λ − (smin(P(λ0)) − ε qw(|λ0| + γ r1))
satisfies the conditions of Lemma 3 and has exactly one positive zero, rγ . Furthermore, for every nonzero μ ∈ C such
that |μ| < min {γ r1, rγ }, we have
‖P(m)(λ0)‖2
m! |μ|
m + · · · + ‖P
(1)(λ0)‖2
1! |μ| − (smin(P(λ0)) − ε qw(|λ0 + μ|))
≤ ‖P
(m)(λ0)‖2
m! |μ|
m + · · · + ‖P
(1)(λ0)‖2
1! |μ| − (smin(P(λ0)) − ε qw(|λ0| + |μ|))
<
‖P(m)(λ0)‖2
m! |μ|
m + · · · + ‖P
(1)(λ0)‖2
1! |μ| − (smin(P(λ0)) − ε qw(|λ0| + γ r1))
< 0.
Thus, for every nonzero μ ∈ C such that |μ| < min {γ r1, rγ }, both (3) and (4) hold, and as a consequence,
λ0 + μ ∈ σε,w(P).
(ii) Assume that w1 = w2 = · · · = wm = 0 and w0 > 0. Then qw(λ) = w0 for every λ ∈ C. Hence, for every μ ∈ C,
the difference smin(P(λ0)) − ε qw(|λ0 + μ|) = smin(P(λ0)) − ε w0 is positive. The scalar polynomial
‖P(m)(λ0)‖2
m! λ
m + · · · + ‖P
(1)(λ0)‖2
1! λ − (smin(P(λ0)) − ε w0)
satisfies the conditions of Lemma 3 and has exactly one positive zero, r0. As in case (i), for every nonzero μ ∈ C such
that |μ| < r0,
‖P(m)(λ0)‖2
m! |μ|
m + · · · + ‖P
(1)(λ0)‖2
1! |μ| − (smin(P(λ0)) − ε w0) < 0,
i.e., (3) holds. Thus, smin(P(λ0 + μ)) > ε w0, or equivalently, the point λ0 + μ does not belong to σε,w(P). 
Note that rγ in part (i) of this theorem is a continuous decreasing function of the variable γ ∈ (0, 1) with
limγ→1− rγ = 0. As a consequence, the curve {(γ, rγ ) : γ ∈ (0, 1)} has exactly one common point with the line
segment {(γ, γ r1) : γ ∈ (0, 1)}, which is the only maximum of the function min
{
γ r1, rγ
} (see Fig. 2). If this
common point is (γ0, rγ0) = (γ0, γ0r1) (for a γ0 ∈ (0, 1)), then rγ0 = γ0r1 is the best lower bound that Theorem 4
can give, as is illustrated in the following example.
Example. The spectrum of the matrix polynomial
P(λ) =
⎡
⎣ 1 0 0−1 1 1
0 0 −1
⎤
⎦ λ2 +
⎡
⎣ 0 0 0−2 0 0
0 0 1
⎤
⎦ λ +
⎡
⎣−2 8 010 6 0
8 −8 10
⎤
⎦
is σ(P) = {−3.9698,−1.9194, 1.6868, 4.6209, 0.2908 ± i 3.9250}. For ε = 0.4 and w = {1, 1, 1}, the
pseudospectrum σε,w(P) is bounded and its boundary is drawn in Fig. 1, where the eigenvalues of P(λ) are plotted as
‘+’ and the point 0 ∈ σε,w(P) is marked with an asterisk. For the distance dist(0, σε,w(P)), we verify that r1 = 2.8113
and, as one can see in Fig. 2, the best lower bound that Theorem 4 (i) can imply is 0.9355 (which corresponds to
γ = 0.3328). This bound is satisfactory, keeping in mind that the closest to the origin real boundary point of σε,w(P)
is 1.3686. 
Theorem 4, the relative discussion and straightforward calculations yield the following result.
Corollary 5. Let Q(λ) = A1λ + A0 be a linear pencil with det A1 = 0. Then for any λ0 ∈ σε,w(Q), we have
dist(λ0, σε,w(Q)) ≥ smin(A1λ0 + A0) − ε (w1|λ0| + w0)‖A1‖2 + ε w1 .
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Fig. 1. The pseudospectrum σ0.4,w(P) with five connected components.
Fig. 2. The function min
{
γ r1, rγ
}
for γ ∈ (0, 1).
We remark that for A1λ + A0 = Iλ − A and w = {1, 0}, the above corollary implies directly Theorem 1.
Suppose now that wm > 0. If the magnitude of λ0 is sufficiently large, then the quantity q( j )w (|λ0|)/( j !) can
be approximated by
(
m
j
)
wm |λ0|m− j for every j = 0, 1, . . . , m. Furthermore, smin(P(λ0)) can be estimated by
smin(Am)|λ0|m (which is positive since det Am = 0). As a consequence, (4) is approximated by the inequality(
m
m
)
wm |μ|m + · · · +
(
m
1
)
wm |λ0|m−1|μ| −
(
smin(Am)
ε
− wm
)
|λ0|m < 0,
where smin(Am)/ε − wm > 0 if and only if σε,w(P) is bounded [7, Theorem 2.2]. Dividing by |λ0|m , it follows that(
m
m
)
wm
|λ0|m |μ|
m + · · · +
(
m
1
)
wm
|λ0| |μ| −
(
smin(Am)
ε
− wm
)
< 0,
where all the positive coefficients of the (positive) powers of |μ| are relatively small. Hence, we conclude that if one
of the weights w1, w2, . . . , wm is positive, σε,w(P) is bounded and |λ0| is sufficiently large, then r1 in Theorem 4
becomes relatively large. In particular, it becomes proportional to |λ0|.
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