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We survey polaron formation in the BLF-SSH model using acoustic phonons in the adiabatic
limit. Multiple different numerical optimization routines and strong coupling analytical calculations
are used to find a robust ground state energy for a wide range of coupling strengths. The electronic
configuration and accompanying ionic distortions of the polaron were determined, as well as a non-
zero critical coupling strength for polaron formation in two and three dimensions.
I. INTRODUCTION
Many-body calculations of electrons coupled to acous-
tic phonon modes were first proposed by Barisic´, Labbe´,
and Friedel (BLF)1 in the context of understanding tran-
sition metal superconductivity in 1970. The same cou-
pling was subsequently reintroduced by Su, Schrieffer,
and Heeger (SSH)2,3 10 years later to model soliton
modes in long polyacetylene chains. More recently there
has been a revival of interest in these types of mod-
els to describe superconductivity in the cuprate mate-
rials, though typically only the so-called BLF-SSH form
of the coupling is adopted. For both physical and tech-
nical reasons, the acoustic phonons are usually modelled
as Einstein oscillators, i.e. optical modes.4 The BLF-
SSH model has also been used recently in problems con-
cerning conducting polymers for electronic and solar-cell
applications,5 as well as problems in biophysics.6
The BLF-SSH model differs from the commonly used
Holstein model7 in two main ways. First, as already men-
tioned, it uses acoustic phonon modes, thus maintaining
relevance for materials without optical modes. Second,
the electron-phonon interaction in the BLF-SSH model
modifies the electron hopping term, not the on-site en-
ergy as in the Holstein model. Both these modifications
makes the BLF-SSH model technically more difficult, but
they also potentially alter the physics somewhat, as the
lowering of energy due to the electron-phonon coupling
is associated with movement of the electron, and not
with the (Coulombic) potential energy between the elec-
tron and the displaced ionic charge. The so-called CSG
model4 shows somewhat unusual properties, even for the
single polaron, presumably due to the optical mode sim-
plification.
Much of the work done on this model is in the one di-
mensional adiabatic approximation, i.e. the phonons are
treated classically.2,3 Barisic´, Labbe´, and Friedel1 used
BCS and diagrammatic methods to address supercon-
ductivity, but after the SSH revival, the effects of quan-
tum fluctuations were examined through quantum Monte
Carlo and renormalization group studies,8 and these au-
thors focused on half-filling. They found that the lat-
tice ordering (in one dimension) was reduced by quantum
fluctuations.
Further studies were performed for a single polaron,
based on variational calculations,9 for the Fro¨hlich
Hamiltonian in the continuum with acoustic phonons
and with a wave vector cutoff to mimic lattice effects.
These authors generally found a phase transition to a
“self-trapping” state, as a function of coupling strength.
For the BLF-SSH model, however, very little work has
been done in the quantum regime for a single electron.
We have studied the BLF-SSH polaron using perturba-
tion theory, and were unable to find, for example, a per-
turbative regime in one dimension where polaron effects
are absent.10 In Ref. 11 the properties of a single polaron
in the BLF-SSH model have been studied in one and
two dimensions, using the adiabatic approximation. Un-
fortunately, we believe this 2D study has serious errors,
and their results display unphysical emergent phenom-
ena (see below). Here we will present a comprehensive
survey of the adiabatic BLF-SSH model in one, two and
three dimensions.
In the adiabatic limit the electrons are treated quan-
tum mechanically, while the ions are treated semi-
classically. The ions are considered to have no kinetic en-
ergy and their displacements from equilibrium are treated
as input parameters to the Hamiltonian. Since the elec-
tronic bandwidth in real materials is often very large
compared to the phonon energy scale, this limit is ex-
pected to be physically relevant. On the other hand cer-
tain pathologies have come to be associated with the adi-
abatic limit. For example, as will be reported below, we
found a critical coupling strength in dimensions higher
than one, beyond which the electron forms a polaron-
like ground state, and below which the electron is de-
coupled from the lattice. From studies of the Holstein
model,12–14, the existence of a critical coupling strength
is expected to not survive away from the adiabatic limit.
Nonetheless, studies of the adiabatic limit give a good
picture of what will occur in the near-adiabatic limit,
particularly in the strong coupling limit.
This paper is organized as follows. In the next section
we define the model and the adiabatic approximation,
and follow this with a short discussion concerning our
methods. We then display some analytical results, and
follow up with numerical results in the ensuing section.
In the final section we provide a brief summary.
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2II. THE MODEL
We begin by writing down the Hamiltonian for a 2D
system - this is readily generalized to the 1D and 3D
cases that are also treated in this paper:
H = −
∑
〈i,j〉
tij
(
c†iσcjσ + h.c.
)
+
∑
i
[
p2xi
2M
+
p2yi
2M
]
+
1
2
K
∑
〈i,j〉
[(
uxi − uxj
)2
+
(
uyi − uyj
)2]
, (1)
where angular brackets denote nearest neighbours only
without double counting, and the i and j indices are writ-
ten in boldface to emphasize that for the D-dimensional
case they are D-dimensional vectors. The operators and
parameters are as follows: c†iσ (ciσ) creates (annihilates)
an electron at site i with spin σ. The x-components for
the ion momentum and displacement are given by pxi,
and displacement uxi, respectively (similarly for the y-
components), and the ions have mass M and spring con-
stant K connecting nearest neighbours only. Further-
more,
tij = t− α(uxi − uxj)δi,j±aˆx − α(uyi − uyj)δi,j±aˆy . (2)
Note that the parameter α can be written as a derivative
of the hopping amplitude with respect to displacement.
Here it is simply treated as a parameter. Moreover, the
electron hopping is modified only by ionic motions in the
same direction, i.e. longitudinal coupling only, consistent
with an expansion of the coupling term to linear order
only in the displacements.15 The adiabatic approxima-
tion is achieved by dropping the kinetic energy term for
the ions:
H = −
∑
〈i,j〉
tij
(
c†iσcjσ + h.c.
)
+
1
2
K
∑
〈i,j〉
[(
uxi − uxj
)2
+
(
uyi − uyj
)2]
. (3)
This means that we can treat the ionic displacements as
c-numbers, and the electronic part of the Hamiltonian
remains as an eigenvalue problem. We change variables
for the ions, since the Hamiltonian depends only on the
separation between the ion sites. Thus we define x˜i =
uxj − ui+δx and y˜i = uyi − uyi+δy .
This simplifies the calculations and somewhat changes
the nature of the boundary conditions. We will use pe-
riodic boundary conditions; in the original uxi and uyi
variables, this would mean that if a disruption occurred
somewhere in the lattice (say, near the electron), then
this ‘disruption’ would have to ‘heal’ itself at the bound-
ary. By switching to the x˜ and y˜ variables this is no
longer true. A separation of ions near the electron would
simply ‘push’ the remaining ions further out. We have
FIG. 1. A one dimensional depiction of the variables used to
describe ionic motion. The full blue circles are ions at their
equilibrium positions, and the grey dotted circles are ions
displaced from their equilibrium positions. The uxi variables
are then seen to be the displacements from equilibrium and
x˜0 = ux0 − ux1 so x˜x0 can be thought of as the distance
change between the two ions after subtracting the equilibrium
distance spacing.
effectively eliminated the mode that corresponds to uni-
form translation of all the ions and introduced a stretch-
ing mode that allows the entire lattice to expand or
contract (this is not possible with conventional periodic
boundary conditions). In the thermodynamic limit this
choice of variable and boundary conditions does not ef-
fect the physical result (an electron distorting the ions
in its vicinity), but use of the x˜i and y˜i variables results
greatly reduces finite size effects for systems smaller than
the thermodynamic limit.
It is advantageous to rescale the ion displacement pa-
rameters as dimensionless variables. To this end we de-
fine
xi =
α
K
x˜i (4)
yi =
α
K
y˜i (5)
As is customary we define a dimensionless electron
phonon coupling strength λ:
λ =
α2
ω20MW
, (6)
where W ≡ 4Dt is the electronic bandwidth for a ‘cubic’
lattice in D-dimensions, and
ω0 =
√
4K
M
. (7)
Thus the adiabatic Hamiltonian becomes:
H =
∑
i
[−t+ λWxi][c†i ci+δx + h.c.]
+
∑
i
[−t+ λWyi][c†i ci+δy + h.c.]
+
∑
i
λW
2
(x2i + y
2
i ). (8)
Consideration of only longitudinal modes keeps the
directions independent of one other, consistent with
3what is generally done in the fully quantum mechani-
cal treatment.10 This also neglects changes in y-distances
that could come from changing nearby x-distances
through triangulation. This is justifiable since the change
in the hopping due to the electron-phonon interaction
is itself a linear approximation and these definitions are
consistently linear in the changes in bond length.
The adiabatic BLF-SSH model (with coupling to longi-
tudinal modes as described here) has been studied in one
dimension2 and two dimensions.11 More recent studies
are motivated by biophysical and polymer applications
and are generally done in one dimension.5,6,16 Calcula-
tions in the adiabatic limit are useful since they allow us
to understand the physical structure of a polaron, both
electronically, and through the accompanying ionic dis-
placements.
III. METHODS
With the Hamiltonian defined in Eq. (8), for a given
electronic wave function the ground state energy can be
determined and minimized with respect to the ionic dis-
placements. Solving the semi-classical adiabatic model
is therefore a problem of function minimization. In this
formulation, the bond length parameters are the varia-
tional input parameters. Given their values, the electron
energy can be evaluated by evaluating the tight binding
electronic Hamiltonian matrix elements with the ti values
calculated from the bond lengths. The ionic energy is a
simple classical sum of the bond lengths squared and to-
gether these terms give the binding energy of the polaron.
The number of parameters then scales as the number of
ion sites and also dimension.
The multivariable minimization problem is in general
much easier than the full quantum many body problem,
but remains a very difficult problem in its own right.
Finding a solution with a low energy is not particularly
difficult, but knowing that one has the lowest possible
solution is virtually impossible. This is at the root of the
confusion in the field — there is no good way to distin-
guish whether one has found the global minimum, or sim-
ply a low local minimum. For many applications, such as
the traveling salesman problem, finding a solution that is
quite close to the absolute minimum is acceptable. How-
ever, for the polaron, two solutions with similar energies
may have a very different physical structure; thus finding
the global minimum is important for a proper physical
understanding.
There are many different algorithms for multivariable
minimization and to establish confidence in our results we
have implemented several different ones, verifying that
we have the correct answer. Each has its own strengths
and weaknesses and by combining them we have a much
better understanding of the energy landscape.
The state of the art in multivariable minimization with
no a priori knowledge is the genetic algorithm.17 This
algorithm is very effective at searching through the entire
space for low energy solutions, but is rather slow for large
numbers of parameters and has a hard time “fine tuning”
a solution. The basic method is to create a population
of points in the N-dimensional space, then allow them to
breed, where they swap coordinates, and small random
variations are introduced. These new points are then
ranked by evaluating their energies, and the best half
are allowed to breed and compose the next iteration’s
population.
Alternatively, one may use minimization algorithms
using the gradient. By using the Hellman-Feynman the-
orem, the gradient can be computed as a function of the
bond lengths and the eigenvector of the tight-binding
Hamiltonian can be constructed by using those bond
lengths. We have
∂E
∂yi
= 〈ψ|∂Helec
∂yi
|ψ〉+ λWyi. (9)
and similarly for the xi parameters. There are two ways
to use this information. First, one can set up a self-
consistent set of equations and iterate through these.
Second, one can use a conjugate gradient optimization
routine. Both of these methods run much faster than the
genetic algorithm, but they do not sample more than one
point in configuration space at a time. This makes them
more prone to falling into local minima.
We implemented all of these algorithms and found the
best performance from the conjugate gradient method. It
found the same configuration as the genetic algorithm on
small systems given random initial conditions, and could
handle larger systems with ease. It was, however, more
sensitive to errors in the eigenvalue and eigenvector of
the diagonalization routine than the iterative method.
Preliminary calculations showed that the polaron
would be very small at strong coupling, so we first per-
formed searches of the solution for strong coupling pa-
rameters on small clusters. We used both the differential
algorithm and conjugate gradient algorithm using ran-
dom starting conditions. This generally produced a few
low energy configurations. We then used these configura-
tions as starting conditions for a sweep towards zero cou-
pling strength. We would find the lowest energy config-
uration for a given λ, and then use that configuration as
the starting point for the next lower λ calculation. This
avoided getting lost in multi-dimensional phase space.
We did other surveys for starting configurations that were
not low energy solutions at strong coupling, but in these
cases only the trivial solution of a free electron immersed
in a lattice of unstretched bonds was found.
IV. ANALYTICAL RESULTS
Before we present data from our numerical simulations,
it is instructive to examine analytically the case of strong
coupling. Here the polaron is very small, and thus we
can perform a simple analytical calculation to obtain the
optimum solution.
4In one dimension, instead of following the numerical
procedure of periodic boundary conditions, we adopt
open boundary conditions, since we are anticipating a
very small polaron. There is a general distinction be-
tween chains with an even or odd number of sites. For
example, in the two-site model the electron wave function
is expected to be a symmetric linear combination of the
electron on both sites, i.e. |ψ2〉 = (c†0|0〉+c†1|0〉)/
√
2. The
subscript 0 (1) refers to the left (right) site. The prob-
lem is immediately diagonal, and the electronic energy
from the electronic Hamiltonian is el = −(t − λWx),
where x represents the dimensionless ‘stretch’ of the
one bond in the problem. Combined with the ionic
part of the Hamiltonian we obtain a total energy of
E = −t + λWx + λWx2/2. Minimization gives x = −1
and Emin = −t− λW/2.
For three sites there are two independent normalized
wave functions,
|φ0〉 = c†0|0〉
|φ1〉 = 1√
2
(
c†−1 + c
†
1
)|0〉, (10)
where −1, 0 and 1 represent the site indices, and the
electron wave function |ψ3〉 is given in terms of these two
basis states:
|ψ3〉 = a0|φ0〉+ a1|φ1〉 (11)
We therefore have an eigenvalue problem for the two co-
efficients and the electronic energy, el, as(
0 −√2(t− λWx0)
−√2(t− λWx0) 0
)(
a0
a1
)
= 
(
a0
a1
)
,
(12)
where, due to the symmetry of the problem, the dimen-
sionless bond stretches on the left and on the right will
be equal (denoted here by x0). The eigenvalues are read-
ily determined, with the electronic ground state energy
given by el = −
√
2(t− λx0); then the total energy
Etot = −
√
2(t− λx0) + λWx20 (13)
is minimized by x0 = −1/
√
2; this gives
EGS = −
√
2t− 1
2
λW. (14)
This represents a lower energy than the 2 site model,
and in general the solution with an odd number of sites
partially occupied by the electron will have a lower energy
than that with an even number of sites. The eigenvector
corresponding to this energy is
|φGS〉 = 1
2
c†−1|0〉+
1√
2
c†0|0〉+
1
2
c†1|0〉, (15)
and corresponds to a central maximum electron ampli-
tude with two smaller amplitudes on either side. One
relative ion displacement is required, with x0 = −1/
√
2.
This corresponds to the ions on either side of the cen-
tral maximum moving closer to the centre, with all other
ions on either side following suit, meaning that there are
no further relative displacements. For reasons further
explained in the Appendix, we expect this solution to
properly represent the strong coupling solution, even for
the quantum case. To verify this for the adiabatic limit,
at least, we expand the Hilbert space.
With five sites, we use an additional electron basis
state,
|φ2〉 = 1√
2
(
c†−2 + c
†
2
)|0〉, (16)
and an additional stretch denoted by x1, between site
1 and site 2 (or site -1 and site -2). The equations are
slightly more complicated, as a 3 × 3 matrix must be
diagonalized, 0 −√2t0 0−√2t0 0 −t1
0 −t1 0
 a0a1
a2
 = 
 a0a1
a2
 , (17)
where a0 and a1 are amplitudes of the two basis states
in Eq. (10) as before and a2 is the amplitude for the
basis state |φ2〉, and tk ≡ t − λWxk for k = 0, 1. A
straightforward diagonalization gives
el = −
√
2(t− λWx0)2 + (t− λWx1)2, (18)
so that the total energy is well-defined in terms of x0
and x1. Taking partial derivatives with respect to these
two parameters and setting them to zero then gives two
equations that cannot be solved in closed form. How-
ever, an expansion in increasing powers of t/(λW ) gives
a minimum energy
E =
−λW
2
−
√
2t− t
2
λW
+
2
√
2t3
(λW )2
+ O(
t
λW
)3. (19)
Note that the corresponding eigenvector is given by
Eq. (15), plus corrections of order O(1/λ), including the
amplitude on the two sites furthest from the centre. Fur-
thermore x1 = O(1/λ), and x0 = −1/
√
2 +O(1/λ). This
confirms Eqs. (15) and (14) as the strong coupling so-
lutions. Figure 2 shows these solutions along with our
numerical solution for the thermodynamic limit, and the
agreement is very good for strong coupling.
Since all the corrections beyond the three-site model
are of order t/λW or higher we are assured that the three-
site solution represents the true strong coupling limit.
There are no finite size effects that need to be included
and the minimization is analytical and thus this solution
is not subject to being trapped in a local minimum as
numerical methods can be.
Using the same analytical methods we can find the
strong coupling limit for the 2D and 3D cases as well.
We restrict ourselves to solutions that have the same
symmetries as the lattice since a symmetric Hamiltonian
is expected to have symmetric solutions. Nonetheless,
5FIG. 2. The ground state energy for the 1D BLF-SSH model
in the adiabatic limit. The solid curve with (blue) squares
is the numerical solution, while the various strong coupling
expansions are shown as indicated in the legend. The diver-
gence in weak coupling is due to the finite expansion in t/λW
and not from some effect of the model itself.
there are alternative analogues to the two and three site
configurations that we considered in one dimension. The
two general types of configurations are those in which a
polaron is centred on a site, or those in which a polaron is
centred at a location which is not a site; instead it is cen-
tred on a point equidistant from all neighbouring sites. In
one dimension these configurations were the cases with an
odd or even number of sites with significant amplitude,
respectively. Some details along the lines given above
for the one dimensional case are given in the Appendix.
Here we simply present the final energies and configu-
rations. The calculations are straightforward; numerical
results are obtained by diagonalization of finite systems
until convergence is achieved, and analytical results can
be done very quickly with the help of a computer algebra
system like Mathematica.
In two dimensions a curious degeneracy occurs — the
two potential configurations ( Fig. 3) have the same en-
ergy in the extreme strong coupling limit (see Appendix),
E =
−λW
2
− 2t (20)
However, it should be noted that this degeneracy is
really a special case applicable to the simple square lat-
tice. For example the 2D honeycomb lattice also has
two analogous solutions, but they are not degenerate (see
Appendix). For the two dimensional square lattice this
degeneracy remains for all coupling strengths, as our nu-
merical results showed no discernible difference once con-
verged for finite size effects. This appears to come from
the fact that both solutions have the same number of
FIG. 3. The two possible configurations for stretched bonds
in the 2D strong coupling limit. The square has the electron
amplitude equal on all four sites while the star configuration
has half of the electron probability on the centre site and one
eighth on each of the four surrounding sites.
bonds stretched on the square lattice so the energy cost
is the same, and they have the same electron energy even
though they have different electron configurations in real
space. The existence of two solutions may be more im-
portant in many-electron calculations since they have dif-
ferent physical sizes, but for single electron studies they
seem to be interchangeable.
In 3D there are again two types of solutions, those
centred on an actual site of the lattice (so-called ‘star’
configuration) and and those centred on a point which
would be the centre of a cube of eight sites. We found the
’star’ configuration to always have the lowest energy; in
strong coupling the two energies are given by Eqs. (A6):
Estar = −1
2
λW −
√
6t (3D)
Ecube = −3
8
λW − 3t, (3D) (21)
and clearly the first is lower for large values of λ. As we
see in the next section, this remains true for all coupling
strengths for which a polaronic solution exists.
V. NUMERICAL RESULTS
While the small polaron corresponding to the strong
coupling limit can be solved analytically, as the coupling
strength decreases the electron spreads out over many
lattice sites. Many different bonds are stretched or com-
pressed to form the accompanying lattice distortion and
this necessitates numerical calculations to find the lowest
energy solution away from strong coupling. The impor-
tant question at weak coupling is to determine if there is a
critical coupling strength needed for polaron formation.
To answer this we started with a calculation at strong
coupling and then slowly lowered the coupling strength
in small increments, calculating the low energy ion con-
6figuration at each step. Each subsequent minimization
was seeded with the previous slightly higher lambda con-
figuration and we repeated the process for many cluster
sizes to converge finite size effects. Even in situations
where the polaron configuration remains a local mini-
mum in the energy landscape, if the polaron energy is
higher than the electronic energy in the presence of an
undistorted lattice, this signals the presence of a critical
coupling strength below which the electron prefers to re-
side in a Bloch wave state surrounded by an undistorted
ion lattice.
In 1D, as shown in Fig. (2), we found that there was no
critical coupling for polaron formation, i.e. the polaron
energy remains lower than the bare tightbinding energy
(for k = 0) for all coupling strengths down to λ = 0. Note
that we used several lattice sizes, and for sizes beyond 30
or so, finite size effects have disappeared.
The two dimensional results are shown in Fig. (4) for
a variety of lattice sizes, as indicated. Here there is no
question that a critical point occurs, at λc = 0.18. Note
that the energies for the two configurations (‘star’ and
‘square’) remain degenerate down to this critical cou-
pling strength. This critical point therefore occurs for
both polaron configurations discussed above (and in the
Appendix). A snapshot of the electron and ion configu-
ration for a modest coupling strength (λ = 0.4) is shown
in Fig. (5)(a)and (b) for the ‘star’ and ‘square’ configura-
tion, respectively. Even though these configurations have
the same energy, they represent quite different electron
and ion distortion patterns. Note, however, that both
these solutions have the full symmetry of the underlying
lattice, and differ considerably from the solution reported
in Ref. (11).
There are significant finite size effects but we were able
to model large enough clusters to eliminate these. When
the cluster size is small a notable distortion remains, even
in the weak coupling limit. This can be understood by
using the following energy, written for the case where all
the bonds in the cluster are slightly stretched by the same
amount (written as y in dimensionless units):
E = 4(−t+ λWy) +NλWy2 (22)
Minimization with respect to y yields y = −2/N , and
results in a minimum energy
E =
−4λW
N
− 4t. (23)
Of course in the thermodynamic limit, N → ∞ so the
distortion goes to zero, as is apparent in Fig. (4).
In three dimensions finite size effects are not so pro-
nounced. We show results for the ground state energy in
Fig. (6) for several lattice sizes. We extract a critical cou-
pling strength of λc = 0.44. In some sense the polaron in
3D remains small over all coupling strengths beyond this
critical value, as even for a 7 × 7 × 7 cluster, finite size
effects are almost negligible, and this lattice size is suffi-
ciently large to contain all the ionic distortions present.
FIG. 4. The energy for the 2D BLF-SSH model from nu-
merical calculations (periodic boundary conditions) for a wide
range of coupling strengths and using both possible starting
configurations. Finite size effects have been converged to the
thermodynamic limit by using larger and larger clusters. The
previous results of Miyasaka and Ono11 have been extracted
from their 2001 paper to show that our energies are somewhat
lower.
VI. SUMMARY
We have presented results for the one, two, and three
dimensional BLF-SSH model in the adiabatic limit. The
nature of these solutions is not so different from what
they were for the Holstein model.12 In one dimension the
solution is always polaronic; no matter how weak the
electron-ion coupling, a lattice distortion always accom-
panies the electron, even though it exists in a Bloch state.
In two and three dimensions there exists a critical cou-
pling strength, λc, below which there is no longer an ionic
distortion, i.e. the electron is completely independent of
the ions. This is exactly what happened with the Hol-
stein model,12 and as in that case, we fully expect the
quantum solution to not display this same behaviour, i.e.
we expect that the quantum solution does not have a crit-
ical point. Instead, we expect that a crossover will occur.
It remains to be seen how sharp this crossover will be as
the characteristic phonon energy becomes much smaller
than the characteristic electron energy. For reference, in
the Holstein model it remained very sharp.10
The function optimization required here, with many
parameters, is quite a difficult problem, more difficult
than was the case with the Holstein problem, which we
have also solved. We have taken a number of impor-
tant steps to obtain the true global minimum solutions,
and have found lower energy configurations than previ-
ous works.11 Hopefully these precise solutions will help to
inform further quantum mechanical studies of the BLF-
7FIG. 5. The electron and ion distortion configuration at
λ = 0.4 for the two configurations discussed in the text. In
(a) and (b) we show the ‘star’ and ‘square’ configurations,
respectively. The energies of both these configurations are
degenerate. The width of the black rectangles connecting the
ion sites is proportional to the amount that a bond is com-
pressed. Either of these configurations differs qualitatively
from the quasi-one-dimensional configuration found in Ref.
(11).
SSH model and many-electron calculations in the adia-
batic limit. The small polaron formation in 3D is par-
ticularly interesting since many studies in semiconduc-
tors have used large polarons and Fro¨hlich-like models.
However, for atomic semiconductors such as silicon, the
Einstein oscillators or optical phonons used in most of
the Fro¨hlich-like models simply do not exist. Further
research and full quantum mechanical solutions are nec-
essary to resolve the role of small vs large polarons, to
see if the ‘sharpness’ of the crossover from weak to strong
coupling present in the Holstein model10 remains for the
FIG. 6. The energy for the 3D BLF-SSH model from nu-
merical calculations (periodic boundary conditions) for a wide
range of coupling strengths.
BLF-SSH model. In any event, we fully expect the strong
coupling solutions obtained here to faithfully reflect the
fully quantum mechanical solutions in strong coupling,
via coherent states.
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Appendix A: Strong coupling limit for the adiabatic
approximation in two and three dimensions
In two dimensions the possible configurations are as
shown in Fig. (5). For the first (star), the electronic wave
function is given as a linear combination of the central
site and the symmetric combination of the four surround-
ing sites,
|φstar〉 = a0c†00|0〉+a1
1
2
(c†10+c
†
−10+c
†
01+c
†
0−1)|0〉. (A1)
Evaluating the relevant matrix elements results in a 2×2
eigenvalue problem,(
0 −2(t− λWu0)
−2(t− λWu0) 0
)(
a0
a1
)
= el
(
a0
a1
)
,
(A2)
where, due to the symmetry of the problem, the dimen-
sionless stretches on the left and right of the centre will
8be equal to the stretches above and below the centre (de-
noted here by u0). The eigenvalues are readily deter-
mined, and when combined with the ionic energy, results
in u0 = −1/2, so that the total energy is
Estar = −1
2
λW − 2t. (2D) (A3)
This constitutes the strong coupling solution for the star
configuration in two dimensions. We now turn to the
‘competing’ symmetry, the so-called ‘square’ configura-
tion, as depicted also in Fig. (5). Here symmetry dictates
that there is only one electronic wave function, a linear
combination of the electron located at each of the four
corners:
|φstar〉 = 1
2
(c†00 + c
†
10 + c
†
11 + c
†
01)|0〉. (A4)
We for the hopping which is modulated by an longitudi-
nal ionic distortion which we will denote by v0 and which
is the same in all directions. We find an electronic en-
ergy el = −2(t − λWv0). When combined with the ion
energy, minimization leads to v0 = −1/2 and
Esquare = −1
2
λW − 2t. (2D) (A5)
This is in complete agreement with the energy of the star
configuration. One can proceed further with bond dis-
tortions in either case extending further from the central
region, but neither configuration can be solved in closed
form. Remarkably, numerical diagonalization leads to re-
sults that are numerically indistinguishable nonetheless.
A similar exercise for the honeycomb lattice, how-
ever, results in a strong coupling solution of Estar =
− 12λW −
√
3t and Ehex = − 13λW − 2t, where the ‘star’
configuration, with one centrally located electron ampli-
tude (like the ‘star’ configuration noted above) has a
lower energy than the ‘hexagonal’ configuration, which
has six sites occupied by the electron with equal ampli-
tude. Once again, these strong coupling solutions can be
further developed as a power series in 1/λ by including
more sites.
Finally, the same exercise can be performed in three
dimensions, for a cubic system; the two competing con-
figurations are the ‘star’ configuration with one central
electron amplitude surrounded by six nearest neighbour
amplitudes, and the ‘cube’ configuration, consisting of
the eight sites constituting the corners of the cube hav-
ing an equal amplitude for the electron (so, as in the two
dimensional ‘square’ and ‘hexagonal’ configurations, the
centre of the polaron is not a lattice site). One finds, for
three dimensions in the strong coupling limit,
Estar = −1
2
λW −
√
6t (3D)
Ecube = −3
8
λW − 3t, (3D) (A6)
so, in the strong coupling limit the ‘star’ configuration
has lower energy than the ‘cube’ configuration. As de-
scribed in the text, by solving the problem numerically,
we have found that this remains true over all coupling
strengths for which a polaronic configuration with ac-
companying lattice distortions is the ground state.
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