ABSTRACT. The aim of this paper is to give linear independence results for the values of certain series. As an application, we derive arithmetical properties of the sums of reciprocals of Fibonacci and Lucas numbers associated with certain coprime sequences {n ℓ } ℓ≥1 . For example, the three numbers 1,
INTRODUCTION AND RESULTS
Throughout this paper, let {n ℓ } ℓ≥1 be an increasing sequence of positive odd integers satisfying the following two conditions: (H 1 ) Any two distinct integers n i and n j are coprime, (H 2 ) ∞ ℓ=1 1 n ℓ is convergent.
Example 1.1. It is well known that the ℓth prime number p ℓ is asymptotically equal to ℓ log ℓ as ℓ → ∞. Hence, the sequence of m-th powers of odd primes {p m ℓ+1 } ℓ≥1 satisfies the conditions (H 1 ) and (H 2 ) for m ≥ 2. Example 1.2. The super-prime numbers (also known as prime-indexed primes) are the subsequence of prime numbers that occupy prime-numbered positions within the sequence of all prime numbers. Then the ℓth super-prime number p p ℓ is asymptotically equal to p ℓ log p ℓ ∼ ℓ(log ℓ) 2 as ℓ → ∞, and so the sequence of all super-prime numbers {p p ℓ } ℓ≥1 satisfies the conditions (H 1 ) and (H 2 ).
For any positive integer t > 1, Erdős [7] showed that the base-t representation of the infinite series (1.1) Let a 1 (n) and a 3 (n) be the numbers of divisors n ℓ of n of the forms 4m+1 and 4m+3, respectively. For j = 1, 2, 3, 4, we define Note that the functions f j (z) (j = 1, 2, 3, 4) converge for any complex number z with |z| < 1, since b j (n) ≤ n for n ≥ 1. Our main result is the following.
Theorem 1.1. Let α be an algebraic integer with |α| > 1 whose conjugates over Q other than itself and its complex conjugate lie in the open unit disk. Then the five numbers
are linearly independent over the field Q(α).
Let α be as in Theorem 1.1. Then the number α is called Pisot number or PisotVijayaraghavan number, if α is a real positive number. Also, α is called complex Pisot number, if α is a non-real number. The Pisot numbers of degree one are exactly the rational integers greater than one. Theorem 1.1 can be applied to obtain linear independence results for the values of certain Lambert series. For any complex number z with |z| < 1, we have the expressions
Hence, Theorem 1.1 yields the following Corollary 1.1, which generalizes the irrationality result of Erdős [7] . Corollary 1.1. Let t be any rational integer with |t| > 1. Then the four numbers 1,
are linearly independent over Q.
Let α be as in Theorem 1.1 and β := ±α −1 . Define
which are the Lucas sequences of the first and second kind of parameters α and β.
Corollary 1.2. Let {U n } n≥1 and {V n } n≥1 be the sequences defined by (1.6). Then the three numbers
Linear independence results for sums of reciprocal of Fibonacci and Lucas numbers 3 are linearly independent over the field Q(α).
Corollary 1.2 follows immediately from Theorem 1.1. Indeed, recalling that all n ℓ are odd and β = ±α −1 , we have by (1.5)
Example 1.3. Putting α := (1 + √ 5)/2 and β := −α −1 in (1.6), we have U n = F n and V n = L n , which are the classical Fibonacci and Lucas numbers defined by
respectively. Hence, the three numbers
are linearly independent over the field Q( √ 5). From the view of Example 1.1, the three numbers 1, p 1/F p m , p 1/L p m are linearly independent over Q for any integer m ≥ 2, where the sums are taken over all prime numbers.
Note that we are still unaware of the irrationalities of p 1/F p and p 1/L p . Remark 1.1. In 1989, R. André-Jeannin [1] proved the irrationality of the fundamental sum f := ∞ n=1 1/F n ; see also [3, 5, 13] . More generally, P. Bundschuh and K. Väänänen [2] obtained f / ∈ Q( √ 5) as well as an irrationality measure. Much is known about the quantitative result of f ; see, e.g., [9, 10, 11] on this direction. On the other hand, we know very little about linear independence results; for example, of the three numbers 1, 5) . For details around the series involving Fibonacci and Lucas numbers, refer to the survey [6] .
Our paper is organized as follows. Let
where the sets E 1 := {u n | u 1 < u 2 < · · · } and E 3 := {v n | v 1 < v 2 < · · · } consist of all positive integers in {n ℓ } ℓ≥1 congruent to 1 and 3 modulo 4, respectively. In Section 2, we prepare some lemmas in accordance with the situation whether E 1 and E 3 are both infinite sets or not. Section 3 is devoted to the proof of Theorem 1.1. The methods used in our proof are inspired by the original approach of Erdős [7] , but we need a different technique in constructing the system of simultaneous congruences.
SOME PROPERTIES OF THE COEFFICIENTS
C. L. Siegel [12] has shown that the smallest Pisot number is θ 0 ≈ 1.3247, which is the unique real root of the polynomial x 3 − x − 1. The similar result for complex Pisot number was obtained by C. Chamfy [4] who proved that the smallest modulus of a complex Pisot number is √ θ 0 ≈ 1.1509 (cf. [8] ). Hence, we have |α| ≥ √ θ 0 for given number α in Theorem 1.1, so that in particular |α| 5 > 2. Moreover, if we remove a finite number of terms from the sequence {n ℓ } ℓ≥1 , then the new sequence {n ′ ℓ } ℓ≥1 also satisfies the conditions (H 1 ) and (H 2 ). Hence, for proving Theorem 1.1, we may assume without loss of generality that
We first construct arbitrarily long sequences of consecutive integers n on which all coefficients b j (n) (j = 1, 2, 3, 4) take some prescribed values exactly (see Lemmas 2.2 and 2.4). After that, we give upper bound results of the coefficients b j (n) for the integers n surrounding such long sequences (see Lemmas 2.3 and 2.5). This construction plays an important role in producing long gaps in the linear form of the infinite series (1.2) over Q. Let k be a sufficiently large positive integer, which is used for the length of our sequences of consecutive integers.
In what follows, we distinguish two cases according to whether the sets E 1 and E 3 are both infinite or not.
2.1. The case where E 1 and E 3 are both infinite. Let {x m } m≥0 and {y m } m≥0 be increasing sequences of nonnegative integers with x 0 = y 0 = 0. We consider the following system of 8k − 3 simultaneous congruences
We can group eight by eight the 8k − 4 congruences in (2.3) by defining the integers q and r such that
where 0 ≤ q ≤ k − 2 and 1 ≤ r ≤ 8 when 1 ≤ m ≤ 8k − 8, and q = k − 1 and 1 ≤ r ≤ 4 when 8k − 7 ≤ m ≤ 8k − 4. Hence, we have q = 0 and r = 1, 2, . . . , 8 successively for the first eight congruence, then q = 1 and r = 1, 2, . . . , 8 successively for the following eight congruences, and so on. We prove Lemma 2.1. There exist increasing sequences of nonnegative integers {x m } m≥0 and {y m } m≥0 with x 0 = y 0 = 0 such that any solution X of the system of simultaneous congruences (2.2) and (2.3) fulfills the following two conditions.
integers u n with n ≤ x m and exactly 2 k−1 integers v n with n ≤ y m .
Proof. We only give the details for x m , since the same applies for y m . For the first eight congruences, where q = 0, we can take
since u n > 64 for every n ≥ 1 by (2.1). Similarly, for the next eight, where q = 1, we can take x 9 = x 8 + 2 = 10, x 10 = x 9 + 2 = 12, . . . , x 16 = x 15 + 2 = 24. We can go on this way as long as X + m is not a multiple of some u n which has already been used in the previous congruences, which is the case when m ≤ 64 (that is q ≤ 7). To be precise, the values of x m for 0 ≤ q ≤ 7 are given by x 0 = 0 and
, we can not take all the following u n by this pattern, since X + m can be divisible by some u n used in the previous congruences.
In this case, we have to use the formula (2.5)
where s m denotes the number of u n with 1 ≤ n ≤ x m−1 such that X + m ≡ 0 (mod u n ). We have to check that this formula defines an increasing sequence, that is that s m < 2 q . For this, we observe that, by definition (2.5),
whence it follows from (2.1) and (2.6) that s m ≤ x m−64 < 2 (q−8)+4 < 2 q . Therefore, x m defined by (2.5) is increasing. Finally, when 8k − 8 < m ≤ 8k − 4 (that is when q = k − 1 and 1 ≤ r ≤ 4), we use the formula
For the integers y m , we will have similarly
where t m denotes the number of v n with 1 ≤ n ≤ y m−1 such that X + m ≡ 0 (mod v n ), and the proof of Lemma 2.1 is completed.
By definitions (2.7) and (2.8), we obtain (2.9) Let µ k be a positive integer defined by n µ k := min{u x 8k−4 , v y 8k−4 } and
Note that δ k (< 1) is well-defined by the condition (H 2 ). Now we choose the least positive integer ν k satisfying
which is possible, since ∞ ℓ=1 1/n ℓ < ∞ by the condition (H 2 ). We divide the set (1.8) into the three sets as follows;
where the sets F i (k) (i = 1, 2, 3) are defined by
Clearly, the sets F 1 (k) and F 3 (k) are nonempty. Moreover, so is F 2 (k), since we have by (2.10) and (2.11)
Then by definition (2.15) and the first property in (2.11) we have
which implies particularly that (2.17)
Let G(k) be the set of the B k positive integers
Lemma 2.2. Let b j (n) (j = 1, 2, 3, 4) be the integer sequences defined in (1.3). For every m = 1, 2, . . . , 8k − 4, let q and r be defined by (2.4) . Then the set G(k) contains at least δ k B k /2 integers γ such that
for any m = 8q + r = 1, 2, . . . , 8k − 4 and for any j = 1, 2, 3, 4.
Proof. For any γ ∈ G(k), the conditions (C 1 ) and (C 2 ) imply that each integer γ + m is divisible by exactly 2 q (k r 2 k−1 , if q = k − 1) integers u n with n ≤ x m and exactly 2 q integers v n with n ≤ y m . Hence, the properties (2.19) are satisfied if the integer γ + m is not divisible by any u n with n > x m nor any v n with n > y m . The proof of Lemma 2.2 is proceeded in three steps.
First step. We consider first the integers u n with x m < n ≤ x 8k−4 and the integers v n with y m < n ≤ y 8k−4 , which are the elements of F 1 (k) defined in (2.12). We prove that, for any γ ∈ G(k) and for fixed m with 1 ≤ m ≤ 8k − 4, we have
Indeed, otherwise there exist for example γ 0 ∈ G(k) and the integers m 0 , n 0 with 1 ≤ m 0 < 8k − 4 and x m0 < n 0 ≤ x 8k−4 such that u n0 | γ 0 + m 0 . Take m 1 > m 0 such that (2.21)
Then u n0 | γ 0 + m 1 by (2.3). Hence, we have u n0 | m 1 − m 0 , which implies u n0 < m 1 .
On the other hand, by (2.21) we have u n0 > n 0 > x m1−1 ≥ m 1 − 1. Therefore, we obtain m 1 − 1 < u n0 < m 1 . This is impossible, since u n0 is an integer. Thus, (2.20) is proved.
Second step. We consider the integers u n and v n such that u x 8k−4 < u n ≤ n ν k and v y 8k−4 < v n ≤ n ν k , which are the elements of F 2 (k) defined in (2.13). We estimate the number of elements of the set
The integers γ + 1, γ + 2, . . . , γ + 8k − 4 are not divisible by any u n , v n in F 2 (k)
by using the inclusion-exclusion principle. For this, let D := {d 1 , d 2 , . . . , d s } be a nonempty subset of F 2 (k) and H D be the set of γ ∈ G(k) such that the set of the consecutive integers {γ + 1, γ + 2, . . . , γ + 8k − 4} contains multiples of all d ∈ D. Let
For t = (t 1 , t 2 , . . . , t s ) ∈ T , we consider the set
It is clear that (2.22) follows from definitions of H D and H (t)
D . To see (2.23), we suppose to the contrary that there exists a γ ∈ H
for some t 1 , t 2 ∈ T with t 1 = t 2 . Let t i := (t i,1 , t i,2 , . . . , t i,s ) (i = 1, 2). Since t 1 = t 2 , there exists an integer j such that t 1,j = t 2,j and
Thus, the integer t 1,j − t 2,j is divisible by d j . However by (2.9)
This is a contradiction. Hence, by (2.22) and (2.23) we obtain (2.24)
Moreover, since the integers A k and d j are coprime, we find by the Chinese Remainder Theorem that for any given (t 1 , t 2 , . . . , t s ) ∈ T , there exists an integer i 0 satisfying the s congruences
where i 0 is uniquely determined modulo
Thus, for any t ∈ T the set H (t) D can be rewritten as
and hence, noting that the integer B k is divisible by
Combining (2.24) and (2.25) gives
Therefore, by the inclusion-exclusion principle, we have
where we used
since log(1 − x) > −2x holds for sufficiently small x > 0.
Third step. We consider here the integers u n > n ν k and v n > n ν k , which are the elements of F 3 (k) defined in (2.14). For a fixed integer t (1 ≤ t ≤ 8k − 4), the number of
is at most ⌊B k /n ℓ ⌋ + 1. Hence, the number of integers γ ∈ G(k) such that at least one of the integers γ + 1, γ + 2, . . . , γ + 8k − 4 is divisible by some n ℓ > n ν k is at most
where the sum is taken over all integers n ℓ with (2.28)
Let π(x) denote the number of primes p ≤ x. Clearly, the number of the integers n ℓ satisfying (2.28) is less than
where we used (2.16) and the Prime Number Theorem. Thus, the sum in (2.27) is taken over at most δ k B k /(32k) integers n ℓ , and by the second property in (2.11) (2.29)
Hence, by (2.27) and (2.29) the number of integers γ ∈ G(k) such that at least one of the integers γ + 1, γ + 2, . . . , γ + 8k − 4 is divisible by some n ℓ > n ν k is at most
Therefore, combining (2.20), (2.26), and (2.30), we find that the number of γ ∈ G(k) such that each integer γ + m is not divisible by any u n with n > x m and v n with n > y m is at least δ k B k /2 integers. The proof of Lemma 2.2 is completed. Lemma 2.3. Let ξ > 1 be an arbitrary constant and assume that k is sufficiently large depending on ξ. Then there exist at least (1 − δ k /4)B k integers γ ∈ G(k) such that Proof. By definition (1.3) we have (2.32)
for any integer i and for any j = 1, 2, 3, 4, where
and F 1 (k) is defined by (2.12). Let ξ > 1. We first show (2.33)
for any γ ∈ G(k) and for any integer i with −γ − 4k < i ≤ −4k or i ≥ 4k − 3. Assume that n ℓ | γ + 4k + i with n ℓ ∈ F 1 (k). By the congruences (2.3), we have n ℓ | γ + h for some integer h with 1 ≤ h ≤ 8k − 4, from which it follows n ℓ | 4k + i − h. Then we have 4k + i − h = 0, so that
since |i| ≥ 3k is sufficiently large. Thus, we obtain (2.33). Moreover,
holds for any γ ∈ G(k), since by (2.17) and (2.18)
Now we estimate the number of γ ∈ G(k) such that
holds for some i with −γ − 4k
Fix an integer i and let N i denote the number of γ ∈ G(k) satisfying (2.35). Note that
for any γ ∈ G(k). Then, by the same argument used at the third step in proof of Lemma 2.2, we obtain ξ
where the sum ′′ is taken over all integers n ℓ with n ℓ / ∈ F 1 (k) and n ℓ < 2A k B k . Thus, we have N i ≤ 2B k ξ −|i| for each i, and hence the number of γ ∈ G(k) such that (2.35) holds for some i is at most
Combining (2.34) and the above result shows that there exist at least
holds for any integer i with −γ − 4k < i ≤ −4k or i ≥ 4k − 3. Therefore, Lemma 2.3 follows by (2.32), (2.33), and (2.36).
2.2.
The case where one of E 1 and E 3 is finite. Since one of E 1 and E 3 is finite, as mentioned at the beginning of Section 2, we may assume that n ℓ ≡ 1 (mod 4) for every ℓ ≥ 1 or n ℓ ≡ 3 (mod 4) for every ℓ ≥ 1. In any case, the set of the sequences b j (n) (j = 1, 2, 3, 4) in (1.3) coincides with the set of the sequences (2.37) c j (n) := a(n) n ≡ j (mod 4), 0 otherwise for j = 1, 2, 3, 4, where a(n) denotes the number of divisors n ℓ of n. Then, in the same way as in § 2.1, we consider the system of the 8k − 3 simultaneous congruences (2.2) and (2.3) with u i := n i (i ≥ 1) (the integers v n are not used in the congruences), and find that there exists a unique integer solution η k of this system of the simultaneous congruences, where 0 ≤ η k < A k := 4u 1 u 2 · · · u x 8k−4 . Using these integers A k and η k , we define the numbers µ k := x 8k−4 , δ k , ν k , B k and G(k) in exactly the same way as in Subsection 2.1. Under this situation, similarly to the proof of Lemmas 2.2 and 2.3, we can obtain the following lemmas.
Lemma 2.4. Let c j (n) (j = 1, 2, 3, 4) be the sequences defined in (2.37). For every m = 1, 2, . . . , 8k − 4, let q and r be defined by (2.4) . Then the set G(k) contains at least
Lemma 2.5. Let ξ > 1 be an arbitrary constant and assume that k is sufficiently large depending on ξ. Then there exist at least
for any integer j = 1, 2, 3, 4 and for any integer i with −γ − 4k < i ≤ −4k or i ≥ 4k − 3.
3. PROOF OF THEOREM 1.1
, and G(k) be as in § 2.1 or § 2.2. By Lemmas 2.2 (resp. 2.4) and 2.3 (resp. 2.5), the number of integers γ ∈ G(k) satisfying (2.19) (resp. (2.38)) and (2.31) (resp. (2.39)) is at least
where we used (2.16). Thus, we obtain Proposition 3.1. If E 1 and E 2 are both infinite, then there exists an integer γ 0 ∈ G(k) such that the properties (2.19) and (2.31) are fulfilled. Similarly, if one of E 1 and E 2 is finite, there exists an integer γ 0 ∈ G(k) such that the properties (2.38) and (2.39) are fulfilled.
Now we prove Theorem 1.1.
Proof of Theorem 1.1. We first show Theorem 1.1 in the case where E 1 and E 2 are both infinite. Fix γ 0 ∈ G(k) in Proposition 3.1. Define ε j := 0 if j = 1 or 3 and ε j := 1 if j = 2 or 4. Since γ 0 ≡ 0 (mod 4), by (2.19)
Hence, we obtain by (1.2)
for j = 1, 2, 3, 4. As mentioned at the beginning of Section 2, we find that |α| 8 > |α| 5 > 2. Hence, choosing ξ with 1 < ξ < 8 √ 2 in (2.31), we have
Let α be an algebraic integer given in Theorem 1.1 and let α 1 , α 2 , . . . , α m (|α i | < 1) be the conjugates of α over Q other than itself and its complex conjugate. Now we choose and fix a constant ξ with 1 < ξ < 8 √ 2 satisfying 2ξ 6m < |α| 8 and ξ|α i | < 1 for any i = 1, 2, . . . , m. Suppose to the contrary that the numbers (1.4) are linearly dependent over Q(α), namely, there exist algebraic integers ρ j ∈ Q(α) (j = 1, 2, 3, 4) , not all zero, such that
belongs to the field Q(α). Let σ i : Q(α) → C be the m embeddings with σ i (α) = α i (i = 1, 2, . . . , m), and d be a positive integer such that both dΘ and d(α 8 − 2) −1 are algebraic integer. Define
Let Θ k be a complex conjugate of Θ k . Since dΘ k is an algebraic integer in Q(α), the norm of dΘ k over Q
is a rational integer, where .
Note that |D k | → ∞ (k → ∞), since the ρ j are not all zero. Hence, the number Θ k does not vanish and (3.6) 0 < |Θ k | < k This is a contradiction, since 2ξ 6m < |α| 8 by our choice of ξ. Thus, the proof of Theorem 1.1 is completed in the case where E 1 and E 3 are both infinite.
Next we consider the case where one of E 1 and E 3 is finite. As mentioned at the beginning of subsection 2.2, the set of functions f j (z) (j = 1, 2, 3, 4) coincides with the sets of the functions where the sequences c j (n) (j = 1, 2, 3, 4) are defined in (2.37). Similarly as in the previous case, we find by Proposition 3.1 that there exists an integer γ 0 ∈ G(k) such that c j (n) α n for j = 1, 2, 3, 4. The rest of the proof is completely the same as in the case where E 1 and E 3 are both infinite.
