This paper presents results from an experimental manipulation of one versus multiple-items per screen format in a Web survey. The purpose of the experiment was to find out if a questionnaire's format influences how respondents provide answers in online questionnaires and if this is depending on personal characteristics. Four different formats were used, varying the number of items on a screen (1, 4, 10, and 40 items). To test how robust the results were, and to find out whether or not a specific format shows more deviation in answer scores, the experiment was repeated. We found that mean scores, variances and correlations do not differ much in the different formats. In addition, formats show the same deviation of item scores between repeated experiments. In relation to non-response error, we found that the more items appear on a single screen, the higher the number of people with one or more missing values. Placing more items on a single screen a) shortens the duration of the interview, b) negatively influences the respondent's evaluation of the duration of the interview, c) negatively influences the respondent's evaluation of the layout, and d) increases the difficulty in completing the interview. We also found that scrolling negatively influences the evaluation of a questionnaire's layout. Furthermore, the results show that differences between formats are influenced by personal characteristics.
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Introduction
Web survey design has had a greater emphasis on programming skills and Web page design than on survey design. In many surveys the response format is chosen for reasons that have little to do with reducing measurement error. For example, matrix questions are frequently used either to save space on the screen or to reduce the number of screens. But does the use of a particular questionnaire format affect the answers to survey questions? Is non-response error enhanced by a questionnaire's format? And how does the respondent evaluate this format?
Respondents appear to see adjacent items (verbally or visually) as more related. This effect of the order of questions indicates respondents' cognitive processing and indirectly illustrates the influence of conversational norms on mental processes .
Literature provides evidence that words and graphical languages combine in ways that influence how people respond to questionnaires (see Couper et al., 2001; Dillman et al., 2003; Lozar Manfreda et al., 2002; Sanchez, 1992) ; we are as yet some ways from knowing how and why these elements act as they do. Also, when understanding the question-answering process special attention should be given to the questionnaire's format interaction with personal characteristics, such as age groups, education groups and sexes. Research on this matter is still at the frontiers of Web survey methodology.
In this paper the impact of one important Web survey design feature, the use of one versus several items per screen format, will be discussed.
First, the questionnaire consisting of forty items is tested on measurement 2 error (section 4.1). Second, we take a closer look at non-response error in relation to the questionnaire's format (section 4.2). Third, time to complete the questionnaire is taken into account (section 4.3). And fourth, the evaluation of the questionnaire is used in order to get a better understanding of the respondent's experience answering the survey (section 4.4). These four topics were further analyzed to find out in which way questionnaire format interacts with personal characteristics. The study was conducted in the CentERpanel, an online household panel, representative of the Dutch population. To test how robust the results were, and to learn whether or not a specific format shows more deviation in answer scores in repeated experiments, the questionnaire was repeated on the same sample.
Background
Survey data are only as meaningful as the answers provided by the survey respondents. Trying to understand how respondents comprehend survey questions leads inevitably to a more basic search for cognitive processes involved in answering questions. Interpreting the question, retrieving information, generating an opinion or a representation of the relevant behavior, formatting a response, and editing it are the main psychological components of a process that starts with respondent's exposure to a survey question and ends with their report . How a respondent processes each of these steps is very context-dependent. The influence of the context in which a question is presented is more pronounced as the question becomes more ambiguous. Even under conditions where respondents can retrieve an opinion on an issue from memory, the opinion 3 may not exactly match the facet tapped in the question. Similarly, respondents are unlikely to have an appropriate answer to most behavioral questions stored in memory. As a result, most of the given answers in surveys reflect judgments that respondents generate on the spot in the specific context of the specific interview. The research on self-administered surveys suggests that layout and other graphic cues built into the format of questionnaires play an important role in communicating question objectives to respondents (Couper et al., 2001; Dillman et al., 2003; Lozar Manfreda et al., 2002; Sanchez, 1992) . Differences in design yield detectable effects.
We distinguish screen-by-screen and scrolling techniques (horizontally/vertically) with respect to navigation in Web survey design. Schonlau et al. (2002) suggest that excessive scrolling can become a burden to respondents and lengthy web pages can give the impression that the survey is too long to complete. On the other hand, scrolling questionnaires can lead to shorter completing times. A disadvantage of the use of screen-byscreen format can be a lack of context. If people are not able to see the entire survey before answering, an order effect can be enhanced.
There are a number of question types used in survey research, such as radio buttons, check boxes, drop boxes, scalar questions and matrix questions. In their search for context effects, Couper et al. (2004) explore three response formats used in Web surveys: a series of radio buttons, a drop box with none of the options initially displayed until the respondent clicks on the box, and a scrollable drop box with some of the options initially visible, requiring the respondent to scroll to see the remainder of the options. They find evidence that visibility may be a more powerful effect than primacy in 4 Web surveys. They also found support that items earlier in a list are subject to deeper cognitive processing.
Ordinal scale questions require respondents to select a category that best represents where they fit along a continuum from negative to positive. In constructing ordinal scales for self-administered questionnaires, the visual layout of the scale is an important source of information that respondents use when deciding which answer to select. Scalar questions are questions most presented (and most suited) in matrix questions. Presenting a question in a matrix saves space on the screen and reduces the number of screens. Yet, Schonlau et al. (2002) suggest to use matrix questions sparingly. Because matrix questions require a lot of work within a single screen, and make it more difficult to predict how a matrix question will look on a respondent's Web browser.
The grouping of related items on a single screen is likely to lead respondents to view the items as related entities, thus increasing the correlation among them. Adjacent items are more likely to be considered related than items placed at further distance from one another, reflecting a natural assumption that blocks of questions bear on related issues, much as they would during ordinary conversations. Variables that can elicit the application of the conversational norm of nonredundancy include the graphical layout of self-administered questionnaires . Couper et al. (2001) examined in an experiment two types of items on a student population. Each item was measured on a 5-point Likert-type scale.
They concluded that correlations are consistently higher among items appearing together on a screen than items separated across several screens. 5 However, the overall effect is not large, and none of the differences between each pair of correlations reach statistical significance. They also conducted factor analyses of the set of attitude items and found similar factor structures across the one-item-per-screen and several-items-per-screen versions. Thus, a modest support for the grouping hypotheses. Tourangeau et al. (2004) replicate the above findings on grids versus single items. In their experiment, two of the eight items were 'reverse worded'.
The relation of these two items to overall scores (the part-whole correlations) was weaker when the eight items were presented in a single grid (r=-.331 and r= -.097) than when they were presented in two grids on separate screens (r=-.395 and r=-.151) or on eight separate screens (r=-.427 and r=-.187).
Respondents seemed to use the proximity of the items as a cue to their meaning, perhaps at the expense of reading each item carefully. Bradlow and Fitzsimons (2001) conducted an experiment using a multiitem scale that consisted of five dimensions and manipulated context effects such as explicit item labeling, item presentation (alone/grouped) and subscale items presented contiguously or not. They suggest that clustering items help maintain the subscale structure. When items are not clustered, items within the same subscales are basically uncorrelated. Also, when items are not labeled or clustered, respondents base their responses on the previous item to a greater degree, regardless of whether the item is intrinsically related.
Non-response error can be divided to unit non-response (a person does not fill in the questionnaire), partial non-response (a person does not finish the questionnaire), and item non-response (a person does not give an answer to a particular item).
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Multi-page design can result in early abandoning because responding time may be longer, and more actions need to be taken to answer each question in relation to one-page design. With regard to early abandoning (partial non-response) Lozar Manfreda et al. (2002) find no evidence of differences between one-page and multiple-page design. They do confirm that one-page design results in higher item non-response. Further research is suggested on the optimum number of questions per screen and the impact of number of questions per screen on response.
Item non-response is an indicator of a Web survey's navigability and design. Specifically, item non-response is affected by such factors as inadequate information organization, poor navigational flow, and improperly worded questions. It is possible that the questionnaire's format could lead to increases in non-response error if some people are so uncomfortable with the survey's layout and design that they stop and fail to complete the Web survey (Bowker and Dillman, 2000) . Couper et al. (2001) , Lozar Manfreda et al. (2002) , and all found evidence that a multiple-item-per-screen format took less time to complete. They concluded that multiple-item screens may be beneficial, but may also require more careful design given screen limitations and browser variations.
Personalization, precontact, follow-up contact and incentives are the factors most associated with higher response rates in Web studies (Cook et al., 2000; and Kaplowitz et al., 2004) . Less attention has been paid to motivating tools inside the survey. Respondent motivation influences the decision to participate in the survey, the involvement answering the survey 7 and the decision to participate in other surveys. A respondent's motivation might have a direct impact on measurement and non-response error.
Self-administered surveys are written in words and in graphics (visual characteristics). Respondents are guided in their interpretation of both words and graphical language by culture . Culture can be defined as the learning that goes on through life leading a person to interpret words and symbols in certain ways. Children grow up with computers nowadays. As a result, it can be expected that children (or young people in general) are influenced differently by questionnaire format and design than older people. Studies show that cognitive abilities (often indicated by respondent education) may affect responses. Furthermore, reduction in cognitive functioning due to the aging process is associated with a decline in the reliability of survey responses (Borgers et al., 2004) . Deutskens et al. (2004) and Dillman et al. (2003) conclude future research on Internet-based surveys should be directed at confirming the effects of presentation on different questionnaires and populations with different levels of cognitive ability (preferably an online panel). Bradlow and Fitszsimons (2001) and Dillman et al. (2000) conclude formal experiments need to be conducted in ways that allow various word and visual manipulations to be individually evaluated. It is important that such research is done in order to learn the relative power of context manipulations influencing respondent behavior.
In order to deepen the literature on the subject, this paper investigates the impact of one important Web survey design feature, the use of one versus several items per screen format. This will be discussed in relation to 8 measurement error, non-response error, time to complete the interview and the evaluation of the questionnaire.
Design and Implementation
Researchers always set contexts that influence some aspect of the question answering process, either deliberately but often unintentionally as well. What has been called measurement errors in survey methodology literature can be interpreted as those cases where the context is unthinkingly affected and thus resulting in error. The concept of error is more problematic in attitude measurement. Where reports about behaviors or events can (sometimes) be verified, attitude reports reflect subjective evaluative judgments; there is no objective standard that reflects respondents 'true' attitude.
In order to understand errors due to context effects, our experiment compared several layout options for a questionnaire consisting of 40 items based on a measurement scale developed by Mehrabian and Russell (1974) .
Details can be found in Appendix A. This scale was constructed to measure arousal. We use this arousal scale because it is an arbitrary, validated scale, which does not vary much in several years. All items were answered on a 5-point Likert scale (1= totally disagree; 2= disagree; 3= disagree nor agree; 4= agree; 5= totally agree). As mentioned earlier, the more ambiguous the question the more likely context effects are to emerge. Preceding questions may influence what comes to mind when respondents anchor a rating scale, thus influencing the response formatting process. In addition, preceding questions may increase or decrease respondents' concerns about selfpresentation and social desirability, affecting the editing stage of the question answering process . 9 Literature suggests respondents view items that are clustered, as more related. Therefore, context effects can be enhanced. The aim of the experiment is to investigate the effect of presenting items of a scale on separate screens, several screens or one screen on measurement and response error.
The experiment was conducted in the CentERpanel, an online household panel consisting of more than 2,000 households. This panel is representative for the Dutch population (see Appendix C for more details about the CentERpanel). Because not all people own a computer, CentERdata provides a so-called setop box (and if necessary a television set) to make it possible for them to fill in the questionnaire via the Internet.
Respondents were randomly divided into seven groups.
The first group answered each item on a single screen. The second group answered four items per screen, while the third group answered ten items per screen. The fourth group answered all 40 items on one single screen.
Because of the height of the screen, and because of differences in resolutions, people with ten or more items per screen had to scroll in order to fill in all the items.
If the respondent scrolled, he/she was not able to see the header (totally disagree-totally agree) anymore (the header was only programmed at the top of each screen). We also wanted to find out if there exists an extensive difference in the visibility of the header. Thus, 3 more groups were made, another four-, ten-and all-items per screen group, but in these three groups a header at each item was displayed, resulting in four, ten and forty headers per screen, as opposed to one header per screen.
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In the analysis we combine the single header and multiple header formats 1 , because preliminary analyses show no differences in the visibility of the header. We therefore speak of four different formats (see Table 1 and
Appendix B for some screen dumps). The visibility of the header is only mentioned if significant differences between the single header and multiple header formats are found.
[ Table 1 ]
In order to find out how robust our results are, and because we want to know whether or not a format influences a respondent's answer (see Hypothesis 7 below), the experiment was repeated some six months later. In this second experiment we again assigned 4 groups (format 1 to 4), but didn't vary the visibility of the header; we used the single header formats. As one can see in Table 2 , 2027 respondents completed both questionnaires.
[ Table 2 ]
Before the experiments were conducted the seven hypotheses listed below were formulated.
Hypothesis 1: The mean overall arousal score differs per format.
Because the literature suggests that a questionnaire's format influences the answers by a respondent, the overall score of a scale can be influenced by a questionnaire's format.
Hypothesis 2: The more items appear on a single screen, the higher the average correlation between items.
Existing literature suggest that the more items appear on a single screen, the higher the correlation.
Hypothesis 3: The more items appear on a single screen, the higher the item non-response.
It is expected that the single-item-per-screen group will have the least item non-response, because it is easier to forget to fill in an item if there are forty items on the screen, than if there is one item per screen.
Hypothesis 4: The more items appear on a single screen, the less time it
takes to complete the questionnaire.
On each screen there appears a 'next' and a 'back' button. In order to go to the following screen, respondents have to click on the 'next' button.
Thus, respondents have to click this button forty times if they have the oneitem-per-screen version. But if they fill in the forty-item-per-screen version, they only have to click the button once (though some scrolling is needed).
Hypothesis 5: A format influences a respondent's evaluation of the questionnaire.
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At the end people are asked to evaluate the questionnaire. Questions are asked about the duration, the question wording, the easiness and the layout. Because the literature suggests it takes less time to complete the questionnaire when more items appear on a screen, the evaluation of the questionnaire should be better when more items appear on a single screen.
On the other hand, the more items within a single screen, the larger the information intake, making a screen more difficult to process. Therefore, different evaluation scores per format are expected, depending on which aspect of the evaluation is being asked.
Hypothesis 6: The effect of different formats on evaluation and response differs for respondents with different personal characteristics.
Some people can handle information easier than others; therefore one can expect different evaluations and responses when looking at age, education, and sex.
Hypothesis 7: The more items appear on a single screen, the more deviation of a respondent's 'true' score (the higher the absolute difference between items in repeated experiments).
To measure if a format influences whether or not a respondent gives his/her true opinion, the same questionnaire at time t+1 is measured. It is expected that people who are uncomfortable with a specific format fail to read the questions properly and therefore give different answers at time t+1 in regard to time t. We expect format 4 (all forty questions on a single screen) to differ most between the repeated measures because this format has the 13 largest information intake on a single screen. Since the second experiment was held almost six months after the first experiment, it is unlikely that respondents remember exactly the answers given before.
Results
In the following sections measurement error (section 4.1), non-response error (section 4.2), time to complete the interview (section 4.3) and the evaluation of the questionnaire (section 4.4) are discussed. Affects of personal characteristics are taken into account into the analyses.
Measurement error
The counting of all forty items of the scale resulted in an overall score of arousal. We wanted to see whether the mean score of this arousal-scale was the same for all formats. A one-way between-groups analysis of variance was conducted to explore the impact of survey format on the arousal-scale.
Analysis on 4 different formats (see Table 1 ) showed no statistically significant difference in the mean scores. Analysis of variance (counting the variances of all items per respondent) showed no significant difference either. Thus, we did not find evidence for the first hypothesis. format shows the highest inter-item correlation, indicating that items that can be seen in a glance correlate higher.
Some of the items were 'reverse worded' (people who agree with the items are arousal averse). The relation of these items to overall scores was weaker when the items were presented on a single screen than when they were presented on separate screens. However, the overall effect is not large, and none of the differences between each pair of correlations reach statistical significance.
The 40 items of the arousal scale were subjected to factor analysis as well. This revealed the presence of eleven components with eigenvalues exceeding 1 in format 1, 3, and 4, but in format 2 (4 items per screen) 10 components with eigenvalues exceeding 1 were revealed. However, the percent of the variance explained by the components did not differ much (components with eigenvalues over 1 explained 58% of the variance in the one-item-per-screen format, 54% in the 4-items-per-screen format, 57% in the 10-items-per-screen format and 55% in the all-items-per-screen format). Thus no support was found for the grouping hypothesis.
We wanted to find out if including variables for format provides better predictions of the total variance in item scores than excluding these variables.
In the regression analysis we took format 1 as reference level. We explained the variance of all items (per respondent) by a linear regression on sex, education and age. We examined the First-Order Model (excluding the dummy variables for formats 2 to 4) and the Second-Order Model (including these variables). We concluded that the second-order terms do contribute to the model (p=0.00). Including variables for format provides better predictions.
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In addition, we wanted to check if the inclusion of interaction terms of sex, education, and age with the different formats provides better predictions of the total variance in item scores than excluding these variables. To answer this, we examined the First-Order Model (regression on sex, education, age, and dummy variables for formats 2 to 4) and the Second-Order Model (adding the interaction terms). Again, we concluded the second-order terms do contribute to the model (p=0.00). This full model, presented in Table 3 , shows a significant first-order and a second-order effect. The higher the age of the respondent, the higher the variance in item scores. Furthermore, women seem to have a higher variance in answering format 2 than format 1 than men.
[ Table 3 ]
To measure if a format influences whether or not a respondent gives his/her true opinion, we fielded the same questionnaire at time t+1. Our hypothesis was that a format influences a respondent answer (an uncomfortable format shows more deviation from the true score). if differences between experiments are found, they can be attributed to changes in format.
[ Table 4 ]
In order to find out if a particular format causes more deviations from the true score than another format, we computed a new variable, the 
Non-response
Non-response can be divided into unit non-response, partial nonresponse, and item non-response. Because respondents were randomly assigned to a particular question format after opening the questionnaire, unit non-response 3 is not taken into account. And because only a small number of respondents 4 did not finish the questionnaire, no meaningful conclusions can be made on partial non-response.
No control for item non-response was used in the different formats, so people could proceed in the questionnaire without filling in answers. The difference in item non-response can therefore be attributed to the difference in the layout.
Two different analyses in relation to non-response error were performed. First, the missing items per respondent were counted. Second, a dummy variable for item non-response with 0= respondent had no item missing and 1= respondent had one or more missing items was made. Where the first analysis reveals how many missing values exist in the dataset, the second analysis shows the number of respondents who had one or more missing items. To see how robust the results are, item non-response with the repeated experiments was analyzed. Table 5 shows the results for the different analyses.
We found in our first experiment that the more items appear on a single screen, the higher the number of people with one or more missing values.
There exists a linear relationship between the number of items per screen and item non-response. The all-items-per-screen version contains the most item non-response in relation to the one-item-per-screen version with the least item non-response. This is what we expected because the amount of information on a single screen is much higher in the all-items-per-screen version, so it is easier to forget to fill in an answer than if there is only one item to fill in on a screen. Post-hoc comparisons using the adjusted Tukey HSD 5 test (GamesHowell) indicated that the number of item non-response for format 4 (all-itemsper-screen) was significantly different from format 1 (1-item-per-screen).
When we look at the dummy variable for non-response the post-hoc comparisons show statistically significant differences for all formats. Again, the differences between the different formats are large. So, not only the amount of missing items increases as more items appear on a single screen, also the number of respondents with one or more missing items increases.
In our repeated experiment similar results were found.
[ Table 5] A linear regression (with format 1 as reference level) of non-response on sex, education, age and interaction terms of these variables with dummy variables for format 2 to 4 revealed no first order (personal characteristics) or second order (interaction terms) effects.
Time to complete the interview
When items are presented on a grid, a respondent has to make fewer physical actions (clicking on the mouse) then when items are presented separately. Therefore, our hypothesis was the more items appear on a single screen, the less time it takes to complete the questionnaire. To test this hypothesis we did a one-way between-groups analysis of variance. Again, we repeated our analysis for Time 2.
In our first experiment we found a significant difference (p<0.05) in mean duration of the interview per format after deleting outliers. As one can see in Table 6 , the 10-items-per-screen format took the least time to complete at Time 1, followed by the all-items-per-screen format, the 4-items-per-screen format and the 1-item-per-screen format. Post-hoc comparisons using the adjusted Tukey HSD (Games-Howell) showed significant group differences between format 1 (one-item-per-screen) and format 3 (10-items-per-screen),
indicating that the survey format has an effect on the duration of the interview.
[ Table 6 ]
The hypothesis 'the more items appear on a single screen, the less time it takes to complete the questionnaire' is true in our first experiment, but does not hold for more than 10 items shorter completion times than format 4, and the group differences between format 3 and format 4 are not statistically significant, more evidence is needed for hypothesis 4.
Our repeated experiment shows more indisputable evidence for our hypothesis. A linear relationship between the number of items appearing on a single screen and the duration of the interview is found. The more items appear on a single screen, the shorter the duration of the interview.
In order to find out if there exist an interaction effect of format and personal characteristics in relation to the duration of the interview, we conducted a regression analysis. No second order effects were found. We do find a significant first order effect for age. The higher is the age of the respondent, the longer the duration of the interview.
Evaluation of the questionnaire
At the end of the questionnaire, people answered some evaluation questions.
1. How do you evaluate the duration of the interview?
2. How clear was the question wording?
What is your overall opinion about this interview?
These questions were asked on a ten-point scale ranging from 1 ('very bad') to 10 ('very good').
Because we wanted to see how robust our results are, we analyzed these evaluation questions with the repeated experiments (Time 1 and Time 2). A closer look at question 2 (How clear was the question wording?) showed no significant differences between the 4 different formats. In addition, the overall opinion about the interview (question 5) showed no significant difference for all formats either. We found differences between formats for the evaluation of the duration of the interview (4.4.2), the easiness to fill in the answers (4.4.3) and the layout (4.4.4). First we take a closer look at the overall evaluation of the questionnaire.
Overall evaluation
To find out which evaluation question has the highest influence on the overall evaluation of the interview, a regression analysis was conducted. Table 7 shows the coefficients of all evaluation questions on the overall opinion about the interview (question 5). The effect of question 1 (the duration of the interview) is the highest.
[ Table 7 ]
Duration
We only find different evaluation scores for the duration of the interview in our second experiment. While log-files show significant differences in 22 duration of the interview of the different formats in both experiments, respondents do not evaluate the duration significantly different at Time 1. In our second experiment respondents do evaluate the duration of the interview different for all formats (see Table 8 ).
[ Table 8 ]
The 4-items-per-screen version (format 2) is evaluated best, followed by the 10-item-per-screen format (format 3), the all-items-per-screen version (format 4) and the one-item-per-screen version (format 1) respectively. Posthoc comparisons show significant group differences for formats 1, 2 and 4.
Although log files show that the all-items-per-screen version took the least time to finish at Time 2, the evaluation of the duration of the interview in this format is worse than the other multiple-items-per-screen versions. This indicates a difference in real and experienced duration of the interview.
Easiness
The question about the easiness to fill in the questions shows different results for Time 1 and Time 2 as well. Where we did not find significant differences in evaluation scores for this question at Time 1, we do find differences for Time 2. There was a statistically significant difference at the p<0.05 level between the different formats as one can see in Table 9 . Posthoc comparisons using the adjusted Tukey HSD (Games and Howell) test indicated that the mean score for formats 1, 3 and 4 differ significantly. The more items appear on a single screen, the more difficulty people experienced in answering the questionnaire.
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[ Table 9 ]
Layout
The evaluation of layout differs significantly for both experiments (Time 1 and Time 2). There was a statistically significant difference at the p<0.05 level in the evaluation of layout between the different formats as one can see in Table 10 . 7 Post-hoc comparisons using the adjusted Tukey HSD (Games and Howell) test indicated that the mean score for all groups differ significantly. The more items appear on a single screen, the lower the evaluation of the layout.
[ Table 10 ]
We can conclude that respondents consider the layout of the all-itemsper-screen version significantly worse than all other formats, but a mean score of 7 out of 10 is not a reason to stop the use of a scrollable format. We can say, however, that the division of text on a screen is evaluated best in the 1-item-per-screen format followed by the 4-items-per-screen format.
Including the number of headers in the analysis, we find another significant difference. For the 10-items-per-screen version with 10 headers, and the all-items-per-screen version with 1 and 40 headers, respondents had to scroll in order to see the remainder of the screen. A one-way betweengroups analysis of variance shows that the 10-items-per-screen version with 10 headers can be grouped with the all-items-per-screen versions. These 3 formats are evaluated significantly worse than the other formats. While scrolling for the 10 items per screen version with 10 headers is absolutely necessary (as opposed to the 10 items per screen version with a single header, where scrolling depends on the screen resolution), one can conclude that whether or not a respondent has to scroll in order to see all items on a screen, affects the evaluation of the screen's layout.
Because a panel is used, the evaluation of layout for a format per person can be compared. 8 With a mean score of 7.42 at Time 1 and a mean score of 7.44 at Time 2, the mean score of the evaluation of layout is the same both times. Respondents, who answered a format with 10 or more items on a single screen, evaluate the layout worse than this mean score.
A one-way repeated measures ANOVA was conducted to compare the evaluation of layout at Time 1 and at Time 2. There was a significant difference (p=0.00), which means that on average people evaluated their format at Time 2 different than their format at Time 1.
We found evidence that respondents evaluate the format worse when more items appear on a single screen. As one can see in Table 11 , respondents who had a format at Time 2 containing more items on a single screen than the format they answered at Time 1 evaluated the format at Time 2 worse than the format they answered at Time 1.
Respondents who had a format at Time 2 containing less items on a single screen than the format they answered at Time 1 evaluated the format at Time 2 better than the format they answered at Time 1.
Respondents who answered the same format at Time 1 and Time 2
show similar evaluation scores for both experiments.
[ Table 11 ]
We wanted to find out if including variables for format provides better predictions of evaluation of layout than excluding these variables.
In the regression analysis we again took format 1 as reference level. We explained the evaluation of layout by a linear regression on sex, education and age. The First-Order Model (excluding the dummy variables for formats 2 to 4) and the Second-Order Model (including these variables) were examined.
It was concluded that the second-order terms do contribute to the model (p=0.00). Including variables for format provides better predictions for the evaluation of the questionnaire's layout.
In addition, we wanted to check if the inclusion of interaction terms of sex, education, and age with the different formats provide better predictions of the evaluation of layout than excluding these variables. To answer this question, the First-Order Model (regression on sex, education, age, and dummy variables for formats 2 to 4) and the Second-Order Model (adding the interaction terms) were examined. Again, it could be concluded that the second-order terms do contribute to the model (p=0.00). Table 12 shows a significant effect of age and format 4 in the full model. The higher the age of the respondent, the better the evaluation of layout in format 4 in relations to format 1. It seems that the elderly do not have a higher preference for a simple style layout: the all items per screen version is evaluated better the 26 older respondents are. Further, the first-order effect AGE has a significant effect on the evaluation of layout; the higher the age of the respondent, the better the evaluation. The same results were found at Time 2, indicating that our results are robust.
[ Table 12 ]
Discussion and Conclusions
In this paper we have investigated, experimentally, how a specific aspect of the visual design and layout of questions influences how respondents process and provide answers in Web surveys and if this depends on personal characteristics. Furthermore, the evaluation of specific formats by the same person is examined, in order to find out which format is evaluated best.
Our focus is on understanding a specific aspect, the use of one versus multiple-items per screen format, to find out if layout changes a respondent's answer. This can be kept in mind when choosing a format (or advice a designer) so measurement errors and non-response errors can be minimized, and financial gains and motivational tools can be enhanced. After all, a researcher's goal is not only to get answers, but also to motivate a respondent to participate actively in a survey.
Our results in relation to measurement error are in the same line with the findings of Couper et al. (2001) and Tourangeau et al. (2004) . Mean scores of the arousal scale and variances do not differ in the different formats.
The responses to the forty questions were somewhat evenly intercorrelated 27 when items were presented one, 4, 10 or all-items-per-screen. Even items that were 'reverse worded' showed no statistical significant differences among items appearing together on a screen than items presented on several screens. We also found that different formats show the same deviation in item scores between repeated experiments. And while one could expect differences for old versus young people, people with low versus high education and men versus women we only found that women have a higher variance in answering the 4-items-per-screen version in relation to the oneitem-per-screen version. The inclusion of interaction terms of sex, education, and age with the different formats do provide better predictions of the total variance in item scores than excluding these variables.
In relation to non-response error, we confirmed the results of Lozar Manfreda et al. (2002) . We found that the more items appear on a single screen, the higher the number of missing items. We did not find interaction effects of format and personal characteristics in relation to non-response error.
We found the hypothesis 'the more items appear on a single screen, the less time it takes to complete the questionnaire' to be confirmed, but in our first experiment the time to complete the interview gets longer after 10 items.
Our second experiment shows no optimum number for items appearing together on a screen (we find a linear result where the all-items-per-screen version had the shortest completion time). Older respondents took more time to complete the interview than younger respondents. We did not find interaction effects of format and personal characteristics.
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Keeping in mind that a respondent's motivation influences the decision to participate in the survey, the involvement answering the survey and the decision to participate in other surveys, we saw the more items appear on a single screen, the lower the evaluation of the layout. Including the number of headers in the analysis (one header per item vs. one header per page) we found that scrolling negatively influences the evaluation of a questionnaire's layout. A remarkable result is the fact that the all-items-per-screen format is evaluated better the older a respondent is. Future research on the elderly population could further deepen our understanding in which way reduction in cognitive functioning is associated with a decline in the reliability of survey responses (Borgers et al., 2004 ) and a preference for layout. We found significant effects in the evaluation of the duration of the interview and the easiness to fill in the answers in our second experiment. It shows that a) respondents evaluate the duration of the questionnaire worse the more items appear on a screen and b) respondents find the questions more difficult to fill in the more items appear on a screen.
Thus differences in item non-response, time to complete the interview, and evaluation scores between the four formats are found, but little evidence was found on a questionnaire's format influencing measurement error. The effect of this specific visual manipulation on the quality of the data is small, but big in regard to item non-response and evaluation of the questionnaire. There Note: for the definition of sex and education see Table 3 .
