Suppose a customer is faced with a sequence of fluctuating prices, such as for airfare or a product sold by a large online retailer. Given distributional information about what price they might face each day, how should they choose when to purchase in order to maximize the likelihood of getting the best price in retrospect? This is related to the classical secretary problem, but with values drawn from known distributions. In their pioneering work, Gilbert and Mosteller [J. Amer. Statist. Assoc. 1966] showed that when the values are drawn i.i.d., there is a thresholding algorithm that selects the best value with probability approximately 0.5801. However, the more general problem with non-identical distributions has remained unsolved.
Introduction
Suppose we are given a sequence of real numbers one by one, drawn from independent but not necessarily identical distributions known in advance. We can keep a single number from the sequence, but this choice must be made online. At each observation, we can either select the current number or push our luck and continue to the next observation. Our goal is to maximize the probability of selecting the maximum (or equivalently minimum) number from the sequence.
As a toy application, consider an airfare platform that provides a service of suggesting when a buyer should purchase their ticket for the lowest fare. Such a platform has distributional information about how expensive the fare will be each day before the flight. Users hope to avoid the regret of purchasing at a suboptimal price, and this incentivizes the platform to maximize the likelihood of suggesting the best price in hindsight. Given a model that maps time-before-flight and other fixed information (such as location and airline) to a distribution over prices, how should the platform make its online recommendations, and how likely is it to achieve the best price?
Secretaries: A Related Problem This question is related to the classical secretary problem. In the secretary problem, we receive a sequence of randomly permuted numbers 1 to n in an online fashion. We are given the numbers one by one, but each time we observe a number, we see only its relative rank compared to the previously observed numbers. At each observation, we have the option to stop the process and select the most recent number. The goal is to maximize the probability of selecting the maximum (or equivalently minimum) number. For this problem, Dynkin [Dyn63] presents a simple but elegant algorithm that succeeds with probability at least 1/e; indeed, the success probability converges from above to 1/e as n grows large, and 1/e is the best possible bound (up to lower order terms) we can achieve for this problem.
A natural variation of the problem assumes that the numbers are drawn from the same known distribution, and the numbers themselves are revealed one by one. In their classic work, Gilbert and Mosteller [GM66] consider this so-called "full information" case. 1 As a starting point, they show that one can pick a single threshold τ such that stopping at the first value larger than τ will select the maximum value with probability approximately 0.517 (asymptotically as n grows large). For the general case where one can use a distinct threshold at each step, they show that with the appropriate choice of thresholds one succeeds at stopping at the maximum value with probability approximately 0.5801 (again, asymptotically as n grows large; both bounds are tight). These bounds significantly improve upon the 1/e ≈ 0.37 result for the secretary problem, which corresponds to the setting where the underlying distribution is not known and only the relative ranks are obtained. 2 Since the work of Gilbert and Mosteller, there has been a vast literature on secretary problems going well beyond the scope of this paper. We refer the interested reader to a survey by Freeman for an overview of this activity from the perspective of stopping theory [Fre83] . The full information case has received less attention, but there has been a notable line of work considering variations such as n being randomized [Por87] and/or it being possible to revisit previously-observed values with a probability of failure [Pet81] . To our knowledge, this literature on the full information case has focused exclusively on the case of i.i.d. values.
Our Contributions We consider the more general problem of selecting the maximum (or minimum) value when the numbers are drawn from distributions that are independent but not necessarily identical. Our first result is that there is an algorithm that achieves a success probability of 1/e in this non-i.i.d. setting, matching the original secretary problem, and this is tight up to lower-order terms. Our algorithm uses a single fixed threshold rule, and therefore applies even if the values are revealed in an adaptively adversarial order. The proof is elementary; what is perhaps most surprising is that the single-threshold analysis is tight. Our lower bound holds even if the order is known in advance and applies to arbitrary algorithms, showing that a simple fixed-threshold rule is asymptotically optimal. This expands the long-standing result for the i.i.d. case due to Gilbert and Mosteller [GM66] to the setting with different distributions.
We next consider a random-order model, where the values are drawn from arbitrary independent distributions but are presented in a uniformly random order. The i.i.d. setting of Gilbert and Mosteller [GM66] is a special case of this random order setting, where all observed values are chosen from the same distribution. Our second result generalizes the result of Gilbert and Mosteller to show that in the random-order setting, it is possible to select the maximum value with probability at least 0.517, using a single-threshold algorithm. This improves on the adversarial-order setting, and matches the tight bound for single-threshold algorithms for the i.i.d. case [GM66] .
Still in the random-order model, we next present an algorithm that breaks this barrier of 0.517 using multiple thresholds. As a corollary, algorithms that use a single threshold are not optimal in the random-order model. Our approach is to consider a natural "no-superstars" condition, which is that no single distribution has more than a certain constant probability (ex ante) of generating the maximum value. This captures scenarios where no single entry has a non-vanishing impact on the problem's solution in the limit as the problem size n grows large. 3 We show that under such an assumption, there is an algorithm that succeeds with probability arbitrarily close to 0.5801, the tight success probability obtainable in the i.i.d. setting with multiple thresholds, in the limit as n grows large. If the no-superstars assumption is violated, then the presence of a highly dominant distribution again makes it possible to improve over the single-threshold bound of 0.517.
It is natural to compare these results with the prophet inequality, introduced by Krengel et al. [KS78, KS77] . In the prophet inequality problem, the goal is to maximize the expected value of the number selected rather than the probability of selecting the maximum. The classic prophet inequality is that one can achieve half of the expected maximum value using a single threshold algorithm, and this is tight. The prophet secretary model [EHLM17] considers this goal of maximizing expected value in the random-order model, which admits improved results. One can view our results as extending classic "secretary-style" results for bestchoice problems to settings typical of prophet inequalities, with independent but non-identical distributions.
One distinction between the best-choice problem and a prophet inequality is that, in the best-choice problem, it is typically better to avoid a "non-robust" solution that achieves high expected value by accepting a very large number with very small probability, but otherwise does not obtain much value. Motivated by this connection to robustness, one might relax the desideratum of picking only the highest number, and aim instead to obtain one of the top few values with high probability. To this end, we consider a variant of our problem where the goal is to maximize the probability of selecting any of the top k values. A similar variant has been studied for the secretary problem by Gusein-Zade [GZ66] , who shows that there is an algorithm whose failure probability is at most O( log k k ). When values are drawn i.i.d. from a known distribution, Gilbert and Mosteller [GM66] study the case k = 2 and solve for the limiting probability of success. We extend this to arbitrary k and arbitrary distributions presented in an adversarial order, and show that there is an algorithm with failure probability exponentially small in k. Moreover, this is the best possible bound, up to coefficients in the exponent, even in the i.i.d. setting.
As one of our main tools in our analysis, we use Le Cam's theorem [LC60] , which (as we describe below) connects sums of Bernoulli random variables and discrete Poisson distributions. This result, along with coupling techniques and other additions for our setting, allow us to represent the probability distribution for the maximum (over several different distributions) by discrete Poisson distributions. This variation of a "Poissonization" argument for these settings appears novel, and may be of its own interest.
Results and Techniques
In what follows, we refer to the best-choice prophet inequality problem and best-choice prophet secretary problem for the variations we consider, where the goal is to maximize the probability of choosing the highest observed value given distributions presented in adversarial and random order, respectively. We start by obtaining a tight bound for the best-choice prophet inequalities problem: we provide an algorithm that selects the maximum with probability at least 1 e and show that there is no algorithm that selects the maximum with probability at least 1 e + ǫ for any constant ǫ > 0. Although the probability of success here is the same as for the classical secretary problem, the proof and corresponding algorithm are not the same. Our algorithm is based on choosing a suitable threshold and accepting any observation above that threshold. We choose the threshold to optimize the probability that exactly one element lies above it, since we are guaranteed to accept the largest value in this case. Perhaps surprisingly, our lower bound shows that this analysis is tight, even for an arbitrary selection rule with advance knowledge of the arrival order.
We next provide a single threshold algorithm for the best-choice prophet secretary problem that selects the maximum with probability at least 0.517. This result utilizes some of the technology used for the best-choice prophet inequality result. We also extend our analysis to the top-k-choice prophet inequality problem, and provide a single threshold algorithm that selects one of the top k values with probability at least 1 − e −c 1 k , where c 1 > 0 is a fixed constant. We also show that this exponential dependence on k is tight even in the i.i.d. setting: there is a constant c 2 > 0 such that no algorithm can select one of the top k values with probability greater than 1 − e −c 2 k . This tightness result involves arguing that an arbitrary algorithm must become "trapped" at some point in the observation sequence, with at least an exponential probability; conditional on what it has seen, there is a non-negligible chance that all of the top k values have already been observed, but also a non-negligible chance that all of them are yet to come.
All of the algorithms above use a single fixed threshold. For the best-choice prophet inequality problem our lower bound shows that single-threshold algorithms achieve tight results, but for the best-choice prophet secretary problem we show that this is not the case. Designing and analyzing multiple-threshold algorithms is significantly more challenging, as dependencies and correlations naturally arise. To overcome this, we develop an alternative approach for analyzing the setting of multiple distributions in a random order. The intuition is that for a large number of observations n, we can split the observations into consecutive groups of size n/T for a suitable constant T , such that we can think of the maximum of each group as being approximately from an i.i.d. distribution corresponding to a sample of n/T distributions from the n overall distributions. That is, each group of n/T distributions is sufficiently similar that we can view the problem as very similar to the best-choice problem for T i.i.d. observations. Formalizing this closeness allows us to nearly achieve the same worst-case performance of a T -threshold scheme in the i.i.d. setting. This result requires a technical "no-superstars" condition, which is that the a priori probability of any specific distribution being the maximum is o(1). Using this technique, and under this no-superstars assumption, we design a threshold-based algorithm whose success probability converges to 0.5801 as n grows large, which is tight even for the i.i.d. setting. On the other hand, we show that if the no-superstars assumption is violated and there exists a distribution that has more than a certain constant probability of generating the maximum value as n grows large, then one can improve the single-threshold analysis. Combining these methods leads to an unconditional improvement over the optimal worst-case bound for single-threshold algorithms.
We briefly note that, unlike the expectation version of prophet inequalities [EHLM17] , in this setting of best-choice prophet inequalities, all our results trivially extend to the setting where we want to maximize the probability of finding the minimum element as well.
Poissonization Technique
One approach used in [GM66] involves setting a threshold and considering the number of observations above that threshold. In the case of i.i.d. distributions for the observations, this number is the sum of i.i.d. Bernoulli random variables, which is known to converge to a Poisson distribution in the setting we consider (where the expected number of positive observations is constant as the number of observations grows large).
A helpful tool in extending such results to the setting where distributions may differ for observations is Le Cam's theorem [LC60] . The basic statement of Le Cam's Theorem is the following: let X 1 , · · · , X n be a sequence of Bernoulli random variables where Pr
Intuitively, Le Cam's Theorem says that when the probability of each random variable being 1 in a sequence of Bernoulli random variables is sufficiently small (e.g. O( 1 N )), the sum is well approximated by a Poisson distribution. There are a number of interesting proofs of Le Cam's Theorem (see the survey [Ste94] ), including proofs that slightly improve the constant on the right hand side above, but this general bound suffices for our purposes.
Outline of Paper
After formalizing notation in Section 2, we present our bounds for the best-choice prophet inequality problem and best-choice prophet secretary problem in Section 3. In Section 4 we generalize these results to the problem of selecting any of the top k values. Section 5 contains our most technically demanding result, which is that the bound achievable for the best-choice prophet secretary problem improves to the (known) bound for the i.i.d. case using several thresholds. Then in Section A we summarize additional related work, and we conclude with some open problems in Section 6.
Notation
In the best-choice prophet inequality problem, we are given a set of distributions {D 1 , . . . , D n }. We then observe an online sequence of values x 1 , · · · , x n , where each x i is drawn independently from D i , presented in an arbitrary order. When value x i is observed, we must irrevocably decide whether or not to choose that value. Once we choose a value, the process stops. A value that has been observed but not chosen cannot be chosen later. The goal is to maximize the probability that the value chosen is equal to max i {x i }. We emphasize that the order in which the values are presented is arbitrary and not known in advance. We refer to the case where the distributions are identical as the i.i.d. setting.
The best-choice prophet secretary problem is identical, except that the values are presented in a uniformly random order. That is, after applying a random permutation Π = π 1 , . . . , π n on the sequence of x i values, they are presented online in that order, so that at step k, π k and x π k are revealed. Again, the goal is to maximize the probability of choosing a maximum value.
Our algorithms will be threshold-based, where we choose a value if and only if it lies above a suitable threshold. We use T = τ 1 , . . . , τ n to refer to a sequence of thresholds; thus, we check for example whether x π k ≥ τ k . In the case that τ 1 = τ 2 = . . . = τ n = τ, we say that the algorithm is a single-threshold algorithm.
In our proofs, we will assume for notational convenience that the distributions are atomless: the probability distributions are continuous, so that no single value takes on a non-zero probability. We use this assumption only to define the inverse of a given cumulative distribution; i.e., to find a value τ such that Pr x∼D [x ≥ τ] = p for some fixed p ∈ [0, 1]. This is only for convenience, and our results actually apply to the general case with atoms, using the following reduction based on using an auxiliary random number to break ties (which we believe is folklore). If there exists a value τ such that Pr x∼D [x ≥ τ] > p but also Pr x∼D [x ≤ τ] ≥ p (i.e., there is an atom that prevents the desired inversion), then we can modify our random process to include a random variable y drawn from the uniform distribution on [0, 1], and augment threshold τ with a secondary thresholdȳ. We will then interpret the event [x ≥ τ] to mean [(x > τ) ∨ ((x = τ) ∧ (y ≥ȳ))], and set y so that, under this definition, Pr x∼D [x ≤ τ] = p. With this reduction in mind, we will assume throughout that distributions are atomless without further comment.
Best-Choice Algorithms with a Single threshold
In this section, we describe algorithms and lower bounds for the best-choice prophet inequality problem (in Section 3.1) and the best-choice prophet secretary problem (in Section 3.2). All of the algorithms in this section will be single-threshold algorithms.
Best-Choice Prophet Inequalities
We begin by showing that it is possible to choose the maximum value with probability at least 1 e , using a single threshold, for the best-choice prophet inequality problem.
Theorem 1 For the best-choice prophet inequality problem, there is an algorithm that succeeds with probability at least 1 e .
Proof : We will warm up by proving an easier result: a simple single-threshold algorithm that succeeds with probability 1/4. We'll then show how to improve this to 1/e. Our algorithm will select threshold τ such that Pr [max n i=1 (x i ) ≥ τ] = 1/2, and choose the first value that is at least τ. From the definition of τ, the algorithm chooses a value with probability 1/2, otherwise it chooses nothing. Conditional on having chosen a value, the algorithm will certainly succeed if no subsequent value is strictly greater than τ. But the probability of a subsequent value lying above τ is at most 1/2, the probability that any of the n observations is greater than τ. So the probability of success, conditional on having selected an item, is at least 1/2, leading to a total success probability of at least 1/4. 4 We can modify the algorithm above to improve the success probability to 1/e. Namely, the algorithm will set threshold τ so that Pr [max n i=1 (x i ) ≤ τ] = 1/e and pick the first number that is larger than τ. We show that with probability at least 1/e there is exactly one number which is larger than τ, which implies the desired result. Let p i = Pr [x i > τ]. By the way we choose τ, we have
We now consider the probability that exactly one number is larger than τ, and show that it is at least 1/e; this completes the proof. 5 The probability that the jth observed value is larger than τ but all others are not is
We briefly note the fact that e x ≥ 1 + x implies (using x = p j /(1 − p j ))
Now the probability that exactly one number is larger than τ is
Here the first line follows from Inequality 3, and the last line from n j=1 (1 − p j ) = 1/e. ✷
Our algorithm uses only a single fixed threshold as its stopping rule. One might suspect that a more complicated algorithm, perhaps one that modifies its thresholds adaptively or employs randomization, would perform better. Our next result is that this is not the case: no online algorithm can guarantee a success probability strictly better than 1 e .
Theorem 2 For any constant ε > 0, there is no algorithm that succeeds with probability 1 e + ε for the best-choice prophet inequality problem.
Proof : Consider the following example. There are n random variables x 1 , . . . , x n from distributions D 1 , . . . , D n as follows: for any i ∈ {1, · · · , n}, x i is i with probability q i = 1 i and 0 otherwise. 6 Note that the nonzero random variable with the largest index is the maximum. Hence the probability of x i being the maximum is independent of the x j values with j < i. Moreover, x 1 is always 1 and hence the maximum is never 0. We let p i be the probability that x i is the maximum. The distributions will arrive in index order.
We claim that p 1 = p 2 = · · · = p n = 1 n . We will show this using strong induction. 7 The base case holds for i = n where p n = q n = 1 n . Assuming p i+1 = · · · = p n = 1 n , we have
Hence we have p 1 = p 2 = · · · = p n = 1 n . Also, we have Pr x i = max n j=1 x j |x i = 0 = i n . Let Alg be the best online algorithm and let Alg i+1→n be the probability that Alg picks the maximum assuming that it rejects x 1 , . . . , x i . Notice that if Alg picks a nonzero number x j from {x i+1 , . . . , x n }, it is larger than all numbers in {x 1 , . . . , x i }. Hence Alg i+1→n is independent of x 1 , . . . , x i . Notice that if Alg rejects x i+1 it picks the maximum with probability Alg i+2→n . Hence Alg i+1→n ≥ Alg i+2→n , which means Alg i+1→n is decreasing in i.
Indeed, if x i = 0, when Pr x i = max n j=1 x j |x i = 0 ≥ Alg i+1→n , Alg picks x i and stops. Otherwise, Alg rejects x i and continues. Also remember that Pr x i = max n j=1 x j |x i = 0 is increasing in i and Alg i+1→n is decreasing in i. Therefore, there exists an index i such that for all j < i, Alg rejects x i and accepts the first nonzero x j with j ≥ i. Therefore, Alg picks the maximum with probability n j=i
Note that α ln(1/α) maximizes at α = 1 e . Thus, Alg picks the maximum with probability at most 1 e + 2 n . ✷
Best-Choice Prophet Secretary
In this subsection we show a single threshold suffices to provide an algorithm that chooses the maximum value with probability 0.517 for best-choice prophet secretary. To begin, we provide a simple analysis that achieves this 0.517 probability for best-choice prophet inequalities with i.i.d. distributions. We note that this result was presented in [GM66] , with the constant calculated numerically for large values of n. We essentially follow their argument, but provide a formal justification for their numerical results.
Theorem 3 For sufficiently large n, there exists a single threshold algorithm that chooses the maximum value with probability arbitrarily close to max λ
distributions, and this is tight for single-threshold algorithms.
Proof : Let τ be given by Pr [max n i=1 (x i ) ≤ τ] = P, and p = Pr [x i ≥ τ] = 1 − P 1/n for P to be given later. Let K be the random variable indicating the number of x i that are greater than τ. When K ≥ 1, due to symmetry each of these K items is the maximum with probability 1/K, and since we pick the first item that is greater than τ, when K ≥ 1 the maximum is chosen with probability 1/K. Thus, the probability that we pick the maximum is at least n k=1 1 k
Pr
Here K is sum of Bernoulli random variables, and so the probability we choose the maximum is simply
For large n we may use that the limit of the Bernoulli distribution becomes a Poisson distribution, and use numerical calculations and Le Cam's theorem to obtain the result. Specifically, take P = (1 − 1.501/n) n ≃ e −1.501 and p = Pr
Therefore the probability that we pick the maximum is at least
We note that by taking n large enough, we can obtain a success probability arbitrarily close to the sum
using the same argument. This is an asymptotic upper bound by a similar argument, so this success probability is tight. ✷
We are now ready to extend Theorem 3 to the more general best-choice prophet secretary problem. Notice that the following theorem does not require n to be large, so even when applied to the special case of i.i.d. distributions it extends Theorem 3 to general n.
Theorem 4 For any ε ′ > 0, there exists a single threshold algorithm that chooses the maximum value with probability at least max λ ∞ k=1 1 k λ k e −λ k! ≈ 0.5173, for the best-choice prophet secretary problem.
Proof : As in Theorem 3, we set τ such that Pr [max n i=1 (x i ) ≤ τ] ≃ e −1.501 and pick the first number which is at least τ. We clarify the exact value of τ later in the proof after we present the required notation. To analyze the algorithm, for some arbitrary small ε ′ we replace each distribution D i with a bag of n 2 /ε ′ identical and independent copies of a dummy distributions D ′ i , where the distribution of the maximum of the n 2 /ε ′ copies of D ′ i is equivalent to D i . We let x j i to be the realization of the j'th copy of D ′ i , let p j i = Pr x j i ≥ τ , and let n ′ = n 3 /ε ′ to be the total number of dummy distributions. By the way we have defined the dummy distributions, the distribution of the maximum of all dummy distributions is equivalent to the distribution of the maximum of the original problem.
The bags arrive in a random order and upon the arrival of each bag we observe the realization of the maximum number in the bag. The first time we face a bag with at least one number above the threshold, we stop and pick the maximum number in the bag. Again, the distribution of the value chosen in this framework is equivalent to that of our threshold algorithm on the actual distributions.
Let K be the random variable indicating the number of x i s that are greater than τ and let K ′ be the random variable indicating the number of x j i s that are greater than τ. In fact, if for some i we have x i ≥ τ, then for some j we have x j i ≥ τ. Hence we have K ′ ≥ K. Notice that if K ′ ≥ 1 with probability 1/K the bag that contains the maximum number arrives first and we select the maximum number; otherwise, we do not. Thus, we choose the maximum with probability
where the inequality holds since K ′ ≥ K. Now we are ready to set the value for τ given at the beginning of the proof; specifically, we set τ so
, which is approximately 1.501. This corresponds to λ = 1.501 for Le Cam's Theorem. Also for any i and j we have
This immediately gives us
Therefore, the probability that our algorithm picks the maximum is at least
Recall that ε ′ is an arbitrary small positive number and the algorithm does not depend on ε ′ . Hence, the probability that our algorithm picks the maximum is at least ∞
We note that since the lower bound in Theorem 4 matches the upper bound on the performance of any single-threshold algorithm from Theorem 3, we can conclude that the algorithm in Theorem 4 is bestpossible among single-threshold algorithms for best-choice prophet secretary.
Top-k-Choice Algorithms
In this section we consider a variant of our best-choice problems, where the goal is relaxed to choosing one of the k largest values. Here k > 1 is fixed as n grows large. As before, we can make only a single choice; doing so stops the process, and that is the final selection. We first show that for the top-k-choice prophet inequality problem, where the distributions are presented in an arbitrary order, there is a single-threshold algorithm whose probability of failure is exponentially small in k.
Theorem 5 For any k ≥ 1, there exists an algorithm for the top-k-choice prophet inequality problem that succeeds with probability at least 1 − 2e −γk , where γ = (3 − √ 5)/2.
The algorithm in Theorem 5 sets its threshold τ so that the expected number of values greater than τ is exactly γk. The result then follows by applying standard concentration bounds (Chernoff) to show that it is exponentially unlikely (in k) that no values are greater than τ, and also exponentially unlikely that strictly more than k values are greater than τ. The formal details are deferred to Appendix B.
One thing to note about the bound in Theorem 5 is that it is independent of n, which we can take to be very large relative to k. It's tempting to imagine that one could improve this error in special cases such as the i.i.d. setting. Our next result shows that this is not possible. One cannot do better than an exponentially decreasing error in k, even for the i.i.d. setting and hence also for the top-k-choice prophet secretary problem.
We note that for such a bound one cannot simply condition on observing a certain worst-case ordering over a collection of θ(k) distributions, as the probability of seeing any particular permutation of θ(k) elements is e −θ(k log k) . The intuition of our proof is that, say halfway through the process, there is at least an exponentially small probability that the algorithm becomes "trapped:" given what it has seen, there is at least an exponentially small probability that all of the top k values were present in the first half, but also at least an exponentially small probability that all of the top k values appear in the second half. Thus, regardless of what the algorithm has done, an exponential error bound cannot be avoided. Formalizing this intuition takes some care.
Theorem 6 There exists a constant c such that, for any fixed k ≥ 1, no algorithm for the top-k-choice prophet inequality problem with identical distributions selects the maximum with probability more than 1 − e −c·k .
Improved Best-Choice Prophet Secretary with Multiple Thresholds
As we showed in Section 3.1, a single threshold algorithm achieves tight results for best-choice prophet inequalities. However, this does not seem to be true for best-choice prophet secretary. In this section, which captures our main result, we seek to go beyond the single threshold algorithms and design a more efficient algorithm for best-choice prophet secretary. Our algorithm will use multiple thresholds. First we provide an algorithm for inputs with an additional assumption that we call the no-superstars assumption, which is that no single observation has too large a probability, a priori, of being the largest value. Then we use this algorithm to provide an unconditional algorithm for best-choice prophet secretary that improves upon single threshold algorithms.
Definition 7 (No-Superstars Assumption.) We say that a set of distributions {D 1 , . . . , D n } satisfies the no ε-superstars assumption if, for all i ∈ {1, . . . , n},
where each x i is a random variable drawn from D i .
In particular, we will show that our algorithm results in an improved bound (relative to the best singlethreshold algorithm) when the set of distributions satisfies a no ε-superstars assumption for a sufficiently small constant ε. We will sometimes drop the ε and simply refer to the "no-superstars assumption" when ε is clear from context. The starting point for our algorithm is the analysis of Gilbert and Mosteller [GM66] , which shows that in the i.i.d. setting the optimal (multi-threshold) algorithm succeeds with probability 0.5801 as n grows large. At an intuitive level, we would like to establish that a prophet secretary instance behaves similarly to an i.i.d. instance, where each of the distinct distributions is replaced by an "average" of all the distributions. However, this is not quite right due to correlations between values. For example, once the process reaches the last few distributions, the algorithm may have a lot of information about their likely outcomes relative to an i.i.d. instance, because knowing which distributions are left could be very informative.
To dampen this correlation, we will instead consider groups of qn consecutive observations for some small constant q. The maximum of each collection of qn distributions will, because of concentration from sampling, be distributed very similarly to the maximum of a suitable average of all the distributions, and there is negligible correlation between the 1/q collections. It is here where we make use of the no-superstars assumption. We can therefore model our best-choice prophet secretary instance as a (nearly) i.i.d. instance with 1/q observations, and design an algorithm based on the i.i.d. variation of the problem. This ultimately leads to an algorithm for best-choice prophet secretary that succeeds with probability as close as desired to the worst-case guarantee of the best i.i.d. algorithm.
Theorem 8 Let Alg τ be any threshold-based algorithm that selects the maximum with probability at least α when values are i.i.d. Then for any γ ∈ (0, 1), there is an algorithm for the best-choice prophet secretary problem that selects the maximum with probability at least (α − 13γ), whenever the distributions satisfy the no ε-superstars assumption with ε = γ 10 24 log( 2 γ 2 ) . In particular, we can take α ≈ 0.5801 as n grows large. While Theorem 8 requires a no-superstars assumption, we can use it to show that for general input distributions, the single-threshold algorithm is not tight, under the additional assumption that we observe not just the value but also which distribution the value arises from in each observation.
Theorem 9 There exists an algorithm for the best-choice prophet secretary problem that chooses the maximum value with probability at least max λ ∞ k=1 1 k λ k e −λ k! + ε 0 , where ε 0 is a positive constant, when we observe not just the value but also the distribution from which each value arises.
We give the formal details of our algorithm and analyze its success probability in Section 5.1. Omitted proof details appear in Appendix C. The main technical difficulty in the analysis is establishing the necessary concentration bounds, which require some care because we are sampling without replacement and do not have a good uniform bound on the contribution of any single value. We defer the proof details of these concentration inequalities to Appendix C.1.
An Algorithm for Best-Choice Prophet Secretary
Before we describe our algorithm for the best-choice prophet secretary problem, we must first provide some definitions and fix some parameters. Throughout this subsection, for an arbitrary γ ∈ (0, 1) we set λ 0 = γ, ρ = γ 3 , q = γ 2 2 , and δ = γ 6 4 . Notice that we have γλ 0 2ρ = γ 2 2γ 3 = 1 2γ ≥ γ 2 2 = q. We will then set ε = γ 2 q 2 ρλ 0 2 log 2 δ = γ 10 8 log( 8 γ 6 ) = γ 10 24 log( 2 γ 2 ) ; this will be the value ε we require in the no-superstars assumption. We note that we have not aimed to optimize these parameters.
Set c = 1−λ 0 ρ . We let t 0 , . . . , t c be the (unique) sequence of thresholds such that, for each ζ ∈ {0, . . . , c}, we have Pr [max n i=1 (x i ) ≤ t ζ ] = λ 0 + ζρ. That is, the probability that max n i=1 (x i ) falls between any two consecutive thresholds is ρ, and the probability that it falls below t 0 is λ 0 .
The next definition captures our desire to combine multiple distributions D i into a single collection, and study the maximum of the values drawn from that collection of distributions.
Definition 10 (Collection Distribution) Let S ⊆ {D 1 , . . . , D n } be an arbitrary set. We define the collection distribution D S using the following procedure: D S draws x i from distribution D i for each D i ∈ S, then returns max D i ∈S x i . We use x S to indicate an outcome of D S .
The following lemma provides a concentration result for the distribution D S , when S is a set of size qn chosen uniformly at random without replacement from D 1 , . . . , D n . Intuitively, this says that if we decompose a random order sequence of D 1 , . . . , D n into 1 q subsequences, each of size qn, these subsequences behave similarly to an i.i.d. distribution. We use this to prove our main result. We defer the proof to Section C.1.
Lemma 11 Let S be a set of size qn, chosen uniformly at random without replacement from D 1 , . . . , D n . With probability 1 − γ 3 2 for all ζ ∈ {0, . . . , c − 1} we have
, assuming the no ε-superstars assumption with ε = γ 10 24 log( 2 γ 2 ) .
We use the following definitions in our proof of Theorem 18.
Definition 12 For a given number x ≥ t 0 , we writex = max{t ζ : t ζ ≤ x}. That is,x is x rounded down to the nearest t ζ . Similarly, for a distribution D we useD to represent the distribution that draws x from D and then returnsx.
Definition 13 We define a distribution D min as follows: for any ζ ∈ {0, . . . , c − 1}, D min returns t ζ with probability (1 − 3γ)q n i=1 p ζ i , and otherwise D min returns 0.
Definition 14 For η ∈ {1, . . . , 1 q }, let S η be the set of distributions D π (η−1)qn+1 , . . . D π (η)qn . LetD Sη be a distribution that returnsx Sη with probability 1 − 4γ and returns 0 otherwise. We usex Sη to indicate an outcome ofD Sη .
We now present results for two algorithms, Algorithm 1 and Algorithm 2, whose pseudocode is listed in the text. These algorithms take, as parameters, a sequence of thresholds defining an arbitrary thresholdbased algorithm for the i.i.d. setting with 1/q observations. Algorithm 1 provides an intermediary result. In particular, Algorithm 1 is meant to work with the valuesx Sη , which recall are "rounded down" values drawn from the collection distributions. This algorithm is used to bound the success rate if we used the 1/q collection distributions to generate our input instead of the actual observations. We then show that Algorithm 2, which works with the real observations, performs nearly as well as Algorithm 1.
We first show that Algorithm 1 can simulate an arbitrary i.i.d. algorithm with minimal loss, under a no-superstars assumption.
Lemma 15 Let Alg τ be any threshold-based algorithm that selects the maximum with probability at least α for 1/q instances of D min , with thresholds τ 1 , . . . , τ 1/q . For any arbitrary γ ∈ (0, 1), Algorithm 1 selects the maximum with probability at least (α − 10γ) forD S 1 , . . . ,D S 1/q , assuming the no ε-superstars assumption with ε = γ 10 24 log( 2 γ 2 ) . 
Do not pick x π i and move to the next number. 5: ifx π i ≤ τ ⌈qi⌉ then 6:
Do not pick x π i and move to the next number. 7: else 8:
Proof : First of all notice that the probability that the maximum is less than t 0 is λ 0 = γ. We assume that any number less than t 0 is 0 and we do not pick it. We miss the maximum with probability γ due to this assumption. Algorithm 1 handles this assumption by the condition in line 3.
By Lemma 11 with probability 1 − γ 3 2 for all ζ ∈ {0, . . . , c} we have
where the first inequality follows from (1 − 4γ)(1 + γ) ≤ 1 − 3γ (where 1 + γ and 1 − 3γ are coming from Lemma 10 and 1 − 4γ is coming from the definition ofx Sη i.e. Definition 13). By the union bound this holds for all η ∈ {1, . . . , 1 q } and all ζ ∈ {0, . . . , c} with probability at least 1 − 1 q γ 3 2 = 1 − γ. In the rest of the proof we assume that Inequality 5 holds for all η ∈ {1, . . . , 1 q } and all ζ ∈ {0, . . . , c}. We define φ η to be the probability that Alg τ reaches the η-th number when running on 1 q instances of D min . Similarly, we defineφ η to be the probability Algorithm 1 reaches the η-th number when running onD S 1 , . . . ,D S 1/q . We also define σ η to be the probability that Algorithm Alg τ , conditioned on reaching the η-th number, accepts the η-th number when running on 1 q instances of D min and succeeds. Similarly, we defineσ η to be the probability Algorithm 1, conditioned on reaching the η-th number, accepts the ηth number when running onD S 1 , . . . ,D S 1/q and succeeds. We refer to this notion as the probability of success at η. Notice that the probability that Alg τ and Algorithm 1 succeed are 1/q η=1 φ η σ η and 1/q η=1φ ηση respectively.
In fact, running Algorithm 1 onD S 1 , . . . ,D S 1/q is equivalent to running Lines 3 to 8 onD S 1 , . . . ,D S 1/q . Hence by inequality 5 we have
Now, let η ∈ {1, . . . , 1 q } be an arbitrary index. Assume for all η ′ ∈ {1, . . . , 1 q } \ {η} we replace distribu-tionsD S η ′ with D min . By Inequality 5 this increases the the probability of success at η by at most a factor 1 1−4γ . Next, if we replaceD Sη with D min the probability of success at η decreases and becomes (1 − 4γ)σ η . Thus, we have 1
Remember that as we mentioned in the beginning, Algorithm 1 misses the maximum with probability γ due to the condition in line 3, and it loses another γ probability by assuming that Inequality 5 holds for all η ∈ {1, 1 q } and all ζ ∈ {0, . . . , c}. Hence the probability of selecting the maximum drops to α − 10γ. ✷
We now want to prove that Algorithm 2 can likewise simulate an arbitrary i.i.d. algorithm with minimal loss, by comparing to the performance of Algorithm 1. Recall that Algorithm 2 attempts to simulate Algorithm 1 by applying threshold τ η to each of the qn values in collection η. There are two ways that this simulation might fail. First, it might be that two values in collection η are above threshold τ η , and Algorithm 2 chooses the smaller one. Second, it could be that the maximum value from two different collections both round to the same valuex, and Algorithm 1 chooses the smaller one; this is fine for Algorithm 1, since it cares only about the rounded values, but leads to failure for Algorithm 2.
The following two concentration results handle these two modes of failure. Lemma 16 shows that it is unlikely that two or more values in any given collection lie above the corresponding threshold. Lemma 17 shows that it is unlikely that the maximum value in two different collections round to the same t ζ . We defer the proofs to Section C.1.
Lemma 16
Consider arbitrary numbers λ 0 , γ, δ, q ∈ (0, 1), ρ ∈ (0, 1 − λ 0 ). Set ε = γ 2 q 2 ρλ 0 2 log 2 δ . Let S be a set of size qn, chosen uniformly at random without replacement from D 1 , . . . , D n . Let τ 0 be such that Pr max n i=1 (x i ) ≤ τ 0 = 1 − ρ. Let y i be a random binary variable that is 1 if τ 0 ≤ x i and 0 otherwise. Let
Assuming the no ε-superstars assumption, with probability 1 − δ we have
Lemma 17 Consider arbitrary numbers ρ, λ 0 ∈ (0, 1) and λ ∈ [0, 1 − (λ 0 + ρ)]. Let τ 0 and τ 1 be such that Pr max n i=1 (x i ) ≤ τ 0 = 1 − (λ + ρ) and Pr max n i=1 (x i ) ≤ τ 1 = 1 − λ. Let y i be a random binary variable that is 1 if τ 0 ≤ x i ≤ τ 1 and 0 otherwise. We have
These lemmas in hand, we are now ready to bound the success probability of Algorithm 2. This is Theorem 18, which was a restatement of our main result for the best-choice prophet secretary problem under a no-superstars assumption, Theorem 8.
Theorem 18 Let Alg τ be a threshold based algorithm that selects the maximum with probability at least α for 1/q instances of D min , with thresholds τ 1 , . . . , τ 1/q . For any arbitrary γ ∈ (0, 1), Algorithm 2 selects the maximum with probability at least (α − 13γ) for D π 1 , . . . , D πn , assuming the no ε-superstars assumption with ε = γ 10 24 log( 2 γ 2 ) .
Proof : There are two basic differences between Algorithm 1 and Algorithm 2. First, for each of the sets of qn consecutive numbers S η , Algorithm 1 has the privilege to observe the maximum number in the set at once, while Algorithm 2 sees the numbers in the set one by one. Second, the input numbers in Algorithm 1 are all rounded to t ζ 's, but this is not true for the input of Algorithm 2. Therefore, there are two cases where Algorithm 1 selects the maximum of thex Sη but Algorithm 2 does not choose the maximum of the x π i .
• Algorithm 1 picksx Sη . There are two numbers τ η < x i < x i ′ with i, i ′ ∈ S η , and Algorithm 2 picks
We show that first case happens with probability at most 2γ and the second case happens with probability at most γ. This together with Lemma 15 proves the theorem. Notice that the probability of the first case is at most
where Lemma 16 holds with probability 1 − δ ≥ 1 − γ. Hence the first case happens with probability at most γ + γ = 2γ. Notice that in the second case for some ζ there are at least two numbers x i (corresponds to η) and x i ′ (corresponds to η ′ ) such that t ζ ≤ x i ≤ x i ′ ≤ t ζ+1 . By Lemma 17, for a particular ζ this happens with probability at most ρ 2 λ 2 0 . By the union bound over all choices of ζ, the second case happens with probability at most c ρ 2
Now we are ready to prove Theorem 9, which is an unconditional improvement that holds even without the no-superstars assumption.
Proof of Theorem 9: By Theorem 8, there is a positive constant ε > 0 such that the statement of Theorem 9 holds whenever the distributions satisfy the no ε-superstars assumption. We will therefore assume that there exists a distribution in the input that violates the no ε-superstars assumption for this positive constant ε. That is, Pr i = arg max n j=1 x j ≥ ε for some i. Without loss of generality we assume that this distribution is D 1 . Let τ be the threshold selected by the algorithm in Theorem 4. Recall that Theorem 4 shows that, for any arbitrary ε ′ > 0, there exists a single threshold algorithm that chooses the maximum value with probability at least max λ ∞ k=1 1 k λ k e −λ k! − ε ′ , for the best-choice prophet secretary problem. For the purpose of this theorem, we set ε ′ = e −1.5 ε 2 32 . We will consider two cases. In the first case we have Pr x 1 < τ and 1 = arg max n j=1 x j ≥ ε 2 . In the second case we have Pr [x 1 ≥ τ] ≥ ε 2 . Note that we must be in one of these cases, since Pr x 1 < τ and 1 = n arg max j=1
Case 1. In this case we apply the single threshold algorithm of Theorem 4, with a slight modification: if D 1 is one of the last εn 2 items, and we reach it, we stop and accept it regardless of its value. Note that the probability that D 1 appears in one of the last εn 2 positions, and at the same time the maximum appears after D 1 (and hence also somewhere in the last εn 2 positions), is at most ε 2 × ε 2 × 1 2 = ε 2 8 . This is an upper bound on the loss of using this modification of the algorithm. On the other hand, the probability that D 1 appears as one of the last εn 2 items, is the maximum item, and is below the threshold τ (which also means no item is above the threshold) is at least Pr x 1 < τ and 1 = arg max n j=1 x j × ε 2 ≥ ε 2 4 . This is a lower bound on the expected gain of using this modification to the algorithm. Therefore in this case we improve Theorem 4 by at least ε 2 4 − ε 2 8 = ε 2 8 . Case 2. In this case we show that the analysis of Theorem 4 in not tight and hence we provide a better bound for the algorithm with threshold τ. To prove this, we show a constant gap in Inequality 4, which directly translates to a constant improvement on the probability of success of the algorithm. Specifically, we consider the case where D 1 is the only item above the threshold, but more than one of its corresponding dummy distribution is above the threshold (i.e., K ′ ≥ 2). In this situation, the algorithm certainly selects the maximum; however, in the analysis, we assumed that of the K ′ values above the threshold from the dummy distributions, the algorithm would only choose the maximum with probability 1 K ′ ≤ 1 2 due to the ordering of items. Recall that Pr [max n i=1 (x i ) ≤ τ] = e −λ > e −1.5 and hence Pr [max n i=2 x i ≤ τ] > e −1.5 . Moreover, note that Pr[x 1 ≥τ] 2 is a lower bound on the probability that we see at least one item above the threshold in half of the dummy distribution corresponding to D 1 and hence with probability at least Pr[x 1 ≥τ] 2 2 we see at least one item above the threshold in the first half of the distributions and at least one in the second half. Thus, we have Pr K ′ ≥ 2 and x 1 ≥ τ and ∀ i∈{2,...,n} x i < τ ≥
Pr [x 1 ≥ τ] 2 2 × Pr ∀ i∈{2,...,n} x i < τ ≥ e −1.5 ε 2 8 , Therefore, in an event that occurs with probability at least e −1.5 ε 2 8 , we can improve our bound from something at most 1 2 to 1. This leads to a gap of e −1.5 ε 2 16 in Inequality 4, and hence a corresponding improvement to Theorem 4.
Thus, in either case, we obtain an improvement of ǫ 0 = ε 2 16e 1.5 to the bound in Theorem 4, which says we select the maximum value with probability at least max λ
Conclusion and Open Problems
We have provided several new results for the best-choice problem in the prophet inequality and prophet secretary settings, where the goal is to maximize the probability of selecting the largest value from a sequence of values drawn independently from known distributions. Many of our proofs involve Poissonization-style arguments, where we approximate the number of values above a threshold with a Poisson random variable.
This approach was particularly useful for generalizing results from the i.i.d. setting to the different setting of arbitrary distributions in a random order. We believe this approach may be useful for other related problems.
Our main open problems relate to our most technical result, namely that, under the no superstars assumption, we can use an algorithm with multiple thresholds to select the maximum with probability approximately 0.5801 in the setting with arbitrary distributions in a random order. It is open to determine what probability can be achieved for arbitrary distributions in a random order without the no superstars assumption. A related open question would be to simplify our proof; it would be interesting to know if there is a more straightforward argument, and such an argument might more readily lead to results without the no superstars assumption. Indeed, we conjecture the following: that for any n, the worst-case instance of the best-choice prophet secretary problem is an i.i.d. instance, so in particular the worst-case success probability matches that of the i.i.d. best-choice problem.
Another open problem is to consider "best-case" orderings, where the player trying to select the maximum is allowed to choose the order of the distributions for observation. Does the ability to choose the ordering provide an advantage over random order, in the worst case? Even beyond worst-case instances, there is a computational problem of finding the best ordering. Can the best ordering for an arbitrary problem instance be found in polynomial time?
We extended our results to the problem of selecting one of the top k values. More generally, one could consider the problem of maximizing other functions of the rank of the value selected, such as minimizing the expected rank. One could also study variants in which multiple values can be selected, subject to a downward-closed constraint, and the goal is to maximize a function of the set of ranks of the selected values. For example, how should one select values subject to a matroid constraint, so as to maximize the probability that the largest value is among the values selected?
A Further Related Work
Starting with the work of Dynkin [Dyn63] , there has been a long line of research on variants of the secretary problem. See the survey by Ferguson [Fer89] for a light-hearted but thorough historical treatment, and the review paper by Freeman [Fre83] for many generalizations.
There have likewise been many generalizations of the prophet inequality, since the initial work of Garling, Krengel, and Sucheston [KS78, KS77] . One of the first generalizations was the multiple-choice prophet inequality [Ken87, K + 85, Ker86] in which we are allowed to pick k items and the goal is to maximize their sum. Alaei [Ala14] gives an almost tight (1 − 1/ √ k + 3)-approximation algorithm for this problem (the lower bound is due to [HKS07] ), where the approximation factor is the ratio of the expectation of the algorithm to the expectation of the optimum. Similarly, the multiple-choice secretary problem was first studied by Hajiaghayi et al. [HKP04] , and Kleinberg [Kle05] gives a (1 − O( 1/k))-approximation algorithm.
Other than Dynkin [Dyn63] , generally follow-up work considers approximation factors instead of maximizing the probability of obtaining the best. An interesting exception is Bojdecki [B78] , who provides a general approach for determining the optimal stopping time for choosing the maximum of a sequence of i.i.d. random varaibles (along with approaches for finding the optimal stopping time for some related problems). This work does not determine bounds on the probability of choosing the maximum, as we do here for the problems we consider.
The research investigating the relation between prophet inequalities and online auctions is initiated in [HKS07, CHMS10] . This lead to several interesting follow up works for matroids [Yan11] and matchings [AHL12] . Meanwhile, the connection between secretary problems and online auctions is first explored in Hajiaghayi et al. [HKP04] . Its generalization to matroids is considered in [BIK07, Lac14, FSZ15] and to matchings in [GM08, KP09, MY11, KMT11, KRTV13, GS17].
In the prophet secretary model, Esfandiari 
B Appendix: Omitted Proofs from Section 4
We present the proof of Theorem 5, which states that one can solve the top-k-choice prophet inequality problem with a failure rate that is exponentially decreasing in k. We restate the theorem below for completeness.
Theorem 19 For any k ≥ 1, there exists a single-threshold algorithm for the top-k-choice prophet inequality problem that succeeds with probability at least 1 − 2e −γk , where γ = (3 − √ 5)/2.
Proof :
We'll begin by showing a bound with a slightly worse constant in the exponent. We will then describe a way to optimize the constant at the end of the proof. For a given constant t, let X(t) be the random variable corresponding to the number of items i such that
The single threshold algorithm with threshold τ will succeed unless X(τ) = 0 or X(τ) > k. We note that X(τ) is the sum of n Bernoulli random variables, where variable i is 1 with probability Pr[x i ≥ t]. By the additive form of the Chernoff bound, we have that where the second inequality uses the bound KL(p||q) ≥ (p − q) 2 /p for p > q. Taking a union bound over these two events completes the proof.
We note that if we choose a threshold τ so that E [X(τ)] = γk for γ = (3 − √ 5)/2, we obtain a slightly better probability of success 1−2e −γk with the same argument. We have not sought to optimize the constant further. ✷
We next present the proof of Theorem 6, which shows that one cannot improve upon this exponential dependence on k, regardless of n and even for i.i.d. instances. We restate the theorem below.
Theorem 20 There exists a constant c such that, for any fixed k ≥ 1, no algorithm for the top-k-choice prophet inequality problem with identical distributions selects the maximum with probability more than 1 − e −c·k .
Proof : Take n > k sufficiently large. Our problem instance is i.i.d., with distribution D as follows. With probability k/n, distribution D takes a value drawn uniformly from [1, 2]; with the remaining probability, the value is 0. We say that an observation is successful if it takes on a non-zero value. In order to describe our analysis more conveniently, we will think of the random process that generates our sequence of observations in the following alternative-but equivalent-way.
• We first draw n values uniformly from [1, 2], say v 1 < v 2 < . . . < v n . We think of v i as the value that x i will take if x i is non-zero. We write D i for the distribution that takes on value v i with probability k/n and 0 otherwise. We will think of value x i as being drawn from distribution D i .
• We choose a permutation π on {1, · · · , n}; π(i) is the position in the sequence that distribution D i appears.
• We choose a number of successes Z 1 for the first n/2 observations, and correspondingly a number of successes Z 2 for the second n/2 observations. Both Z 1 and Z 2 are binomial random variables Bin(n/2, k/n) and are chosen accordingly.
• We choose permutations σ 1 on {1, · · · , n/2} and σ 2 on {n/2 + 1, · · · , n}; σ 1 gives the order of the successful observations in the first n/2 observations, and similarly for σ 2 , as described below.
More formally, we see observations in the order x π(1) , . . . , x π(n) . For each t ∈ {1, · · · , n/2}, x π(t) = v π(t) if σ 1 (t) ≤ Z 1 , and otherwise x π(t) = 0. Similarly, for each t ∈ {n/2 + 1, · · · , n}, x π(t) = v π(t) if σ 2 (t) ≤ Z 2 , and otherwise x π(t) = 0. This process generates a distribution over value sequences that is identical to the distribution of value sequences in our i.i.d. top-k-choice problem.
We now consider the following events. Event A is that Z 1 = k; that is, the first half has k non-zero values. Event B is that, for each t 1 , t 2 satisfying t 1 ≤ n/2, t 2 > n/2, σ 1 (t 1 ) ≤ k, and σ 2 (t 2 ) ≤ k, we have that π(t 1 ) ≤ π(t 2 ). That is, event B is that the first k non-zero values in the first half of the observations (as determined by σ 1 ) will be less than the first k non-zero values in the second half (as determined by σ 2 ). Note that, from the way we have defined event B, it is independent of Z 1 and Z 2 , as it depends only on π, σ 1 , and σ 2 . Because of this, events A and B are independent of each other (and independent of the value of Z 2 ).
We make the following claims. First, each of the events A and B happen with probability e −θ(k) . Second, conditioned on both A and B occurring, any algorithm must fail with probability at least e −θ(k) . The result follows immediately from these claims.
For event A, Z 1 is distributed as Bin(n/2, k/n), and a simple calculation shows that it equals k with probability at least e −c 1 k for a suitable constant c 1 and large enough k. Indeed, the distribution is well approximated by a Poisson distribution, so the desired probability is approximately e −k/2 (k/2) k /k!, which is e −θ(k) .
For event B, since π is a random ordering on the elements, the probability the first k values determined by σ 1 are all less than the first k values determined by σ 2 is just 2k k ≈ 2 2k / √ πk, which is e −θ(k) . Now, for any algorithm, consider any realization of {v 1 , . . . , v n }, π, σ 1 , σ 2 , and Z 1 for which events A and B both occur. Note that specifying Z 2 then specifies the entire process. Let us give the algorithm the additional power to decide, knowing {v 1 , . . . , v n }, π, σ 1 , σ 2 , and Z 1 (but not Z 2 ), whether to have selected an element or not after the first n/2 observations. If the algorithm does not select an item, it will fail when Z 2 = 0, as then the k largest items have all appeared in the first half. If the algorithm does select an item, it will fail when Z 2 ≥ k, as then the k largest items all appear in the second half. As Z 2 is distributed as Bin(n/2, k/n), each of these possibilities for Z 2 occurs with probability e −θ(k) . Thus, if we condition on A and B both occurring, the algorithm fails with probability e −θ(k) whether or not it chooses a value from among the first n/2 observations, and the result follows. ✷ C Appendix: Omitted Proofs from Section 5
C.1 Concentration Bounds
This section is dedicated to the proofs of Lemmas 11, 16, and 17. To begin, we require several prelimiary lemmata. The following lemma, for an arbitrary pair of thresholds τ 0 ≤ τ 1 , bounds the probability that at least one of the x i 's is within the range [τ 0 , τ 1 ].
Lemma 21 Consider arbitrary numbers ρ ∈ (0, 1) and λ ∈ [0, 1 − ρ). Let τ 0 and τ 1 be such that Pr max n i=1 (x i ) ≤ τ 0 = 1 − (λ + ρ) and Pr max n i=1 (x i ) ≤ τ 1 = 1 − λ. Let y i be a random binary variable that is 1 if τ 0 ≤ x i ≤ τ 1 and 0 otherwise. We have ρ ≤ Pr ∃ i∈{1,...,n} y i = 1 ≤ ρ 1 − λ .
Proof : On one hand we have
On the other hand we have
This implies
Pr ∃ i∈{1,...,n} y i = 1 ≤ ρ 1 − λ .
✷
For an arbitrary index i, the following lemma upper bounds the probability that x i is within the range [τ 0 , τ 1 ]. Later, we use this to show a concentration bound in Lemma 25.
Lemma 22 Consider arbitrary numbers ρ ∈ (0, 1) and λ ∈ [0, 1 − ρ). Let τ 0 and τ 1 be such that
Let y i be a random binary variable that is 1 if τ 0 ≤ x i ≤ τ 1 and 0 otherwise. Assuming the no ε-superstars assumption we have
. This together with the no-superstars assumption implies that
.
The following lemma, for an arbitrary set S of indices, compares the expected number of x i 's that are in a range [τ 0 , τ 1 ] with the probability of observing at least one x i in the range [τ 0 , τ 1 ]. We later use this to exchange Pr ∃ i∈S x i ∈ [τ 0 , τ 1 ] and i∈S Pr x i ∈ [τ 0 , τ 1 ] .
In Lemma 25 below we show the concentration of i∈S Pr x i ∈ [τ 0 , τ 1 ] for a set S chosen uniformly at random without replacement. To prove Lemma 25 we use a variation of Massart's inequality for sampling without replacement [VDVW96] . Then to apply Massart's bound to i∈S Pr x i ∈ [τ 0 , τ 1 ] , we use Lemma 22 to upper bound Pr x i ∈ [τ 0 , τ 1 ] and use Lemma 21 to lower bound E i∈S Pr x i ∈ [τ 0 , τ 1 ] .
Lemma 24 (Massart's inequality) Let Ψ 1 , . . . , Ψ n be a set of n numbers and let ψ 1 , . . . , ψ c be a subset of Ψ 1 , . . . , Ψ n drawn uniformly at random without replacement. We have
whereΨ = 1 n n i=1 Ψ i , and n is assumed to be divisible by c.
Now we are ready to prove Lemma 25.
Lemma 25 Consider arbitrary numbers ρ, γ, ε, q ∈ (0, 1), λ ∈ [0, 1 − ρ). Let S be a set of size qn, chosen uniformly at random without replacement from D 1 , . . . , D n . Let τ 0 and τ 1 be such that Pr max n i=1 (x i ) ≤ τ 0 = 1 − (λ + ρ) and Pr max n i=1 (x i ) ≤ τ 1 = 1 − λ. Let y i be a random binary variable that is 1 if τ 0 ≤ x i ≤ τ 1 and 0 otherwise. Let p ′ i = Pr [y i = 1]. Assuming the no ε-superstars assumption, with probability 1 − 2 exp − γ 2 q 2 ρ(1−(λ+ρ)) 2ε we have
Proof : Let z i be a random variable that is 1 when i ∈ S and 0 otherwise. We have 
Next, we use Lemma 25 together with Lemma 23 to show the concentration of Pr ∃ i∈S x i ∈ [τ 0 , τ 1 ] for a set S chosen uniformly at random without replacement.
Lemma 26 Consider arbitrary numbers ρ, γ, ε, q ∈ (0, 1), λ ∈ [0, 1 − ρ). Let S be a set of size qn, chosen uniformly at random without replacement from D 1 , . . . , D n . Let τ 0 and τ 1 be such that Pr max n i=1 (x i ) ≤ τ 0 = 1 − (λ + ρ) and Pr max n i=1 (x i ) ≤ τ 1 = 1 − λ. Let y i be a random binary variable that is 1 if τ 0 ≤ x i ≤ τ 1 and 0 otherwise. Let p ′ i = Pr [y i = 1]. Assuming the no ε-superstars assumption, with probability 1 − 2 exp − γ 2 q 2 ρ(1−(λ+ρ)) 2ε we have
Similarly, using Lemma 16 with probability at least 1 − γ 3 4 for all ζ ∈ {0, . . . , c − 1} we have
Next, we prove the statement of the lemma assuming that for all ζ ∈ {0, . . . , c − 1} Inequalities 7 and 8 hold.
First note that we have
By Inequality 7
This proves the upper bound. On the other hand we have 
✷
We can now prove Lemma 16. For a small set of indices S chosen uniformly at random, we wish to upper bound the probability of observing at least two x i 's with i ∈ S above a threshold τ 0 . We declare this as a failure case in our algorithm in subsection 5.1. For convenience we restate as Lemma 30 below.
Lemma 30 Consider arbitrary numbers λ 0 , γ, δ, q ∈ (0, 1), ρ ∈ (0, 1 − λ 0 ). Set ε = γ 2 q 2 ρλ 0 2 log 2 δ . Let S be a set of size qn, chosen uniformly at random without replacement from D 1 , . . . , D n . Let τ 0 be such that ✷ Finally we will prove Lemma 17. We wish to upper bound the probability of observing at least two x i 's within a narrow range [τ 0 , τ 1 ]. We declare this as a failure case in our algorithm in subsection 5.1. For convenience we restate as Lemma 31 below.
Lemma 31 Consider arbitrary numbers ρ, λ 0 ∈ (0, 1) and λ ∈ [0, 1 − (λ 0 + ρ)]. Let τ 0 and τ 1 be such that Pr max n i=1 (x i ) ≤ τ 0 = 1 − (λ + ρ) and Pr max n i=1 (x i ) ≤ τ 1 = 1 − λ. Let y i be a random binary variable that is 1 if τ 0 ≤ x i ≤ τ 1 and 0 otherwise. We have 
