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1 INTRODUCTION 
A major concern in reactor analysis is the proper specification of the neu­
tron flux distribution in a lattice cell. The analysis is done by solving the neutron 
transport (Boltzmann) equation, which is an integro-differential equation. Many 
techniques have been developed over the years to solve the transport equation; but 
for different geometries, transport problems are highly multidimensional and pos­
sess their own features and complexities. In addition, especially in two-dimensional 
systems, all the methods which deal with the solution of the Boltzmann equation 
using discrete ordinates or discrete-ordinates-like methods display computational 
anomalies, called "ray effect", due to discretization of the angular variables. The 
solutions contain spatial ripples which are not accounted by the physics of the prob­
lem. The ripples are more pronounced if a small number of discrete directions is 
used, but they are remarkably persistent even if larger numbers of directions are 
allowed. Spherical harmonic as well as integral transport and Monte-Carlo solutions 
do not exhibit these sorts of ray effects. However, another type of effect associated 
with reflecting boundary conditions is also called ray effect and is progressively 
emphasized as the degree of approximation is improved. This is the exaggerated 
enhancement of flux near the edge of a circular or sphericcJ cell that is used to 
geometrically simplify a real lattice in the "Wigner-Seitz" approximation. Regard­
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less, solutions of the spherical harmonic equations are difficult to obtain, due to a 
complicated coupling present in these equations. 
It has been recognized that integral transport theory can resolve some of the dif­
ficulties. The integral methods are based on integrating out the angular dependence 
from the transport equations. The result is an integral equation in space variables 
only. This leaves one to deal with the scalar flux, and in some cases, the partial 
currents crossing cell boundaries. By integrating out the angular dependence one 
can in principle treat the angular variables with perfect accuracy, or more precisely, 
to the accuracy to which one is willing to evaluate the kernels numerically. In con­
trast, the treatment of the spatial variables leads to dense matrices which result in 
severe limitations on the number of spatial grid points that can be treated without 
incurring prohibitive requirements for computer memory and execution time. 
Because of the problems and concerns indicated, one is tempted to investi­
gate new methods or techniques that can resolve the difficulties. Therefore, a new 
high order transport approximation is suggested for solving the integral transport 
equation. This approximation relies on approximating the integral transport ker­
nels by a sum of diffusion-like kernels that preserve spatial moments of the kernels 
or, equivalently, replacing the kernels, which are generally integral functions, by 
Gaussian summation over the integration parameter. The integral equation is then 
reducible to a set of coupled differential equations. Techniques for solving the set 
of differential equations efficiently are well documented in texts. 
This work investigates the new method, SK^, a mnemonic for the "synthetic 
kernel", and its practicality for fairly thin and heterogeneous as well as homoge­
neous systems. Benchmark problems were set to test the SKj\f method severely for 
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different geometries (ID and 2D). The benchmark problems include constant source 
problems as well as rriulti-group criticality calculations. The solutions are compared 
with generally applied and accepted methods such as 5jy and Monte-Carlo. 
We can differentiate between two types of problems for which SKj^j^ methods 
may be applied. We call a problem "homogeneous" if the mean free paths in all 
subregions of the problem are the same, "heterogeneous" if they are variable. 
The results of one-dimensional homogeneous and heterogeneous systems indi­
cate that the SKj>^ method even with lower orders is in excellent agreement with 
other methods. The slab systems do not pose any problem in heterogeneous sys­
tems. The cylindrical and spherical systems show some disagreements, however. 
The application of the SKjy method to the two-dimensional x-y geometry 
gives excellent results for homogeneous and heterogeneous cell configurations but 
the interface conditions pose problems in heterogeneous systems. The ray effects are 
completely removed by this method. To eliminate the problems caused by interfaces, 
a homogenization technique is outlined and theoretical basis is established. 
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2 LITERATURE REVIEW 
The roots of transport theory go back more than a century to the Boltzmann 
equation, first formulated for the study of the kinetic theory of gases. The study of 
radiation transport in stellar atmospheres led to a number of analytical solutions 
of transport problems in the 1930s [1]. 
There is a relation between neutron transport theory and other branches of 
physics, such as the transfer of radiation in stellar atmospheres and radiation equi­
librium in them; penetration of X-rays and 7 rays through scattering media; cosmic 
ray showers; and so on. These problems differ only in that the collision laws are 
different, and even these are very similar for some of the processes mentioned. 
Thus several fundamental problems of neutron transport theory have been con­
sidered, and partly solved, by astrophysicists such as Schwarzschild, Milne, Hopf, 
and others, before the neutron was even discovered, besides the more recent work 
of Chandrasekar [1]. The physics of these problems, however, confined interest 
to semi-infinite medium one-dimensional geometries. Much of the early work on 
neutron transport theory was concerned with the distribution of neutrons in space 
and angle rather than in energy, and an approximation was developed in which 
e n e r g y  d e p e n d e n c e  w a s  r e m o v e d  b y  i n t e g r a t i o n .  T h i s  i s  t h e  c o n s t a n t  c r o s s - s e c t i o n  
approximation, often called one-velocity-group theory [2]. 
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It was not until the advent of nuclear chain reactors in the 1940s that interest 
arouse in solving neutral particle transport problems in the broad range of geomet­
rical configurations found in nuclear reactor and radiation shielding applications 
[3]. 
Several elegant analytical methods for the solution of transport problems have 
been pursued since the 1940s. The Weiner-Hopf technique, singular eigenfunction 
expansions, and other analytical techniques have provided a great deal of insight 
into the nature of transport processes through the study of highly idealized con­
figurations, such as the Milne problem. The most important of these results have 
been incorporated into standard reactor theory texts [2-4]. 
Increasingly sophisticated numerical methods have been developed over the 
past decades, concomitant with the rapidly increasing computational power of dig­
ital computers. Some of the most important and widely used methods are: 
(1) Spherical Harmonics Method 
This method expands the angular dependence of the flux, $(f, 0), in terms of 
the spherical harmonics of the angular variables [4]. For the slab case with isotropic 
scattering the expansion would be 
oo 
(2.1) 
/=0 
where fi = cos 6 and Pj^ is the Legendre polynomial of order I. A series of coupled 
differential equations can then be derived for the expansion coefficients, 4>i{x), by 
substituting the expansion into the transport equation and making use of the or­
thogonality of the angular functions. The first two terms of the harmonic expansion 
represent the total flux <i>{f) and the current J{r) respectively. 
6 
(2) Double-Pjy (Pnn) Approximation 
In the approximation, the idea is to use a separate expansion over each 
region within which the angular distribution is smoothly and slowly varying, instead 
of one expansion for all angles. Thus, a discontinuity in angular distribution can be 
accurately approximated by using a separate expansion on each side of the discon­
tinuity. In particular, the directional flux is expanded into two series of Legendre 
polynomials for problems involving an interface between two media [5]. As a result, 
the method is remarkably accurate in plane geometry. The approximation 
has been found to be useful for treating lattice problems which are often well ap­
proximated by plane geometry. It has been also applied in spherical geometry, but 
it seems to have no particular advantages [4]. 
(3) Discrete Ordinates (Sj^) Method 
Increasingly, the discrete ordinates method has become the dominant means 
for obtaining numerical solutions to the integro-differential form of the neutron 
transport equation [3]. This method divides the global angular distribution of the 
neutron flux into a specific number, N, of discrete directions. The transport equa­
tion then becomes a system of N coupled linear equations with the angular flux 
in these directions as variables. Neutron directions can be carefully picked to cor­
respond to Gauss quadrature data points so that the required angular derivatives 
and integrals are well represented [6]. Gauss-quadratures Sjy is formably identical 
to Pjy or Pjvjv approximations. This method was first introduced by Carlson [7] 
and then developed, mainly by Carlson and Lathrop [8-10]. The existing codes 
are extremely powerful in solving numerous problems concerned with the linear 
transport equations for neutrons and photons. 
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In recent years, considerable effort has been expanded in deriving methods that 
eliminate or strongly mitigate the ray-effect distortions that plague the discrete or-
dinates or discrete-ordinate-like methods. The renewed interest has been expressed 
in transforming the discrete ordinates equations (5'jy) to spherical harmonics equa­
tions {P]\f — i) [11-13]. 
(4) Monte-Carlo Method 
This method is a statistical method based on the probability of interaction per 
unit length of neutron travel. Types of interactions, path lengths and scattering 
angles are sampled randomly from the distribution of physical possibilities for each 
neutron collision. Individual neutrons are followed or tracked through the system 
in this way until an absorption event or leakage occurs. Track lengths (flux) are 
calculated between each collision and stored as a function of position. A large 
number of neutron histories are usually required to obtain a meaningful statistical 
results [4]. 
(5) Integral Transport Method 
This method completely eliminates the angular dependence of the flux by in­
tegrating the Boltzmann equation over all solid angles to obtain: 
< f > { r )  =  J[ Q { r ' )  +  I , s { T ' ' ) ( l ) { r ' ) ] K { f , r ' ) d r '  (2.2) 
where < p [ r )  is the total flux density at f ,  Q { r ' )  is the total source strength at r', 
Ss(r') is the macroscopic scattering cross section at r', and K{f,r') is the kernel 
or the probability that a neutron born or scattered at point r' will arrive at point f 
uncollided [6,14]. Because the angular variable is completely removed in the integral 
method, the integral method is dimensionally simpler than the previously mentioned 
8 
methods. Therefore, it is a natural method for complex geometric problems. The 
integral transport method has found wide application in the treatment of close-
packed lattice cells [6]. Integral transport techniques are applied almost exclusively 
to the calculation of periodic flux distributions within the fuel-moderator-coolant 
cells of infinite reactor lattices. Anisotropic scattering can readily be incorporated 
into the integral formulation by expanding the kernel to include the scattering 
function, P(f', fî' fi), but this leads to coupled integral equations. As the degree 
of anisotropy increases, the number of coupled integral equations is increased. 
The integral equation is a Fredholm equation of the second kind (Hilbert-
Schmidt type) [15]. Analytical solutions to these equations are rarely possible, 
except in special cases. Instead, numerical solutions are possible by successive sub­
stitution approximations. To obtain a numerical solution for the integral equation, 
the system is divided to N finite volume elements in which flux is assumed to be 
constant. Volume-averaging of the kernels prevents kernel singularities. Thus, the 
integral equation can be transformed with a single direct integration into a linear 
system of equations to be solved for N volume elements [3,6,15,16]. 
An alternative method is the Neumann series solution method. This method 
is essentially a collision-by-collision process. The uncollided flux is repeatedly scat­
tered until it completely disappears from the system by leakage or absorption. The 
flux is then obtained by the summation of all the collided fluxes from the initial 
source and every scattering collision thereafter [3,6]. 
The heuristic method originally proposed by Gale Young in the 1940s, later was 
developed by Sterbentz and Spinrad to increase the flux convergence rate relative to 
other successive approximation methods. The heuristic method, like the Neumann 
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series solution method, and the method of approximate inverses, is an attempt to 
circumvent the problem of inverting the resulting full and ill-conditioned matrix [6]. 
Another numerical method based on a simple idea of subtracting the singularity 
from the kernel is more effective. The integral equations in neutron transport theory 
have singularities at f=r'; so the singularity is subtracted in the following way: 
[1 - E s { f ) g { f ) ] ( f ) { f )  =  J [5(r') - S { f ) ] K { f , r ' ) d r '  +  Q { f ) g { f )  (2.3) 
where 5(f) = Q { f )  +  1 1 s { f ) ( j } { f )  and g { f )  =  /  d r ' K { f , r ' ) .  
The integrals are replaced by a Gaussian summation; except for 5(f), this 
integral can be taken analytically. This also leads to a linear system of equations 
to be solved for the selected grid points [17]. The disadvantage of this method is in 
the application to multi-regional systems because of the difficulties in calculation of 
the optical path. 
(6) Nodal Transport Methods 
Recently, a new nodal method for solving the transport equation was suggested 
by Lawrence [18]. The nodal transport method is based on an approximation of ex­
act one dimensional integral equations. The scheme employs a double expansion 
of the surface angular fluxes in conjunction with either isotropic or angle-dependent 
approximations to the angular dependence of the transverse-leakage terms. It is re­
ported that the method has reduced over 80% of the error due to the use of diffusion 
theory, with computational costs within a factor of two of nodal diffusion theory. 
Later, Gelbard et al. [19] have shown that the nodal transport approximation pro­
posed by Lawrence in small-mesh limits is worse than the DP^ equations. Gelbard 
also proposes an alternative nodal equations which have a DPi small-mesh limit 
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capability. 
(7) Exponential Kernel Approximation 
This method has been applied by Buckley [20], Sparrow and Jonsson [21], 
and Perlmutter and Siegel [22] to the problems of radiative heat exchange inside a 
cavity. For example, if we take the following second order Fredholms' equation in 
one dimensions 
( f ) { x )  =  f { x )  +  I  K { x , T j ) ( j ) { r ] ) d T ]  (2.4) 
Ja  
The integral equation is transformed into a second-order ordinary differential 
equation if the kernel K{x,r]) is approximated by an exponential function in the 
form (Ref. [23]) 
ii:(a:,r;) (2.5) 
when the kernel is substituted into the integral equation and differentiated with 
respect to x twice, one obtains 
-/3(2 -/5)0(a;) = -/3^/(x) (2.6) 
This ordinary differential equation for ^(z) can be solved numerically or analytically 
depending on the complexity of the function f{x). The kernel can be approximated 
more accurately if it is represented as a sum of two exponentials in the form 
K { x , r i )  ^  + C 2 e ~ f ^ 2 \ ^ ~ ^ ^  (2.7) 
This transforms into a fourth-order ordinary differential equation for the function 
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( j ) [ x ) .  Krook [24] also suggests an equivalent replacement of the exponential integral 
functions by finite sums of exponentials with coefficients to be determined by taking 
the moments of the exponential integral functions. In his method, he does not 
derive and solve a second order ordinary differential equation, but he suggests an 
approximate solution to the unknown function that has a finite sum of exponentials. 
Substitution of this approximation into the integral equation leads to a system of 
nonlinear equations to be solved for the coefficients of the approximate solution. 
(8) Synthetic Kernel {SK]\j) Approximation 
In the SKjy method, an approximation to the Ei{z) function (z ^ 0), similar 
to Krook's, is suggested [25]. 
AT , 
= E (2.8) 
n=l 
The moments of this approximation, are evaluated for the real and 
the approximate exponential integral functions, and the first 2N-1 moments are 
matched. The procedure leads to a nonlinear systems of equations which needs to 
be solved for the 2N unknowns. 
Mi,[t) = j*z''Ei{z)dz (2.9) 
for k=0,l,2,...,(2N-l), and 
N  f t  I  /  
= E A (2.10) 
n = l  
where t is the optical length in mean-free-paths. For t  oo, optically thick systems, 
An = Wn/fJ'n where wn and fin are the Gauss quadratures (set-1) of 0 < z < 1 
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Table 2.1: Quadrature set-2 for various systems 
N t= = 1 t= =3 t= =5 
M w w w 
1 0.33945 0.89873 0.46909 0.99101 0.49483 0.99904 
2 0.07255 0.19477 0.14753 0.36845 0.18352 0.44453 
0.51185 0.76519 0.69165 0.62912 0.75045 0.55518 
3 0.02524 0.06597 0.05923 0.15099 0.08061 0.20267 
0.15556 0.22495 0.31201 0.36223 0.39352 0.40735 
0.59671 0.69009 0.77077 0.48606 0.82823 0.38990 
4 0.01155 0.02991 0.02900 0.07425 0.04145 0.10537 
0.06536 0.08373 0.15392 0.17961 0.21176 0.23348 
0.21257 0.24532 0.40800 0.34117 0.50680 0.35208 
0.65249 0.63104 0.81477 0.40471 0.86637 0.30873 
5 0.00672 0.01732 0.01621 0.04157 0.02388 0.06098 
0.03653 0.04381 0.08586 0.09910 0.12389 0.13879 
0.10299 0.09820 0.22286 0.18303 0.30414 0.22489 
0.27033 0.26895 0.47366 0.32693 0.57764 0.31724 
0.70475 0.56709 0.84364 0.34927 0.88986 0.25808 
range (fjyjy system). But as t decreases, the weights of quadrature set-2 do not 
quite add up to 1.0. So another quadrature set (set-3) also was developed by 
imposing a condition that preserved the sum of weights as unity. In this case, only 
the moments k=0,l,2,...,(2N-2) are considered and the 2N th condition is forced to 
be = 1- A sample of quadrature sets for different optical thicknesses are 
given in Tables 2.1 and 2.2. The choice of the quadratures is open to debate since 
there are many ways to obtain such approximations. 
The integral transport kernels in the one dimensional cylinder and two dimen­
sional geometries involve the Bickley functions. A similar approximation can be 
suggested for this function as follows: 
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Table 2.2; Quadrature set-3 values for various systems 
N t= =1 t= =3 t= =5 
At w /i w fJ' w 
1 0.52432 1.00000 0.66036 1.00000 0.72583 1.00000 
2 0.11624 0.30098 0.20217 0.47704 0.23876 0.54881 
0.65437 0.69902 0.77027 0.52296 0.81760 0.45119 
3 0.03662 0.09515 0.07810 0.19573 0.10126 0.24996 
0.22020 0.30632 0.38705 0.40190 0.45830 0.42712 
0.70614 0.59853 0.82545 0.39687 0.86373 0.32292 
4 0.01557 0.04357 0.03677 0.09351 0.05070 0.12789 
0.08800 0.11321 0.18977 0.21399 0.25049 0.26425 
0.29930 0.32121 0.47455 0.35734 0.56332 0.34899 
0.75622 0.51451 0.85421 0.33515 0.89122 0.25887 
5 0.00796 0.02052 0.01990 0.05088 0.02855 0.07262 
0.04349 0.05271 0.10409 0.11842 0.14566 0.15978 
0.12535 0.12305 0.26432 0.20912 0.34674 0.24281 
0.33259 0.32099 0.53544 0.33183 0.62664 0.30670 
0.77384 0.48271 0.87550 0.28974 0.90908 0.21809 
= E (2.11) 
P n=\ 
Similarly, for optically large systems, the Wn and /Xn's lead to the Gauss quadra­
tures. In this approximation, the quadratures given in Tables 2.1 and 2.2 can also 
be used for optically thin systems. 
It should also be noted that for any system, regardless of the optical thickness. 
Gauss quadratures can be used, because the exponential integral functions can be 
expressed in the integral form that ranges from 0 to 1. The suggested approximation 
corresponds to the replacement of this integral by the Gaussian integration formula. 
The exponential integral function is defined as [26]: 
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f o o  e  
En{x) — (2.12) 
which can be also expressed in the following form 
= (2.13) 
Now, if we replace the integral by a Gaussian sum, we then have 
N  ^  ,  
^ (2.14) 
771 = 1 
For n=l, this is exactly the same approximation given by Eq. (2.8). Similarly, the 
Bickley function of the first order is written as [26]: 
K Q { x t ) d t  =  ^ K Q { x / f i ) d f j ,  (2.15) 
the Gaussian summation of the above integral yields Eq. (2.11). 
The replacement of the relevant approximations for the kernels, and forming 
the Laplacians for a particular geometry results in coupled diffusion-like differential 
equations. The boundary conditions are derived explicitly. The detailed derivations 
of the SKequations are carried out in Chapter 3. 
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3 THEORY 
3.1 Derivation of Neutron Transport Equation 
The neutron transport equation is simply an expression for the conservation of 
neutrons in an element of phase space (dVdEdtdfi). 
If we consider an elemental volume in phase space located about { f ,  fi, E , t )  in 
[f + df, n + dû, E 4- dE, t + dt) will contain a probable number of neutrons defined 
as N{f,fi,E,t)dVdi}dEdt. Neutrons appear in the elemental phase space volume 
by: 
(i) Independent volume sources which contribute neutrons at a rate: 
Q { f , Û , E , t ) d V d Û d E  (3.1) 
(ii) In-scattering; Neutrons of energy other than E which are scattered into the 
energy range dE about E and from all directions into dÙ about Ù contribute 
neutrons at a rate: 
d V d n d E  J d E '  J -> E , î i ) v N { f , E ' , d ' , t )  (3.2) 
(iii) Collisions, which result in loss of neutrons from the element of phase space 
at a rate: 
16 
y 
yv 
z 
Figure 3.1: The volume element and directional element 
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i :{ f ,E)vN{f ,Ù,E , t )dVdndt  (3.3) 
(iv) Streaming; the net number of neutrons transported out of the volume 
element without collision per unit time is given by 
Û-gradrvN{f ,Û,  E , t )dVdÛdt  (3.4) 
where gradr  is the gradient taken with respect to the r  variable. 
The conservation of neutrons in the phase space element requires 
[Net  ra te  o f  change)  =  [Rate  o f  Gain)  — [Rate  o f  Loss)  
Substitution of (i), (ii), (iii), and (iv) into the above equation leads to: 
= J dE'  J dÛ 'i: s[r ' ,E)P[r ' ,E ,d '  ^  E ,n)v 'N[ f ,n',  E ' , t )  
— 2 ( r ,  E)vN[f, n, E, t) — Û-gradrvN[f,Q, E, t) + Q[f, Û, E, t) (3.5) 
or, in terms of the neutron flux and using shorthand notation in which independent 
variables are not explicitly stated, 
15$ r I t  - I  -
-—=Q+ dE'  da^sP^  -  -  n.gradr^  (3.6) 
V o t  J  J  
In general the energy dependent neutron transport equation is treated by di­
viding the neutron spectrum into G intervals and the fluxes for each energy interval 
are calculated. Denoting integration over we have 
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= J^^E)dE 
JgE{E)^E)  
S 
Jg ,JgEs{E'  ^E)^E ' )dE'dE 
g '^g  
where g is the energy group. Under the definitions above, the multi-group transport 
equation can be written as 
1 d^g 
Vg dt  ^  ^g^g  - Qg + J  '^^ 'g  j  (3.7) 
3.2 Derivation of the Integral Transport Equations 
In this section, the one group integral equations for neutron flux and current are 
derived under the assumption of isotropic neutron scattering and source at steady 
state. Let us consider a domain D filled with matter and bounded by a surface S. 
Under the conditions above, the Boltzmann equation has the form 
n . v$ + S$ = ^5(f ) (3.8) 
47r 
where 
.9(f) = Sa(f ),^(r') + Q(F) 
^(f) = / d n ^ f , Û )  
JAt t  
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If the external boundary S is a vacuum or a perfect absorber, it is clear that 
n) = 0 on S for n-Û < 0, that is no neutrons enter from outside. First consider 
the situation in which the properties of the medium are considered to be constant 
at all points of the domain D. This means that Sg = Const and S = Const. In the 
Boltzmann equation, the scalar product, ^ • V$, is expressed as a derivative with 
respect to the direction fî ; in other words 
n • v$ = — 
( = 0  
Thus, along the ray fi, the Boltzmann equation has the form 
The solution of the problem is 
(3.9) 
47r J f  (3.10) 
: 1 ^(0 
where is the distance along the ray from the point P to surface (Figure 3.1). 
Therefore, if ^ = 0 
i  s ( f -
To get the scalar flux, Eq. (3.11) is integrated over 0. Hence, 
(3.11) 
(3.12) 
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Figure 3.2: The neutron motion in a medium along the ray fi. (P is the observation 
point: ^ is the coordinate in the direction of 0 calculated from the point 
P: is the distance along the ray from the point to the surface. In 
this expression ( increases from the point P in the direction opposite 
to that of vector 0 27 ) 
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If we let r' = r — the volume element is 
dV = ( ' ^d^ 'dÛ (3.13) 
where =\ f — r' \ 
The integral equation for neutron current is obtained by multiplying Eq. (3.11) 
by and integrating over dÛ'. 
/ ( f )  =  ^ /  d n n ^ f , n )  ( 3 . 1 4 )  
47r JAt t  
or 
j { f )  =  s { f -  d ^ '  (3 .15) 
Finally, the integral equations Eq. (3.12) and Eq. (3.15) are reduced to, in 
general 
= jy(^^'Sg{r')K^{f,r') (3.16) 
and 
J g i f )  =  /y dPSg(?)K^  (f, P)  (3.17) 
where Kg and are the kernels. 
If the medium is inhomogeneous, the transport kernels, including multi-group 
cases, are obtained by performing the dQ^ integrals in Eqs. (3.12) and (3.15) to get 
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Kg{f , r ' )  =  —^exp(-Tg(f,/)) (3.19) 
The quantity Tg{f,r^) is called the optical distance from the point r' to the 
point f and is defined as 
Tg{ f , r ' )= j - f 'Zg{y)dy  (3.20) 
along the straight-line path connecting f and 
3.3 Derivation of Integral Transport Equations for 1-D Geometries 
Three cases of considerable importance for nuclear reactors involve only one 
space dimension. These are [28]: 
• Parallel slabs of homogeneous composition where the composition varies only 
along one cartesian coordinate. 
• Cylindrically and axially symmetric reactors with unreflected (bare) ends and 
composed of concentric cylindrical shells of homogeneous composition. 
• Spherically symmetric reactors composed of a series of concentric spherical 
shells of homogeneous composition. 
In this section we will explicitly derive the integral equation for the neutron 
flux and current. 
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3.3.1 Slab geometry 
Consider the slab geometry configuration in which the cross sections and the 
source are functions only of x, being constant in the y and z variables. Thus taking 
the problem domain initially to include all space, we may write 
( i>{x)  =  I  [Q{x ' )  + (3.21) 
47r| f  — r '  I 
To obtain the slab geometry integral transport equation in one-dimension, we 
first write the volume integral in cylindrical coordinates where the axis of the cylin­
der lies along the x-axis as shown in Figure 3.2. 
dV'  — pdpduj '  dx '  
The integral equation, Eq. (3.21), then becomes 
<A(a;)  =  /  dx ' [Q{x ' )+ Es{x ' ) ( f>{x ' ) ]  f  pdp  f  ^ ^ ^ - p (3.22) 
J—oo -/U ./U 4;[- I J.' 1^ 
To simplify the triple integration on the right, first note that the integrand is in­
dependent of allowing this integral to be replaced by 27r. Using the Pythagorean 
theorem 
I  f— r '  p= p^+ \ X  -  x '  
Hence, using t  =  Ti \ jp^- \ -  |  x  — x '  
• if -1/;..., •-?' 
24 
y 
z 
Figure 3.3: Variable transformations used in deriving slab geometry integral trans­
port equation 3] 
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Finally, from the definition of the exponential integral function Ei 
K'/'{x,x') = ^Ei{i:\x-x' \) (3.24) 
Thus, the integral equation for neutron flux is 
^ { x )  =  ^  y[Q{^ ' )  +  Ss(a: ' )^ (a :')]E]^(S  \  x  -  x '  \ )dx '  (3.25) 
Similarly, the integral equation for current can be derived from Eq. (3.15). We may 
write current as 
J { x ) =  f  [ Q { x ' ) +  ' E s { x ' ) ( l ) { x ' ) ] — J—- exp(-£ 1 f - r'D^r-' (3.26) 
4 7 r | f - r ' | 3  
Using the same coordinate transformation leads to Eq. (3.27) 
J{x)  =  f  dx ' [Q{x ' )  +  I , s{x ' ) ( l){x ' ) ]  [  du  X 
47r J—oo JO 
L  0  exp(-S\/p2+ \  x - x '  |2) (3.27) 
V P + I a: — a: I 
This is simplified to, by defining s  =  \Jp^- \ - \x  — x ' ' \ ^  
K '^[x ,x )  — 1 
2 
1 
2 
/ / °°  ~  a î ' )—^<^>8 x  > x '  {x—x' )  
( x — x )  
exp(—S[a! - œ'jz)^ x  >  x '  
exp(-S[a;'— a;]z)^ x '> 
(3.28) 
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Hence, 
K'^{x ,x ' )  =  -s ign[x  — x ' ]E2{ '^  | a: — x' |) (3.29) 
3.3.2 Cylindrical geometry 
For simplicity, the analysis is limited to a homogeneous infinite cylinder of 
radius R. The coordinates are r, z, and 9. Clearly 
I 1^— r' 1= \ / r^+ — 2rr '  cos 9 (3.30) 
and 
, (r-r'cos») (3,31) 
r  — v '  \  2 rr^o^  
Since the solution of the integral transport equation is a function of only r, we 
obtain 
rR 
10 
where 
<6(r) = /  [Q {T' )  • \ - 'Es{r ' ] ( l>{r ' ) ]K^{r , r ' )dr '  (3.32) 
= rL  M +'•'2 + .2 - 2r/co^ 
27r Jo Jo 7^2 J./ ^ 2^ — 2rr' cos 9 
In order to evaluate the integral over z, we will take into account the following 
relations (Refs. [27,29]): 
Figure 3.4: The reference frame for a domain with cylindrical geometry [27] 
A'o(zz) = r (3.33) 
•'0 V (2 . =2 
and 
r  Ka{^. ' )dx '  = r  = £ilM (3.34) 
J x  J O  t ' ^ - r z  z  
where Kii is the first order Bickley function. Therefore, using Eqs. (3.33) and 
(3.34), the kernel K'^{r,r') is reduced to 
K*{r ,  r ' )  =  f  j , ^Ù(Wr2-r '2_2r /c . s»)  (gg; ,  
^p2  _2rr '  cos  6  
Eq. (3.35) is simplified even more by using 
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^ KQ{pu)du (3.36) 
From Eq. (3.36) 
K ^ [ r , r )  —  — —  f  f  K Q { ' E I U \ J  + r ' " ^  —  2rr' cos 9)du  (3.37) Stt jo */l 
We use the formula from Ref. [14], 
, 00 
Kq{\Ja?' + 6^ - 2a6cos0) = ^  K 
—  G O  
Therefore, the integration over 9 is evaluated to be 
I  a \  
Im 
\ ^ / 
b 
r y 
cos m6 
'  u \ a > b 
(3.38) 
LI 
2ab cos 9)  cos n9d9 — i rKn In  
< ^ > I V 
Hence, 
(3.39) 
/ \ ( '  r '  
s 
T' 
u k  s 
\ ) V r  
u  du  
T > r 
Similarly, the integral equation for the current can be written as 
^(r) = [<?(/) + T,{r ' )^{r ' ) ]K '^{T ,r ' )dT '  
(3.40) 
(3.41) 
where 
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[r , r') = — d6[r  — r  cos 0)  x 
yoo ^  exp(—S\/r2 + — 2rr' cos 6) 
(|.2 _|_ _j_ ^2 _ 2rr' cos 0)2 
The integration is performed over z by making use of Eq. (3.34) 
(3.42) 
r 17 Ko(x" . )d.'w = r 
where iifî2 the second order Bickley function. Hence, 
Ki2{xz)  (3.43) 
We use the relation 
Ki2{p)  _  f°°  yoo ( y  -  ^) K o { p y ) d y  
From Eq. (3.45), Eq. (3.44) is written as 
(3.45) 
2 / 
[r ,  r )  = dd(r  — r  cos 6)  x 
^  (y — l )K^{J ly \J -f — 2rr/ cos d)dy  (3.46) 
or, by making use of Eq. (3.39) and little bit of algebra, it is simplified to 
K'^{r , r ' )  =  Er '  
r  >  r  ;f/o(ErV)iri(s^y)f 
- Ko(Sr'y)Ii{'Sry)f r'> r 
(3.47) 
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Figure 3.5: The reference frame for a spherically symmetric domain 27 
3.3.3 Spherical geometry 
Consider a domcdn D to be a sphere of radius R. In this case, the solution of 
the integral equations depend only on r. Taking into account the relations 
dr '  d f idv!  
^ZJlS!X-n. 
s j r ' 2  —  2 r r '  c o s  d 
We obtain 
(3.48) 
and 
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;(r) = (3.49) 
where 
/_' Mr - /^ )5ÏE(z5jA!ÏZ!Z  ^ (3.51) 
(|.2 _L ^/2 _ 2rr ' f i )^  
In these integrations, a new integration variable /x = cos# was introduced 
while integration over the azimuth, V*) was replaced by 27r. Introducing the variable 
t — \/r^ + r'"^ — 2rr' cos 6, the kernels become 
' f[r+r ' ]  e  
and 
J,_ /\ 2 J2 , .2 
,-Si 
r - r + ( ] ^2 
which leads to 
(3.52) 
(3.53) 
A"^(r,/) = ^ [£i(S I r - / I) - £i(S|r + r'])| (3.54) 
K^{r ,r ' )  =  ^ I r - / I) - 22(21'- + /]) 
(3.55) 
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3.4 Derivation of SKj\j^ Equations for 1-D Geometries 
3.4.1 Slab geometry 
In this section, we derive the SK]<^ equations and the boundary conditions. 
To derive the SKj\f equations for slab geometry, we use the approximation for Ei 
given by Eq. (2.8). 
We start with Eq. (3.25) and substitute Eq. (2.8) into Eq. (3.25) and define 
(j)n for a slab of thickness 2a. 
4>n{x)  =  /  [Q{x ' )  + T.s{x ' )<j ){x ' ) ]  exp ^ dx '  (3.56) 
J — a  \  f i n  /  
We then get 
N 
<6(z) = ^ •wn(f>n{x) (3.57) 
n—1 
Now taking the derivative of Eq. (3.56), we get 
2£>n-^ — - [ lQ(a:^) + Sg(a;^)(^(a;^)]exp f-— —1 
d x  J — a  \  f J ' T i  )  
+ / [Q(a:') + Ss(a:')0(a:')] exp ^ (3.58) 
J x  \  f X n  /  
and with the help of Eq. (3.56), the second derivative is 
- [<?(2!) + Ss(a:)</>(a;)] (3.59) 
where Dn = 
Using Eq. (3.57) and Eq. (3.59) leads us to the SKjq equations for the slab 
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N 
~ Dfi cy—h ^<j}n — 2a ^ — Q{x) (3.60) 
m=l 
Since the kernel of the integral equation for current contains the E2 function, 
we use the proper approximation from Eq. (2.14), substitute into Eq. (3.29) and 
define 
2Jn{x)  -  f [Q{x ' )  +  T,s{x)^{x)]exp  
J — d 
dx' 
f [(5(a:') + Ss(®')^(a:')] exp ^ (3.61) 
Jx  \  fj ,n  /  
We get 
N 
= X! ' ^nJn{x)  
71 = 1 
(3.62) 
On inspection of Eq. (3.58) and Eq. (3.61), the following relation is quickly found 
— —D 71' 
d^n  
dx  
(3.63) 
The blackbody (or vacuum) boundary condition is derived by substituting, for 
example, "a" into Eq. (3.58) and Eq. (3.61). Canceling terms are obvious, then 
<^n 
'n 
1 
s  
whereas the reflecting boundary condition is 
(3.64) 
Jn{±a)  = -Dn-^{±a)  — 0 (3.65) 
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3.4.2 Cylindrical geometry 
The SKj^f equations for the cylinder is derived by a proper power series approx­
imation and substitution into Eq. (3.35). The approximation given by Eq. (2.11) is 
used for the nrst order Bickley function. From the recurrence relation given by Eq. 
(12.6), one can find similar approximations for the higher order Bickley functions. 
n 1 
(3.66) 
where Ki2 is the second order Bickley function. 
Substitution of Eq. (2.11) into (3.35) gives 
/  N  
k H t , ^ Jo' ^ 0 (|-\/r2 + r'2-2,r'cos«) dS (3.67) 
The integral over 6 is performed by using the relations given by Eq. (3.38) and Eq. 
(3.39), thus simplifying Eq. (3.67) to 
n=l 
/ 
\ 
\ / 
^ o '  
/ V 
/ 
r  > T 
r  >  r  
If we substitute Eq. (3.68) into Eq. (3.32) and define 
(3.68) 
Dn(t>n{r)  =  f  [Q{r ' )  +  sir ' ) ( / }{r ' ) ]KQ{ —)lQ{  — )r 'dr '  
./U jJ^n 
+ /^I0(/) + 2«(r'),^(/)|A:o(—)/o(—)/*' (3.69) 
Jr Un Un 
then 
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N 
<^(r)  =  ^  wn<f>n{r)  
n=l 
Again, taking the derivative of Eq. (3.69) with respect to r gives 
(3.70) 
D w 
Un d(l)n 
S  dr  = L + ^s{r ' ) ( l ) i r ' ) ] lQ{  — )r 'dr '  Un. Jyj Un. > ' «^0 
rR.  
'  fJ -n  '  
A'n 
2/ 
+ h i — ) f  IQ(/) + 2.(/)4/#o(—)/*' (3.71) f ^  J t  Un 
and the second derivative with respect to r is 
fin <i>n 
X 
L IQiT ' ' )+ ^r ' ) ( f ) {r ' ) ] lQ{  — )r 'dr '  
</u  Un 
/  [ Q { r )  +  ^ r ' ) ( l ){r ' ) ]KQ{ — )r 'dr '  
JV Un fJ-n  
+ [Ç(r-) + 2a(r)^(r)] (3.72) 
Inspection of Eq. (3.69) and (3.72), making use of Eq. (3.70) simplifies Eq. (3.72) 
to 
- D n  
d^(l>n d^ 
dr  '^  r  dr  
N  
+ S(/>n — S5 ^ 'Wm4'm — Qi'"') (3.73) 
771=1 
which is called the SK]\f equations for the cylinder. 
Now we will consider Eq. (3.44); substitution of Eq. (3.66) into (3.44) leads to 
36 
K'^{r , r ' )  =  
I N 
r  ^  WnfJ 'T i  /"""  i: [r  — r' cos 0)  
^ n=l ^ \/r^ + — 2rr^ cos 9 
K-^ I—\/r^ + — 2rT'' cos ^  
V/^ra / 
(3 .74)  
Now, 
KQ {oL \ Jr^  +  — 2rr '  cos d)d6  ^ t tKq a 
\ \ J  
a  
\ 
r  
r  
I  r > r '  
r  > r  
(3.75) 
Then, we take the derivative of Eq. (3.75) with respect to r 
1 yTT (r — r' cos 9)  
"" ® \/r^ + r'^ — 2rr' cos 0 
+ 7"'^ — 2rr' cos 9)d9 
Ki{ar) lQ{ar ' )  r  >  r '  
—KQ{ar ' ) I i {ar)  r '  >  r  
Therefore, Eq. (3.74) becomes 
K'^{r , r ' )  =  r '  
N  
n—1 
WnfJ 'n  
~D n 
' uv ^72, 
Sr \ J  
Un '  
If we substitute Eq. (3.77) into Eq. (3.41) and define 
(3.76) 
(3.77) 
Dn Jn{r)  =  f  [Q{r ' )+ '£s i r ' ) ( j ) {r ' ) ]Ki{  — )lQ{ — )r 'dr '  
«/U fJ'U l^n 
-  /^[«(•• ' )  +  S. (r ' )^(r' ) |J i :o(—)/ l (—)r'<i /  (3 .78)  
"/r Mn fJ'Ti 
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then 
N 
J{ '^ )  = Z! ' ^nJn{r)  
n=l  
Inspection of Eq. (3.78) and Eq. (3.71) gives 
J n { f )  —  — D '  w  d(l>n dr  
If we consider Eq. (3.69) when r  =  R,  then Eq. (3.69) becomes 
(3.79) 
(3.80) 
</ 'n( -R)  =  75-^0(  )  L  +  ^ s{r ' ) ( f>{r ' ) ] lQ{—)r 'dr '  (3.81) 
J-'n ^J'n -/U Mn 
Now let us consider Eq. (3.78) when r  =  R 
MR) = —+ S,(/)^(r' ) | /o(—)r' i /  (3 .82)  
Un 
Then, the black (or vacuum) boundary condition is derived by taking the ratio of 
4>n/Jn'i more precisely 
<t>n 
Jn  
I (3.83) 
On the other hand the reflecting boundary condition remains 
Jn{R)  =  -Dn^{R)  = 0 (3.84) 
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3.4.3 Spherical geometry 
To derive the SKj^ equations for the sphere, we make the use of the general 
form of the approximation to the n th order exponential integral function given by 
Eq. (2.14). 
Substitution of the approximation to into Eq. (3.48) and with the definition 
of 
r ( f>n{r)  = [Q(/) + 2a(/)^(/)] 
exp S I r — r' 
tJ-n 
exp -
S[r +/ 
/^n 
r  dr  (3.85) 
gives 
N 
n=l  
(3.86) 
Taking the derivative of Eq. (3.85) twice with respect to r and using Eq. (3.86) 
gives the SKequations for the sphere 
- D n  H dr^  r  dr  
The first derivative of the (j)n function is 
N 
f ^ ^m</'m(^) = Q(^) 
m=l 
(3.87) 
exp -
Sfr - r '  
fJ'Tl exp --
S f r  4 -  r  
l^n 
IJ  '  r  dr  
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-/ [Q(/) 4- Za(/)<^(/)] 
J r  
S[r -r 
I exp I I + exp 
/ 2[r + /]\ 
\  f J -n  )  r  dr '  
+ 0^ [Q(/) + Sa(/)<^(/)] X 
exp -S I r - r' -exp --
S[r + r 
r 'dr '  (3.88) 
/ \ f ^n  
We use the power substitutions for E2 and Eg in Eq. (2.14) and define 
2rJn{r)  =  [Q{r ' )  +  I ls{r ' )<f ){r ' ) ]  
exp -
S[r — r '  
fJ 'n  exp -
S[r + r '  
r'dr' 
S[r' — T*] \ f  Sfr + r '  
exp I + exp f ^n  fJ-n  r'dr' 
exp -
S i r - /  
exp -
E[r '  +  r  
l^n 
r 'dr '  
Comparison of Eq. (3.88) and Eq. (3.89) leads to 
(3.89) 
Jn{ .^ )  — ~D T Z "  
d( j )n  
dr  
(3.90) 
To derive the black body boundary condition, we will consider Eqs. (3.88) and 
(3.89) in the case of r = i£ 
2f j .nR( f>n{R)  =  [Q(/) + I:a(/)<^(/)] x 
40 
and 
exp -
S[i2 
l^n 
- exp -
E j R  +  r '  
f ^n  
! J / r  dr  (3.91) 
2RJn{R)  1 + 
exp 
l^n 
H R Ï  //[«••') + S.(r')^(r')l X 
S[i2- ./i 
exp + /] / , / r dr  (3.92) 
/^72 / \  fJ'n  
Taking the ratio of 4>nl Jn-, the blackbody (or vacuum) boundary condition is found 
to be 
4>n 
J-n  
1 
R fJ'Tl + 
(3.93) 
The reflecting boundary condition remains 
Jn{R)  -  ~ 0 (3.94) 
3.5 Derivation of the SKj \ j r  Equations in Two Dimensions 
We turn now to the treatment of two dimensional problems in transport theory. 
In this section, we will develop the SKequations for general three-dimensional 
geometries with isotropic scattering and isotropic source. The integral transport 
equations for the flux and current are given by Eqs. (3.16) and (3.17) with the 
kernels by Eqs. (3.18) and (3.19). 
From the general approximation to En functions, Eq. (2.14), we can easily 
write the following relation. 
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Eo(p)  = — = E (3.95) 
P 7Z=1 
It follows that the transport kernels can be approximated by Eqs. (3.96) and 
(3.97) from the relation given by Eq. (3.95). 
q. I (3.96) 
p n=l  P 
(3.97) 
P'^  n=l  f^n  P"^  
If we substitute the approximation into Eq. (3.16) and define 
M r -  ) = ^ L  S(r')2ÏEHi44^"'' (3M) 
y 47r I T* — r I 
where Dn = Then, 
N 
4>{r)= '^n<l}n{r) (3.99) 
n=l 
One can also substitute Eq. (3.97) into Eq. (3.17) and define 
fn ( f  ) = 7^ L S{T ' ) l f - - (3.100) 
J-JN J' 47R \ T — T I 
which also yields a similar expression for current, 
N 
J { v ) =  Y .  w n J n { r )  (3.101) 
n=l 
When examined carefully Eq. (3.98) is the integral representation of the following 
differential equation and the kernel is its Green function (diffusion kernel) [30]. 
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) + %(f ) = f(f ) (3.102) 
By making use of Eq. (3.99) in Eq. (3.102), the SKj^ equations for three dimen­
sional x-y-z geometry is written as 
Here, unfortunately, we are not able to find a relation between Jn and </»rx for 
general two- or three-dimensional geometries. But in the previous sections, we have 
demonstrated that a relation existed for such geometries when the neutron fluxes 
and currents vary in one dimension. 
All the preceding derivations have been made for homogeneous problems. The 
same difficulty as just noted-the inability to make an identification of Jn with 
— Z)riV(/)n-also appears in heterogeneous problems, even spheres and cylinders. 
•DnV"'(^n(f* )-f S(/)7î(^ ) — S5 ^ )  — Q{^  )  
N  
(3.103) 
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4 NUMERICAL SOLUTION OF THE SKpf EQUATIONS 
4.1 One Dimensional Geometries 
The general form of the SKpf equations may be written as 
LA.  
rP dr  
'pd(j)n,g 
+  T,g( j>n,g{r)  -  Qg{r)  +  
E Ss ,g 'g  Z ^ E ''S/y E, (4-1) 
rn=l  g '  =  i  m—1 
where p=0,l,2 for slab, cylinderical and spherical geometries respectively, for 
g=l,2,...,G and n=l,2,..,N; here G is the total number of groups and N is the order 
of SKji^ method. 
First, we set {r^} to give a fine enough mesh to ensure that the resulting 
difference equations will adequately approximate the differential equations. We let 
the sub-intervals be defined by Ar-j = for i=l,2,..,(M-l). After multiplying 
Eq. (4.1) by the integrating factor rP, both sides are integrated between the limits 
^i-1/2 = n -  and r^+i/2 =  n  +  
The result is 
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1-1/2  i+1/2  
# X # X # 
1-1 1 1+1 
Figure 4.1: Mesh configuration around point i 
r ; - i / 2  
I— 
m _ i , 2 , p ,  
1 ' 2  
( E g  -  Wn^ S g g )<Pn. g  -  S g ( r }  -  ^  W m ^ S g g à m , g  
m^n 
dr  =  0  (4.2) 
where 
S g { r ) = Q g { r ) '  E ^3 ,g 'g  Z ^ Z Ê /(r) 
g/ = l '^^m=l * g/=l m=l 
This equation is seen to hold whether or not r, is an interface, since Jn ,g  is 
continuous in both events. The terms in this equation are next to be replaced by 
suitable approximations. The derivative term can be expressed as follows: 
rPDn,g{r}  d<f>n,g 
dr  
1 - 1 / 2  
'i-1/2 
<^n,g,i-Ll ^n ,g , i  
',+1/2—,yv' / ^ Ar^ 
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We let 
N 
Tn,g{r)  -  {^g  - WnTlsgg)( l>n,g{r)  -  Sg{r)  -  ^  Wm^sgg^m,g{r)  
m^n 
and consider the integral form Eq. (4.2), namely 
The integration is performed in the following way: 
m+1/2 _ r i  + r t  
J t j  1 /o Jv:  
+1/2 
L-'^i-i/2 
Tn,g{ i - )  
rP+l 
p +  1  
r^Tn,g{r)dr  
+  Tn,g{ i  +  ) 
rP+1 
p + 1 
''z+1/2 
(4.4) 
^i-1/2 
Note that the notations i+ and i- inside the parentheses mean that the func­
tional values are evaluated at ^^_j_2y'2 and respectively. The boundaries are 
treated by integrating over the half control area: in the case of right boundary, from 
^AI—1/2 the left boundary from to 
At a symmetry boundary the condition is 
•^n,g I5- -Dn,g-^^ I5- 0 (4.5) 
where S is a symmetric boundary. 
If the black (or vacuum) boundary exists, then the condition has the form 
^n,g 
= fn  
n ,g j  (4.6) 
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where fn,g is a function defined for all three geometries in Chapter 3 (S is a vacuum 
or black boundary). In deriving the difference equations for boundaries, Eqs. (4.5) 
and (4.6) are substituted for the boundary terms. Eq. (4.1) now can be replaced 
by a difference equation. The difference equation is a matrix equation and has the 
form 
for g=l,2,..,G and i=l,2,..,M. It is noted that Eq. (4.7) is given as matrix equation. 
The matrices [A] and [C] are diagonal matrices of order N. The vectors ^ and D 
mentioned above, [A] and [C] are diagonal matrices and they are defined as 
(4.7) 
have length N. D is the right hand side vector, and ( j )  is the unknown vector. As 
[A]^  =  Diag - r  .P ^  Dn,gi i - )  (4.8) 
z —1/2 
(4.9) 
for n=l,2,...,N. 
On the other hand is a full matrix. To write down the matrix, we will 
make the following definitions 
a ;^(z+) - [Zg - Wn^Sgg] iJ^ l l2  
"^(î-) - [^g  -  ' '^r i^Sgg] i_ l /2  
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R { i + )  =  
R { i - )  =  
f^n — 
7 ^  =  T , s g g { i — ) R { i - )  +  T i S g g { i + ) R { i + )  
and also we define [E]^ 
(3^ - zw27^ 
[Elf = 
17^ ^2 w^'yi' 
-1^17# -W21^ /3^ 
(4.10) 
and now 
(Blf = [E|f - (A|f - [C|f (4.11) 
The right hand side vector, D^, is obtained as follows; 
8 ^  —  S g { i  —  ) R [ i  —  )  + S g [ i - { - ) R [ i - { - )  (4.12) 
It should be noted that S g { r )  does not depend on subscript n, therefore; the 
RHS subvector has elements 8^. So 
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D? = (4.13) 
and finally the unknown vector is 
(4.14) 
When Eq. (4.7) is examined, it is easily observed that the difference equation, 
in matrix form, from i=l to i=M forms a block tridiagonal system which can be 
solved easily by Gaussian elimination. 
For multigroup problems, we consider downscattering only which enables us 
to separate group coupling. Thus, when solving a constant source problem, the 
solution is quickly obtained by solving a block tridiagonal system. Here there is 
no iteration at all. But when solving an eigenvalue problem, the solution is not 
so straightforward because of the fission source term. The following procedure has 
been recognized to accelerate the outer iterations. The procedure starts with an 
initial guess for all group fluxes, then the initial guess is inserted in the RHS and a 
block tridiagonal system is solved for the first group. The solution to the first group 
along with the initial guesses to the other groups is again used to calculate the RHS 
vector; a block tridiagonal system for the second group is solved, and so on. When 
all groups have been calculated in this way, the fission source is recomputed as an 
iterate. 
If we let an outer iteration step be u, then the fission source becomes 
G  N  
I ~'^9 XI + i/Sf /(i+)A(i+)] ^ (4.15) 
m=l 
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The eigenvalue is estimated from 
This iteration procedure is continued until both of the following criteria are 
(4.16) 
satisfied. 
with a pointwise criterion 
fc(î^+l) _ 
< n 
max 
(.'+1) _ (^) 
<i> (u+i) 
n,i,g 
< ^2 
4.2 Two Dimensional X-Y Geometry 
The SKj^ equations in two dimensions, for heterogeneous systems, have the 
form 
N 
— V • Dn^<l>n + ~ Eg ^2 = Qn (4.17) 
m=l 
Let the two dimensional rectangular region R be composed of subregions 
with interfaces T[28]. The internal interfaces are assumed to be composed 
only of horizontal and vertical line segments. The quantities (j)n and —Dnd(f>n/dn 
are assumed to be continuous at the interfaces On the exterior boundary F of R 
the function will behave according to black body boundary condition. Since the 
interfaces F are composed of horizontal and vertical line segments, the mesh lines 
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(i - I.J) 
(i,i + i) 1 
( iJ  -  1)  
C + i,;) 
Figure 4.2: Mesh configuration around point (i.j) 
can be, and are assumed to be chosen so that all interfaces and the boundary 
r lie on mesh lines. The mesh spacing in the x and y directions, defined by the 
coordinates x^. i = 1.2 1 and yj, j=1.2....,J need not be uniform. 
Consider the mesh point [x^,yj) and its four neighboring points. Let the mesh 
d i s t a n c e s  b e t w e e n  t h e  n e i g h b o r i n g  p o i n t s  b e  g i v e n  b y  =  x ,  -  i j - i -  =  
r , _ l  -  X i -  Ay" = y j  -  Ay" =  y j _ i  -  y j .  
Consider further the rectangle in Figure 4.2 surrounding the point (xj.yj). It 
i s  c o m p o s e d  o f  f o u r  s u b r e c t a n g l e s  ( k = l , 2 , 3 , 4 ) .  T h e  i n t e g r a t i o n  o f  t h e  S K y  
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equations for the region Rj^ over the region Rj^ gives 
N 
~^n / /d '^'^^ndxdy + / / (i>ndxdy -  Eg ^ Wm / /„ ^mdxdy 
''^k •' ''^k m=l 
= / L Qndxdy (4.18) 
The first term of this last equation can be reduced, by Green's theorem, to a 
line integral on the boundary of the rectangle Rj^. The result is given by 
- ^ ^ (4.19) 
where d(j)n/dn is the derivative of (j)n in the direction of the outward normal to the 
boundary and where the line integration is carried out in a counter-clockwise 
direction. The integral over the rectangle P]^P2^3^4 i® given by the sum of the 
integrals over the four rectangles Rj^ and results in the equation 
4 
E 
k=l 
N 
~^n /-,* / f jj (l>ndxdy -  / / d 4>mdxdy 
Jl on ' '  ' '  ^k m=l '' ' '  ^k 
4 E / L Qndxdy (4.20) 
h-l' '  ' % 
where the line integrations are performed only on the parts of Fj^ denoted Fj^ 
which lie on the boundary of the rectangle •Pl-P2'^3'^4- The line integrals on the 
interior boundaries between the regions Rj^ cancel exactly because of the continuity 
of the term Jn- This is true especially for homogeneous systems since S is constant 
throughout the domain, but in heterogeneous systems the same interface conditions 
are used. We will refer to this as a "heroic approximation". 
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Each of the integrals may be approximated in the following manner: 
/Q4Fi ^ ) Iq^PJ 
S Ay-
"• Az- 2 ^ ^ 
The other integrals that apply to an area may be approximated in the 
following manner: 
/ /i?3 
and 
11 R2 (4.23) 
With the use of such approximations, a numerical approximation can be written 
in the form 
"I" ^ij^n,i—l,j ^ij ~ ® (4.24) 
where 
^ij ~ 2+ D^Ax ) 
h j  =  +  D I A X + )  
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H j  ~  )  
Hj = Hj + hj + Sj + 4; 
+\{A^Ax-â^y~ + A^Ax+Ay" + .4^Ax+Ay+ + A'^Ax-Ay+) 
= l(Ql Az-Ay- + Q2 Aa.+A!/- + Q3^z+Ai/+ + Aa;-Az/+) 
+ i ^ wmi'SlAx-Ay- +'ElAx + Ay- +i:jAx + Ay+ + i:jAx-Ay+)cl>^^ij 
m^n 
and 
A — S — IVjiYJS 
The reflecting and black body boundary conditions, respectively, are 
= 0 (4.25) 
dn 
Dn d<j)n 
fin (4.26) 
<j>n dn 
The proof of the black body boundary condition is rather difficult in x-y-z 
geometry, but since the slab is a special case of x-y-z geometry, one could use the 
same boundary condition. 
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This five-point formula forms a matrix equation. It can be easily noted that 
the RHS of the system contains J the solution has to be an iterative 
procedure because of high storage requirements of the matrix. An attempt to solve 
the system as a block pentadiagonal form was not considered. The system can be 
written as 
— ën (4.27) 
where M is a pentadiagonal matrix. 
The solution of the system, in this study, was done by using the successive 
over relaxation method. Later, from experience, it was found that the optimum 
relaxation parameter for the benchmark problems selected was about 1.6. 
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5 RESULTS AND COMPARISONS FOR 1-D GEOMETRIES 
In this chapter, we will examine the method in detail for both homoge­
neous and heterogeneous systems. In order to examine the accuracy of the SKjt^ 
method, four benchmark problems were set. 
Benchmark Problem 1: This benchmark problem was set as a one group 
constant source problem for homogeneous systems. This benchmark problem is 
used for comparison of the flux profile at spatial points. The total and scattering 
macroscopic cross sections for the homogeneous region are 1.0 and 0.382 cm~^, 
respectively. A constant source of unit strength is used everywhere in the region. 
The slab cell has a half thickness of 1.0 cm. For the cylinder and sphere, the cell 
radius is also 1.0 cm with the same macroscopic cross sections and the constant 
source. The blackbody boundary condition is used at the surface of the cells. 
Benchmark Problem 2: This benchmark problem is a rdultigroup constant 
source problem for homogeneous one dimensional systems. 
This problem was taken from the ANL benchmark problem book [31]. The 
problem originally was setup for a sphere as an eigenvalue test problem. We have 
adapted the same problem for the other one dimensional geometries as a constant 
source problem. This was done by using i/Scross sections as Qg. The slab 
cell has a half-thickness of 8.71 cm. The cylinder and sphere cells have the same 
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Table 5.1: The six group macroscopic cross sections for BMPs 2 and 3 
Groups 
1 2 3 4 5 6 
5.8711E-2 6.0450E-2 6.0812E-2 6.1712E-2 7.5851E-2 1.3464E-1 
Q. 1.6606E-1 1.4837E-1 1.4057E-1 1.3579E-1 1.5988E-1 2.5950E-1 
2.0338E-1 2.1577E-1 2.2284E-1 2.4976E-1 3.8002E-1 5.7557E-1 
5.7746E-1 8.5113E-2 1.1196E-1 1.6702E-1 3.0030E-1 4.4093E-1 
1.3115E-2 1.1803E-2 2.7044E-2 1.7186E-2 3.8405E-3 
^g-2,g 1.7993E-2 3.2907E-2 1.9586E-2 3.8405E-3 
^g-3,g 3.1563E-2 2.2089E-2 3.4373E-3 
^g-4,g 2.1353E-3 3.4117E-3 
^g-5,3 2.9060E-3 
dimension (8.71 cm radius). In this problem, the ratios of surface leakage to total 
losses are compared, rather than the flux profiles. 
Benchmark Problem 3: This is an eigenvalue version of benchmark prob­
lem 2. The macroscobic y ^ cross section is Qg. The dimensions for the one 
dimensional geometries are the same as those of benchmark problem 2. A black 
body boundary condition is applied to the right boundary, and similarly the ratio 
of surface leakage to total losses is compared for each group in addition to eigenvalue. 
Benchmark Problem 4: This benchmark problem is a one group constant 
source problem for two region systems. It is the same problem as that solved 
by Sterbentz [6]. The regions simulate approximately the average thermal cross 
sections of uranium and water. The cross sections of the regions are given as 
Fuel S = 0.9390 cm~^ Sg = 0.3820 cm~^ 
Moderator S = 3.4500 cm~^ Eg = 3.4278 cm~^ 
The slab has a "fuel" half-thickness of 0.41783 cm and a "moderator" half 
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thickness of 0.29295 cm. The sphere and cylinder cells have these same linear 
dimensions; inner radius of 0.41783 cm and outer radius of 0.71078 cm. A source 
of unit strength in the moderator region, zero in fuel, is used in all computations. 
The benchmark problem was used in one dimensional geometries in order to test 
the flux profile as well as boundary conditions and interface conditions in the case 
of optically thin and heterogeneous systems. 
To carry out computations for one dimensional geometries with the SKj^ 
method, a program, ODSKN, was developed. It has multi-group, multi-regional, 
constant source and eigenvalue computation capabilities. Also for comparison, a 
second program for solving the integral equations, INTEQ, was written for homo­
geneous one dimensional systems, only to compute the group fluxes. The program 
INTEQ uses the method based on subtraction of the singularity, and the solution 
is obtained for selected grid points. The integrals are approximated numerically 
using Simpson's rule of integration. In this study, we also made extensive use of 
ANISN which is a one dimensional discrete ordinates code. ANISN allows general 
anisotropic scattering (i.e., an L th order Legendre expansion of the scattering 
cross sections), permits white boundary conditions, and was originally designed to 
solve deep-penetration problems in which angle-dependent spectra are calculated in 
detail [32]. 
In Chapter 2, we pointed out three quadrature sets which could be apphed 
to the SKj\f approximation. The quadrature sets were: (1) Gauss quadrature, (2) 
Quadrature set derived by the moments method (2N-1 moments), (3) Quadrature 
set derived by taking (2N-2) moments with a forcing condition on weights. An 
experiment was performed using BMP 4 for slab geometry to test against ANISN 
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and to determine the best quadrature set to use in this study. The results for 
SK^ to SK^ were in complete agreement with each other for all the quadrature 
sets of correspondent orders. The only change was observed in SKi and SK2-
The SKi equation for fj, = l/\/3 is exactly the diffusion equation; therefore, the 
Gauss quadrature obviously is worse than the diffusion equation since fx is 0.5. But 
quadrature set 2 gives a better result than the diffusion equation. Quadrature set 
3 is also better than the Gauss quadrature. In the SK2 approximation, quadrature 
sets 1 and 3 are better than set 2, and they give equivalent solutions. Therefore, 
in this study, the solution of the SKj^ equations are carried out using the Gauss 
quadrature sets, because in the high orders, the quadrature sets 2 and 3 are not 
superior to the Gauss quadratures, and one does not need to solve the nonlinear 
systems of equations which are tedious and sometimes difficult to solve, especially 
for high orders. 
When the quadrature set has weights which sum to 1, one can multiply the dif­
ferential equations with corresponding weights and add them up to yield uncoupled 
SKj\^ equations. In these equations, the total macroscopic cross section is replaced 
by the macroscopic absorption cross section, it was found that these uncoupled 
differential equations did not preserve the neutron balance. Thus, this option of 
solving the SKj^ equations was eliminated. 
5.1 Results for Homogeneous Systems 
In this section, we will display results in the form of tables. It will be evident 
that the the flux profiles in the worst case gives two digit accuracy. The ODSKN 
results are compared with ANISN and INTEQ results. 
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Table 5.2: Solution of BMP 1 for Slab Geometry 
INTEQ Order of SN Method 
x(cm) 12 16 24 32 
0.0000 1.2325 1.2332 1.2323 1.2324 1.2325 
0.1000 1.2292 1.2302 1.2289 1.2291 1.2291 
0.2000 1.2189 1.2198 1.2186 1.2188 1.2189 
0.3000 1.2015 1.2026 1.2013 1.2014 1.2014 
0.4000 1.1760 1.1772 1.1760 1.1759 1.1759 
0.5000 1.1414 1.1423 1.1417 1.1413 1.1414 
0.6000 1.0960 1.0955 1.0966 1.0960 1.0959 
0.7000 1.0368 1.0327 1.0376 1.0371 1.0368 
0.8000 0.9588 0.9478 0.9582 0.9593 0.9591 
0.9000 0.8511 0.8298 0.8443 0.8493 0.8508 
1.0000 0.6614 0.6612 0.6613 0.6614 0.6614 
5.1.1 Slab geometry 
The analysis of the slab geometry is carried out for homogeneous systems as 
follows; first, benchmark problem 1 is compared with the solution of the integral 
equation as well as with a high-accuracy discrete ordinates method solution (532)-
The flux profiles are listed in Table 5.2. 
In order to show the variations with the number of mesh intervals, in each 
method, results for different mesh intervals are also listed. For example, the integral 
equation solutions, Table 5.2, converges to the solution fairly quickly (60 mesh 
intervals). The discrete ordinates method, ANISN with 100 mesh intervals, gives 
good results as well, and its flux profile is in excellent agreement with that from the 
integral equation solution. In Table 5.2, the solutions of ANISN for different orders 
are given in order to give the reader an idea of how well the flux values converges 
with the increasing order. In this problem, at least for slab and sphere geometry, 
532 has converged to the solution of the integral equation. But for comparison 
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Table 5.3: ODSKN solutions of BMP 1 for slab geometry 
Order o{ SKN Method 
2 3 4 4 5 5 
X Number of Mesh Intervals 
(cm) 60 60 60 100 60 100 
0.0000 1.2407 1.2299 1.2325 1.2326 1.2326 1.2326 
0.1000 1.2327 1.2266 1.2291 1.2292 1.2293 1.2293 
0.2000 1.2279 1.2167 1.2187 1.2188 1.2191 1.2190 
0.3000 1.2112 1.1999 1.2010 1.2011 1.2015 1.2014 
0.4000 1.1864 1.1756 1.1753 1.1754 1.1759 1.1758 
0.5000 1.1515 1.1427 1.1407 1.1407 1.1410 1.1410 
0.6000 1.1039 1.0944 1.0957 1.0957 1.0953 1.0953 
0.7000 1.0392 1.0422 1.0378 1.0378 1.0362 1.0361 
0.8000 0.9510 0.9637 0.9616 0.9619 0.9593 0.9592 
0.9000 0.8289 0.8484 0.8533 0.8534 0.8534 0.8534 
1.0000 0.6600 0.6617 0.6618 0.6616 0.6619 0.6615 
purposes, any order from 12 to 32 can be justified because the solution of 5]^2 
matches to two significant digits the integral equation solution. In Table 5.3, the 
SKj\j solutions are displayed for different orders and number of mesh intervals. It 
is noticed that the increase in the number of mesh intervals improves the flux profile 
near the boundary. 
In the benchmark problems 2 and 3, the ratios of surface leakage to total losses 
are in excellent agreement with those of ANISN (Table 5.4) as the order of SKj\f 
method increases. The eigenvalue is estimated to 4 digit accuracy even with SK^. 
Typical execution times on a IBM PC-XT compatible machine, for BMP 2 ( 80 
intervals), for SK 2,3,4,5 are about 27, 46, 73, 115 seconds respectively. For BMP 
3, the execution times run about 5.30, 7.44, 10.29, and 16.33 minutes respectively. 
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Table 5.4: Results of BMP 2 and BMP 3 for slab 
Surface leakage to total losses for BMP 2 
5*32 Order oî SKn Method 
Group (ANISN) 2 3 4 5 
1 0.0297032 0.029645 0.029654 0.029657 0.029657 
2 0.0305813 0.030510 0.030596 0.030543 0.030544 
3 0.0357722 0.035684 0.035735 0.035741 0.035742 
4 0.0572428 0.057096 0.057217 0.057227 0.057226 
5 0.0590629 0.058929 0.059039 0.059044 0.059045 
6 0.0411046 0.040950 0.041021 0.041026 0.041029 
Total 0.2534668 0.252814 0.253212 0.253248 0.253243 
Surface leakage to total losses for BMP 3 
5*32 Order of Method 
Group (ANISN) 2 3 4 5 
1 0.0306197 0.030480 0.030632 0.030628 0.030624 
2 0.0581695 0.057920 0.058186 0.058180 0.058175 
3 0.0398375 0.039678 0.039845 0.039841 0.039839 
4 0.0755214 0.075273 0.075524 0.075522 0.075516 
5 0.0498883 0.049767 0.049892 0.049889 0.049888 
6 0.0056216 0.005598 0.005620 0.005620 0.005620 
Total 0.2596572 0.258726 0.259709 0.259680 0.259662 
k e f f  1.688340 1.690608 1.688310 1.688371 1.688326 
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Table 5.5: Solution of BMP 1 for the cylinder 
5I2 Order oî SMethod 
r (ANISN) 2 3 4 4 5 5 
(cm) Number of Mesh Intervals 
100 60 60 60 100 60 100 
0.0000 0.9748 0.9963 0.9689 0.9728 0.9728 0.9741 0.9741 
0.1000 0.9733 0.9933 0.9660 0.9696 0.9697 0.9710 0.9710 
0.2000 0.9633 0.9842 0.9573 0.9602 0.9602 0.9616 0.9615 
0.3000 0.9448 0.9683 0.9424 0.9440 0.9440 0.9454 0.9455 
0.4000 0.9235 0.9446 0.9209 0.9207 0.9208 0.9220 0.9220 
0.5000 0.8924 0.9115 0.8918 0.8896 0.8896 0.8904 0.8904 
0.6000 0.8515 0.8666 0.8536 0.8493 0.8493 0.8491 0.8491 
0.7000 0.7982 0.8060 0.8027 0.7978 0.7979 0.7960 0.7960 
0.8000 0.7275 0.7245 0.7325 0.7306 0.7306 0.7276 0.7276 
0.9000 0.6291 0.6138 0.6289 0.6340 0.6341 0.6336 0.6336 
1.0000 0.4634 0.4621 0.4618 0.4624 0.4622 0.4619 0.4616 
5.1.2 Cylindrical geometry 
The comparison is made with S12 of ANISN which requires NSN(NSN+4)/4 
weights and directions. To avoid using more weights and directions, we have not 
done 532 evaluation. Since the ratios of surface leakage to total losses by group 
are not very sensitive to the order of the discrete ordinates method, the comparison 
based on can be well justified. 
The solutions for BMP 1 are given in Table 5.5. In the high orders of SKj^ so­
lutions, the agreement is excellent. In this table, one should examine two significant 
digits of the solutions for reasons outlined in section 5.1.1. 
The ratio of surface leakage to total losses by group for BMP 2 and 3 are given 
in Table 5.6. The solutions indicate that the SKpf solutions converge to the right 
ratios. But still we are restricted in doing a very sensitive flux comparison. To give 
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Table 5.6: Results of BMP 2 and BMP 3 for cylinder 
Surface leakage to total losses for BMP 3 
S12 Order of SKn Method 
Group (ANISN) 2 3 4 5 
1 0.0538429 0.053637 0.053744 0.053378 0.053744 
2 0.0541515 0.053945 0.054077 0.053765 0.054081 
3 0.0610822 0.060858 0.061036 0.060750 0.061041 
4 0.0896855 0.089428 0.089779 0.089495 0.089763 
5 0.0938996 0.093874 0.093905 0.093806 0.093977 
6 0.0748036 0.074547 0.074659 0.074434 0.074674 
Total 0.4274676 0.426290 0.427200 0.425638 0.427281 
Surface leakage to total losses for BMP 3 
S12 Order of SJCat Method 
Group (ANISN) 2 3 4 5 
1 0.0578577 0.057392 0.057986 0.057769 0.057970 
2 0.1078611 0.107091 0.108080 0.107701 0.108050 
3 0.0699757 0.069550 0.070096 0.069882 0.070081 
4 0.1212991 0.120820 0.121530 0.121180 0.121480 
5 0.0776532 0.077665 0.077691 0.077675 0.077747 
6 0.0091377 0.009111 0.009139 0.009144 0.009140 
Total 0.4437862 0.441639 0.444522 0.443351 0.443786 
k e f f  1.277002 1.282073 1.275467 1.278160 1.275606 
an idea how the ratios and the eigenvalue changes between 5^2 and 5]^g solutions, 
5'^2 and 532 solutions are given for spherical geometry in Table 5.9. The Table 
indicate that there is about a 0.16% difference between S12 and 5g2- Considering 
that, one can conclude that the calculated eigenvalues by the SK^ method are 
better than those of 5]^2' 
The typical execution times are of the same orders as for the slab. In all the 
computations with BMP 2 and 3, 80 mesh points were used. 
Table 5.7; The results of BMP 1 for sphere 
Method S32 INTEQ SK2 SKs SK^ SK, 
Number of Mesh Intervals used 
r(cm) 100 60 100 100 100 100 
0.0000 0.8054 0.8054 0.8420 0.8005 0.8030 0.8061 
0.1000 0.8023 0.8026 0.8391 0.7980 0.8002 0.8032 
0.2000 0.7939 0.7941 0.8302 0.7903 0.7916 0.7946 
0.3000 0.7795 0.7796 0.8148 0.7771 0.7770 0.7798 
0.4000 0.7585 0.7585 0.7920 0.7581 0.7559 0.7584 
0.5000 0.7302 0.7302 0.7602 0.7323 0.7278 0.7296 
0.6000 0.6931 0.6931 0.7173 0.6981 0.6917 0.6921 
0.7000 0.6452 0.6451 0.6600 0.6522 0.6457 0.6442 
0.8000 0.5823 0.5822 0.5837 0.5883 0.5885 0.5827 
0.9000 0.4958 0.4957 0.4816 0.4936 0.4981 0.4981 
1.0000 0.3409 0.3407 0.3439 0.3406 0.3408 0.3409 
5.1.3 Spherical geometry 
The analysis of the spherical geometry for homogeneous systems was carried 
out in the same way as for the other geometries. This section contains solutions of 
benchmark problems 1, 2, and 3. The comparisons are made with INTEQ, ANISN, 
and Monte-Carlo methods. 
In general, the flux values in the SKj^ method are always in excellent agree­
ment with those of standard methods (Table 5.7). We also point out that the flux 
values for multi-group problems were also excellent. The (DTF-IV) and Monte-
Carlo results were taken from Ref. [31]. To get a reasonable result, one can easily 
work with SK^ which would save computational time. The execution times for 
sphere geometry are of the same orders as for slab and cylinder geometries. 
In conclusion, for homogeneous systems the SKj\f method definitely gives good 
results for all sorts of problems (constant source, eigenvalue, critical size,... etc.). 
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Table 5.8: The results of BMP 2 for sphere 
S32 Order of 5iiCjv Method 
Group (ANISN) 2 3 4 5 
1 0.0723760 0.072067 0.072353 0.072343 0.072341 
2 0.0714732 0.071167 0.071456 0.071453 0.071453 
3 0.0783699 0.078039 0.078366 0.078366 0.078368 
4 0.1076167 0.107270 0.107650 0.107660 0.107660 
5 0.1143070 0.114160 0.114340 0.114360 0.114360 
6 0.1018745 0.101570 0.101720 0.101730 0.101740 
Total 0.5457433 0.544273 0.545885 0.545912 0.545922 
Table 5.9: The results of BMP 3 for sphere 
Si2 5I6 S32 Monte-Carlo 
Group (ANISN) (DTF-IV) (ANISN) ±0.00072 
1 0.0798644 0.0799758 0.0800336 0.079898 
2 0.1466774 0.1468580 0.1469589 0.146860 
3 0.0911375 0.0912289 0.0912790 0.091250 
4 0.1471749 0.1472599 0.1473059 0.147710 
5 0.0917649 0.0917888 0.0917746 0.091483 
6 0.0112408 0.0112375 0.0112347 0.011301 
Total 0.5678595 0.5683491 0.5685873 0.568510 
k e f f  0.997743 0.996679 0.996078 0.995246 
Order of SKN Method 
Group 2 3 4 5 
1 0.078891 0.080097 0.080083 0.080077 
2 0.145120 0.147060 0.147040 0.147030 
3 0.090366 0.091330 0.091319 0.091317 
4 0.146530 0.147360 0.147350 0.147350 
5 0.091758 0.091774 0.091789 0.091790 
6 0.011221 0.011228 0.011232 0.011233 
Total 0.563896 0.568859 0.568813 0.568807 
1.007073 0.995714 0.995836 0.995871 
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The black body (or vacuum) boundary conditions are the correct boundary condi­
tions for all three geometries. It is evident that the results improve as the order 
oi Smethod increased. However, one can easily use SK^ and still get good 
results. High order SKj^ results in maximum absolute error of less than 0.1% in 
the flux profile, while this limit is 0.6% in SK^. 
5.2 Results for Heterogeneous Systems 
In the analysis of the heterogeneous systems, benchmark problem 4 is adopted. 
For this, the flux profile is examined under two types of boundary conditions, re­
flecting and vacuum. 
5.2.1 Slab geometry 
The analysis of the flux profile of benchmark problem 4 is considered. In 
section 5.1.1 we have demonstrated that solution of 532 was as good as the integral 
equation solution. The flux profiles are given in Tables 5.10 and 5.11. 
In general, as in the case of homogeneous systems, the heterogeneous slab also 
gives also excellent results in terms of flux profile. This is because the proposed 
interface conditions in Chapter 4 are the exact interface conditions for the slab 
system. Therefore, the results with both boundary conditions give excellent results, 
and both of the boundary conditions do indeed yield accurate solutions. This is 
not surprising since the slab system can be scaled to a homogeneous problem. The 
percent errors in flux values are below 0.10. 
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Table 5.10: Flux profile of BMP 4 for slab with vacuum BC 
X (cm) S32 Order oî SMethod 
(ANISN) 2 3 4 5 
0.000000 0.3862 0.3758 0.3825 0.3869 0.3868 
0.069638 0.3888 0.3794 0.3852 0.3893 0.3895 
0.139276 0.3970 0.3905 0.3937 0.3970 0.3975 
0.208915 0.4115 0.4097 0.4092 0.4107 0.4115 
0.278553 0.4338 0.4382 0.4341 0.4328 0.4337 
0.348191 0.4688 0.4778 0.4727 0.4686 0.4680 
0.417830 0.5308 0.5312 0.5325 0.5312 0.5312 
0.491067 0.6742 0.6816 0.6804 0.6749 0.6741 
0.564305 0.6828 0.7013 0.6886 0.6818 0.6828 
0.637542 0.6034 0.6124 0.6085 0.6043 0.6035 
0.710780 0.3865 0.3924 0.3869 0.3867 0.3872 
Table 5.11: Flux profile of BMP 4 for slab with reflecting BC 
X (cm) S32 Order of SK^ Method 
(ANISN) 2 3 4 5 
0.000000 1.1134 1.0975 1.1152 1.1142 1.1135 
0.069638 1.1198 1.1055 1.1213 1.1207 1.1200 
0.139276 1.1400 1.1302 1.1399 1.1406 1.1399 
0.208915 1.1738 1.1729 1.1730 1.1751 1.1747 
0.278553 1.2261 1.2364 1.2253 1.2266 1.2273 
0.348191 1.3056 1.3245 1.3072 1.3031 1.3040 
0.417830 1.4396 1.4429 1.4420 1.4415 1.4423 
0.491067 1.8175 1.8318 1.8220 1.8179 1.8179 
0.564305 2.0065 2.0437 2.0072 2.0076 2.0071 
0.637542 2.1101 2.1529 2.1108 2.1113 2.1106 
0.710780 2.1436 2.1869 2.1446 2.1446 2.1440 
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Table 5.12: Flux profile of BMP 4 for cylinder with vacuum BC 
r(cm) Si2 Order oî SKN Method 
(ANISN) 2 3 4 5 
0.000000 0.4724 0.4807 0.4728 0.4838 0.4855 
0.069638 0.4746 0.4838 0.4752 0.4858 0.4875 
0.139276 0.4831 0.4933 0.4829 0.4919 0.4939 
0.208915 0.4979 0.5096 0.4968 0.5032 0.5050 
0.278553 0.5220 0.5336 0.5192 0.5218 0.5225 
0.348191 0.5604 0.5666 0.5538 0.5532 0.5516 
0.417830 0.6328 0.6102 0.6067 0.6039 0.6090 
0.491067 0.7128 0.7150 0.7151 0.7128 0.7111 
0.564305 0.6831 0.6960 0.6872 0.6821 0.6820 
0.637542 0.5762 0.5816 0.5816 0.5784 0.5769 
0.710780 0.3534 0.3560 0.3527 0.3532 0.3532 
5.2.2 Cylindrical geometry 
In the cylindrical geometry, the same analysis, comparison of the flux profile 
with 5^2' carried out for BMP 4. The solutions of BMP 4 with blackbody and 
reflecting boundary conditions are given in Table 5.12 and Table 5.13 respectively. 
In Table 5.13, two solutions of ANISN are given. In Case 1, the right BC is the 
reflecting BC (mirror reflection), on the other hand; an albedo BC is applied in 
Case 2. Naturally, Case 1 has the ray effect which results in a higher flux profile 
than the actual solution (Case 2). 
In the case of a black body boundary condition, the flux profile in the fuel region 
is distorted, and the absolute relative error is 2.6% at the centerline, although at 
the boundary the error becomes less then 0.06%. On the other hand, the solution 
with a reflecting boundary condition gives opposite errors; that is, the flux profiles 
in both cases are distorted in the moderator region while a fairly good fit in the fuel 
region is achieved. The relative errors for Case 1 at the centerline and boundary 
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Table 5.13: Flux profile of BMP 4 for cylinder with reflecting BC 
r(cm) ANISN (5I2) Order of SK^ Method 
Case-1 Case-2 2 3 4 5 
0.000000 2.8652 2.8848 2.8337 2.8428 2.8697 2.8755 
0.069638 2.8682 2.8897 2.8467 2.8535 2.8788 2.8850 
0.139276 2.9014 2.9219 2.8864 2.8871 2.9070 2.9138 
0.208915 2.9599 2.9772 2.9545 2.9473 2.9578 2.9641 
0.278553 3.0508 3.0612 3.0543 3.0422 3.0395 3.0419 
0.348191 3.1873 3.1863 3.1904 3.1849 3.1711 3.1650 
0.417830 3.4092 3.3964 3.3693 3.3983 3.3959 3.3940 
0.491067 3.8355 3.7994 3.9230 3.9666 3.9505 3.9432 
0.564305 4.0643 3.9971 4.1944 4.1884 4.1713 4.1700 
0.637542 4.1963 4.0868 4.3218 4.2944 4.2841 4.2842 
0.710780 4.2624 4.0982 4.3588 4.3265 4.3186 4.3186 
are 0.35% and 1.3% respectively. 
It is believed that these flux distortions are caused by the interface conditions. 
In addition to the problematic interface conditions, in the reflecting case, ray effects 
appear, and the interface conditions seem to amplify the ray effects. 
5.2.3 Spherical geometry 
In this section, the analysis of the same benchmark problem (BMP 4) is carried 
out. The following comparison is between ^32 and SKj^. The solutions are given 
in Tables 5.14 and 5.15. 
It seems that similar distortion problems to those of cylindrical geometry occur 
for the spherical geometry as well. In Table 5.15, again two solutions are given: Case 
1 which is the solution with ray effect, and Case 2 which does not have ray effect. 
Here, Case 2 (S'^g) solution is that of Sterbentz [6] in which he used a diffusive third 
region to obtain a ray-effect free solution. In spherical geometry, the application 
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Table 5.14: Flux profile of BMP 4 for sphere with vacuum BC 
r (cm) S32 Order of SK^ Method 
(ANISN) 2 3 4 5 
0.000000 0.4380 0.4880 0.4621 0.4740 0.4785 
0.069638 0.4398 0.4906 0.4643 0.4756 0.4801 
0.139276 0.4477 0.4983 0.4711 0.4807 0.4850 
0.208915 0.4621 0.5115 0.4835 0.4901 0.4938 
0.278553 0.4852 0.5308 0.5031 0.5060 0.5081 
0.348191 0.5224 0.5570 0.5330 0.5332 0.5324 
0.417830 0.6019 0.5911 0.5779 0.5819 0.5823 
0.491067 0.6548 0.6601 0.6553 0.6549 0.6528 
0.564305 0.6083 0.6206 0.6115 0.6073 0.6074 
0.637542 0.4992 0.5023 0.5033 0.5001 0.4988 
0.710780 0.2915 0.2934 0.2915 0.2915 0.2916 
of albedo BC at the outer boundary does not eliminate the ray effect completely. 
The flux enhancement near the boundary is reduced over Case 1 but the ray effect 
appears as a flux peak near the boundary not at the boundary which is the expected 
behaviour of the Aux. 
In the solution with the reflection boundary condition, the accuracy of the flux 
profile is not perfect at either the center or the edge. Deviations occurred at both 
boundaries. The relative errors for case 1 at the center and the edge are 1.57% 
and 0.69% respectively. It is noted that for lower orders of the SKj^ method these 
relative errors are less than those of SK^ and they give a flux profile closer to 
case 1. The same problem as in cylindrical geometry is also observed in spherical 
geometry. The maximum relative errors in the reflective case can be tolerated since 
we know that the proposed reflecting boundary condition does not eliminate the 
ray effect in one dimensional curvilinear geometries. The solution with the black 
body boundary condition suggest that the absolute relative error at the center of 
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Table 5.15: Flux profile of BMP 4 for sphere with reflecting BC 
r(cm) ANISN 532 ^le Order of SKN Method 
Case-1 Case-2 2 3 4 5 
0.000000 5.4308 5.5370 5.4703 5.4356 5.4932 5.5175 
0.069638 5.4451 5.5503 5.4892 5.4525 5.5065 5.5309 
0.139276 5.4999 5.5965 5.5467 5.5052 5.5481 5.5717 
0.208915 5.6032 5.6765 5.6450 5.5995 5.6240 5.6437 
0.278553 5.7578 5.7994 5.7879 5.7468 5.7480 5.7567 
0.348191 5.9823 5.9846 5.9808 5.9660 5.9502 5.9412 
0.417830 6.3703 6.3065 6.2315 6.2883 6.2965 6.2946 
0.491067 6.9052 6.8175 6.9622 7.0769 7.0659 7.0524 
0.564305 7.1795 7.0429 7.2825 7.3348 7.3176 7.3128 
0.637542 7.3508 7.1429 7.4197 7.4450 7.4351 7.4325 
0.710780 7.4146 7.15^15 7.4571 7.4762 7.4690 7.4664 
the sphere is about 9.2% while at the edge that is 0.034%. It is beheved that this 
is caused by the interface conditions. 
In final analysis, we believe that these distortions are caused by the interface 
conditions, in addition to the ray effect. But these distortions may be tolerable in 
reflecting cases, and boundary conditions which remove the ray effect may be used. 
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6 RESULTS AND COMPARISONS FOR X-Y GEOMETRY 
It is well-known that there is a problem of ray effect in 2-D and 3-D geometries. 
This is because for the small ratio of scattering to total cross section and small di­
mensions of the model problem, most of the neutrons passing across the boundaries 
where the flux is plotted are uncollided; they come directly from the source without 
having been scattered. As such, the neutrons have a very peaked distribution in 
the x-y plane. The higher order Sjy calculations more closely exhibit the expected 
behavior except that they contain unphysical oscillations in the solution. 
In this chapter, five benchmark problems are used to test and compare the 
SK^ method against conventionally used methods. The test is based on comparing 
the flux profile, the absorption rates of regions, and the ability to remove the ray 
effects. To carry out the numerical computations with the SKpj method, a program, 
TDSKN, was developed. The program solves one group equations and has multi-
regional constant source computation capability. 
The first problem is the one-group two region system given by Natelson [33], 
where the system is a square of side length 3 cm and there is a neutron source 
of strength Q = 1 n/err?/sec in a square of 1 cm, as shown in Figure 6.1. The 
cross sections of regions are S = 1 cm~ , Sg - 0.5 cm~ and S = 1 cm~ , 
Ss = 0.25 cm~^, respectively. The reflective boundary condition is used for all 
73 
y 
Region 1 
Region 2 
X 
12 3 
Figure 6.1; The geometry of Natelson's problem [33] 
outer boundaries. 
In this problem, a mesh with of 0.05 cm was used for both x- and y-coordinates, 
and the convergence criteria applied on the outer iterations was 10The scadar 
fluxes of Sg, Pj [34], [33], SKi, SK2 and SK^ along the line y=0 are shown in 
Figure 6.2. The flux profiles for 5g and DIQ exhibit the oscillation that is caused by 
ray effects. Since DIQ is a very high order angular approximation, the magnitude 
of the oscillations are reduced over Sg. On the other hand, Pj does not exhibit 
the ray effect, and the solution of SK^ is in excellent agreement with the Pj flux 
profile. The SKi and SK2 methods contain considerable deviation from the Py in 
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Table 6.1: Absorption rate of region 1 in Problem 1 
Approximation Absorption rate Approximation Absorption rate 
Pi 0.39212 SKi 0.43981 
Pz 0.44885 SK2 0.46980 
Ps 0.45974 SKs 0.46715 
PT 0.46281 SK^ 0.46703 
P9 0.46429 SK, 0.46690 
Pu 0.46509 
Pl3 0.46560 
58 0.46819 
Sl6 0.46809 
Die 0.46600 
the flux profile and may not be considered good approximations. The higher order 
SKpj- approximations converge to the same values, and the change in fluxes is in the 
second or third significant digits. Another comparison criterion is the absorption 
rate of the source region (Table 6.1). The absorption rates for N > 3 are better than 
5g and if D^Q is taken as the reference. Clearly, the SKjy approximation of 
order higher than 2 leads to excellent agreement; both in terms of flux convergence 
and absorption rate. In addition, it completely removes the ray effects for any order 
of the SKjy method. 
The second problem, set by Loyalka and Tsai [17], is a square absorbing medium 
with two reflecting boundaries at the left and bottom sides of the square, and 
vacuum boundary conditions elsewhere. The geometric and material specifications 
are shown in Figure 6.3. A spatially constant and isotropically emitting source, Q 
= 1 n/cm^sec, is present in the region { 0 < x,y < 0.52 = ag = bs), i.e., in the 
lower left corner of the system (a=b=l). Here, all dimensions are given in mean-
free-paths. Basically, the problem is a homogeneous one, and cases with different 
0.05 
0.04 
-a-
0.03 
0.02 
% 0.01 
^ SK 
— SK 
SK 
0.00 
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Figure 6.2; A comparison of present work with other methods (solution of problem 
1 along y=0.0) 
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Figure 6.3: The geometry of Loyalka and Tsai's problem 1' 
" c "  values. Ej E. are solved. 
The third problem is a square absorbing medium with three reflecting bound­
aries. The geometry, dimensions as well as the source strength and its location are 
the same as the second problem. This problem was also posed by Loyalka and Tsai 
17 . The only difference is that the right side has a vacuum boundary condition 
while the rest has reflecting boundary conditions. 
The solutions of problems 2 and 3 are given in Tables 6.2 and 6.3. The integral 
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Figure 6.4: .A. comparison of present work with other methods (solution of problem 
2 along x=0.5 and for c=0.0) 
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Figure 6.5: A comparison of present work with other methods (solution of problem 
3 along x=0.5 and for c=0.0) 
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Table 6.2: Flux values of BMP 2 for selected points 
x=y Int. Eq. 5I6 S K 2  S K s  S K 4  S K ,  
c=0.00 
0.50 0.24271 0.22809 0.22733 0.23141 0.23707 0.24058 
0.70 0.07429 0.07039 0.07615 0.07518 0.07704 0.07743 
0.98 0.02937 0.02927 0.02755 0.03025 0.03011 0.02992 
c=0.50 
0.50 0.35588 0.33979 0.34743 0.34801 0.35387 0.35761 
0.70 0.13704 0.13342 0.14404 0.14171 0.14401 0.14445 
0.98 0.05341 0.05236 0.05250 0.05595 0.05547 0.05495 
c=1.00 
0.50 0.68740 0.66865 0.72416 0.70661 0.71110 0.71530 
0.70 0.34482 0.34048 0.38289 0.37348 0.37557 0.37577 
0.98 0.13301 0.12206 0.14225 0.14565 0.14661 0.14692 
equation and 5^0 solutions were taken from Réf. [16]. The integral equation had 
been solved by replacing the integrals with 15 point Gauss integration formula. 
solutions were obtained by TWOTRAN-II using a 26 x 26 mesh configuration. On 
the other hand, in solution of these two problems with the method a 38 x 
38 mesh configuration with heterogeneous mesh spacings was used. Tables 6.3 and 
6.4 depict the convergence of the SKj\f solutions to the integral equation solution. 
Some of the SKj\f solutions seem to be better than those of TW0TRAN-II(5]^g). 
The only troublesome case is for c=l in problem 3. The solutions indicate that 
there is about 8.0% relative error which is suspected to be caused by the boundary 
conditions. Otherwise, the solutions are in excellent agreement with those from 
integral equations. 
The fourth problem was originally set by Natelson [33]. It is a more prac­
tical problem which represents an idealized pressurized water reactor (PWR) cell 
problem (Fig 6.6). Regions 1-3 have the same cross sections, S = 0.159109 cm~^. 
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Table 6.3: Flux values of BMP 3 for selected points 
x=y Int. Eq. S l 6  S K 2  5-^3 5^4 
c=0.00 
0.50 0.26755 0.25224 0.24698 0.25294 0.25824 0.26167 
0.70 0.10273 0.10094 0.09868 0.10006 0.10171 0.10193 
0.98 0.06050 0.05983 0.05271 0.05621 0.05781 0,05840 
c=0.50 
0.50 0.42728 0.41046 0.40606 0.41023 0.41575 0.41930 
0.70 0.21309 0.21186 0.20781 0.20932 0.21152 0.21167 
0.98 0.12864 0.12606 0.11591 0.12339 0.12369 0.12399 
c=1.00 
0.50 1.17403 1.15225 1.15873 1.14228 1.14681 1.15054 
0.70 0.81085 0.80384 0.80104 0.79385 0.79590 0.79543 
0.98 0.50290 0.48985 0.47547 0.48274 0.48558 0.48599 
Sa = 0.064256 cm~^, but the constant sources in each region are different. The 
sources are 0.00214231, 0.00215024, 0.00217729 n/cw?Jsec respectively. Region 4 
has a constant source of 0.01048083 n/cw?/sec, and E = 0.151461 cm~^, Sq = 
0.061158 cm~^, on the other hand; region 5 has no source. Its cross sections are 
S = 0.148934 cm~^, Sa = 0.049591 cm"^. This problem is almost homogeneous 
since the S's differ only slightly. The reflecting boundary conditions are applied to 
all four sides. 
The fifth problem has the same geometry and source distribution as problem 
4. The scattering to total cross section ratio (c=Sg/S) for each material remains 
unchanged. However, the total cross sections are changed in order to obtain a 
severely heterogeneous test problem. The total cross sections are 0.2 cm~^ for 
regions 1-3, 0.25 cm~^ for region 4, and 0.1 cm~^ for region 5. 
In solution of problems 4 and 5, a 47x47 mesh configuration were used. The 
results are compared against Natelson's DIQ [33], and Inanç'is [35] spherical har-
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Table 6.4: Absorption rates of regions in Problem 4 
Absorption Pi P s  P t  D i e  
Rate 
In Region 
1 0.18139 0.17465 0.17459 0.17400 
2 0.15129 0.14910 0.14943 0.14980 
3 0.18109 0.17461 0.17452 0.17430 
4 0.23491 0.25850 0.26085 0.26000 
5 0.25130 0.24314 0.24061 0.24090 
S K 2  S K ^  S K s  
1 0.17335 0.17440 0.17453 0.17451 
2 0.14928 0.14953 0.14953 0.14952 
3 0.17350 0.17450 0.17461 0.17460 
4 0.26265 0.26318 0.26288 0.26279 
5 0.24060 0.23788 0.23798 0.23809 
monies nodal method solutions, particularly his Pg and Pj. Inanç used a 10 x 11 
nodal configuration in his computation. In problem 5, we also used 5]^q, Pj, and 
Monte-Carlo solutions which were provided by Natelson [33]. 
The solutions of problem 4 suggests that the agreement between the SK]\f 
and the nodal method is very good. The flux profiles along x=19.05 and y=19.05 
are depicted in Figures 6.7 and 6.8 respectively. The accuracy of the solution of 
the SKj^ method for the homogeneous systems has been proven in the previous 
benchmark problems. Noting that the Py solution has converged (Figure 6.7). Fig 
6.6 also suggest that the nodal method did not converge, at least at the interfaces. 
The figures do not show the kind of oscillations caused by ray-effect, and even the 
SK2 solution is in compliance with the other solutions. The absorption rates are 
all in complete agreement. The absorption rates suggest that SKj^ solution is not 
so good in regions 4 and 5 which is as a result of interfaces. 
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Table 6.5: Absorption rates of regions in Problem 5 
Absorption 5'io P5 P i  D i e  Monte-Carlo 
Rate 
In Region 
1 0.17910 0.17884 0.17828 0.17920 0.1789 ± 0.0018 
2 0.15590 0.15517 0.15537 0.15640 0.1567 ± 0.0011 
3 0.17900 0.17719 0.17639 0.17920 0.1782 ± 0.0009 
4 0.35170 0.34009 0.34067 0.35080 0.3499 ± 0.0014 
5 0.13430 0.14871 0.14929 0.13440 0.1332 ± 0.0010 
S K i  S K 2  S K i  S K ^  
1 0.18264 0.18056 0.18128 0.18136 0.18138 
2 0.15278 0.15677 0.15686 0.15689 0.15690 
3 0.18257 0.18084 0.18144 0.18152 0.18154 
4 0.34088 0.34608 0.34573 0.34571 0.34570 
5 0.14068 0.13526 0.13412 0.13399 0.13400 
The solution of problem 5 is also analyzed by comparing the flux profiles along 
x=19.05 (Figure 6.9) and y=19.05 (Figure 6.10), and absorption rates in each re­
gion. In the comparison of the flux profiles, Fig 6.9 indicates that the methods 
a n d  D j g  s h o w  r a y  e f f e c t s  w i t h  t w o  p e a k s .  O n  t h e  o t h e r  h a n d ,  P 5  a n d  P j  
show only one peak while SKj\f method does not show any peak at all. The nodal 
method, for increasing order, reduces the magnitude of the peak near y=10 cm. The 
Monte-Carlo solution suggests that if there is a peak, its magnitude is much smaller 
than the Sj\f method suggests. Figure 6.10 indicates that the Pj flux for that side 
is the converged answer. In this figure, the SK]\j^ solutions's humps are stronger 
than those of the nodal approximation. This deviation is not caused at all by the 
ray effect. If we examine the absorption rates we realize that the nodal method 
s o l u t i o n s  f o r  r e g i o n s  3 ,  4  a n d  5  f a l l  o u t  o f  M o n t e - C a r l o  r a n g e  w h i l e  5 ] ^ q  a n d  DIQ 
are consistently within the range. On the other hand, the method falls out 
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of Monte-Carlo ranges for the regions 1, 3 and 4. These are the regions which are 
affected by the interface conditions. The accuracy of the method in heterogeneous 
systems is not as good as that of homogeneous systems. Here, it was discovered 
what may be a defect of the nodal spherical harmonics method. It is suspected 
that the discrepancies of the nodal method might be as a result of the either similar 
interface condition problems such as encountered in the approximation or a 
result of using insufficient number of terms used in approximating the spatial mo­
ments. Inanç expands the spherical harmonic moments into fourth order Legendre 
polynomials which may not be adequate for some of the heterogeneous problems. 
Therefore, the accuracy of the flux profiles obtained by the nodal method in Figures 
6.9 and 6.10 may be in doubt. 
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7 A POSSIBLE REMEDY FOR HETEROGENEOUS PROBLEMS 
In the previous chapters, it was shown that the •S'ifyy method apphed to het­
erogeneous systems led to relative errors of several percent in computations, and 
it was also pointed out that this was because of inadequacy of the interface condi­
tions. In order to eliminate this problem, a homogenization technique is proposed. 
As a result, interfaces and interface conditions are eliminated. This is done by 
adding forward-scattering in the Boltzmann equation. The integral equation for 
flux becomes 
= j dr' exp( —S' I r — r' I )  — / T — r' Q{r' ) 4- Y .s4>{r' ) + 47rAS$(r', =r-) 
r — 
(7.1) 
47r I r — r' 
where AE(F) = S' — S(f'), and S' is the largest macroscopic total cross section of 
any of the regions. All of the parameters have their conventional meanings. 
Since Eq. (7.1) contains the angular flux term, $(f, fl), it is approximated as 
follows 
$(r,n)^^[.^(r) + 3n.;(n] (7.2) 
This is the P\ approximation to the angular flux and effectively ignores P2 &nd 
higher harmonics. Then, Eq. (7.1) becomes 
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4 > { f )  =  j  d r '  -jexp( —S' I r - r' I) S(r') + 3AS r — r' 
r — r' 4? I T^— r' p 
where 5(f) = Q { r )  +  ASs(f')^(f), and AIls(f ) = E' — Sa(r ). 
The integral equation for current also can be written as 
/(/) (7.3) 
J { f )  =  j d r ' { f — r ^ ) - S { r ' )  +  3AS r — r 
r  —  r  
JV) (7.4) J \ e x p ( - 2 '  I f - r '  I) 
47r I f  —  r' 
As a result, Eqs. (7.3) and (7.4) give a set of coupled integral equations. 
Since these are similar to integral equations of anisotropic scattering, it is useful 
to examine the formulation of the SK^ equations for anisotropic scattering cases. 
For simplicity, the formulation will be confined to one dimensional slab geometry. 
The transport equation for slab geometry with anisotropic scattering and isotropic 
source can be written as 
I S C T  , 2 j  +  i \  
j=0 
where Pj{f^) is the Legendre polynomial of order j, and ( f > j  is defined as 
d^(z) = d f j , P j { f j . ) ^ x , f i )  
Then, Eq. (7.5) can be integrated to give ( for a slab of thickness L) 
(7.5) 
(7.6) 
^ x , f j , ) =  ^  J o  d ^ ' l Q +  ^ S j ( l > j ] e x p [ - i : { x  -  x ' ) / f x ]  (7.7) 
I S C T  
j=o ^ 2 y ^ 
Multiplying Eq. (7.6) by Pj(/^) and integrating Eq. (7.6) over the [-1,1] interval of 
// gives 
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I S C T  I  
12 d x  K i ^ j { x , x ' ) S j { x )  f o r  z = 0,1,...,/S'CT (7.8) 
i=o 
where 
—  Q  ^ • s o ' ^ o ( ® )  
S j { x )  =  T , s j ( i > j { x )  j  >  1 
and 
_  2 j  +  l  f l  P M P j i f i )  
= —/o exp S I a: - a; 
'  Il 
X 
1 i+j even 
s i g n { x  —  x ' )  i+j odd 
If we consider linearly anisotropic scattering situation (ISCT=1), then the cou­
pled integral equations become 
^  d x ' S Q { x ) K Q ^ Q { x , x )  +  J  d x ' S i { X ' ) Kq ^ i { X , X ' )  (7.9) 
>^(a:)= ^  d x S Q { x ) K i ^ Q { x , x ' )  +  d x  S i { x ' ) K i ^ i { x , x ' )  (7.10) 
where 
KQ^Q{X , ®') = ^ ^ exp[-S \  x  -  X \  / f l ]  
3 /1 
^ 2 Jo - a:')exp[-S \ x - x' \ /ji] 
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7^2 Q (a:, Jq  s i g n { x  —  x ' )  exp[—S \  x  -  x  \  j f i ]  
3 fl 
= 2 Jo /^exp[-E I a: - x' 1/^j 
Since (pQ and (j)-^ represent the neutron flux and current respectively, 0 and J nota­
tions were used in the formulations. 
Now if we replace the integrals of the kernels by Gauss summation and define 
( l > n { x )  =  [  d x ' S Q { x ' ) e x p [ - Y ,  \  x  -  x '  \  / f i n ]  
3 tL 
^2 Jo exp[—S | z; - | ///n,] (7.11) 
J n { x )  d x ' S o { x ' )  s i g n { x  - a:')exp[-S \  x  -  x '  \  / i x n ]  +  
lo I a: - a:' I /fj.n] (T.12) 
then, Eqs. (7.9) and (7.10) become 
N 
<6(z) = ^ wn(l}n{x) (7.13) 
n=l 
N 
J{^) = '^nJni.x) (7.14) 
n=l 
Taking the derivative of Eq. (7.11) with respect to x, and making use of Eq. 
(7.12) leads to 
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D n ^  =  J n { x )  +  3 D n S i { x )  (7.15) 
On the other hand, the derivative of Eq. (7.12) with respect to x, and using Eq. 
(7.11) leads to another relation between Jn and 
d J -n  
d x  
= -S</'n(®) + 5o(a3) (7.16) 
where Dn = 
Eqs. (7.15) and (7.16) can be expressed by a single second order coupled 
differential equations by substituting Jn from Eq. (7.15) into Eq. (7.16). 
-  D n ^ ^  +  =  S q{X) 
d x ^  
(7.17) 
or 
d^(l)n ^ 
d x ^  m = l  
Z D n ^ s - ^  + ^ 4>n — Q(®) (7.18) 
Since d J m / d x  is given by Eq. (7.16), this is also inserted into Eq. (7.18). 
- D  n-^ 2 X] ' ^ m \ { ^ S Q  —  ^ D n ^ ^ s i ) < P m  +  ^ D n ^ s i ^ o i x ) ^  
+S(/)n =  Q { x )  (7.19) 
N  
and finally the SKj^ equations for a linearly anisotropic slab are found. 
(P' N  
-Dn 9 (32)71^51 [S + ESQ] — ESQ) ^ Wm<i>m 
m = l  
-\-Ti(f)n — (1 ~ )(5(a:) (7.20) 
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If we take the limits of Eqs. (7.11) and Eq. (7.12), the following black body 
boundary condition is found 
(t^n 
- — (7.21) 
' n  S  
where S is a black body (or vacuum) boundary. 
The reflecting boundary condition is very simple. It is set by examining the 
nature of function the Jn- Since current at a reflecting boundary is zero, the Jn's at 
the boundary should also be zero (as in the isotropic scattering case). The interface 
conditions require that the (f)n and J^'s be continuous, which are the exact interface 
conditions for a slab case. 
Although the slab geometry does not pose any theoretical or numerical prob­
lems in either homogeneous or heterogeneous systems for isotropic or anisotropic 
scattering cases, it is important to see how the SKj\f equations change from the 
isotropic scattering case to the anisotropic scattering case. Here, the slab geometry 
provides an insight to our problem. When we examine Eq. (7.20), we see that 
the SK^ equation are slightly different from those of isotropic SK^. Corrections 
have been introduced into scattering and the source terms as a result of anisotropic 
scattering. If we set Ss^=0, Eq. (7.20) becomes the original equations. 
Now, if we go back to the modified integral transport equations, one observes 
that these are similar to the integral transport equations of the anisotropic case 
formulated for a homogeneous system. The heterogeneity is retained in AS terms. 
Recently, Spinrad and Altaç [36] derived "modified" SKj^ equations from Eq. 
(7.3). Two second order differential equations provide corrections to the SKj\^ 
equations. The current is calculated from the conservation principle. Since sphere 
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Table 7.1: Flux profile of sphere for BMP 4 
r (cm) Vacuum BC Reflecting BC 
0.000000 0.4574 5.5536 
0.069638 0.4590 5.5650 
0.139276 0.4642 5.6008 
0.208915 0.4739 5.6667 
0.278553 0.4909 5.7745 
0.348191 0.5205 5.9489 
0.417830 0.5990 6.3229 
0.491067 0.6558 6.7970 
0.564305 0.6085 7.0061 
0.637542 0.4994 7.1072 
0.710780 0.2920 7.1364 
geometry had been the worst case, the alternative equations were solved for sphere 
of BMP 4. The results are given in Table 7.1. The flux profiles are improved over 
the "naive" SKj\f approximation. The relative error at the center of the sphere 
(in vacuum BC case) is reduced from 9.2% to 4.4%. The reflecting BC case also 
shows improvement; especially, the solution suggests that the ray effect is totally 
eliminated. 
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8 CONCLUSIONS 
In this dissertation, a new high order transport approximation, the SKj^j ap­
proximation, was suggested for solving the integral transport equation and was 
tested for one- and two-dimensional homogeneous and heterogeneous systems. The 
SKj\f equations are coupled diffusion-like differential equations, and the solution 
of these equations numerically or analytically is straightforward using techniques 
that are very well documented in texts. Unlike other methods, such as Sj^j- or Pj^ 
approximations, one has to deal with a few second order coupled second order dif­
ferential equations. It has been shown that the SK^ approximation is generally as 
good an approximation as SK^ or SK^. The method does not introduce too many 
equations to complicate the numerical solution of these equations. 
It has been shown that the SKj\f method can be successfully applied to solve 
one and two-dimensional neutron transport theory problems (multi-group constant 
source, eigenvalue problems, etc.) of homogeneous systems. It has been also demon­
strated that the method is very simple and accurate when compared with the solu­
tions of the integral equation or with ANISN. 
In heterogeneous systems, the method does not introduce any problem in slab 
geometry, but typically 1-3% relative error in one and two dimensional systems 
are found, and in some cases errors up to 10% exist. These seem to be caused by 
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problems related with interface conditions. 
The basic assumption in deriving the SKj^ equations was that the system 
was homogeneous, and the precise application of SKj^ methodology to heteroge­
neous systems leads to complicated integro-differential equations which seem to 
have no pattern for different geometries or different configuration of the same ge­
ometry. Nevertheless, using the same SKj\f equations with the "heroic" interface 
conditions seems to work fairly well, especially when the total cross sections of the 
regions are not very different. A remedy, homogenizing the heterogeneous systems 
by introducing forward scattering term into the Boltzmann equation, for severely 
heterogeneous systems nas been proposed and its theoretical background has been 
established. The new approach indicates that correction terms in scattering and 
source are necessary to ensure better results. 
The benchmark problems in one dimensional curvilinear geometries seem to 
suggest that the SKjt^ method does not eliminate the kind of ray effects caused by 
application of reflecting boundary condition. On the other hand, the solution of 
the "modified" SKj\^ equations suggests that the ray effect is ehminated; at least 
in sphere geometry. However, the method completely removes the ray effects in two 
dimensional x-y geometry, which 5jy and its derivative methods were not able to 
do, even for homogeneous systems. 
The wide application of this approximation in transport theory depends on the 
accuracy and computational economy desired. Since nuclear reactor configurations 
are heterogeneous systems, one would expect that the method introduces 
several-percent relative errors to the computation. However, the SKj\j^ method 
could be introduced to get a rough idea before proceeding with lengthy calculations. 
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and the "modified" SKj\^ solutions may provide corrections which result in ideal 
results. 
The method can be easily applied to problems of radiation heat transport 
most of which deal with homogeneous media whose properties (unlike those of cell 
configurations) are defined by continuous functions. 
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9 SUGGESTIONS FOR FUTURE WORK 
The SKjy method is well defined and applied to homogeneous systems, but in 
heterogeneous systems deviations from the exact solution were observed. These de­
viations varied from one benchmark problem to another, and they could be tolerable 
in some applications. A number of remedies were investigated by making analogies 
between the angular directions and UnS, expanding the <;6n,'s to polynomials in an­
gular directions at the interfaces, and linking them to the SKj^ equations. These 
have been tried, but have proved to be, in important cases, ineffective or unsuccess­
ful. However, a step has been taken to correct these anomalies caused by interface 
conditions. 
An idea is introduced in Chapter 7 that has potential to correct these devia­
tions. Since the deviations were relatively small, one expects that the Pi approx­
imation used for the angular flux will improve the equations. A single test 
seems to confirm this, but further numerical work is needed to prove our point of 
view. The "modified" SKjy equations should be derived for geometries of interest; 
preferably, a general three dimensional form. If the Pi expansion does not improve 
solutions drastically, then it might be worthwhile to use a P2 expansion for the 
angular flux term. 
It was shown that the "modified" SK^ equations and the equations of 
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linearly anisotropic systems are identical. That allows a great flexibility in compu­
tations since the same code could be used to solve the linearly anisotropic homoge­
neous problems. 
The SKj\f method in curvilinear geometries particularly needs attention be­
cause of the ray effect problem. The benchmark problems do seem to suggest that 
the ray effects are not eliminated; indeed, the ray effect is further exaggerated. This 
problem should be cleared. If it is proved that the SKj\j^ equations in reflecting sys­
tems indeed show ray effects, then steps should be taken to find reflecting boundary 
conditions which could remove these effects. It might very well be that these flux 
exaggerations are also caused by the interface conditions, and homogenization might 
take care of the problem. On the other hand, some types of ray effects, such as 
those in cylindrical or spherical cells with reflecting external boundaries, are known 
to be intrinsic to the problems. 
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11 APPENDIX A: THE EXPONENTIAL INTEGRAL FUNCTIONS 
The n th order exponential integral function is defined for any real positive 
argument x by the following integrals [26,29] 
yoo 
or 
or 
•£^71(33) = ^ exp (11.3) 
Some of the important properties of the exponential integral functions are 
e-® 
= - E n { x )  (11.5) 
and 
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-®n+l(®) = ^[e ^-xEn{x)] (11.6) 
The higher order of exponential integral functions are derived by 
E ^ + l i x )  =  E n { u ) d u  (11.7) 
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12 APPENDIX B: THE BICKLEY-NAYLOR FUNCTIONS 
The n th order Bickley functions are defined by the following integrals [29] 
r o o  e - a : c o s h i  
K i n M  =  J g  coshm, (12-1) 
= 6 /l'C - (12.2) 
TT 
K i n { x )  -  s i n " ' ~ ^  O e x p  d d  (12.3) 
«/0 \ sin u / 
- t  
The n th order Bickley functions are recursive in nature and related by; 
too e 
K i n { x )  = / , d t  (12.4) 
J x  i n . U 2  12 
d K i  
=  - K i n { x )  (12.5) 
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/
oo 
K i n { t ) d t  (12.6) 
or for n > 2 
""^^n,+l(^) - -xKin{x) + (n - l)Ki^_i{x) + xKi^_2{x) (12.7) 
In particular, 
K i Q { x )  —  K Q { X )  (12.8) 
to begin the recursion. Also an integral relation exists between the exponential 
integral functions and the Bickley functions 
E n { x )  =  -  K i n  ( ^ )  (12.9) 
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In addition, several high order Bickley functions are approximated by using 
Eq. (12.6) as follows 
3 E (12.10) 2 
n=l 
KQ is obtained from Eq. (12.5) for n=0 
N  
—  K l i p / f i n )  -  K Q { p / f M n )  
n = l  
From the recurrence relation given by Eq. (12.7), we find 
(12.11) 
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= Z ? (4 - 4 (12-13) 
n = \  2  V 4  /  
Higher orders can be approximated by the same way. 
