In this paper, we consider tests of correlation when the sample size is much lower than the dimension. We propose a new estimation methodology called the extended cross-data-matrix methodology. By applying the method, we give a new test statistic for high-dimensional correlations. We show that the test statistic is asymptotically normal when p → ∞ and n → ∞. We propose a test procedure along with sample size determination to assure both prespecified size and power for testing high-dimensional correlations. We further develop a multiple testing procedure to control both family wise error rate and power. Finally, we demonstrate how the test procedures perform in actual data analyses by using two microarray data sets.
Introduction
A common feature of high-dimensional data is that the data dimension is high, however, the sample size is relatively small. This is the so-called "HDLSS" or "large p, small n" data situation where p/n → ∞; here p is the data dimension and n is the sample size. The asymptotic studies of this type of data are becoming increasingly relevant. In recent years, substantial work had been done on the asymptotic behavior of eigenvalues of the sample covariance matrix in the limit as p → ∞, see Johnstone [19] regression models. Aoshima and Yata [2] created a test statistic for (1) by using the CDM methodology.
Let Σ = HΛH T , where Λ is a diagonal matrix of eigenvalues, λ 1 ≥ · · · ≥ λ p ≥ 0, and H is an orthogonal matrix of corresponding eigenvectors. We assume that lim sup p→∞ tr(Σ)/p < ∞. Let x j = HΛ 1/2 z j + µ, j = 1, ..., n.
Then, E(z j ) = 0 and Var(z j ) = I p , where I p denotes the identity matrix of dimension p. In this paper, we assume the following model:
where Γ = (γ 1 , ..., γ r ) is a p × r matrix for some r > 0 such that ΓΓ T = Σ, and w j , j = 1, ..., n, are i.i.d. random vectors having E(w j ) = 0 and Var(w j ) = I r . See also Bai and Saranadasa [5] and Chen and Qin [9] . Note that the model (2) includes the case that Γ = HΛ 1/2 and w j = z j . As for w j = (w 1j , ..., w rj ) T , we assume that (A-i) The fourth moments of w ij s are uniformly bounded, and w ij , i = 1, ..., r, are independent.
We assume the following assumption for Σ as necessary:
(A-ii) tr(Σ 4 ) tr(Σ 2 ) 2 → 0 as p → ∞. [30] for the details of a spiked model. For Σ = c(ρ |i−j| q ) with c (> 0), q (> 0) and ρ ∈ (0, 1), (A-ii) holds. In addition, for the above cases, it holds that tr(Σ 2 ) = O(p).
Let
where c * and c i s are constants such that c 2 * + ∑ r i=1 c 2 i = σ 2 * , and w j * is a random variable such that E(w j * ) = 0, E(w 2 j * ) = 1, and E(w ij w j * ) = 0 for i = 1, ..., r. Note that ∑ r i=1 c i γ i = σ and
where || · || denotes the Euclidean norm. Then, x j and x j( * ) (j = 1, ..., n) are uncorrelated when ∑ r i=1 c i γ i = 0. In this paper, we assume the following assumption for w j * as necessary:
(A-iii) The fourth moment of w j * is bounded, and w j * and w j are independent.
If x j( * ) is Gaussian, (A-i) and (A-iii) hold.
Remark 2. Let w r+1j = w j * for each j. We consider the following assumption: The fourth moments of w ij , i = 1, ..., r + 1, are bounded, and E(w α 1 l 1 j w α 2 l 2 j · · · w αq lqj ) = E(w α 1 l 1 j )E(w α 2 l 2 j ) · · · E(w αq lqj ) for all l 1 ̸ = l 2 ̸ = · · · ̸ = l q ∈ [1, r + 1], where α i s are integers within [0, 4] such that ∑ q i=1 α i ≤ 8. See Chen and Qin [9] and Zhong and Chen [32] for the assumption. Then, we can claim all the results in this paper under the assumption instead of (A-i) and (A-iii).
Throughout this paper, we write that
where x n = n −1 ∑ n j=1 x j and x n( * ) = n −1 ∑ n j=1 x j( * ) . When n > p, one may consider a multiple correlation coefficient by ρ = (σ T Σ −1 σ/σ 2 * ) 1/2 . Then, a test statistic of (1) is given by ρ = (s T n( * ) S −1 n s n( * ) /S n( * ) ) 1/2 . When x j( * ) is Gaussian, a certain transformation of ρ is distributed as an F-distribution. See, for example, Chapter 4 in Fujikoshi et al. [13] . However, in the HDLSS context where p > n, ρ does not work since the inverse matrix of S n does not exist. Several authors considered substituting some estimators such as the Moore-Penrose inverse matrix for S −1 n . See Srivastave [25] for example. Yata and Aoshima [31] applied a method called the noise-reduction methodology to estimating Σ −1 and compared performance of estimators of Σ −1 . Refer to Sections 7 and 8 of Yata and Aoshima [31] . As for a test of independence for high-dimensional data, one may refer to Székely et al. [26] about distance correlation.
In this paper, we provide test procedures for correlations appeared in HDLSS data. In Section 2, we propose a new estimation method called the extended cross-data-matrix methodology. By applying the method, we give a new test statistic for high-dimensional correlations. We show that the test statistic is asymptotically normal when p → ∞ and n → ∞. In Section 3, we propose a test procedure along with sample size determination to assure both prespecified size and power for testing high-dimensional correlations. In Section 4, we develop a multiple testing procedure to control both family wise error rate and power. Finally, in Section 5, we demonstrate how the test procedures perform in actual data analyses by using two microarray data sets.
Test of high-dimensional correlations
Throughout this paper, we consider applying the following new estimation method called the extended cross-data-matrix (ECDM) methodology. The ECDM methodology is considered as an extension of the CDM methodology developed by Yata and Aoshima [30] .
Extended cross-data-matrix (ECDM) methodology
Let n (1) = ⌈n/2⌉ and n (2) = n − n (1) , where ⌈x⌉ denotes the smallest integer ≥ x. Now, we consider two sets V n(1)(k) and V n (2) 
where #(S) denotes the number of elements in a set S. Then, we find the two sets as follows:
The ECDM methodology is a method to provide an unbiased estimator by using V n(1)(i+j) and V n(2)(i+j) .
Let
x n(1)(k) = n −1
x j( * ) , and x n(2 * )(k) = n −1 (5), we emphasize the following facts:
We propose an estimator of ||σ|| 2 by
where u n = n (1) n (2) /{(n (1) − 1)(n (2) − 1)}. Then, we note that E θ ( T n,σ ) = ||σ|| 2 . Let Var(w 2 ij ) = M i , i = 1, ..., r. Let σ 4 * = (σ 2 * ) 2 . Under (A-i) to (A-iii), from Lemma A.1 in Appendix, we have as p → ∞ and n → ∞ that
Remark 3. Another unbiased estimator of ||σ|| 2 is
that was given by Aoshima and Yata [2] when applying the CDM methodology. Then it holds as p → ∞ and n → ∞ that Var θ ( T n,σ(AY ) ) = [4σ 4 * tr(Σ 2 )
Thus the asymptotic variance of T n,σ is smaller than that of T n,σ(AY ) . The ECDM methodology is not a resampling-based extension of the CDM methodology. The ECDM methodology considers the combination of cross data matrices so as to construct an unbiased estimator efficiently and enjoy desirable properties in non-Gaussian situations. See Section 2.5 for the details. As for a resampling-based extension, see Aoshima and Yata [4] . Remark 4. One can save the computational cost of T n,σ by substituting previously calculated x n(i)(k) s and x n(i * )(k) s in (6) . Then, the computational cost of T n,σ is written by the order, O(n 2 p).
Asymptotic distribution of T n,σ
We assume the following extra assumption:
Then, we have the following theorem.
Theorem 2.1. Assume (A-i) to (A-iv). It holds as p → ∞ and n → ∞ that
where "⇒" denotes the convergence in distribution and N (0, 1) denotes a random variable distributed as the standard normal distribution.
If one cannot assume (A-iv), we have the following result. (1) . Then, it holds as p → ∞ and n → ∞ that
We emphasize that the assertion in Theorem 2.1 is still claimed under the HDLSS setting where p/n → ∞. From the facts that
as p → ∞ and n → ∞ under (A-i) to (A-iv). Since Σ and σ 2 * are unknown, it is necessary to estimate tr(Σ 2 ) and σ 2 * . By applying the ECDM methodology, we propose an estimator of tr(Σ 2 ) by
We note that E θ (W n ) = tr(Σ 2 ). As for the variance of W n , see Section 2.5. Then, we have the following result.
Corollary 2.2. Assume (A-i) to (A-iv). It holds as p
Remark 5. From (7) , under (A-i) to (A-iv), it holds as p → ∞ and n → ∞ that
Thus one may write (8) as
Let us observe Corollary 2.2 in view of Remark 5. Now, we considered an easy example such as µ = 0, Σ = (0.3 |i−j| 1/3 ), µ * = 0, σ 2 * = 1, Γ = HΛ 1/2 and ρ = 0 (c 1 = · · · = c r = 0, c * = 1) or ρ ̸ = 0 (||σ|| 2 = ∑ 10 i=1 λ i /20; c 1 = · · · = c 10 = √ 1/20, c * = √ 1/2 and the other c i s are 0). Note that (a) p = 20, n = 10 (b) p = 100, n = 20 (c) p = 500, n = 40 (d) p = 2500, n = 80 ∑ p i=1 c 2 i λ i from Γ = HΛ 1/2 . We considered four cases: (a) p = 20, n = 10, (b) p = 100, n = 20, (c) p = 500, n = 40, and (d) p = 2500, n = 80. Fig.1 (a), (b), (c) and (d) give the histograms of 2000 independent outcomes of T n,σ /{S n( * ) √ 2W n /n} both when ρ = 0 and ρ ̸ = 0. Here, x j , j = 1, ..., n, were generated independently from a pseudorandom normal distribution with mean vector zero and covariance matrix Σ for each case of (p, n) = (20, 10), (100, 20), (500, 40) and (2500, 80). Note that M i = 2, i = 1, ..., p. Independent of x j , w j * , j = 1, ..., n, were generated independently from a pseudorandom standard normal distribution.
2tr(Σ 2 )/n). From Corollary 2.2 in view of Remark 5, we expected that T n,σ /(S n( * ) √ 2W n /n) is close to N (0, 1) when ρ = 0 and T n,σ /(S n( * ) √ 2W n /n) is close to N (ω, 1 + u) when ρ ̸ = 0. When p = 20 and p = 100, the histograms appear different from the probability densities especially when ρ ̸ = 0. However, as expected, the histograms fit well the probability densities as p and n increase.
Test of correlations
We are interested in designing a test of (1) having size α, where α ∈ (0, 1/2) is a prespecified constant. We test the hypothesis (1) by
where z α is a constant such that P {N (0, 1) > z α } = α. Then, we have the following theorem.
Theorem 2.2. Under (A-i) to (A-iv)
, the test by (10) has that
as p → ∞ and n → ∞, where Φ(·) denotes the c.d.f. of N (0, 1).
When (A-iv) is not met, we have the following result.
Then, the test by (10) has that size = α + o(1) and power = 1 + o (1) as p → ∞ and n → ∞. Remark 6. From Remark 5, one may write the power in (11) as
Moderate sample performances
In order to study the performance of the test by (10), we used computer simulations. We set α = 0.05. We generated x j s independently from a pseudorandom normal distribution with mean vector zero and covariance matrix Σ. Independent of x j s, we generated w j * s independently from a pseudorandom normal distribution with zero mean and unit variance. We considered σ 2 * = 1, Σ = (0.3 |i−j| 1/3 ) and Γ = HΛ 1/2 . Note that r = p and ||σ|| 2 = ∑ p i=1 c 2 i λ i from Γ = HΛ 1/2 . We considered two cases: (i) ρ = 0 (c 1 = · · · = c p = 0, c * = 1) and (ii) ρ ̸ = 0 (||σ|| 2 = λ 5 /2; c 5 = √ 1/2, c * = √ 1/2 and the other c i s are 0). In Fig. 2 , we set p = 1000 and n = 20(20)120. In Fig. 3 , we set p = 2 s (s = 5, ..., 11) and n = 2⌈p 1/2 ⌉. The findings were obtained by averaging the outcomes from 4000 (= R, say) replications, where the first 2000 replications were generated for (i), and the last 2000 replications were generated for (ii).
Under a fixed scenario, suppose that the rth replication ends with a test result given by (10) . We defined P r = 1 (or 0) accordingly as H 0 : ρ = 0 was falsely rejected (or not) and H 1 : ρ ̸ = 0 was falsely rejected (or not). We defined α = (R/2) −1 ∑ R/2 r=1 P r to estimate the size and 1 − β = 1 − (R/2) −1 ∑ R r=R/2+1 P r to estimate the power. Note that the standard error of the simulation study was no more than 0.0112. Throughout, we observed that the test by (10) showed good performances as described in Theorem 2.2 (or Remark 6) as p and n increase.
Comparison of estimators for tr(Σ 2 )
From Lemma A.2 in Appendix, we have as p → ∞ and n → ∞ that
Yata [28] applied the CDM methodology due to Yata and Aoshima [30] to obtaining an unbiased estimator of tr(Σ 2 ) by tr(S n (1) 
Thus the asymptotic variance of W n is smaller than that of tr(S n(1) S n (2) ). On the other hand, Bai and Saranadasa [5] and Srivastava [24] considered an estimator of tr(Σ 2 ) by W n(BS) = c −1 n {tr(S 2 n )−tr(S n ) 2 /(n−1)} with c n = (n − 2)(n + 1)/(n − 1) 2 under the Gaussian assumption. They showed that, when x j is Gaussian, it holds that E θ (W n(BS) ) = tr(Σ 2 ) and
Thus the ECDM methodology is desirable in the sense that the asymptotic variance of W n is equivalent to that of W n(BS) which specializes the Gaussian case. It should be noted that W n(BS) is biased unless x j is Gaussian. In addition, one cannot claim Var θ {W n(BS) /tr(Σ 2 )} < ∞ unless the eighth moments of each variable in w j are uniformly bounded. Contrary to that, the proposed estimator, W n , is robust in non-Gaussian situations.
On the other hand, Zhong and Chen [32] considered an unbiased estimator of tr(
Note that the asymptotic variance of W n(Z) is equivalent to that of W n under (A-i). However, the computational cost of W n(Z) is written by the order, O(n 4 p). Contrary to that, the computational cost of W n is O(n 2 p) by substituting previously calculated x n(i)(k) s in (9) . In conclusion, the ECDM methodology is an efficient method to construct an unbiased estimator in non-Gaussian situations.
Sample size determination to control both size and power
We are interested in designing a test of (1) having size α and power no less than 1 − β when ||σ|| 2 
Sample size determination
We consider n satisfying
. Then, one would find the sample size such as
We consider testing the hypothesis (1) by
Note that C → ∞, namely, n → ∞ as p → ∞ from the fact that ∆ L = o{ √ tr(Σ 2 )/tr(Σ)} as p → ∞. Then, we have the following theorem. 
We consider a multivariate linear regression model such as
is an n × 2 fixed design matrix having 1 = (1, ..., 1) T , and Υ is a 2 × p parameter matrix. The n rows of E are independent and identically distributed as a p-variate distribution with mean vector zero and covariance matrix Σ. We assume that the fourth moments of each variable in E are uniformly bounded. A squared multiple correlation coefficient is given by R 2 = ||s n( * ) || 2 /{S n( * ) tr(S n )}, where s n( * ) , S n( * ) and S n are defined in (4) . We assume that S n( * ) → σ 2 * and s n( * ) → σ in probability as n → ∞. Note that tr(S n ) → tr(Σ) in probability as n → ∞. Then, it holds as n → ∞ that R 2 → ||σ|| 2 /{σ 2 * tr(Σ)} in probability. Thus one can apply the correlation test procedure to a test whether R 2 = 0 or R 2 ̸ = 0.
Two-stage procedure
Since C includes unknown parameters, it is necessary to estimate C in (12) with some pilot samples. However, it is very difficult to estimate σ T Σσ and
, we modify C as follows:
where η ∈ [0, 1] is a chosen constant. See Remark 9 for a choice of η.
We propose a two-stage test procedure in order to estimate C ⋆ assuring the prespecified accuracy. We proceed with the following two steps: (16) . Take pilot samples,
Then, calculate S m and W m according to (4) and (9) . Define the total sample size by
2. If N = m, do not take any additional samples. If N > m, take additional samples, x j( * ) , j = m + 1, ..., N . By combining the initial samples and the additional samples, calculate S N ( * ) , S N and T N,σ according to (4) and (6) .
Then, test the hypothesis (1) by
We have the following theorem.
, the test by (18) with (16)- (17) has that
Remark 9. When the lower bound is attained, namely ||σ|| 2 = σ 2 * tr(Σ)∆ L , we claim from (14) (⋆) . Then, from Theorem 2.1 and (18), it holds that
Remark 10. It holds as p → ∞ that N/C ⋆ = 1 + o p (1) and C ⋆ /p → 0; that is in the HDLSS situation in the sense that N/p = o p (1).
Remark 11. One can claim that √ tr(Σ 2 )/tr(Σ) ≥ p −1/2 , where the equality holds only when λ 1 = · · · = λ p . For the cases in Remark 1, it holds that √ tr(Σ 2 )/tr(Σ) = O(p −1/2 ). Thus for those cases, one may choose a pilot sample size by
Then, (16) holds under (A-ii).
Remark 12. One may choose m (≥ 4) such as m/C ⋆ > 1. Then, the assertion in Theorem 3.2 is still claimed. However, it may cause over-sampling in the sense that N/C ⋆ > 1 w.p.1.
Moderate sample performances
In order to study the performance of the two-stage test procedure given by (18) with (16)-(17), we used computer simulations. We fixed ∆ L = 5/p. Our goal was to construct a test having size α = 0.05 and power no less than 1−β = 0.9 when ||σ|| 2 /{σ 2 * tr(Σ)} ≥ ∆ L . We considered a non-Gaussian case by setting r = p, Γ = HΛ 1/2 and w ij = (8/10) 1/2 v ij in (2), where v ij , i = 1, ..., p (j = 1, 2, ...) are independently distributed as t-distribution with 10 degrees of freedom. Note that E(w ij ) = 0, E(w 2 ij ) = 1, and (A-i) holds.
Independent of v ij s, we generated v j * s independently from the pseudorandom t-distribution with 10 degrees of freedom. We set w j * = (8/10) 1/2 v j * (j = 1, 2, ...) so as to satisfy (A-iii). We considered σ 2 * = 1 and Σ = B(ρ |i−j| 1/3 )B having ρ ∈ (0, 1) and B = diag( √ 0.5 + 1/(p + 1), √ 0.5 + 2/(p + 1), ..., √ 0.5 + p/(p + 1)).
Note that tr(Σ) = p. We set m = ⌈C ⋆ /2⌉. We considered two choices of η as η = z β /(z α + z β ) from Remark 9 and η = 1. We considered the following four cases when p = 500 and 1000: (a) ρ = 0.3 and η = z β /(z α + z β ); (b) ρ = 0.3 and η = 1; (c) ρ = 0.5 and η = z β /(z α + z β ); and (d) ρ = 0.5 and η = 1.
In Table 1 , we summarized the findings obtained by averaging the outcomes from 4000 (= R, say) replications, where the first 2000 replications were generated for ρ = 0 by setting as c 1 = · · · = c p = 0 and c * = 1 in (3), and the last 2000 replications were generated for ρ ̸ = 0 by setting as
g and the other c i s are 0 (i.e., ||σ|| 2 = c 2 g λ g = 5 and ||σ|| 2 /{σ 2 * tr(Σ)} = 5/p) in (3) . Here, we set g = 5 for ρ = 0.3 and g = 10 for ρ = 0.5. Under a fixed scenario, suppose that the rth replication ends with N = n r observations given by (17) and the test result given by (18) . We defined P r = 1 (or 0) accordingly as H 0 : ρ = 0 was falsely rejected (or not) and H 1 : ρ ̸ = 0 was falsely rejected (or not). We defined α = (R/2) −1 ∑ R/2 r=1 P r to estimate the size and 1 − β = 1 − (R/2) −1 ∑ R r=R/2+1 P r to estimate the power when ||σ|| 2 /{σ 2 * tr(Σ)} = ∆ L , while their estimated standard errors, s(α) and s(β), were given by s 2 (α) = (R/2) −1 α(1 − α) and s 2 (β) = (R/2) −1 β(1 − β). We also defined n = R −1 ∑ R r=1 n r and Var(n) = (R − 1) −1 ∑ R r=1 (n r − n) 2 . When ρ = 0.3, we observed that the test by (18) with (16)-(17) provides good performances. Especially, the test having η = z β /(z α + z β ) gave adequate performances about the target rates, α = 0.05 and β = 0.1. On the other hand, the test having η = 1 satisfied the target rates excessively by taking samples more than needs. When ρ = 0.5, we observed that the test having η = z β /(z α + z β ) gave error rates a little upper than the target rates. Note that, for p = 1000, tr(Σ 4 )/tr(Σ 2 ) 2 = 0.094 when ρ = 0.5, while tr(Σ 4 )/tr(Σ 2 ) 2 = 0.011 when ρ = 0.3. The slightly low accuracy may be attributed to a slow convergence in (A-ii) when ρ = 0.5. On the other hand, the test having η = 1 gave good performances even when ρ = 0.5. Table 1 : Required sample size, and the size and power by (18) with (16)- (17) .
When p = 500 
Multiple testing procedures
In this section, we propose multiple testing procedures for high-dimensional data. Suppose we have i.i.d. p+K-variate data vectors, x j( * ) = (x T j , x 1j( * ) , ... , x Kj( * ) ) T , j = 1, ..., n, where x j is defined in Section 1 and K is an integer ≥ 2. Here, x ij( * ) has unknown mean, µ i * , and unknown variance, σ 2 i * ∈ (0, ∞), for each i (= 1, ..., K). Let θ K = (µ 1 * , ..., µ K * , σ 2 1 * , ..., σ 2 K * , µ, Σ). We denote the covariance vector between x j and x ij( * ) by Cov θ K (x j , x ij( * ) ) = σ i (i = 1, ..., K). We denote the correlation coefficient vector between x j and x ij( * ) by Corr θ K (x j , x ij( * ) ) = ρ i (i = 1, ..., K). Let
where w i ′ j s are defined in (3), and w ij * (i = 1, ..., K) is a random variable such that E(w ij * ) = 0, E(w 2 ij * ) = 1 and E(w i ′ j w ij * ) = 0 for i ′ = 1, ..., r. Here, c i * and c ii ′ s are constants such that
We assume the following assumption for w ij * as necessary:
(A-v) The fourth moment of w ij * is bounded, and w ij * and w j are independent for i = 1, ..., K.
We consider a multiple test of the correlation between x j and x ij( * ) s by
Our interest is to select a set of significant correlated variables such as D = {i| i ∈ {1, ..., K} such that ρ i ̸ = 0}. We apply the proposed correlation testing procedure to the multiple test. A test procedure D maps the data into subsets of {1, ..., K}.
Multiple test of correlations to control family-wise error rate
We are interested in designing D such that the family-wise error rate
and S in( * ) = (2) , k = 3, ..., 2n − 1, and x in( * ) = ∑ n j=1 x ij( * ) /n. Then, from Corollary 2.2, under (A-i), (A-ii) and (A-v), it holds as p → ∞ and n → ∞ that
Here, from Bonferroni's method, we test the hypotheses (20) by Remark 13. By using the asymptotic p-value given by
one may apply the Bonferroni-Holm method given by Holm [18] or the false discovery rate (FDR) controlling procedure given by Benjamini and Hochberg [7] and Benjamini and Yekutieli [8] .
Multiple test of correlations to control both FWER and power
We consider a test of (20) having FWER ≤ α and power
where α ∈ (0, 1/2), β ∈ (0, 1/2) and ∆ L (> 0) are prespecified constants. We assume ∆ L = o{ √ tr(Σ 2 )/tr(Σ)} and lim inf p→∞ p∆ L > 0. Then, we propose a two-stage test procedure based on the following two steps:
1. Choose m(≥ 4) satisfying (16) . Take pilot samples x j( * ) = (x T j , x 1j( * ) , ... , x Kj( * ) ) T , j = 1, ..., m. Then, calculate S m and W m according to (4) and (9) . Define the total sample size by
where η ∈ [0, 1] is a chosen constant. See Remark 14 for a choice of η.
2. If N = m, do not take any additional samples. If N > m, take additional samples, x j( * ) , j = m + 1, ..., N . By combining the initial samples and the additional samples, calculate S N , S iN ( * ) and T N,σ(i) , i = 1, ..., K, according to (4) and (21) . Then, test the hypotheses (20) by
(24) Then, we have the following theorem. (24) with (23) has that
Theorem 4.1. Under (A-i), (A-ii) and (A-v), the test by
Remark 14. Note that N/p = o p (1) under (A-i) and (A-ii) from the facts that lim inf p→∞ p∆ L > 0 and (A.5) in Appendix. From Remark 9, one may define η as η = z β/K /(z α/K + z β/K ).
Data analysis
In this section, we demonstrate how the test procedures perform in actual data analyses by using two microarray data sets.
T-cell acute lymphoblastic leukemia
We analyzed gene expression data of T-cell acute lymphoblastic leukemia (T-ALL) given by Chiaretti et al. [10] in which the data set consists of 12625 genes and 33 (= n) samples. Note that the expression measures were obtained by using the three-step robust multichip average (RMA) preprocessing method. Refer to Pollard et al. [23] as well for the details.
Chiaretti et al. [10] identified 3 predictive genes, TTK, AHNAK and CD2, to distinguish the patients according to disease outcomes. On the other hand, Gottardo et al. [15] identified 3 predictive genes, NOTCH2, BTG3 and CFLAR. We denoted these 6 predictive genes, (T T K, AHN AK, CD2, N OT CH2, BT G3, CF LAR), by x ij( * ) , i = 1, ..., K(= 6). We denoted the remaining 12619 (= p) genes by x j . We considered a multiple testing to see whether the predictive genes have a significant influence of the other genes' expression or not. Let α = 0.05. Our goal was to find variables i's having ρ i ̸ = 0 with respect to FWER given by
We applied the multiple test given by (22) . According to (21) , we calculated T n,σ(1) = 170.92 (T T K), T n,σ(2) = 60.33 (AHN AK), T n,σ(3) = 44.74 (CD2), T n,σ(4) = 1.03 (N OT CH2), T n,σ(5) = 14.24 (BT G3) and T n,σ(6) = 5.24 (CF LAR) by using the data set with n = 33. With the help of the multiple test given by (22) with z α/K = 2.394, we selected a set of significant genes by D = {1, 2, 3, 6}, guaranteeing the FWER. The selected 4 genes were (T T K, AHN AK, CD2, CF LAR). We observed that three predictive genes given by Chiaretti et al. [10] and one predictive gene given by Gottardo et al. [15] have a significant influence of the other genes' expression. On the other hand, the remaining two predictive genes given by Gottardo et al. were considered to be unrelated to the other genes' expression. Those 2 predictive genes, (N OT CH2, BT G3) , may distinguish the patients according to disease outcomes without a influence of the other genes' expression.
Arabidopsis thaliana
We analyzed gene expression data of Arabidopsis thaliana given by Wille et al. [27] in which the data set consists of 118 samples having 39 (= K) isoprenoid genes and 795 (= p) additional genes. All data were logarithmic transformed and denoted by x ij( * ) , i = 1, ..., K, for the isoprenoid genes and by x j for the additional genes. Wille et al. [27] considered a genetic network between the two gene sets. We considered a multiple testing to select a significant set of associated genes from among isoprenoid genes. Specifically, we were interested in finding the interplay between x j and each x ij( * ) . Let α = 0.05, β = 0.1 and ∆ L = 0.1. Our goal was to find variables i's having ρ i ̸ = 0 with FWER given by P θ K (D c ∩ D ̸ = ∅) ≤ 0.05 and power given by P θ K (D ⊆ D) ≥ 0.9 when min i∈D ||σ i || 2 /{σ 2 i * tr(Σ)} ≥ 0.1. We applied the two-stage test procedure given by (24) with (23) Thus we took the next 19 (= 55 − 36) samples. Then, we calculated T N,σ(i) , S N and S iN ( * ) , i = 1, ..., 39, according to (4) and (21) . By using the multiple test given by (24) , we selected a set of significant genes by 7, 13, 14, 15, 16, 17, 20}, guaranteeing both the FWER and the power. Thus we selected 31 isoprenoid genes. We considered a high-dimensional linear regression model:
where Y is an n × p response matrix, X is an n × K ′ fixed design matrix, and Υ is a K ′ × p parameter matrix. The n rows of E are independent and identically distributed as a p-variate distribution with mean vector zero. When K ′ = 2, see Remark 8. Let x j(1 * ) , ..., x j(31 * ) , be the jth sample of the 31 selected isoprenoid genes in D. Let x (j) = (1, x j(1 * ) , ..., x j(31 * ) ) T , j = 1, ..., n. We set Y = [x 1 , ..., x n ] T and X = [x (1) , ..., x (n) ] T with K ′ = 32. We noted that the standard elements of Υ are path coefficients from the isoprenoid genes to the additional genes. By using the observed samples of size n = 55 as a training data set, we obtained the least squared estimator of Υ by Υ = (X T X) −1 X T Y . We investigated prediction accuracy of the regression with Υ by using the remaining samples of size 63 (= 118 − 55) as a test data set. We denoted the test samples by x j(i * ) (i = 1, ..., 31) and x j , j = 56, ..., 118. We considered the prediction mean squared error (PMSE) Υ) . By using the test samples x j(i * ) (i = 1, ..., 31) and x j , j = 56, ..., 118, we applied the bias-corrected and accelerated (BCa) bootstrap by Efron [12] . Then, we constructed 95% confidence interval (CI) of the PMSE by [704.2, 955.5] from 10000 replications. We also calculated the sample mean of the PMSE by 809.5.
On the other hand, we considered the PMSE for the full isoprenoid genes by
., x f (55) ] T and x f (j) = (1, x 1j( * ) , ..., x 39j( * ) ) T , j = 1, ..., 55. Then, similarly to above, we constructed 95% CI of the PMSE by [897.9, 1217.8]. We also calculated the sample mean of the PMSE by 1033.4. The PMSE of the selected isoprenoid genes in D is probably smaller than that of the full isoprenoid genes. We conclude that the multiple test procedure effectively works for selecting a set of significant genes.
Appendix A.
Throughout, we write that
Note that Var θ (y 0j ) = A under (A-i) and (A-iii).
Lemma A.1. Assume (A-i) to (A-iii). Then, we have as p → ∞ and n → ∞ that
. Then, it holds under (A-i) and (A-iii) that
(2) (n (2) − 1)σ for i < j (≤ n). Then, we can write that
Here, it holds from (A.1) that
Then, from (A.1)-(A.2), we have that 
Proof of Lemma A.2. By noting that
Thus in a way similar to the proof of Lemma A.1, we can conclude the result.
Let c r+1 = c * and w r+1j = w j * for each j. We first consider the case when i = i ′ ̸ = j. Then, we write that
By 0j ) 2 w.p.1 for some positive constants κ 1 , κ 2 and κ 3 . Then, it holds that
Next, we consider the case when i ̸ = i ′ ̸ = j. We have from (A.3) that
Under (A-ii) and (A-iv), it holds that tr(B 2 )/tr(σ 4 * Σ 2 ) → 1 as p → ∞. Thus it concludes the result.
Proof of Theorem 2.1. Let y jn = 2{n(n − 1)} −1 ∑ j−1 i=1 y T 0i y 0j for j = 2, ..., n. Note that ∑ n j=2 y jn = 2 ∑ n i<j y T 0i y 0j /{n(n − 1)}. Here, we have for j = 3, ..., n, that E θ (y jn |y j−1n , ..., y 2n ) = 0. Then, we consider applying the martingale central limit theorem given by McLeish [21] . Refer to Section 2.6 in Ghosh et al. [14] for the details of the martingale central limit theorem. Let δ = ∑ n j=2 Var θ (y jn ) = 2tr(A 2 )/{n(n − 1)}. Then, it holds that tr(A 2 )/{σ 4 * tr(Σ 2 )} → 1 and Var θ ( T n,σ )/δ → 1 as p → ∞ and n → ∞ under (A-i) to (A-iv). Let v j = y jn /δ 1/2 , j = 2, ..., n. Let I(·) denote the indicator function. It is necessary to check the following two conditions to apply the martingale central limit theorem:
As for (i), note that E θ (v 4 j ) = O{(j − 1) 2 /n 4 } from Lemma A.3. Then, by using Chebyshev's inequality and Schwarz's inequality, for any τ > 0, we have as p → ∞ and n → ∞ that
As for (ii), note that Proof of Corollary 2.1. We have under σ 2 * tr( 
Then, from Chebyshev's inequality, it holds that W n /tr(Σ 2 ) = 1 + o p (1) and S n( * ) = σ 2 * + o p (1). Hence, from Theorem 2.1, we obtain that N (0, 1) .
It concludes the result.
Proof of Theorem 2.2. We first consider the case when ρ = 0. From Corollary 2.2, we have that size= P θ { T n,σ /(S n( * ) √ 2W n /n) > z α } = α + o(1). Next, we consider the case when ρ ̸ = 0. From Corollary 2.2, we have that
It concludes the results.
Proof of Corollary 2.3. From Corollary 2.1, we have that
Proof of Theorem 3.1. We first consider the case when ρ = 0. We have from (12) that (σ 2 * √ 2tr(Σ 2 )/n)/{κ/(z α + z β )} ≤ 1. Then, from the facts that S n( * ) = σ 2 * + o p (1) and tr(S n )/tr(Σ) = 1 + o p (1), it holds as p → ∞ that
by using Theorem 2.1. Next, we consider the case when ||σ|| 2 ≥ κ. By noting that (A-iv) holds when lim inf p→∞ κ/||σ|| 2 > 0 and lim inf C/n > 0, from Theorem 2.1, it holds as p → ∞ that
when lim inf C/n > 0 and lim inf κ/||σ|| 2 > 0. When C/n → 0 or κ/||σ|| 2 → 0 as p → ∞, from the fact that
Thus we have that power ≥ 1 − β + o(1) when ||σ|| 2 /{σ 2 * tr(Σ)} ≥ ∆ L . It concludes the results.
Lemma A.4. Let
Assume (A-i) to (A-iii). Assume also that lim sup p→∞ ||σ|| 2 /κ < ∞. For the two-stage procedure given by (16) - (17) , it holds as p → ∞ that 
Here, by using Hölder's inequality, we also have that tr(
. Then it holds that
Thus it follows under (A-i)-(A-ii) and (16) that
Then, we have tr(S m ) = tr(Σ) + o p {tr(Σ)/C
. (A.6)
Note that σ T Σσ ≤ ||σ|| 2 λ 1 ≤ ||σ|| 2 tr(Σ 2 ) 1/2 . Then, by using Chebyshev's inequality and Schwarz's inequality, for any τ > 0, we have that
under (A-i) to (A-iii) and lim sup p→∞ ||σ|| 2 /κ < ∞. Thus by noting that N/C ⋆ = 1 + o p (1), we obtain that
Similarly to (A.7), for any τ > 0, we obtain that P θ {| ∑ N i̸ =j(>C L ) (u T i u j − ||σ|| 2 )/C 2 ⋆ | > τ κ} → 0. Hence, we have that N (0, 1) .
Lemma A.5. Assume (A-i) to (A-iii) . Assume also that lim sup p→∞ ||σ|| 2 /κ < ∞. For the two-stage procedure given by (16) - (17) , it holds as p → ∞ that
where T N,σ is the one given in Lemma A.4.
Proof of Lemma A.5. Let k ⋆ = ⌈k/2 − 1⌉. We write that
× (x i( * ) − x N (1 * )(k) )(x k−i( * ) − x N (2 * )(k) ).
Let W N (l)(k)1 = V C L (l)(k ′ ) \ (V N (l)(k) ∩ V C L (l)(k ′ ) ) and W N (l)(k)2 = V N (l)(k) \ (V N (l)(k) ∩ V C L (l)(k ′ ) ), where k ′ = min{k, 2C L − 1} and C L is defined in the proof of Lemma A.4. Note that C L < N < C U w.p.1 as p → ∞, where C U is defined in the proof of Lemma A.4. Then, it holds for j = 1, 2, that #(W N (l)(k)j ) ≤ C U − C L = o(C 1/2 ⋆ ) w.p.1 as p → ∞. Now, we write that x N (l)(k) = ∑ j∈V C L (l)(k ′ )
x j /N (l) − ∑ j∈W N (l)(k)1
x j /N (l) + ∑ j∈W N (l)(k)2
x j /N (l) .
. Then, in a way similar to (A.7), for any τ > 0, we have for i ′ = 1, 2,
Similarly, we have that
Then, we obtain that Proof of Theorem 4.1. We first consider the subscript i having ρ i = 0. We have from (23) (1) . Then, by using Bonferroni's inequality, we obtain that
Thus we have that P θ K (D c ∩ D ̸ = ∅) ≤ α + o (1) .
Next, we consider the subscript i having ρ i ̸ = 0. Similarly to the proofs of Theorems 3.1 and 3.2, under (A-i), (A-ii) and (A-v), we have that
Thus by using Bonferroni's inequality, we obtain that P θ K (D ⊆ D) ≥ 1 − β + o(1) when min i∈D ||σ i || 2 /{σ 2 i * tr(Σ)} ≥ ∆ L . It concludes the results.
