A wheel graph is a graph formed by connecting a single vertex to all vertices of a cycle. The extremal graphs for wheels on even number of vertices is determined by Simonovits in 1960s. In this paper, we determine the Turán numbers of wheels on odd number vertices. Wheels on odd numbers of vertices are the first cases that the extremal graphs are characterized when the decomposition families of graphs do not contain a linear forest.
Introduction
The Turán number of a graph H, ex(n, H), is the maximum number of edges in a graph G of order n which does not contain H as a subgraph. Denote by EX(n, H) the set of graphs on n vertices with ex(n, H) edges containing no H as a subgraph and call a graph in EX(n, H) an extremal graph for H. In general, the extremal graph is not unique. Furthermore, we say a graph H-free graph if it does not contain H as a subgraph.
In 1941, Turán [13] proved that the extremal graph for K p+1 is the complete p-partite graph on n vertices which is balanced, in that the part sizes are as equal as possible (any two sizes differ by at most one). This balanced complete p-partite graph on n vertices is the Turán graph T (n, p). Denote by t(n, p) the size of T (n, p).
Later, in 1946, Erdős and Stone [7] proved the following well-know theorem.
Theorem 1.1 (Erdős and Stone [7] ). For all integers p ≥ 2 and N ≥ 1, and every ǫ > 0, there exists an integer n 0 such that every graph with n ≥ n 0 vertices and at least t(n, p − 1) + ǫn 2 edges contains T (N, p) as a subgraph.
In many ordinary extremal problems the minimum chromatic number plays a decisive role. Let L be a family of graphs, the subchromatic number p(L) of L is defined by p(L) = min{χ(L) : L ∈ L} − 1.
In 1966, Erdős and Simonovits [4] proved the following theorem. * This work is supported by is supported by the Youth Program of National Natural Science Foundation of China (No. 11901554) Theorem 1.2 (Erdős and Simonovits [4] ). If L is a family of graphs with subchromatic number p > 0, then ex(n, L) = 1 − 1 p n 2 + o(n 2 ).
In 1968, Simonovits [10] proved the following theorem. Theorem 1.3 (Simonovits [10] ). Let F be a given graph, such that χ(F ) = p + 1 but there is an edge e in it such that χ(F − e) = p. Then there exists an n 0 such that if n > n 0 then T (n, p) is the only extremal graph for F .
Denote by W k a wheel graph formed by connecting a single vertex to all vertices of C k−1 . For even k, we have χ(W k ) = 4 and there is an edge e such that χ(W k −e) = 3. Thus by Theorem 1.3, the extremal graph for W k is T (n, 3). It is a challenge of determining the exact Turán function for more non-bipartite graphs, although the Turán function of non-bipartite graphs is asymptotically determined by Erdős-Stone-Simonovits theorem. There are only few graphs whose Turán numbers were determined exactly [1, 5, 8, 12, 15] . All of the above results are subcases of a deep almost forgotten result of Simonovits [11] .
In this paper, we will consider the Turán numbers of wheels on odd numbers of vertices. Wheels on odd numbers of vertices are not contained in Simonovits' generalized theorem [11] , since the decomposition family (see Section 3.2) of W 2k+1 does not contain any F ⊂ P t for some large t. In [2] , Dzido and Jastrzȩbski determined ex(n, W 5 ) and ex(n, W 7 ) for all value of n. They also give a lower bound for general case. We will show that the lower bound in [2] is the exact value of ex(n, W 2k+1 ) for infinite value of n. Let n, n 0 and n 1 be integers. We define f (n, k) as follow:
A basic calculation shows that n 0 ∈ {⌊ 2n+k−1 4 ⌋, ⌈ 2n+k−1
4
⌉} and the exact value of n 0 depends on the parity of n and k. Hence we can determine f (n, k) exactly for all k and n.
We will establish the following theorem.
Theorem 1.4 Let k ≥ 2 and W 2k+1 be a wheel on 2k + 1 vertices. Then
provided n is sufficiently large.
Extremal graphs for wheels
Denote by G the complement graph of G. Denote by G∪ H the vertex disjoint union of G and H and by k · G the vertex disjoint union of k copies of a graph G. Denote by G + H the graph obtained from G ∪ H by adding edges between each vertex of G and each vertex of H. The subscript in the case of graphs indicates the number of vertices, e.g., denote by P k a path on k vertices, S k a star on k vertices, C k a cycle on k vertices, K n the complete graph on n vertices, K n 0 ,n 1 the complete bipartite graph K n 0 + K n 1 . Denote by M k the vertex-disjoint union of ⌊ k 2 ⌋ copies of edges and ⌈ k 2 ⌉ − ⌊ k 2 ⌋ isolated vertex. A matching in G is a set of edges from E(G), no two of which share a common vertex, and the matching number of G, denoted by ν(G), is the maximum number of edges in a matching in G.
A nearly (k − 1)-regular graph is a graph such that any vertices of it has degree k − 1 except one vertex with degree k − 2. When k is odd, there exist (k − 1)-regular graphs on k, k + 1, . . . , 2k − 2 vertices. When k is even, there exist (k − 1)-regular graphs on k, k + 2, . . . , 2k − 2 vertices and nearly (k − 1)-regular graphs on k + 1, k + 3, . . . , 2k − 3 vertices. Hence we have the following proposition.
Proof. Let k be even. Then there exist (k − 1)-regular graphs on k, k + 2, 2k − 2 vertices and nearly (k − 1)-regular graphs on k + 1, k + 3, . . . , 2k − 3 vertices. Hence, there are (k − 1)-regular (or nearly (k − 1)-regular graphs) graphs on 2k, 2k + 1, . . . , 3k − 1 vertices. Thus, for n ≥ 3k, it is easy to check that there are (k − 1)-regular (or nearly (k − 1)regular graphs) graphs whose components are of size at most 2k − 2. The proposition holds similarly for odd k. The proof is completed.
We are ready to state the extremal graphs of Theorems 1.4. Denote by U k n the class of (k − 1)-regular graphs or nearly (k − 1)-regular graphs on n vertices. Denote by U k n (P 2k−1 ) the subset of U k n such that the graph in it is P 2k−1 -free. By Proposition 2.1, U k n (P 2k−1 ) is not empty for n ≥ 2k. Let n 0 ≥ n 1 ≥ 2 and n 0 ≥ 2k. Denote by K n 0 ,n 1 (U k n 0 (P 2k−1 ), K 2 ) the class of graphs obtained by taking a complete bipartite graph K n 0 ,n 1 and embedding the larger partite set a graph from U k n 0 (P 2k−1 ) and embedding the smaller partite set an edge. Denote by K k n be the subset of K n 0 ,n 1 (U k n 0 (P 2k−1 ), K 2 ) such that the graph in it has f (n, k) edges. It is easy to check that the graphs in K k n are W 2k+1 -free. Remark. In a forthcoming paper, Ning and Yuan [9] characterize the graphs in U k n (P 2k−1 ).
3 Lemmas for Theorem 1.4
Lemma of progressive induction.
Simonovits [10] introduced the following so-called progressive induction which is similar to the mathematical induction and Euclidean algorithm and combined from them in a certain sense. Lemma 3.1 (Simonovits [10] ). Let U = ∪ ∞ 1 U n be a set of given elements, such that U n are disjoint subsets of U. Let B be a condition or property defined on U (i.e. the elements of U may satisfy or not satisfy B). Let φ(n) be a function defined also on U such that φ(n) is a non-negative integer and (a) if a satisfies B, then φ(a) vanishes. (b) there is an M 0 such that if n > M 0 and a ∈ U n then either a satisfies B or there exist an n ′ and an a ′ such that
Then there exists an n 0 such that if n > n 0 , from a ∈ U n follows that a satisfies B.
Remark. In our problems, U n is the set of extremal graphs for W 2k+1 on n vertices, B is the property that a graph belongs to K k n , φ is a function defined on U and positive integers such that for each a ∈ U n , we have φ(a) = φ(n).
Decomposition families of graphs
For every graph L, Simonovits [11] defined the decomposition family of L. Definition 3.2 (Simonovits [11] ). Given a graph L, let F := F(L) be the family of minimal graphs F that satisfy the following: there exists a large constant t = t(L) depending on L such that L ⊂ (F ∪ K t ) + T (t, p − 1). We call F the decomposition family of L.
The decomposition family of a non-bipartite graph often determined the error term of extremal graph problems (see Theorem 1.2). More precisely, the decomposition family of a non-bipartite graph determined the fine structure of the extremal graphs of it. A deep general theorem of Simonovits [11] shows that if the decomposition family F(L) of L contains a graph F ⊂ P t for some large t, then the extremal graph for L have very simple and symmetric structure. In our case, the decomposition family of
It should be pointed out that wheels on odd numbers of vertices are not contained in Simonovits' general theorem.
Other lemmas
Erdős and Gallai [3] in 1959 proved the following well-known result. Theorem 3.3 (Erdős and Gallai [3] ). Let G be a graph on n vertices. If G does not contain a path on k vertices and n ≥ k ≥ 2, then e(G) ≤ (k − 2)n/2.
We will need the following lemmas.
Proof. We only prove that G contains s · P k ′ +2 as a subgraph. Let f (k, k ′ , s, ǫ) = 2(k ′ + 2)ks/ǫ. We prove this lemma by induction on s. By Theorem 3.3, G contains P k ′ +2 as a subgraph. Hence the lemma holds for s = 1. Suppose that the lemma holds for smaller s.
By Theorem 3.3, G ′ contains P k ′ +2 as a subgraph. Thus G contains s·P k ′ +2 as a subgraph, the proof is completed.
Lemma 3.5 Let G be a graph with a partition of the vertices into two non-empty parts
If (i) k 1 = k − 1, (ii) k 1 = 2 and k ≥ 4, or (iii) k 1 = 3 and k = 5, then either G contains a copy of W 2k+1 or G ∈ K n 0 ,n 1 (U k n 0 (P 2k−1 ), K 2 ).
Proof. By (1) and e(G 0 ) ≤ ⌊(k − 1 − k 1 )n 0 /2⌋ + N , we have e(G 1 ) ≥ ⌊(k 1 − 1 + ǫ)n 1 /2⌋. Since n 1 ≥ n 0 /2 is sufficiently large, by Lemma 3.4, G 1 contains 2(N + 1) · S k 1 +1 as a subgraph. (i) Let k 1 = k − 1. Then G 1 contains 2(N + 1) · S k as a subgraph. For each S k in G 1 , there is at least one vertex of it which is not joint to all vertices of G 0 . In fact, if there is an S k in G 1 such that each vertex of it is joint to each vertex of V 0 , then we have e(G 0 ) ≤ 1. Otherwise, G contains W 2k+1 as a subgraph. Hence, if n 0 = n 1 , by e(G 0 ) ≤ 1, ∆(G 1 ) ≤ k − 1 and (1), we have G ∈ K n 0 ,n 1 (U k n 0 (P 2k−1 ), K 2 ). If n 0 > n 1 , we have e(G) ≤ ⌊(k − 1)n 1 /2⌋ + n 0 n 1 + 1 < ⌊(k − 1)n 0 /2⌋ + n 0 n 1 + 1, a contradiction. Thus we have e(G) ≤ N + n 0 n 1 + (k − 1)n 1 2 − 2(N + 1).
contradicting (1) . We finish the proof of the lemma for k 1 = k − 1. (ii) Let k 1 = 2 and k ≥ 4. Then G 1 contains 2(N + 1) · S 3 as a subgraph. For each 2 · S 3 ∪ K k−4 , there is at least one vertex in it which is not joined to all vertices of G 0 . Otherwise, since and ∆(G 0 ) ≤ 4, G 0 contains a copy of S 3 ∪ K 2 ∪ K 2 . Hence the induced subgraph of G on vertex set V (S 4 )∪V (S 3 ∪K 2 ∪K 2 ) contains W 11 as a subgraph. Since G 1 contains 2(N +1) vertex-disjoint copies of S k 1 +1 , we have e(G) ≤ n 0 n 1 + ⌊n 0 /2⌋ + N + ⌊3n 1 /2⌋ − 2(N + 1) < n 0 n 1 + 2n 0 + 1, a contradiction. The lemma is proved.
Lemma 3.6 Let G be a W 2k+1 -free graph with a partition of the vertices into two non-
Moreover, if the equality holds, then G ∈ K n 0 ,n 1 (U k n 0 (P 2k−1 ), K 2 ).
Proof. We will prove the lemma by induction on n 1 . Suppose that (1) holds and G does not contain W 2k+1 as a subgraph. It will be shown that G ∈ K n 0 ,n 1 (U k n 0 (P 2k−1 ), K 2 ). First, we will prove the induction base: n 1 = k + 1. Let V 1 = {x 1 , . . . , x k+1 }. It is sufficiently to prove that ∆(G 1 ) = 1 and ν(G 1 ) = 1. Suppose that ∆(G 1 ) ≥ 2 or ν(G 1 ) ≥ 2. Let
By (1) and ∆(G 0 ) ≤ k − 1, we have that the number of missing edges between V 0 and V 1 is at most k+1 2 . Thus |X| ≥ n 0 − k + 1 2 .
Moreover, we have ∆(G[X]) ≤ k − 2. Otherwise, G contains W 2k+1 as a subgraph, a contradiction. In fact, if there is a vertex y in X with d G[X] (y) = k − 1, then the induced subgraph of G on vertex set {y} ∪ N G[X] (y) ∪ V 1 contains W 2k+1 as a subgraph (note that ∆(G 1 ) ≥ 2 or ν(G 1 ) ≥ 2). Since n 0 is sufficiently large, we have
contradicting (1) . Now, suppose that the theorem holds for smaller n 1 .
Claim. For each vertex x ∈ V 1 , we have d G (x) ≥ n 0 + 1.
Proof. If there is a vertex x ∈ V 1 with d G (x) < n 0 + 1, then e(G − {x}) ≥ n 0 (n 1 − 1) + ⌊(k − 1)n 0 /2⌋ + 1. Since G − {x} does not contain W 2k+1 as a subgraph, by induction hypothesis, G − {x} ∈ K n 0 ,n 1 −1 (U ′ n 0 ,k , K 2 ) and d G (x) = n 0 . Hence we have G ∈ K n 0 ,n 1 (U k n 0 (P 2k−1 ), K 2 ) by an easy observation. The claim is proven. Let ∆(G 1 ) = k 1 . By the claim, for each vertex x ∈ V 1 , we have
It follows from (2) that |X| ≥ n 0 − (k 1 + 1)(k 1 − 1).
Let ǫ < 1 be a small constant. Then
Otherwise, since n 0 is sufficiently large, we have
as a subgraph (map the center of the wheel to x). Now we consider the following four cases:
By (2), we have |X| ≥ n 0 − k(k − 2). Moreover, we have e(G[X]) ≤ 1, otherwise G contains W 2k+1 as a subgraph. Hence we have e(G 0 ) ≤ k(k − 1)(k − 2) + 1. If n 1 ≤ n 0 /2, since n 0 is sufficiently large, then
contradicting (1) . If n 1 ≥ n 0 /2, by Lemma 3.5, then we have G ∈ K n 0 ,n 1 (U k n 0 (P 2k−1 ), K 2 ). Case 2. k 1 = 1. Let x be any vertex in G 1 , by the claim, we have d G 1 (x) = 1 and d G 0 (x) = n 0 . Hence we have ∆(G 0 ) ≤ k − 2, otherwise there is a vertex y ∈ G 0 with |N G 0 (y)| = k − 1, and the induced subgraph of G on vertex set {y} ∪ N G 0 (y) ∪ V 1 contains W 2k+1 as a subgraph (note that G 1 contains M 4 as a subgraph). Thus
Case 3. k 1 = 2 and k ≥ 4. Let ∆(G 1 ) = 2. Note that d G (y) ≥ n 0 + 1 for any y ∈ V 1 , there is no isolated vertex in G 1 . We consider the following two subcases: Since d G (y) ≥ n 0 + 1 and ∆(G 1 ) = 2, we have |X| ≥ n 0 − (k + 2).
Moreover, we have ∆(G[X]) ≤ k − 3. In fact, if there is a vertex x ∈ X with d G[X] (x) ≥ k−2, then the induced subgraph of G on vertex set {x}∪N G[X] (x)∪{x 1 , . . . , x k+2 } contains W 2k+1 as a subgraph, a contradiction. If n 1 ≤ n 0 /2, then e(G) ≤ ⌊(k − 3)|X|/2⌋ + (k + 2)(k − 1) + n 1 + n 0 n 1 < ⌊(k − 1)n 0 /2⌋ + n 0 n 1 + 1, a contradiction. If n 1 ≥ n 0 /2, by Lemma 3.5, then we have G ∈ K n 0 ,n 1 (U k n 0 (P 2k−1 ), K 2 ). Subcase 3.2. G 1 does not contains 2 · P 3 or P 4 ∪ P 2 as a subgraph. It is easy to see that P 3 ∪ M n 1 −3 ⊆ G 1 ⊆ K 3 ∪ M n 1 −3 and n 1 is odd (recall that there is no isolated vertex in G 1 ). Let P 3 be a subgraph of G 1 , V (P 3 ) = {x 1 , x 2 , x 3 } and
Since d G 0 (y) ≥ n 0 + 1, we have |X| ≥ n 0 − 3.
Moreover, we have e(G[X]) ≤ ⌊(k − 3 + ǫ)|X|/2⌋, where 0 < ǫ < 1/2. Otherwise, by Lemma 3.4, G[X] contains 2 · P k−1 as a subgraph. Hence G contains W 2k+1 as a subgraph, a contradiction. Thus, by |X| ≥ n 0 − 3, we have e(G) ≤ 3(k − 1) + (k − 3 + ǫ)|X| 2 + n 1 2 + 1 + n 0 n 1 .
< (k − 1)n 0 2 + n 0 n 1 + 1, a contradiction.
Since d G 0 (y) ≥ n 0 + 1, we have |X| ≥ n 0 − 8.
G[X]
does not contain 2 · P 3 as a subgraph, otherwise V (2 · P 3 ), x, x 1 , x 2 , x 3 and any other vertex in X form a copy of W 11 in G, a contradiction. Hence, by ∆(G 0 ) ≤ 4, we have e(G[X]) ≤ 4 × 3 + ⌊(|X| − 3)/2⌋ ≤ ⌊|X|/2⌋ + 6. If n 1 ≤ n 0 /2, then e(G) ≤ |X| 2 + 6 + 8 × 4 + 3n 1 2 + n 0 n 1 < 2n 0 + n 0 n 1 + 1, a contradiction. If n 1 ≥ n 0 /2, then by Lemma 3.5, G ∈ K n 0 ,n 1 (U k n 0 (P 2k−1 ), K 2 ). The proof is completed.
Proof of the main theorem
Proof of Theorem 1.4: Sine ex(n, W 5 ) is determined in [2] , we may suppose that k ≥ 3. Let L n be an extremal graph for W 2k+1 . Since the graphs in K k n do not contain W 2k+1 as a subgraph, we have e(L n ) ≥ f (n, k).
Let
Hence, φ(n) is a non-negative integer. The theorem will be proved by progressive induction, where U n is the set of extremal graphs for W 2k+1 , B states that the graph belongs to K k n , and φ(n) is a non-negative integer. According to the lemma of progressive induction, it is enough to show that if L n / ∈ K k n , then there exists an n ′ with n/2 < n ′ < n such that φ(n ′ ) > φ(n) provided n is sufficiently large.
By Theorem 1.1 and (3), there is an n 1 such that if n > n 1 , then L n contains T (2N, 2) as a subgraph and B 1 , B 2 is the partite sets of T (2N, 2) (N is a large constant depending on Lemma 3.6). Since L n does not contain W 2k+1 as a subgraph, we have ∆(L n [B i ]) ≤ k − 1 for i = 1, 2. Let L n−2N = L n − V (T (2N, 2) ) and ǫ = 2k N be a small real number. We can partition the vertices of L n−2N into the following classes: C 1 , C 2 , D such that if x ∈ C i then x is joined to less than k vertices of B i and more than (1 − ǫ)N vertices of B 3−i for i = 1, 2, if x ∈ D then x is joined to at most (1 − ǫ)N vertices of each of two of B 1 , B 2 . Furthermore, if x ∈ D, then there exists an i(x) such that x is joined to less than k vertices of B i(x) . Indeed, if x ∈ D is joined to at least k vertices of each B i , then the induced subgraph of L n on vertex set x ∪ N Ln (x) contains W 2k+1 as a subgraph, a contradiction. If x ∈ B i ∪ C i , then x is joint to less than k − 1 vertices of B i ∪ C i for i = 1, 2, otherwise L n contains W 2k+1 as a subgraph, a contradiction. Thus C 1 , C 2 , D is a vertex partition of L n . Denote by e L the number of edges joining L n−2N and T ′ (2N, 2) , where T ′ (2N, 2) is the induced subgraph of L n on vertex set V (T (2N, 2) ).
We have e(L n ) = e(T ′ (2N, 2) ) + e L + e( L n−2N ).
Let L ′ n be an graph in K k n such that in the larger partite set there are components on N vertices (since N ≥ 2k, there exists such graph in K k n by Proposition 2.1). Hence we can chose a subgraph T * (2N, 2) = T (2N, 2; U k N (P 2k−1 )) of L ′ n where T (2N, 2; U k N (P 2k−1 )) is obtained by taking a Turán graph T (2N, 2) and embedding a graph from U k N (P 2k−1 ) into one partite set. Let L ′ n−2N = L ′ n − V (T * (2N, 2) ). Hence e(L ′ n ) = e(T * (2N, 2) ) + e L ′ + e(L ′ n−2N ).
Obviously, we have e L ′ = (n − 2N )N .
Since T ′ (2N, 2) does not contain W 2k+1 as a subgraph, by Lemma 3.6, we have e(T ′ (2N, 2) ) ≤ e(T * (2N, 2) ) + 1. Hence, by (5) and (6) we have (2N, 2) ) − e(T * (2N, 2) 
where L n−2N is an extremal graph for W 2k+1 on n − 2N vertices. Thus φ(n) ≤ (e L − e L ′ ) + φ(n − 2N ) + 1.
It will be proved that if n is large enough, then
• (a) either φ(n) < φ(n − 2N ),
This will complete our progressive induction. (a) If there is a vertex x ∈ L n with d Ln (x) < n/2 − 1, then φ(n) < φ(n − 1). In fact, let L * n = L n − {x}, it does not contain W 2k+1 as a subgraph, thus e(L n ) − d Ln (x) = e(L * n ) ≤ e(L n−1 ) and from this e(L n ) − e(L n−1 ) ≤ d Ln (x) < n/2 − 1. Since e(L ′ n ) − e(L ′ n−1 ) = f (n, k) − f (n − 1, k) ≥ n/2 − 1 (this follows from the fact that f (n, k) = max{n 0 n 1 + ⌊(k − 1)n 0 /2⌋ + 1 : n 0 ∈ {⌊n/2 + (k − 1)/4⌋, ⌈n/2 + (k − 1)/4⌉}}), we have φ(n) = e(L n ) − e(L ′ n ) < e(L n−1 ) − e(L ′ n−1 ) = φ(n − 1). Suppose now that neither (a) or (b) hold: each x ∈ L n have degree at least n/2 − 1 and φ(n) ≥ φ(n − 2N ). From (7) we have 0 ≤ φ(n) − φ(n − 2N ) ≤ e L − e L ′ + 1.
We shall prove in six steps that L n ∈ K k n . Claim 1: There exists an N 1 such that |D| ≤ N 1 .
Proof. First recall that B i ∪ C i does not contain such a vertex which is joined to k other vertices of it. Thus the number of edges joining B i and C i is less than N (k − 1) + 1 and
since a vertex of D is joined to less than k + (1 − ǫ)N ≤ N − k vertices of T ′ 2 (2N ). By (8) 
and the proof is completed.
Claim 2: A vertex belonging to B i ∪ C i is joined at most to k − 1 other vertices of B i ∪ C i for i = 1, 2.
Proof. This claim was already proved. Proof. In order to show this omit the edges joining two vertices of the same B i ∪ C i (i = 1, 2) and the edges incidence with D. Thus there remains an H n−|D| which is 2chromatic and has t(n, 2) − O(n) edges. Hence we obtain the required result. Thus there is a constant N 2 such that |B i ∪ C i | − n 2 ≤ N 2 √ n and the proof is completed.
Claim 4: There is a constant N 3 such that every x ∈ B i ∪ C i is joined to all the vertices of L n − (B i ∪ C i ) except less than N 3 √ n vertices, i = 1, 2.
Proof. This follows immediately from the fact that x is not joined at least to n/2 − N 2 √ n − k vertices of B i ∪ C i but n/2 − 1 ≤ d Ln (x) ≤ n.
Let D i be the class of those vertices, which are joined to B i ∪ C i by less than k edges for i = 1, 2.
Claim 5: D is the disjoint union of D 1 , D 2 .
Proof. In fact, if x ∈ D, then there is an i(x) such that x is joined to at least (1/3)(n/2) vertices of B i(x) ∪ C i(x) , otherwise d Ln (x) < O( √ n) + (2/3)(n/2) < n/2, a contradiction.
Furthermore, x is joined to less than k vertices of B 3−i(x) ∪ C 3−i(x) , otherwise L n contains W 2k+1 as a subgraph (without loss of generality, let i(x) = 2, we select k vertices of B 1 ∪C 1 joined to x. Then select k vertices in B 2 ∪ C 2 joined to x and to the k vertices considered in B 1 ∪ C 1 . This is possible since each vertex selected from B 1 ∪ C 1 is joined to at least (n/2) − O( √ n) of B 2 ∪ C 2 and x is joined to at least (1/3)(n/2) vertices of B 2 ∪ C 2 ). The result follows.
Let V 1 = B 1 ∪ C 1 ∪ D 1 and V 2 = B 2 ∪ C 2 ∪ D 2 . By Claim 5, V 1 , V 2 is a vertex partition of L n , and it is easy to see that ∆(L n [V i ]) ≤ k − 1 for i = 1, 2. Hence by Lemma 3.6 and (3), we have L n ∈ K k n , the result follows.
Remark. We can also determine the Turán numbers for K 1 + P 2k and K 1 + P 2k+1 by similar argument of the proof of Theorem 1.4.
