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Abstract
The fusion of three alpha particles to form the excited Hoyle state in 12C, and
subsequent electromagnetic decay to the ground state, is the only known pathway
to synthesis of stable carbon in the Universe. This process takes place in red giant
stars, in which the helium density and temperature are sufficiently high for three
α particles to fuse. The Hoyle state is located energetically above the 8Be + α
and 3α energies, which makes it a resonance for the triple-α process, and thus
greatly enhances the production of carbon. This also means that the Hoyle state is
unstable to α breakup, and consequently, the probability that the Hoyle state decays
electromagnetically to a stable configuration of 12C is very small, only about 0.04%.
After over 60 years of research, the electromagnetic branching ratio is only known
with 10% accuracy, and the adopted value mainly relies on measurements from the
1960-70s. The rate of the triple-α process depends directly on the tiny radiative
decay branch of the Hoyle state, and it is imperative for astrophysical modeling to
reduce its uncertainty.
The present work focuses on a series of pair conversion measurements of tran-
sitions from the two first excited states in 12C, populated by the (p, p′) reaction at
10.5 MeV beam energy. The measurements were carried out with the Super-e spec-
trometer at the Australian National University, where the beam was delivered by the
14UD tandem accelerator. The experiments were conducted with aim to deduce an
accurate value on the radiative width of the Hoyle state, by a novel method. Another
goal was to deduce a new, improved value on the partial E0 decay branching ratio.
Two new values on the radiative width, based on new and averaged measurements,
are discussed, and a new value on the E0 branching ratio is recommended. The val-
ues are Γrad = 2.29(24) meV, Γrad = 3.27(57) meV, and Γpi(E0)/Γ = 7.19(37) · 10−6,
respectively.
In order to have confidence in the measurements, a great deal of work was put
into characterization of the spectrometer transmission and detection efficiency. A
part of this characterization involved the analysis of conversion electron and internal
pair spectra of transitions in 54Fe, which has a clean energy spectrum that includes
a strong E0 transition. Besides being a test case, the experiment is also part of a
campaign to obtain high precision spectroscopy data on excited 0+ states and E0
transitions in the N ≈ Z ≈ 28 region of the nuclear chart. Shape co-existence and
collective vibrations in the vicinity of the Z = N = 28 closed shells are continuously
challenging our basic understanding of the nuclear structure, and experimental data
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are essential. As physics results emerged from the data, a more comprehensive
analysis became a part of this thesis. Two deformed band structures, built on the
0+2 and 2
+
2 levels, were identified, and properties of the 0
+
3 state were deduced.
6
Publications and presentations
Journal publications
[1] †L.J. Evitts et al., Phys. Lett. B779, (2018) 396.
[2] B.P. McCormick et al., Phys. Lett. B779, (2018) 445.
[3] T.J. Gray et al., Phys. Rev. C96, (2017) 054332.
[4] L. Crespo Campo et al., Phys. Rev. C96, (2017) 014312.
[5] A.C. Larsen et al., J. Phys. G44, (2017) 064005.
[6] †T.K. Eriksen et al., Proceedings of Science 281, (2017) 0069, ”The 26th In-
ternational Nuclear Physics Conference (INPC2016)”.
[7] B.V. Kheswa et al., Phys. Rev. C95, (2017) 045805.
[8] †T.K. Eriksen et al., JPS Conference Proceedings 14, (2017) 020404, ”Proceed-
ings of the 14th International Symposium on Nuclei in the Cosmos (NIC2016)”.
[9] L. Crespo Campo et al., Phys. Rev. C94, (2016) 044321.
[10] G.M. Tveten et al., Phys. Rev. C94, (2016) 025804.
[11] A.C. Larsen et al., Phys. Rev. C93, (2016) 045810.
[12] T.A. Laplace et al., Phys. Rev. C93, (2016) 014323.
[13] †L.J. Evitts et al., EPJ Web of Conferences 123, (2016) UNSP 02004, ”Heavy
Ion Accelerator Symposium 2015 / International Nuclear Structure Conference
in Remembrance of George Dracoulis (HIAS2015)”.
[14] M. Guttormsen et al., Eur. Phys. J A51, (2015) 170.
[15] F.L. Bello Garrote et al., Phys. Rev. C92, (2015) 024317.
[16] B.V. Kheswa et al., Phys. Lett. B744, (2015) 268.
[17] A.C. Larsen et al., Acta. Phys. Pol. B46, (2015) 509, ”Zakopane Conference
on Nuclear Physics - Extremes of the Nuclear Landscape (2014)”.
[18] F. Giacoppo et al., EPJ Web of Conferences 93, (2015) 01039, ”15th Interna-
tional Symposium on Capture Gamma-Ray Spectroscopy and Related Topics
(CGS2014)”.
[19] B.V. Kheswa et al., EPJ Web of Conferences 93, (2015) 04005, ”15th Interna-
tional Symposium on Capture Gamma-Ray Spectroscopy and Related Topics
(CGS2014)”.
7
[20] G.M. Tveten et al., EPJ Web of Conferences 93, (2015) 04004, ”15th Interna-
tional Symposium on Capture Gamma-Ray Spectroscopy and Related Topics
(CGS2014)”.
[21] F. Giacoppo et al., Phys. Rev. C90, (2014) 054330.
[22] T.K. Eriksen et al., Phys. Rev. C90, (2014) 044311.
[23] M. Guttormsen et al., Phys. Rev. C90, (2014) 044309.
Oral presentations
[1] †”New magnetic lens spectrometer for conversion electron and pair spectroscopy
at the ANU - E0 transitions in 54,56Fe”, E0 workshop HIAS 2015, The Aus-
tralian National University, Canberra, Australia.
[2] †”Systematic studies of E0 transitions in 54,56,58Fe”, The 26th International
Nuclear Physics Conference 2016, Adelaide, Australia.
[3] †”The 3α process and pair decay from the Hoyle state”, 6th Workshop on Nu-
clear Level Density and Gamma Strength 2017, University of Oslo, Oslo, Nor-
way.
Poster presentations
[1] †”Electron-positron pair spectroscopy of the Hoyle state”, Triumf Summer In-
stitute 2015, Vancouver, Canada.
[2] †”The 3α process studied through pair conversion transitions from the Hoyle
state in 12C”, 14th International Symposium on Nuclei in the Cosmos 2016,
Niigata, Japan.
(†Directly related to the PhD project)
8
Contents
1 Motivation 15
1.1 The Hoyle state and the 3α process . . . . . . . . . . . . . . . . . . . 16
1.2 Structure of the Hoyle state . . . . . . . . . . . . . . . . . . . . . . . 19
1.3 Goal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2 Method 22
2.1 Old approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 New approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.1 Progressive improvements to the setup . . . . . . . . . . . . . 28
3 Spectrometer efficiency 31
3.1 Geometrical efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Transmission of conversion electrons . . . . . . . . . . . . . . . . . . . 32
3.3 Transmission of pair events . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.1 Simulation framework . . . . . . . . . . . . . . . . . . . . . . 34
3.3.2 Angular correlations of pair emission . . . . . . . . . . . . . . 35
3.3.3 Monte Carlo simulations of pair emission . . . . . . . . . . . . 38
3.3.4 Pair emission from aligned nuclei . . . . . . . . . . . . . . . . 39
3.4 Intrinsic efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.5 Total efficiency for conversion electrons . . . . . . . . . . . . . . . . . 45
3.6 Total efficiency for pairs . . . . . . . . . . . . . . . . . . . . . . . . . 46
4 Doppler effect 48
4.1 Recoil of target nuclei . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Target geometry and interaction point . . . . . . . . . . . . . . . . . 51
4.3 Slowing down and decay of the recoil nuclei . . . . . . . . . . . . . . 52
4.4 Doppler shift of pair emission . . . . . . . . . . . . . . . . . . . . . . 54
4.5 Calculations for 12C . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.5.1 4.44 MeV γ rays from the 2+1 state . . . . . . . . . . . . . . . 55
4.5.2 Pair transitions of interest . . . . . . . . . . . . . . . . . . . . 56
5 54Fe test case 59
5.1 Experiments using (p,p′) at 6.9 MeV . . . . . . . . . . . . . . . . . . 60
5.1.1 Singles γ and γ-γ coincidence measurements . . . . . . . . . . 60
9
5.1.2 Conversion electron and pair measurements . . . . . . . . . . 64
5.2 Evaluation of E0 transitions . . . . . . . . . . . . . . . . . . . . . . . 69
5.3 Ratio of the electronic factors of the E0 transition from the first
excited 0+ state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.4 The monopole strength of the E0 transitions from the two excited 0+
states to the g.s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.5 Internal conversion coefficients . . . . . . . . . . . . . . . . . . . . . . 74
5.6 E0 components of the Jpii → Jpif transitions . . . . . . . . . . . . . . . 77
5.7 Changes in 〈r2〉 and 〈β2〉 deduced from the extracted E0 strengths . . 79
5.8 Level scheme and systematics . . . . . . . . . . . . . . . . . . . . . . 80
5.8.1 The ground-state band . . . . . . . . . . . . . . . . . . . . . . 80
5.8.2 The excited 0+2 band . . . . . . . . . . . . . . . . . . . . . . . 83
5.8.3 The excited 2+2 band . . . . . . . . . . . . . . . . . . . . . . . 84
5.8.4 The 4+ group . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.8.5 The excited 0+3 state . . . . . . . . . . . . . . . . . . . . . . . 85
5.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6 Pair decay from the Hoyle state in 12C 89
6.1 Levels and transitions of interest . . . . . . . . . . . . . . . . . . . . . 89
6.2 Experimental conditions . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.3 Decay widths and line shapes . . . . . . . . . . . . . . . . . . . . . . 91
6.4 Experimental data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.4.1 Pair spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.4.2 Time differences . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.5 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.5.1 Background component of the pair spectra . . . . . . . . . . . 98
6.5.2 Prompt background component . . . . . . . . . . . . . . . . . 100
6.6 The E0 pair branching ratio of the Hoyle state . . . . . . . . . . . . . 102
6.7 The 3.22 MeV E2 pair transition . . . . . . . . . . . . . . . . . . . . 107
6.8 Summary and discussion . . . . . . . . . . . . . . . . . . . . . . . . . 109
7 Concluding remarks 116
Appendix A 118
A.1 Gain matching of pair spectra . . . . . . . . . . . . . . . . . . . . . . 118
A.2 Stopping of recoils . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
10
List of Figures
1.1 The pp-chain and the 3α process . . . . . . . . . . . . . . . . . . . . 15
1.2 Formation and decay of the Hoyle state . . . . . . . . . . . . . . . . . 18
1.3 Ikeda diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1 Horizontal cross section of the spectrometer setup . . . . . . . . . . . 25
2.2 An exterior view of the experimental setup . . . . . . . . . . . . . . . 25
2.3 The Miel Si(Li) array and transmission of the spectrometer . . . . . . 26
2.4 The assembled Miel Si(Li) detector array. . . . . . . . . . . . . . . . . 26
2.5 The APTERIX γ-ray monitor detector . . . . . . . . . . . . . . . . . 27
2.6 Super-e signal processing electronics . . . . . . . . . . . . . . . . . . . 29
3.1 Acceptance characteristics of the spectrometer. . . . . . . . . . . . . . 32
3.2 Relative transmission efficiency of the spectrometer. . . . . . . . . . . 33
3.3 The spectrometer frame . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4 Simulated emission and detection of pairs in the spectrometer. . . . . 37
3.5 The angular distribution of γ rays from the 4438 keV E2 transition . 41
3.6 Comparison of the aligned and unaligned cases for the 4.44 MeV E2
pair emission in 12C . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.7 Intrinsic detector efficiency from PENELOPE simulations . . . . . . . 43
3.8 PENELOPE simulations of electron and positron detection . . . . . . 44
3.9 Relative efficiency of the spectrometer with detector efficiency from
PENELOPE simulations. . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.10 Detector efficiency for pair measurements . . . . . . . . . . . . . . . . 47
4.1 Relation between the lab and centre of mass frames. . . . . . . . . . . 49
4.2 Scattering angles in the lab and centre of mass frames . . . . . . . . . 50
4.3 Stopping of 2 MeV 12C recoil ions in a 12C target . . . . . . . . . . . 53
4.4 CM scattering angle distribution used for the Doppler simulations . . 56
4.5 Doppler simulations of the 4438 keV E2 γ ray transition . . . . . . . 57
4.6 Doppler simulations of the pair transitions in 12C . . . . . . . . . . . 58
5.1 Level scheme indicating the states and transitions of interest in 54Fe . 59
5.2 Singles γ-ray spectra measured for 54Fe . . . . . . . . . . . . . . . . . 61
5.3 Gamma coincidence data measured for 54Fe . . . . . . . . . . . . . . 62
5.4 Angular correlation for the 0+2 → 2+1 → 0+1 transition in 54Fe . . . . . 64
5.5 The spectra of 54Fe measured with the electron spectrometer setup . 65
11
5.6 High energy end of the measured gamma spectrum . . . . . . . . . . 67
5.7 Time difference spectra of the pair transitions in 54Fe . . . . . . . . . 68
5.8 Pair transitions from the 0+3 state in
54Fe . . . . . . . . . . . . . . . . 68
5.9 Combined γ and CE efficiency for the 54Fe experiment . . . . . . . . 75
5.10 Experimental K-shell conversion coefficients obtained for 54Fe . . . . 76
5.11 Level scheme deduced for 54Fe . . . . . . . . . . . . . . . . . . . . . . 81
5.12 Level systematics for known levels among the iron isotopes . . . . . . 82
5.13 Band energies versus rotational dependence for the 0+2 and 2
+
2 bands . 83
5.14 Transition between the 2+2 and 0
+
2 band heads . . . . . . . . . . . . . 84
5.15 The interaction of the tensor force on single particle energy levels in
54Fe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.1 The levels and transitions of interest in 12C. . . . . . . . . . . . . . . 89
6.2 Raw EE matrices of the four transitions measured in the 12C exper-
iments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.3 Pair spectra of the 3.22 MeV E2 transition in 12C . . . . . . . . . . . 94
6.4 Pair spectra of the 4.44 MeV E2 transition in 12C . . . . . . . . . . . 94
6.5 Pair spectra of the 6.05 MeV E0 transition in 16O . . . . . . . . . . . 94
6.6 Pair spectra of the 7.65 MeV E0 transition in 12C . . . . . . . . . . . 94
6.7 Relevant region of the γ-ray spectra measured in the 12C experiments 95
6.8 Time differences measured in the Oct 2015 experiment . . . . . . . . 97
6.9 Time differences measured in the Nov 2017 experiment . . . . . . . . 98
6.10 Pair spectra of the 6.05 MeV E0 transition in 16O for various types
of segment combinations . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.11 Background component in the time differences of the 4.44 MeV E2
transition in 12C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.12 Scaled background subtraction for the 4.44 MeV E2 transition in 12C 101
6.13 Ratio of the proton distributions populating the 4.44 and 7.65 MeV
excited states in 12C . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.14 Previous, new, and adopted E0 pair branching ratio of the Hoyle
state in 12C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.15 Comparison of the previous and ANU measurements of the 7654 keV
pair transition in 12C . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.16 Expected number of counts in the 3.22 MeV E2 pair peak of October
2015 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.17 Expected number of counts in the 3.22 MeV E2 pair peak of Novem-
ber 2017 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
12
6.18 Measured and averaged radiative branching ratios of the Hoyle state
in 12C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.19 Deduced reaction rates for the 3α process . . . . . . . . . . . . . . . . 112
13
List of Tables
2.1 Recommended values for the quantities used to deduce Γrad . . . . . . 22
3.1 Pair efficiencies for all the transitions relevant to this work . . . . . . 47
4.1 Quantities used for the Doppler calculations of the pair transitions . . 56
5.1 Singles γ-ray transitions not indicated in Fig. 5.2 . . . . . . . . . . . 61
5.2 Limits in the conversion electron simulation . . . . . . . . . . . . . . 71
5.3 Efficiencies and peak areas for the 2.56 MeV E0 transition in 54Fe. . . 71
5.4 Transitions from the two excited 0+ states and relevant quantities . . 72
5.5 Deduced intensities of the four transitions of interest in 54Fe . . . . . 73
5.6 Monopole strengths of the two excited 0+ states in 54Fe . . . . . . . . 73
5.7 Peak areas of the K-shell conversion and γ-ray transitions in 54Fe . . 75
5.8 Experimental K-shell conversion coefficients for 54Fe . . . . . . . . . . 76
5.9 Monopole strengths of the two 2+i → 2+f transitions in 54Fe . . . . . . 78
5.10 Deduced ∆〈r2〉 and ∆〈β2〉 for transitions in 54Fe . . . . . . . . . . . . 79
5.11 The new information on monopole transitions in 54Fe . . . . . . . . . 87
6.1 Peak areas, sampling, and experimental E0 pair branching ratio of
the Hoyle state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.2 Estimated number of counts for the 3215 keV E2 pair transition . . . 108
6.3 Current, new, and recommended quantities for deducing Γrad . . . . . 111
A.1 Raw experimental pair energies . . . . . . . . . . . . . . . . . . . . . 119
A.2 Triangulated singles energies 1 . . . . . . . . . . . . . . . . . . . . . . 120
A.3 Triangulated singles energies 2 . . . . . . . . . . . . . . . . . . . . . . 121
14
Chapter 1
Motivation
In the first half of the 20th century, following the discovery of the atomic nucleus
and its basic constituents, protons and neutrons, the process of nucleosynthesis was
recognized as being responsible for the energy output of stars by formation of new
elements in nuclear reactions. Newborn stars consist mainly of hydrogen, specifically
1H, which is the most abundant element and isotope in the universe. Nucleosynthesis
in these stars is driven by proton capture, initiated by the p+p→ 2He→ d+e+ +νe
reaction. The so called pp-chains following this reaction, are three different sequences
of nuclear reactions converting four protons into a 4He nucleus. See Fig. 1.1(a) for an
illustration of the pp-chains, comprising the reaction network of hydrogen burning.
As the synthesis reaches 8Be, it is inhibited by an almost instant decay back to two
4He nuclei (T1/2 = 8.2 × 10−17 s) [1], thus, no heavier elements can be formed by
proton capture at this stage. However, due to our own existence and observations,
we know that heavier elements exist. In fact, carbon and oxygen are the fourth and
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(a) Stellar hydrogen burning, comprised
of the pp-I (green), pp-II (red) and pp-III
(cyan) chains. The two first reactions
(orange) are the same in each chain, and
the magenta arrow indicates a reaction
common to the pp-II and III chains.
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(b) The first stage of stellar helium
burning, initiated by the sequential 3α
process forming carbon. The reaction is
eventually succeeded by further fusion of
helium and carbon, leading to the forma-
tion of oxygen.
Figure 1.1: Nucleosynthesis in the lower left corner of the nuclear chart. The black
squares indicate stable nuclei, and the arrows nuclear reactions.
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third most abundant elements in the universe, respectively. How were these elements
synthesized if the pp-chain stops at 8Be? This was a mystery for a long time, until
1951, when Salpeter suggested that a small equilibrium concentration of 8Be could
build up and capture α particles to form 12C [2]. This scenario becomes feasible
with time, as the 4He concentration in the star accumulates and saturates due to its
formation in the pp-chain. However, the riddle was not solved, as Fred Hoyle pointed
out that the capture probability would be too small to explain the observed carbon
abundance, unless a resonant state in 12C resembling the energy and configuration
of three alpha particles exists. He predicted this resonance to be an excited 0+
state at around 7.7 MeV [3]. To everyone’s excitement, the predicted level was
experimentally verified by Dunbar et al. in 1953 [4], and remeasured by Cook et al.
in 1957 [5]. The latter experiment also supported a 0+ configuration as being most
probable. Since Fred Hoyle’s prediction was quite astonishing, the 7.65 MeV 0+ state
in 12C has been named the Hoyle state. Following the experimental discoveries of
Dunbar and Cook, the triple-α reaction was broadly recognized as the mechanism
overcoming the 8Be instability, thus opening the channel to synthesis of 12C and
heavier elements in the universe. The underlying physics of the Hoyle state and the
3α process are fundamental, and even today, some 60 years later, research on the
Hoyle state and its properties is still of very high interest in the fields of astrophysics,
nuclear structure and nuclear forces. The topics involved will be introduced in the
following.
1.1 The Hoyle state and the 3α process
As subtly introduced above, the Hoyle state is an excited 0+ state at Ex = 7.654 MeV
above the ground state in 12C. It is situated slightly above the 3α and 8Be+α decay
thresholds at 7.274 MeV and 7.367 MeV, respectively, which means that the state
is unstable to α breakup, either directly by 12C → 3α, or sequentially via the two
steps 12C → 8Be + α, and 8Be → 2α. The instability of the Hoyle state can be
expressed in terms of its currently estimated half-life, T1/2 = 4.9(5) · 10−17 s [6],
which is even shorter than the half-life of 8Be. In helium burning Asymptotic Giant
Branch (AGB) and Red Giant Branch (RGB) stars, the stellar temperatures are in
the range of T = 0.1− 2.0 · 109 K, and the relative kinetic energies of the α particles
are comparable to the energies released by α decay and 3α breakup of the Hoyle
state, as well as the energy released by the α decay of 8Be. This means that the
Hoyle state acts as a resonance for fusion of three α particles under these stellar
conditions, by the reverse reactions. In other words, the energy of the Hoyle state
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above the 3α threshold (0.38 MeV), as well as the ground state of 8Be above the 2α
threshold (0.09 MeV) and the Hoyle state above the 8Be +α threshold (0.29 MeV),
lies within the Gamow windows corresponding to the stellar temperatures of AGB
and RGB stars cited above, i.e. windows with centroids E0 = 0.15− 1.1 MeV. The
Gamow window is defined by the product of the Maxwell-Boltzmann factor e−E/kBT
describing the temperature dependence of the reaction probability, and the Gamow
factor e−2piη, which accounts for the Coulomb barrier of the reaction. The quantity
η is proportional to
√
1/E and also depends on the charges and masses of the re-
acting particles. Here, E denotes the reaction energy, kB the Boltzmann constant,
and T the stellar temperature. Since the Gamow window is defined as a product of
two inversely proportional factors, it represents an energy range in which most of
the nuclear reactions of a certain type occurs in the stellar environment. Further,
resonances corresponding to energies within the Gamow window greatly enhances
reaction rates, thus the Hoyle state greatly enhances the 3α reaction rate in AGB
and RGB stars. Recent studies have concluded that the sequential decay dominates,
being ≈ 2300 times stronger, and that the direct decay is negligible [7, 8]. This im-
plies that the reverse reaction, i.e. the formation of 12C by direct fusion of three α
particles, is negligible at the stellar temperatures of helium burning stars. Thus,
in this work, the 3α process in red giants is assumed to exclusively occur via the
two-step sequence suggested by Salpeter.
Another consequence of the fact that the Hoyle state is unbound to α decay, and
because of the strong binding of α particles, the structure of the state is believed to
resemble a cluster of three α particles. This will be explained further in Sec. 1.2.
Figure 1.2 provides a schematic representation of the 3α process and the electro-
magnetic decay routes from the Hoyle state. The electromagnetic decay from the
Hoyle state is the only way stable carbon is formed in stars, and thus the gateway
for the synthesis of all heavier elements in the universe. In order of branching ratio,
the most likely electromagnetic decay route is the 3.22 MeV E2 γ-ray transition to
the first-excited 2+1 state, second is the 7.65 MeV E0 e
−e+ pair decay to the 0+1
ground state, and third is the E2 pair decay to the 2+1 state. Conversion electrons
are negligible compared to the other decay modes, with a branching ratio of only
10−5% for both transitions de-exciting the Hoyle state. With current experimental
knowledge from the 1970’s [6] and theoretical conversion coefficients, the branching
ratios are 98.25%, 1.66%, and 0.09%, respectively. Further, the total electromag-
netic decay from the Hoyle state occurs only ≈ 0.04% of the time, as the α decay
back to 8Be accounts for ≈ 99.96% of the decay. Hence, it can be seen that stable
carbon is only formed in a small fraction of the three α particle fusion events. The
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Figure 1.2: Formation and decay of the Hoyle state.
3α reaction rate is related to the radiative properties of the Hoyle state by [9]
r3α = 4
√
27 · N
3
αpi
3~5
M3αk
3
BT
3
· ΓαΓrad
Γ
· e−(E3α/kBT ) , (1.1)
where Nα and Mα are the number density and mass of the interacting
4He nuclei,
and Γ, Γα and Γrad are the total, α decay and radiative decay widths of the Hoyle
state, respectively. Further, E3α is the energy released in the disintegration of the
Hoyle state (E3α = 0.38 MeV), and ~, kB and T are the reduced Planck constant,
the Boltzmann constant and the temperature in Kelvin, respectively.
Since conversion electrons can be neglected, the radiative width is the sum of the
γ and pair decay widths, Γrad = Γ
3.22
γ (E2) + Γ
7.65
pi (E0) + Γ
3.22
pi (E2), where pi denotes
e−e+ pairs. Also, since direct fusion of three α particles is negligible, Γ ≈ Γα, and
Eq. (1.1) can be simplified to
r3α ∝ Γrad
T 3
· e−(E3α/kBT ) , (1.2)
and it can be seen that the astrophysically important production rate of 12C depends
directly on Γrad. The radiative width has never been measured directly, because the
two-step nature of the 3α process and the short half-life of 8Be makes it extremely
challenging. Despite the difficulties, the radiative width of the Hoyle state has been
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determined by indirect measurements, which will be introduced in Ch. 2.
1.2 Structure of the Hoyle state
Single particle shell model calculations have been successful in reproducing the en-
ergy of the 4.44 MeV 2+1 excited state in
12C rather well, see e.g. [10], indicating an
independent particle configuration overlapping with the ground state. However, the
same shell model calculations failed to reproduce the 0+1 Hoyle state, which was at-
tributed to a very different structural configuration. The most recognized candidate
is a 3α cluster structure, which agrees with the threshold clustering picture [11]. The
essence of this is that the internal excitation energy of a nucleus, if close to a decay
threshold, might be converted to binding of clusters, resulting in structural changes.
In other words, as the compactness of the nuclear system is reduced, tightly bound
sub-units like the α particle are allowed to form within the nuclear potential. A vi-
sual representation of the idea is provided by the Ikeda diagram [11] in Fig. 1.3. The
α particle model for α conjugate nuclei was initially proposed decades earlier [12],
but was dismissed because the theory oversimplified the nuclear structure of the
ground states (except for in 8Be, where the ground state energy is 92 keV above
the 2α threshold). However, the early work led to the discovery of a linear depen-
dence between the number of internal α cluster bonds and nuclear binding energy,
indicating a fixed energy of the α-α interaction. Several new approaches along the
lines of these ideas [6], based on α clusters with an appropriate α-α interaction,
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Figure 1.3: An Ikeda diagram for the four lightest α-conjugate nuclei, illustrating the
idea of clustering as a function of threshold energy (indicated by labels).
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has since then been extensively researched. It has also been theorized that if the
nuclear radius is sufficiently large, the internal structure of the α particles becomes
unimportant, and the Hoyle state could be viewed as a nuclear Bose-Einstein con-
densate of three α particles [13]. This means that the separation of the α clusters is
such that individual nucleon interactions between clusters are negligible, and that
the nuclear configuration would simulate a system of three overlapping bosons. The
models suggest a variety of cluster structure arrangements, such as a triangle, a
straight chain, or a boomerang, which would produce different nuclear radii. Since
the Bose-Einstein condensate also depends on the separation of the clusters, a good
way to test the models would be to compare the radii of the Hoyle state and the
ground state. These models are very important to test, since research on the α
particle as a nuclear sub-unit is likely to reveal details of the nuclear interaction, i.e.
the nuclear force binding nucleons in a nucleus.
Although clustering theories provide qualitative insights to the structure of the
Hoyle state, ab initio calculations are required for investigation of its fundamental
properties. The first such calculation to successfully reproduce the excitation energy
and properties of the Hoyle state was performed by applying Lattice Effective Field
Theory, and is presented in Ref. [14]. The work signified a leap towards under-
standing the fundamental properties of the Hoyle state, and also indicated that its
structure is comprised of a linear chain of α clusters.
Another approach for investigating the structure of the Hoyle state is to search
for rotational 2+, 4+, . . . states built on top of it. Such states would reveal that
the structure is non-sperical, as well as help to determine whether the cluster struc-
ture is gas-like (soft) or crystal-like (rigid). A 2+ state at about 2 MeV above the
Hoyle state has been observed in the inelastic proton and α scattering measure-
ments of [15–17], and was later unambiguously confirmed in a photodisintigration
measurement at HIγs to an excitation energy of 10.03(11) MeV [18]. This energy
agrees with the prediction of a rotational 2+ state built on the Hoyle state [19]. The
energies of the Lattice Effective Field Theory calculations in [20] correspond very
well to the experimental measurements, and a boomerang shape of the Hoyle state
and 2+2 state is indicated. It has, however, not yet been confirmed that the measured
2+2 state is built on the Hoyle state.
Two new measurements on the direct 12C∗ → 3α decay branch of the Hoyle state
reveal new upper limits of ≤ 0.043% [7] and ≤ 0.047% [8] for this branch. These
results are below the theoretical limit of < 1% [21] obtained by considering three
interacting quasi-bosonic α clusters, and impose a situation where higher precision
is needed in theoretical calculations for a meaningful comparison to be made.
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In summary, the advances towards understanding the α-cluster nature of the
Hoyle state are promising, but further investigations are needed to reach an unam-
biguous conclusion.
1.3 Goal
The goal of this work is to obtain a precise, direct measurement of both pair tran-
sitions from the Hoyle state, with the aim to deduce Γrad in a novel fashion. This
is both to scrutinize the previous measurements, which are 30-40 years old, and to
improve on the precision of the Γrad value itself. Additionally, the work aims at de-
ducing an improved value for the E0 pair branching ratio of the Hoyle state, which
may be done by the 7.65 MeV E0 and 4.44 MeV E2 pair transitions measured in
the same experiment. This quantity is the largest contributor to the uncertainty of
the radiative width of the Hoyle state, as will be shown in Ch. 2.
From an astrophysics perspective, precision of nucleosynthesis calculations in
stars is the main motivation. These calculations depend strongly on the 3α rate
since it is a bottleneck at early stages of the synthesis, and affects the production
factors of heavier elements. Theoretical calculation of the reaction rate has been
intensely debated and precise experimental input is needed.
The nuclear physics motivation is to investigate α clustering models, which by
comparison to experimental results are likely to reveal information on nuclear struc-
ture and forces.
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Chapter 2
Method
This chapter introduces the method intended for deducing the radiative width of the
Hoyle state. First, the old method and current results are discussed, then, the new
proposed approach. Subsequently, the experimental setup developed for achieving
the measurements will be presented.
2.1 Old approach
Previous experimental efforts to deduce the radiative width of the Hoyle state were
all based on the same approach, namely an indirect way by combining the three
separately measured quantities (indicated in square brackets) by
Γrad =
[
Γrad
Γ
]
×
[
Γ
ΓE0pi
]
× [ΓE0pi ] , (2.1)
where Γ is the total and ΓE0pi the partial E0 pair decay width. The current recom-
mended values [6], listed in Table 2.1, result in Γrad = 3.73(37) meV. This value has
an uncertainty of ≈ 10%, mainly due to the challenges of measuring ΓE0pi /Γ. The
relatively small E0 pair decay branch of the Hoyle state is needed to deduce the
total decay width, Γ, in conjunction with the directly measured E0 decay width
ΓE0pi . The radiative width is then found by combining the radiative decay branch,
Γrad/Γ, with the deduced total width. Thus, since the value of the deduced total
width depends on the E0 pair decay branch, the magnitude and uncertainty of the
latter has a big impact on the deduction of the radiative width. A significantly
higher precision on Γrad is required for studies of carbon production in low mass
Asymptotic Giant Branch stars and core-collapse supernovas [22]. The two first
quantities on the right hand side of Eq. (1.1) were both measured in the 1960-70’s,
and their recommended values are averages of these. Although the averages are con-
Table 2.1: Recommended values for the
quantities used to deduce Γrad.
Quantity References
Γrad/Γ = 4.03(10) · 10−4 [27–34]
ΓE0pi /Γ = 6.7(6) · 10−6 [35–39]
ΓE0pi = 62(2) µeV [40]
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sidered to provide robust values for the two quantities, there are some discrepancies
between the individual measurements, which will be discussed in Secs. 6.6 and 6.8.
There is a renewed interest on the uncertainty of the 3α reaction rate due to the
major advances in computing power available for astrophysical simulations, and it
would be beneficial to remeasure these quantities using modern equipment. New
measurements have the potential to amend the current results, as well as reducing
the uncertainties. In fact, Γrad/Γ was revaluated very recently in 2016 in [23], from
a 12C(p, p′γγ) measurement performed at the Oslo Cyclotron Laboratory [24], and
will be presented in Sec. 6.8. Further, the E0 pair decay branching ratio, ΓE0pi /Γ, will
be deduced from the experimental data of this work. This will be performed in con-
junction with a new measurement (2017) of the angular distribution of the 4.4 MeV
E2 transition [25], which is needed for efficiency correction due to alignment of the
4.44 MeV 2+1 state. The partial E0 pair decay width is the only absolutely known
quantity in Eq. (2.1), and was determined in an electron scattering experiment at
S-DALINAC, Darmstadt in 2010 [40]. With the recent measurements at hand, the
old approach will be revaluated in this work.
2.2 New approach
The new approach for determining the radiative width of the Hoyle state [26] is
based on using the ratio of the pair decay of the Hoyle state to the first-excited
and ground states, i.e. ΓE2pi /Γ
E0
pi . This is unprecedented, since the 3.2 MeV E2 pair
transition is extremely rare and difficult to measure. However, the advantages are
that the pair transitions may be measured in the same experiment, and that the
transitions are not affected by nuclear alignment. This is because of the 0+ nature
of the Hoyle state, and the ratio can thus be determined directly without having to
correct for angular distributions, which eliminates a source of uncertainty. Further,
the approach eliminates the need of the experimental quantities Γrad/Γ and Γ
E0
pi /Γ,
of which the latter is the main source of uncertainty in the current value of Γrad.
The new approach proceeds by combining the pair branching ratio, ΓE2pi /Γ
E0
pi ,
with the known value of the E0 pair decay width, ΓE0pi , and the theoretical pair
conversion coefficient, αE2pi ≡ ΓE2pi /ΓE2γ , to deduce the radiative width by
Γrad = Γ
E2
γ + Γ
E2
pi + Γ
E0
pi =
([
ΓE2pi
ΓE0pi
]
×
(
1
αE2pi
+ 1
)
+ 1
)
× [ΓE0pi ] . (2.2)
Hence, the deduction of the radiative width is performed by combining two directly
measured quantities. The pair conversion coefficient is known with an accuracy of
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≈ 1% [48]. In addition to determining Γrad in an entirely new way, the new approach
is anticipated to reduce the uncertainty to ≈ 5%.
2.3 Experimental setup
The experimental setup is located at the Heavy Ion Accelerator Facility (HIAF)
at The Australian National University (ANU), where the 15 MV pelletron tandem
accelerator [49] provides ion beams for nuclear physics experiments.
As introduced in Sec. 2.2, measurements of the pair transitions de-exciting the
Hoyle state are required for the new method. Pair measurements are also needed
to deduce a new value on the E0 branching ratio, ΓE0pi /Γ. For this purpose, a new
spectrometer setup optimized for pair measurements has been developed, based on
the existing ANU 2.1 T superconducting solenoid [50] manufactured by Cryogenic
Consultants LTD. As the name indicates, the spectrometer magnetic field strength
has a range of 0 − 2.1 T, which accommodates the transmission of electrons and
positrons of kinetic energies up to 13 MeV. An illustration of the horizontal cross
section of the spectrometer is shown in Fig. 2.1, and Fig. 2.2 provides an exterior
view of the setup. The first thing to note is that the solenoid axis is perpendicular
to the beam axis. The solenoid bore is divided into three sections, namely the short
end, the target chamber, and the long end. The bore diameter is 84.2 mm and the
long and short end flanges, where detectors can be mounted, are located 459 mm and
309 mm away from the target position, respectively. The NbTi coils surrounding the
bore are made superconducting by cooling them down to a temperature of 4.2 K us-
ing liquid helium. To avoid excessive helium boil-off, the cooling system is situated
inside a liquid nitrogen jacket and is thus thermally shielded from the environment
to a good extent. With all coils powered up, the magnetic field is highly homogenous
and axially symmetric, with a discrepancy of −3.7% ≤ ∆B/B ≤ +1.6% within the
long end volume relevant for the spectrometer [50]. The coil current is computer
controlled, and the magnetic field is monitored with a Hall probe. The magnetic field
can either be swept over a range, or set to sample a few discrete values. Sampling is
determined by the integrated current in the beam dump for in-beam measurements,
or by time for source measurements.
The baffle system of the spectrometer is mounted inside the long end of the
solenoid, followed by the Miel Si(Li) detector array at a distance of 350 mm from
the target. The axially symmetric baffle system is designed to shield the detector
array against γ rays emitted from the target, and consists of two axial baffles and
a diaphragm, see Figs. 2.1 and 2.3. The absorbers are made of Heavymet (W-Ni-Fe
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Figure 2.1: A sketch of the horizontal cross section of the spectrometer setup, illustrating
the geometry and components inside the bore. The superconducting coils are also indicated
by intersected rectangles.
beam 
short end long end 
Miel 
target CCTV- 
camera 
coldfinger 
Figure 2.2: An exterior view of the experimental setup.
alloy) coated with a 1 mm layer of low Z material, TorrSeal (Low Vapor Pressure
Epoxy, consisting mainly of H, O, and N), to reduce the amount of scattering of
primary electrons and positrons, as well as production of secondary electrons. Elec-
trons and positrons emitted within the acceptance angles and momentum window of
the spectrometer bypass the baffle system and reach the detector plane. As shown
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Figure 2.3: The assembled Miel Si(Li) array is seen to the right, and the trajectories
of an electron-positron pair are indicated with red and green lines. The beam and target
assembly is on the left. Courtesy of Thomas Tunningley, Nuclear Physics, ANU.
in Fig. 2.3, this is due to the helical trajectories enforced by the Lorentz force acting
on the charged particles in the magnetic field. Transmission of electron-positron
pairs as a function of magnetic field and momentum will be explained further in
Ch. 3.
The Miel array consists of of six identical, 9 mm thick circle sector shaped Si(Li)
segments, with an active area of 236 mm2 each [26]. When assembled, the seg-
ments form a disc, only separated by 3 mm thick, non-magnetic Heavymet spac-
ers to avoid cross-scattering of electrons or positrons. A picture of the assembled
Figure 2.4: The assembled Miel
Si(Li) detector array.
detector array is shown in Fig. 2.4. For opera-
tion, the array needs to be cooled down to liq-
uid nitrogen temperature (77 K) and biased with
a positive potential of 800 V. The Miel detec-
tor array may be operated as a single detector
by adding together the individual spectra of the
segments, or in coincidence mode by requiring
two or more segments to have fired. The thick-
ness of the segments allows for full absorption of
electrons and positrons up to a kinetic energy of
3.5 MeV, which corresponds to a transition en-
ergy of 8 MeV for internal pair formation. The
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array is thus capable of detecting the 7.65 MeV E0 transition from the Hoyle state.
Since the spectrometer axis is perpendicular to the beam axis, the target is
positioned at 45◦ relative to the beam to allow for electrons and positrons to be
emitted through the rear and into the long end. The target chamber is accessed
from below by a remotely controlled target ladder containing two slots, situated
inside a vacuum lock. This allows for interchanging two different targets without
having to close the lock and break the vacuum, which is typically 3 · 10−7 torr. A
CCTV camera has been mounted on the short-end flange, and is used in conjunction
with a fluorescent AlO2 target to assist with beam tuning.
In case the beam is deflected in the vertical direction within the solenoid field, it
may be corrected for by applying a magnetic deflector further upstream on the beam
line. The correction is computer controlled, and can be automated as a function
of magnetic field measured with the Hall probe. The beam collimator, which is
positioned 0.4 m in front of the target, has an elongated vertical opening which
allows for this varying deflection. Calculations indicate that the position of the
beam spot of 10.5 MeV protons will differ within less than 1 mm for the lowest
and highest magnetic fields applied in the 12C experiment, which correspond to the
3.22 and 7.65 MeV transitions from the Hoyle state, respectively. To correct for
this small discrepancy, and make sure the beam is centered at the target for both
transitions, the magnetic deflector is operated using a linear relation between beam
Figure 2.5: An illustration of the
APTERIX γ-ray monitor detector,
showing a cross section of the massive
collimator.
deflection and magnetic field, which has
proved satisfactory by observations on the
viewer. The spectrometer setup is comple-
mented by two HPGe detectors, ODIN and
APTERIX, for monitoring the γ rays from
the target. The length and diameter of
the Ge crystals are 81 mm×54 mm, which
provide an efficiency of 35% at 1.33 MeV.
The Compton suppressed ODIN is positioned
25 cm away from the target at 135◦ in the
vertical plane, and APTERIX is positioned
≈ 1.5 m away from the target in a similar
backwards angle. The latter is used for mon-
itoring the reaction rates in the target, and
is heavily collimated by a 50 kg lead (inside)
+ 34 kg borated plastic (outside) cast. The
collimator, shown in Fig. 2.5, has an exten-
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sion of 15 cm outside the detector front end, with a 1 cm diameter wide opening
facing the target. The ODIN detector, which is much closer to the target, is used
in conjunction with the Miel array to extract conversion coefficients in conversion
electron experiments.
The beam is stopped in a 0.5 mm thick, 3”×10” gold plate, which was chosen
over lead due to reduction in the measured neutron background level. Since proton
beams are often used in Super-e experiments, a 15 cm thick layer of borated plastic
further shields the environment from neutrons produced by (p, n) reactions in the
beam stop.
There are 16 signals of interest, namely the energies and times from the six Miel
Si(Li) segments, the energies of the two HPGe detectors, and the two readings of
the solenoid control voltage and Hall probe. The data are stored event by event on
a computer, and sorted offline. A block diagram of the electronics circuit is shown
in Fig. 2.6, where the following abbreviations have been used; Analog to Digital
Converter (ADC), Constant Fraction Discriminator (CFD), Spectroscopic Ampli-
fier (SA), and Timing Filter Amplifier (TFA). Summed Miel energies, Miel time
differences, and the magnetic rigidity can further be deduced from the measured
quantities. The magnetic rigidity is used for gating on the physical momentum
window to reduce background in conversion electron measurements. For pair mea-
surements, the summed electron-positron pair energy can be projected out with
gates on prompt time differences, and background be subtracted by gates on the
random time differences. The six segments of Miel provide 15 unique two-segment
combinations. Data measured at different magnetic fields may be normalized to
relative sampling by the peak area of a strong transition in the γ-ray spectrum of
APTERIX, projected out with gates on the respective magnetic field.
2.3.1 Progressive improvements to the setup
Most of the experimental setup described in this section was already in place at the
beginning of this PhD project. However, some of the aspects were implemented and
tested during the course of this work. This includes the implementation of beam
correction using the magnetic deflector and installation of an elongated collimator,
optimization of the electronics system, installation of a permanent γ ray monitor de-
tector with heavy shielding, and grooving of the baffle system. The electronics were
optimized by installing new modules, adjusting gains, thresholds, shaping times,
pole-zero, and elimination of noise sources. An agreement in the count rates of time
and energy signals was an important aspect of this. Also, instead of using the aging
cable runs to transfer signals for acquisition in the control room, the acquisition
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Figure 2.6: A block diagram of the signal processing electronics. The Canberra M2002
preamplifiers used for Miel have 93 Ω and 50 Ω impedance for the energy and time signals,
respectively. The MCFD-16 trigger output can be set to singles (OR), or coincidences
(AND), which may be further restricted with lower and upper limits on multiplicities, as
well as specific detector combinations. Abbreviations are explained in the text.
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system was moved into the experimental hall next to the electronics. The result was
reduced noise levels and a near perfect gain stability of the system. Poor contacts
were probably developing in the old cable runs, which previously resulted in drifts
of the signal amplitudes. The reduced noise levels are due to a lower potential
for picking up background disturbances, since the cable lengths were reduced from
about 30 m to less than 1 m. The baffle system was grooved with steps to reduce
the probability of scattering from its smooth surface. The modification is illustrated
in Fig. 2.3, see e.g. the axial baffle next to the target.
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Chapter 3
Spectrometer efficiency
This chapter explains the acceptance and transmission of conversion electrons and
e−e+ pairs in the spectrometer, and how to account for the efficiency accordingly.
Effects due to emission from aligned nuclei will also be taken into account. In the
later part of the chapter, the intrinsic detector efficiency is evaluated by Monte Carlo
simulations, to estimate the total efficiency of the system.
3.1 Geometrical efficiency
In addition to the acceptance angles of the spectrometer front end, the geometrical
efficiency of the spectrometer is defined by the momentum window, which depends
on the magnetic field and the geometry of the baffle system. The momentum window
defines the physical limits in terms of momentum, for transportation of an electron
or positron from the target to the detector surface. The width and centroid of the
momentum window increases with magnetic field strength, which essentially means
that the acceptance and transmission efficiency of the spectrometer increases with
measured energy, and that there is an optimum magnetic field for transportation of
a certain particle energy. The acceptance angles (θ ∈ [15.9◦, 46.9◦] with respect to
the spectrometer symmetry axis) remain constant, however, a larger range of mo-
menta falls within the limits with stronger magnetic fields, thus providing a larger
effective geometrical efficiency as a function of magnetic field. A magnetic field vs.
energy matrix is displayed in Fig. 3.1(a), depicting the increasing momentum win-
dow as a function of magnetic field and measured energy. The solid lines indicate
the momentum window, which was determined as described below. An energy in-
dependent acceptance window can be deduced from the quantity B/Bρ(E), where
B is the magnetic field and
Bρ(E) =
√
E2 + 2m0c2E
m0c2
· 1704.509 G·cm (3.1)
is the magnetic rigidity for electrons and positrons with kinetic energy E, and rest
mass m0c
2. Simulated and measured distributions of the acceptance window are
shown in Fig. 3.1(b), which shows an excellent agreement between experiment and
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Figure 3.1: Acceptance characteristics of the spectrometer.
theory. Evaluation of the distributions provides characteristic limits on the spec-
trometer transmission, which are fixed for all energies, and the extracted limits are
shown in Fig. 3.1(b). The momentum window can then be deduced, at any energy,
by combining the calculated quantity B/Bρ(E) with the characteristic limits of the
acceptance window. The fixed limits of the acceptance window thus provide ideal
gates for sorting out real transmitted events from the total measured data. Further-
more, the magnetic field dependent momentum acceptance has to be considered in
the efficiency correction, as will be discussed in Sec. 3.2.
3.2 Transmission of conversion electrons
The spectrometer transmission efficiency for conversion electrons is defined by the
width of the momentum window, which increases with magnetic field and measured
electron energy. In conversion electron experiments, the magnetic field of the spec-
trometer is usually swept to cover a region of interest in transition energy. A sweep
cycle is defined as the incrementation of the field from a minimum to a maximum
value, followed by the decrementation back to the minimum. The sweep rate is de-
termined by the integrated target current for in-beam measurements, and by time
for source measurements. The step size is variable, however, the maximum sweep
rate is 1 A/min. The acquisition is continous, and the amount of data acquired at
each step thus depends on beam current and the selected step size. The varying size
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of the momentum window over the swept region has to be accounted for in the effi-
ciency calibration. By using a smoothed fit of the experimental acceptance window
shown in Fig. 3.1(b) in conjunction with Eq. (3.1), the momentum window may be
deduced at any energy. This is performed at each energy bin covered by the range
of the swept field, and the integrated values of these momentum window distribu-
tions, within the limits of the magnetic field swept in the experiment, then provide
the relative transmission efficiency as a function of energy. Figure 3.2 provides an
illustration of two different momentum window distributions, as well as a deduced
transmission efficiency of a swept magnetic field. The transmission efficiency in
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Figure 3.2: Relative transmission efficiency of the spectrometer.
Fig. 3.2(b) was compared to experimental efficiencies derived from a 170Lu decay
measurement, with intensities adopted from Refs. [54, 55]. The expected efficiency
matches the trend exhibited by the experimental data reasonably well, with some
discrepancies at intermediate and high energies. The high-energy discrepancy is due
to the fact that the intrinsic efficiency of the detector has not yet been accounted for,
and the intermediate-energy discrepancy is probably linked to the intensity values
and peak areas used in the calibration. This will be discussed further in Sec. 3.5.
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3.3 Transmission of pair events
The emission of internal pairs is dictated by the energy-angle correlation between
the electron and positron, which depends on the energy and multipolarity of the
transition, as well as the atomic number of the emitting nucleus. In addition, the
transmission of an electron-positron pair involves the directional kinematics of two
particles, and is much more complex to evaluate than the case of single conversion
electrons. The transmission efficiency thus has to be evaluated by Monte Carlo
simulations. This section will first introduce the simulation framework, then the
correlation functions used for pair emission and how they are applied in Monte
Carlo simulations.
3.3.1 Simulation framework
The trajectories of electrons and positrons emitted from the target are calculated by
solving the relativistic equations of motion with the 4th order Runge-Kutta method.
The equations are solved in a realistic magnetic field profile calculated with Poisson
Superfish [51], as well as with the detailed geometry of the spectrometer. Input
parameters for the calculations are magnetic field strength B, particle energy E−(+),
polar angle θ−(+), azimuthal angle φ−(+), and the electron(positron) charge. The
emission is defined in the spherical frame of reference, shown in Fig. 3.3, where the
polar angle θ ∈ [0◦, 180◦] and the azimuthal angle φ ∈ [0◦, 360◦). A trajectory cal-
culation is terminated if the particle strikes a surface of the absorber system or the
inner bore. If a particle reaches one of the Si(Li) segments, the event is registered
as successful and all the parameters are stored. The acceptance angles of the spec-
trometer are θ ∈ [15.9◦, 46.9◦], and to save time, the emission angles are restricted
to θ−(+) ∈ [15◦, 48◦] in the Monte Carlo trajectory simulations. To account for this
restriction, the emission in 4pi is simulated separately, and the ratio of particles
emitted into the restricted angles over the full range provides the acceptance effi-
ciency, acc. The transmission efficiency, trans, is then the ratio of particles reaching
the detector segments versus the number of particles emitted within the acceptance
angles. The simulation framework may also be used for evaluating cases for which
it is necessary to account for alignment and angular distributions for conversion
electrons.
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Figure 3.3: The spectrometer frame of reference. The intersect of the beam axis and
spectrometer symmetry axis defines the origin of the coordinate system.
3.3.2 Angular correlations of pair emission
When a nuclear transition occurs via internal pair formation, the electron and
positron share the transition energy ω = E− + E+ + 2m0c2, where E− and E+
are the electron and positron energies, respectively. Detection of such a pair is op-
timized when the energy is shared equally, i.e. E− = E+ = (ω − 2m0c2)/2, both
because of the pair emission correlation described in the following, and that the
transmission efficiency of the spectrometer is maximized for both particles when the
magnetic field is set for this energy. In fact, the energies of the electron and positron
must be approximately equal for a successful transmission of a pair. Hence, discrete
field settings optimized for the transitions of interest are used for internal pair con-
version measurements. The efficiency of these measurements depend on the double
differential pair emission probability, which determines how the transition energy
is distributed between the electron and positron, as a function of positron energy
and separation angle θs of the pair. See Fig. 3.3 for an illustrative summary of the
angles involved. The double-differential emission probability is calculated within
the Born approximation, with Coulomb correction, and depends on atomic number
Z, transition energy, multipolarity, and, as already mentioned, positron energy and
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separation angle. For E0 transitions, the pair conversion probability is defined as
Ppi(E0) = ρ
2(E0) · Ωpi(E0), where ρ2(E0) is the dimensionless monopole transition
strength and Ωpi(E0) is the electronic factor [58] for pair transitions. Since the
monopole transition strength ρ2 is constant for a given transition, i.e. it depends
only on the nuclear structure of the initial and final states, the double differential
probability distribution for E0 pair transitions is determined by [56]
d2Ωpi(E0)
dE+dcosθs
= p+p−
(
W+W− −m20c4 + p+p−c2cosθs
)
, (3.2)
where p denotes momentum and W = E + m0c
2 for electrons (−) and positrons
(+). For higher electromagnetic multipolarities, τL, the pair conversion probability
is given in terms of Ppi(τL) = Pγ(τL) · αpi(τL), where Pγ(τL) and αpi(τL) are
the γ-ray emission probability and the pair conversion coefficient of the transition,
respectively. Similarly as for E0 transitions, the decay probability Pγ(τL) remains
constant for a given transition, and the double differential pair emission probability
is defined by [57]
d2αpi(EL)
dE+dcosθs
=
(
2α
pi(L+ 1)
)(
p+p−
q
)
(q/ω)2L−1
(ω2 − q2)2 (3.3)
×
[
(2L+ 1)
(
W+W− + 1− p+p−
3
cosθs
)
+ L
(
q2
ω2
− 2
)
(W+W− − 1 + p+p−cosθs)
+
1
3
(L− 1)p+p−
(
3
q2
(p− + p+cosθs)(p+ + p−cosθs)− cosθs
)]
for electric multipoles, and
d2αpi(ML)
dE+dcosθs
=
(
2α
pi
)(
p+p−
q
)
(q/ω)2L+1
(ω2 − q2)2 (3.4)
×
[
W+W− + 1− p+p−
q2
(p− + p+cosθs)(p+ + p−cosθs)
]
for magnetic multipoles. In Eqs. (3.3) and (3.4), q is the magnitude of the quantiza-
tion axis, ~q = ~p+ + ~p−, and α is the fine structure constant (not to be confused with
the conversion coefficient αpi). It is important to note that in the two latter equa-
tions, ~ = m0 = c = 1, so all energies are in terms of m0c2 and p =
√
W 2 − 1. The
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Coulomb correction factor was estimated as described in Appendix H in Ref. [48],
F =
(2piB+)(2piB−)
(exp(2piB+)− 1)(1− exp(−2piB−)) , (3.5)
where B denotes the relativistic Sommerfeld parameter (ZαE)/p. The Coulomb
correction, which also depends on the energy budget of the pair, is applied by multi-
plication with the distributions provided in Eqs. (3.2−3.4). The double differential
distributions calculated for the 3.22 MeV E2 and the 7.65 MeV E0 transitions in 12C
are shown in Figs. 3.4(a) and 3.4(b), respectively. The distributions reveal that the
maximum emission probabilities are for E− ≈ E+, and θs = 30◦ and 60◦ for the E2
and E0 transitions, respectively. Further, the energy correlation is stronger for the
E0 transition. By comparing the values calculated with Eqs. (3.2−3.4), integrated
over θs, and single differential values for finite size calculations from [59, 60], the
agreement was better than 1% for Z = 6 when E− ≈ E+. Hence, the Born approxi-
mation is satisfactory for the pair transition experiment in 12C. A future prospect is
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Figure 3.4: Simulated emission and detection of pairs in the spectrometer.
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to calculate the double-differential distributions for extended nuclei, using the elec-
tron wave functions in the nuclear interior. Work has been initiated towards writing
the simulation codes for calculating and sampling these distributions, following the
procedure summarized in [61]. However, the task turned out too large to be finalized
within the time frame of this PhD project, and the Born approximation was thus
used in the present work. The reader should be aware that the scattering phase
shift reported in [61] is wrong, and that the correct calculation may be found in
Ref. [62]. Further, it is advisable to look up the power series ansatz for the interior
wavefunctions described in [63].
3.3.3 Monte Carlo simulations of pair emission
To generate input energies and angles for transmission simulations, the distributions
of Eqs. (3.2−3.4) were used for acceptance-rejection sampling in Monte Carlo simu-
lations of pair emission, as described in the following. The first step is to randomly
generate a positron energy, E+ ∈ [0, ω−2m0c2], and individual emission angles θ and
φ of the electron and positron (Fig. 3.3). The electron energy, E−, which is needed
for trajectory evaluation, is trivially obtained from the relation to the transition
energy and generated positron energy. The separation angle, θs, is deduced from
the emission angles, and is used with the generated E+ to calculate the value of the
appropriate double differential probability d2Ppi(E+, θs)/dE+dθs. The second step is
to then generate a random number X ∈ [0, d2Pmaxpi (E+, θs)/dE+dθs] and compare
it to the calculated value from the first step. If X > d2Ppi(E+, θs)/dE+dθs, there
is no pair emission, and the generated variables are rejected and a new sampling
takes place. If X ≤ d2Ppi(E+, θs)/dE+dθs, the pair emission is recorded successfully.
The trajectories are evaluated according to Sec. 3.3.1, with the requirement of de-
tection in two different segments for a successful transmission. The distributions
of successfully transmitted events are depicted in Figs. 3.4(c) and 3.4(d). When
considering transmission and detection of a uniform pair emission distribution, a
triangular-shaped probability distribution for the acceptance of separation angles
is found. The distribution has its maximum at θs = 0
◦, and approaches zero at
θs = 80
◦. Hence, small separation angles are favored, which can also be seen in
Figs. 3.4(c) and 3.4(d). As mentioned, the mean separation angles of the E2 and
E0 pair transitions are about θs = 30
◦ and 60◦, respectively, and the transmission
efficiency is thus higher for the E2 transition. There are currently no systematic
uncertainties assumed for the transmission efficiency for the work discussed in the
thesis. A potential cause of systematic uncertainties here would be from the use
of the Born approximation with Coulomb correction, as opposed to applying cal-
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culations for extended nuclei. For the light 12C nucleus, the Born approximation
differs by less than 1% from calculations for extended nuclei. For heavier systems,
these matters should be investigated more carefully. The transport of electrons and
positrons in magnetic fields is well understood, and no uncertainties have thus been
assumed based on the transmission itself.
3.3.4 Pair emission from aligned nuclei
For transitions of electromagnetic multipoles larger than the monopole, it might
be necessary to account for nuclear alignment if the transitions originate in states
with nuclear spins J > 0. Goldring was the first to explore alignment effects on
the angular correlation of pair emission for a few special cases [64]. Subsequently,
Rose [65] and Warburton [66] discussed the issue more extensively, and the latter
article serves as a detailed reference for the derivation of the equations presented
here. Note that the following equations are for pure multipoles only, and should not
be applied to mixed transitions.
In the derivation of nuclear alignment effects on the angular correlation of electron-
positron pair emission, it turned out that the angular distribution of the quantization
axis, ~q, for magnetic multipole (ML) emission is exactly the same for pairs as it is
for the corresponding γ radiation. Hence,
Fpi,ML(θs,W+, θlab) = αpi,ML(θs,W+) ·Wγ(θlab, L) , (3.6)
where θlab is the angle between the quantization axis and the alignment axis, here
defined as the beam axis. The quantity αpi,ML(θs,W+) represents the distribution
defined in Eq. (3.4), and
Wγ(θlab, L) =
∑
ν
AνPν(cos(θlab)) , (3.7)
is the intensity distribution of γ rays with distribution coefficients Aν . The Legendre
polynomial of order ν is represented by Pν , and the sum goes over even ν from 0 to
the smaller of 2L and 2Ji, where Ji is the angular momentum of the initial state.
For electric multipole (EL) pair emission, it is necessary to keep the transverse and
longitudinal components separate in the multipole expansion, which in the non-
aligned case results in [65]
αpi,EL(θs,W+) =
L
L+ 1
· αlongpi,EL(θs,W+) + αtranspi,EL(θs,W+) , (3.8)
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where the longitudinal part may be expressed [66]
αlongpi,EL(θs,W+) = 2 ·
( q
ω
)2L−4
·
[( q
ω
)2
· αpi,E1(θs,W+)− αpi,M1(θs,W+)
]
, (3.9)
and the transverse part
αtranspi,EL(θs,W+) =
( q
ω
)2L−4
· αpi,M1(θs,W+) . (3.10)
Similarly as for the magnetic case, αpi,EL(θs,W+) represents the distribution de-
fined in Eq. (3.3). Also, the quantities q and ω follow the convention used for
Eqs. (3.3−3.4). The angular distribution of electric multipole pair emission from
aligned nuclei is given by
Fpi,EL(θs,W+, θlab) =
L
L+ 1
· αlongpi,EL(θs,W+) ·W (0)γ (θlab, L) (3.11)
+ αtranspi,EL(θs,W+) ·Wγ(θlab, L) ,
where
W (0)γ (θlab, L) =
∑
ν
A(0)ν Pν(cos(θlab)) (3.12)
is the intensity distribution for spin zero radiation with angular distribution coef-
ficients A
(0)
ν = Aνκ
(0)
ν , where the particle parameters for pure multipole radiation
are [67]
κ(0)ν =
2L(L+ 1)
2L(L+ 1)− ν(ν + 1) . (3.13)
The difference between the aligned electric and magnetic multipole pair emission
distributions is thus the additional longitudinal term for EL emission, which corre-
sponds to the angular distribution of a spin zero particle emission.
Non-aligned and aligned pair emission, and corresponding transmission efficien-
cies, were simulated for the 4.44 MeV E2 transition in 12C to investigate the effects
of alignment on the efficiency. In order to obtain the distribution coefficients, A2
and A4, needed for the angular distribution, the γ intensities of the the 4.44 MeV
transition, populated in the 12C(p, p′) reaction at 10.5 MeV on a 1 mg/cm2 thick
natural carbon target, were measured at θlab = 20
◦ − 160◦ in 10◦ steps at ANU in
January 2018. The resulting angular distribution is shown with distribution coeffi-
cients in Fig. 3.5, and corresponds very well with the one measured by Alburger in
1977 [39]. The slight discrepancy of the 30◦ ANU measurement is due to the extra
material of a stainless steel flange obstructing the line of sight between the target
and the γ detector at this angle. A comparison of the non-aligned and the aligned
40
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pair emission distributions are shown in Fig. 3.6 for the ranges relevant for transmis-
sion and detection, i.e. E+ ∈ [2000, 2500] keV and θs ∈ [0◦, 90◦]. It can be seen that
the positron energy distributions for the two cases have a one to one correspondence,
and that the difference lies in the separation angle distributions. After simulating
and comparing the transmission efficiencies of the unaligned and aligned cases, a
7.45% reduction in efficiency was revealed for the aligned case. Hence, alignment
must and will be accounted for in the detection efficiency estimate of the 4.44 MeV
E2 transition in 12C.
3.4 Intrinsic efficiency
The intrinsic detector efficiency was investigated by using PENELOPE [52] Monte
Carlo simulations, since access to any readily available sources for electrons up to
energies of 4 MeV, or pairs up to 8 MeV, is very limited at best. Transmission sim-
ulations of singles electrons and positrons in the framework described in Sec. 3.3.1,
were used as the input for position and momentum information on particles strik-
ing the detector segments. These simulations were performed with fixed particle
energies of 0.1, 0.5 and 1-8 MeV in 1 MeV steps, and randomly generated emission
angles θ−(+) and φ−(+). The obtained position and momentum parameters were
then used as input information for the PENELOPE simulations, which included
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Figure 3.6: Comparison of the positron energy and separation angle distributions of the
aligned and unaligned cases for the 4.44 MeV E2 transition in 12C. The number of counts
in (a) and (b) have been normalized to the average values of the distributions. The spike
at low angles in (d) is caused by fluctuations due to low statistics.
detailed specifications of the geometry and materials of the detector array. Intrinsic
efficiencies for electron and positrons were then found at each simulated particle
energy, by the ratio of counts within the full energy peak over the total number
of counts in the spectrum. To account for the finite resolution of the detector, a
FWHM = 5 keV Gaussian distribution was folded into the simulated spectrum.
The intrinsic efficiency is thus defined as the ratio of full energy detections to the
total number of particles impinging on the detector surface, as the events from the
transmission simulations only include particles striking the segments. Continuous
detector efficiencies for electrons and positrons, covering 0.1-8.0 MeV, were then
obtained by cubic spline interpolations to the ten datapoints. Uncertainties in the
data were provided by the statistical errors of counts placed within the full energy
peak, and indicate a confidence level of 3σ, which is the convention in PENELOPE.
The resulting intrinsic efficiencies are depicted in Fig. 3.7.
It can be seen that the intrinsic efficiency is close to unity for 100 keV electrons,
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Figure 3.7: Intrinsic detector efficiency from PENELOPE simulations. The statistical
errors (3σ) are indicated by dashed lines. Further details are provided in the text.
whereas the fraction is a little less than 0.8 for positrons at the same energy. This
can be understood from the different detector responses, shown in Fig. 3.8. For elec-
trons, the response other than the full energy peak comes from backscattering and
multiple scattering events, leading to the escape of the electron before its full energy
is deposited in the detector. Another process causing energy loss from the detector
is radiation loss, which is caused by the escape of bremsstrahlung generated by the
decelerating electron. The effect of energy escaping the detector is the continuum
observed below the full energy peak. Note that this continuum exhibits an abrupt
drop for detected energies above Efull − 50 keV, which is interpreted as caused by
the fact that electrons attenuated to an energy of ≤ 50 keV are less likely to escape
the detector, thus more likely to deposit the full incident energy. This prominent
continuum edge, was observed for all the simulated incident energies (except for the
100 keV simulation, for which it was indistinct), with the same energy difference
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relative to the full energy peak.
The scattering and bremsstrahlung processes occur practically with the same
probability for positrons, however, there is an additional response due to the anni-
hilation of the positron and the related release of two 511 keV annihilation photons.
The additional component, which is to a large extent located at energies higher than
the full energy peak, comes from the fact that any energy deposited by annihilation
radiation will add to the energy deposited by the incident, now annihilated, positron.
This is observed as a 511 keV full energy line, with a corresponding Compton dis-
tribution, added to the full energy peak of 1096.5 keV in Fig. 3.8(b). The Compton
distribution is also seen at low energies, which indicates absorption of annihilation
radiation originating from elsewhere than in the detecting segment.
A final remark is that the additional response for positrons due to their anni-
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hilation, implies that there is a smaller probability of measuring the true energy
of the incident particle. This explains the smaller intrinsic detection efficiency for
positrons, as compared to electrons.
3.5 Total efficiency for conversion electrons
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Figure 3.9: Relative efficiency of the
spectrometer with detector efficiency from
PENELOPE simulations. The data points
are the same as presented in Fig. 3.2, and
the efficiency curve has been corrected for
intrinsic detector efficiency.
The total detection efficiency for conver-
sion electrons, as a function of energy, is
straightforwardly obtained by the prod-
uct of the transmission efficiency deduced
from the momentum window, and the in-
trinsic efficiency from the PENELOPE
simulations. The resulting efficiency cal-
culated for the 170Lu decay measurement
described in Sec. 3.2, is shown in Fig. 3.9.
As compared to the pure transmission
efficiency shown in Fig. 3.2, the calcu-
lated efficiency here seems to match the
trend exhibited by the datapoints to a
better extent at higher energies. How-
ever, there are some discrepancies be-
tween deduced and measured efficiencies
at 1000−1500 keV. The internal conver-
sion of 170Lu provides many conversion electron lines from transitions between
100−3000 keV in 170Yb, and there are not many sources available for this energy
range. Unfortunately, the 170Yb spectrum is quite complex with many overlapping
transitions. There are six transitions in the 1000−1500 keV range of Fig. 3.9 which
indicates an enhanced efficiency, of which the 1003, 1054, 1133 and 1294 keV tran-
sitions are part of multiplets separated by 1 keV or less. (The remaining 1280 and
1364 keV transitions are expected to be resolvable, but there are some discrepancies
in the intensity of the latter.) It is thus likely that the peak areas of these transitions
have been overestimated, given that the detector resolution is about 3 keV at best.
As a result, the efficiency observed at intermediate energies in Fig. 3.9 was probably
overestimated. Further, there is no obvious physical reason for an enhancement of
the spectrometer efficiency around 1 MeV, and neither do the simulations provide
any indication of such an enhancement. Given the complexity of the spectrum,
which imposes difficulties for measuring intensities and obtaining peak areas, the
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general agreement between deduced and measured efficiencies in Fig. 3.9 suggests
that our understanding of the spectrometer is well-founded. Additional system-
atic uncertainties based on the intermediate-energy deviations have thus not been
considered. However, the discrepancies motivate future efforts to measure the effi-
ciency experimentally, preferably with a different source or a combination of several
sources.
3.6 Total efficiency for pairs
There is no option for simulating correlated pair events with PENELOPE, and to
perform the procedure manually at each energy bin in the momentum window (or to
modify the source code) would be tedious and time consuming. Instead, the intrinsic
detector efficiency for pair transitions is determined by the product of the electron
and positron efficiencies covering the momentum window, according to the pair en-
ergy correlation E− +E+ = ω− 2m0c2, and weighted by the transmission efficiency
for pair coincidences. More specifically, the individual electron and positron efficien-
cies are extracted from the interpolations of Fig. 3.7, and combined in the way that
the positron efficiency, +(E+), is multiplied with the correlated electron efficiency,
−(ω − 2m0c2 − E+), at each positron energy bin in the momentum window. This
provides intrinsic pair detection efficiencies covering the range of the momentum
window, and the average efficiency can then be found by the weighted sum
pi =
Emax+∑
i=Emin+
+(i) · −(j) ·W (i)
/ Emax+∑
i=Emin+
W (i) , (3.14)
where j = (ω − 2m0c2 − i). The weights, W (i), are determined by the pair trans-
mission as a function of positron energy, and the energy range Emin+ − Emax+ covers
the momentum window. Figure 3.10 illustrates the components of Eq. (3.14) for
the 3.22 MeV transition in 12C, with the weights shown in arbitrary units. All the
intrinsic pair efficiencies used in this work were obtained using 1 keV positron energy
bins, and are listed in Table 3.1.
The total pair detection efficiency is finally deduced by the product of the in-
dividually simulated acceptance efficiency, acc, transmission efficiency, trans, and
intrinsic efficiency int,
tot = acc · trans · int . (3.15)
Table 3.1 provides the calculated pair detection efficiencies for all the transitions
relevant to this work. No systematic uncertainties have been assumed for the accep-
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tance and transmission efficiencies, and the intrinsic efficiencies contain statistical
uncertainties only. Hence, the errors on the total efficiency are of statistical nature.
It may be noted that the E2 transitions have a generally higher efficiency, which
is due to the fact that the pair correlation promotes narrow opening angles, hence
increasing the probability of transmission of both particles.
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for pair measurements. The
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and their uncertainties are
indicated by dashed lines.
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ted in green.
Nucleus Transition [keV] acc [%] trans [%] int [%] tot [10
−2%]
12C 3215 E2 1.16 7.93 51.4(17) 4.75(16)
4438 E2 0.93(∗) 9.57 44.7(12) 3.96(10)
7654 E0 0.92 7.04 26.7(7) 1.73(5)
13C 3089 E1 0.66 3.13 52.3(18) 1.09(4)
16O 6048 E0 0.81 8.0 36.1(8) 2.34(5)
54Fe 2561 E0 0.84 6.96 56.9(19) 3.32(11)
2882 E2 1.04 7.36 54.0(18) 4.13(14)
3166 E2 0.81(∗) 7.65 51.8(17) 3.21(11)
4291 E0 0.81 7.00 45.4(12) 2.56(7)
Table 3.1: Pair efficiencies for all the transitions relevant to this work. The
simulations for acc and trans were performed with five million events, and the
simulation of int was performed as described in this section.
(∗)Corrected for alignment.
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Chapter 4
Doppler effect
The 4.44 MeV 2+1 and 7.65 MeV 0
+
2 excited states in
12C have very short lifetimes,
on the order of 10−14 s and 10−17 s, respectively, and the Doppler effect is likely
to have an impact on the measured pair spectra. The effects of energy shift and
broadening due to decay occurring before the recoiling nuclei come to rest should
thus be investigated. This was explored numerically using the framework described
in this chapter, accounting for kinematics, target geometry, stopping power, decay
times, and pair emission from recoiling nuclei, using relativistic physics. The main
purpose of this investigation was to determine whether the 15 segment combinations
of the Miel array would measure different shifts and broadening, information which
is crucial for the gain matching and summing of the spectra for the extremely weak
3.22 MeV E2 transition from the Hoyle state. The procedure will first be explained
in general, then applied to the transitions of interest in 12C.
4.1 Recoil of target nuclei
The scattering of target nuclei by incoming projectiles is best described in the centre
of mass (cm) frame, where the projectile and target nucleus momenta are equal and
opposite. Since we are dealing with inelastic scattering, the centre of mass frame will
be defined after excitation has taken place, and elastic scattering with the available
collision energy will be considered. This means a centre of mass frame with collision
energy Ecollp = E
kin
p −Eext and target mass m∗t = mt +Eext /c2, where Ekinp , Eext , and
mt are the projectile bombarding energy, the target nucleus excitation energy, and
the target mass in the ground state. The masses are found by the formula
m(Z,N) = Z ·mZ +N ·mN − A · EB
c2
, (4.1)
where Z and N denote the proton and neutron number, mZ and mN the proton
and neutron masses, A = Z + N , and EB the binding energy per nucleon. The
laboratory and centre of mass scattering frames are related as shown in Fig. 4.1,
i.e. they share a common x-axis with parallel yz-planes, where the laboratory frame
is at rest and the centre of mass frame is travelling with a reduced velocity βcm = v/c
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Figure 4.1: Relation between the lab and centre of mass frames.
in the positive x direction. The cm frame defined here may be thought of as the
compound nucleus frame of reference, as the projectile and recoil momenta would
be zero in this frame if the particles become fused.
The Lorentz transformations of energy and momentum between the two reference
systems are
pcmx,i = γcm
(
plabx,i − βcmElabi /c
)
, Ecmi = γcm
(
Elabi − βcmplabx,i c
)
, (4.2)
plabx,i = γcm
(
pcmx,i + βcmE
cm
i /c
)
, Elabi = γcm
(
Ecmi + βcmp
cm
x,ic
)
, (4.3)
where γcm = 1/
√
1− β2cm, and i denotes particle type. The relative y and z compo-
nents do not experience Lorentz boost and are equal in both systems. The energies
and momenta of the projectile and target nuclei in the lab frame before collision are
Elabp = E
coll
p +mpc
2, plabx,p =
√(
Elabp
)2 −m2pc4
c
Elabt = m
∗
t c
2, plabx,t = 0 .
By solving the momentum relation in Eq. (4.2) for both the projectile and target
nucleus, and combining them using the fact that pcmx,t = −pcmx,p, the reduced velocity
of the centre of mass frame is found to be
βcm =
plabx,pc(
Elabp + E
lab
t
) , (4.4)
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Figure 4.2: Scattering angles in the lab and centre of mass frames. The reason for
choosing this notation, as opposed to the conventional spherical coordinate system, is to
facilitate the transformation of recoil properties from the lab frame to the spectrometer
frame, where the z-axis defines the spectrometer symmetry axis. (a) y-axis points out of
the plane, (b) x-axis points into the plane.
which is used to derive the centre of mass values of the momenta pcmx,p and p
cm
x,t . At this
point, a scattering angle θcms ∈ [0, pi] in the xz−plane may be assumed (Fig. 4.2(a)),
providing the target nucleus momentum after collision by
~p cmt = p
cm
t
(
cos(θcms ) · ıˆ+ 0 · ˆ+ sin(θcms ) · kˆ
)
. (4.5)
The exact same relation holds for the projectile, which is simply because the centre
of mass momenta are always equal and opposite. The scattering angle may be
sampled from theoretical or experimental θcms , θ
lab
p , or θ
cm
t distributions as desired or
convenient. The energies and momenta are then found in the lab frame by applying
Eq. (4.3), which again provides the lab scattering angles by
θlabi = cos
−1
(
plabx,i
|~p labi |
)
. (4.6)
The Lorentz factor and reduced velocity of the recoiling target nucleus are obtained
by the relation
γr =
1√
1− β2r
=
Elabr
m∗rc2
, (4.7)
where the subscript has been changed from ”t” to ”r”, to clarify that these are
the quantities after collision. The lab scattering angle and reduced velocity, in
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conjunction with a random azimuthal angle φr ∈ [0, 2pi), describe the frame of
reference of the recoil nucleus relative to the lab frame. It should be noted, in
Fig. 4.2, that the polar angle, θi, and azimuthal angle, φi, are assigned to different
axes than in the conventional spherical coordinate system. This is because the
conventional system was assigned to the spectrometer frame in Sec. 3.3.1, and to
facilitate transformation from the lab frame to the spectrometer frame, the lab frame
axes are aligned to the spectrometer frame.
4.2 Target geometry and interaction point
The target foil is positioned at 45◦ relative to the beam axis, and an effective target
thickness
deff =
d
cos(pi/4)
(4.8)
consequently results along the beam direction. Usually, target thicknesses are pro-
vided by areal density, and the corresponding spatial thickness is easily derived by
division of the mass density ρ of the target. For the calculations performed here
we have used mass density values obtained from SRIM [68]. Further, our targets
usually have an area of 1 cm2, so a width and height of w = h = 1 cm have been used
for the foils. The purpose of defining the target geometry is to evaluate the distance
from a scattering interaction to the target edge in the direction of the recoil. This
distance is then used in the following attenuation calculation, explained in Sec. 4.3,
to determine whether the recoil stops in the target or not. The thicknesses of the
targets used in this work are in the 1 − 2 mg/cm2 regime. A random scattering
interaction point xint ∈ [0, deff] within the target is sampled by using the probability
that the projectile has not interacted after a distance xint
P (xint) = e
−xint·χ , (4.9)
where χ = ρtσp is the interaction probability per unit length, found by the density
of target ions per unit volume, ρt, times the surface area of the projectile σp = pir
2
p.
The distance from the interaction point to the edge of the target is then found by
using the calculated scattering angles and the geometry of the target, assuming a
straight trajectory of the recoil.
51
4.3 Slowing down and decay of the recoil nuclei
In order to account for decay occurring before the recoiling nucleus is at rest, the
kinetic energy loss in the rest frame as a function of time in the recoil frame has to
be considered
dElabr
dtr
=
(
dxrest
dtr
)
·
(
dE
dx
)
Elab
. (4.10)
This is because we can account for the stopping in the rest frame, but the actual
decay process takes place in the moving recoil frame. Here, a rest frame sharing
origin with the lab frame is used, but with its axes aligned with the recoil frame.
This is analogous to the situation depicted in the right panel of Fig. 4.1. Further, the
stopping power is obtained from SRIM [68], and according to Ref. [69], the effects
of external magnetic fields on stopping power are minuscule under the relevant
conditions, and can be neglected. The relation between the frames is solved by
applying the Lorentz transformations
xrest = γr (xr + βrtrc) , trest = γr (tr + βrxr/c) , (4.11)
where xr = 0 at all times, providing the expression
dxrest = γrβrdtrc ⇒ dxrest
dtr
= γrβrc . (4.12)
However, γr and βr depends on E
lab
r , which changes every time step, dtr, so Eq. (4.10)
has to be solved numerically. This is done by the 4th order Runge-Kutta method to
obtain dxrest for each time step dtr, as shown in the Appendix (A.2). The method
is performed with a desired dtr, a suitable initial recoil energy, E
in
r ≥ Emaxr , and
iterates by n = 0, 1, 2, . . . while Elabr (n)−m∗rc2 > 0. The initial and iterated values
are stored and used for interpolation of (Elabr , tr) and (xrest, tr), which will be used
to determine whether the recoiling ion stops before decay or not. The evaluation by
these interpolations requires initial recoil energy, time of decay after excitation, tdec,
and distance to target edge, desc. The recoil energy is obtained from the scattering
calculation described in Sec. 4.1, a random decay time tdec ∈ (0, 10τ ] is sampled
from the decay probability of the excited state according to
P (tdec) = e
−tdec/τ , (4.13)
where τ is the lifetime of the state, and desc is found as described in Sec. 4.2. The
procedure is best explained by an example from 12C, as follows. The maximum recoil
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energy for inelastic scattering of 12C by 10.5 MeV protons is Emaxr = 1736.2 keV,
which is due to the excitation of the 4438 keV 2+1 state. Therefore, an initial recoil
energy of Einr = 2 MeV was chosen as input for the calculation. Further, a time
step of dtr = 0.1 fs was found to be sufficient, as the output values were unchanged
for smaller steps. The calculation yielded tmaxr = 0.97 ps for complete stopping
of carbon in carbon, and xmaxr = 1.95 µm for the maximum range of the recoils.
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Figure 4.3: Stopping of 2 MeV 12C recoil ions in a 12C target. (a) Kinetic energy in
the rest frame versus time in the ion frame. The y-axis is shown in kinetic energy for
readability. (b) Range in the rest frame versus time in the ion frame.
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The interpolations, which are used in the Monte Carlo simulations to determine the
recoil energy at decay, are shown in Fig. 4.3. First, the initial recoil energy after
scattering is used to determine t0 = tr(E
in
r ) from the interpolation in Fig. 4.3(a).
Then, the time until the recoil is stopped is found by tstop = t
max
r − t0, and compared
to the sampled decay time tdec. If tdec ≥ tstop, the transition occurs from a nucleus
at rest, and there would be no Doppler effect. If tdec < tstop, the energy at decay
is found from the inverse interpolation by Edecr = E
lab
r (t0 + tdec), and the transition
would occur in a system with γr = E
dec
r /m
∗
rc
2, which provides the Lorentz boost of
the emitted radiation. However, it is necessary to check if the recoil nucleus escapes
the target before decay. This is performed by using the interpolation in Fig. 4.3(b).
First, the reference point x0 = xr(t0) is found, and used to determine the range of
the recoil before decay xdec = xr(t0 + tdec) − x0, which is then compared with the
distance to the target edge desc. If xdec ≤ desc, the recoil decays before escaping
the target and Edecr remains the same as deduced above. If xdec > desc, the recoil
escapes the target, and Edecr = E
lab
r (tesc) where tesc = tr(x0 + desc), obtained from
the inverse interpolation. The situation illustrated in Fig. 4.3 is one where the recoil
decays before it is stopped, and before it escapes the target, i.e. tdec < tesc < tstop.
At this point the recoil energy at decay has been found, and the Doppler shift of
emitted radiation can be deduced.
4.4 Doppler shift of pair emission
The calculation of Doppler-shifted pair emission starts in the recoiling ion frame,
where a pair emission is generated as described in Sec. 3.3.2. The energies and
momenta of the electron and positron are then Lorentz transformed back to a frame
which is aligned with the ion frame, but at rest in relation to the lab frame. This
rotated rest frame has its origin in the interaction point, and not the origin of the lab
frame, however, the target is only 6.3 µm thick, and the maximum range of a 2 MeV
12C recoil is less than 2 µm. The effect of these spatial differences are negligible
compared to the size of the beam spot, thus, it is assumed that the rotated rest
frame shares its origin with the lab frame. The Lorentz transformed quantities now
have to be Euler rotated back to the lab frame, so that the spectrometer transmission
may be simulated according to Sec. 3.3.1. Rotation from the lab frame to the rotated
rest frame is performed by using the scattering angles as followsx
′
y′
z′
 = RyRx
xy
z
 , (4.14)
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where
Rx =
1 0 00 cos(φr) −sin(φr)
0 sin(φr) cos(φr)
 , and Ry =
 cos(θr) 0 sin(θr)0 1 0
−sin(θr) 0 cos(θr)
 . (4.15)
The opposite rotation, from the rotated rest frame to the lab frame, is then trivially
performed by xy
z
 = RTxRTy
x
′
y′
z′
 . (4.16)
To evaluate the pair emission probability in the case of aligned transitions, the
axis of quantization of the pair emission is sampled in the lab frame, after rotation
from the recoil frame. If the emission is rejected, a new event is simulated in the
recoil frame and the sampling is reiterated. The procedure described here may also
be used for other kinds of decay radiation, such as γ or conversion electron emission.
4.5 Calculations for 12C
This section presents Doppler-shift calculations performed for 12C(p, p′) reactions at
10.5 MeV beam energy. A 1 mg/cm2 thick, pure 12C foil positioned at 45◦ was used
in the calculations. The target has an estimated effective thickness of deff = 6.3 µm
when assuming a carbon density of ρ(12C) = 2253 µg/cm3 [68].
4.5.1 4.44 MeV γ rays from the 2+1 state
The numerical procedure described in this chapter was tested with the γ-ray emis-
sion measurements introduced in Sec. 3.3.4. The proton scattering distribution in
the centre of mass frame was deduced by matching the simulation output to the line
shapes of the 4.44 MeV γ-ray peaks, which were measured at 15 angles. The match-
ing was performed to all peaks simultaneously. An angular scattering distribution
according to Eq. (3.7) was assumed, with ν = 0− 6 in integer steps and θcm in place
of θlab. The real scattering distribution is likely to contain LeGendre polynomials
of higher order than ν = 6. However, to constrain the fit, the lowest order of ν
providing a reasonably good correspondence between the measured and simulated
4.44 MeV γ-ray lines was chosen. The resulting scattering distribution is shown in
Fig. 4.4, and the measured and simulated γ-ray lines are shown in Fig. 4.5. There
is an excellent agreement in energy shifts and broadening, which demonstrates that
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Figure 4.4: Normalized scat-
tering distributions in the cen-
tre of mass frame, used for
the Doppler simulations. The
blue distribution was deduced
from the γ-ray angular distribu-
tion measurement as described
in Sec. 4.5.1. The red dashed
line represents the correspond-
ing distribution for population
of the Hoyle state, deduced as
described in the second para-
graph of Sec. 4.5.2
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the simulation procedure works as intended. The exact line shapes are not repro-
duced at all detector angles, however, the aim of the simulations is to examine the
potential shifts and broadening of pair transitions. Further, the simulated distribu-
tions have not been corrected for detector response, and the full geometry of the
HPGe detector was not implemented here.
4.5.2 Pair transitions of interest
Quantities relevant for Doppler calculations of the pair transitions of interest are
listed in Table 4.1. The half-lives in column 2, and stopping times in column 4,
indicate that emission is likely to occur before the recoils are at rest for the three
transitions in 12C. Hence, observation of the Doppler effect is expected. For the
decay of the 6.05 MeV 0+ level in 16O, however, the maximum stopping time of the
recoils is much shorter than the half-life of the state, and the Doppler effect is not
likely to be significant for this transition. The half-life of the Hoyle state, where the
3.22 MeV E2 and 7.65 MeV E0 transitions originate, is based on the recommended
value of the decay width, Γ = 9.3(9) eV [6]. The decay width of the 4.44 MeV 2+
state, Γ = 10.8(6) meV, was provided in Ref. [95]. The half-life of the 6.05 MeV 0+2
level was directly obtained from the mean life time listed in [97].
Transition [keV] T1/2 E
max
r [keV] t
max
r [ps] x
max
r [µm]
3215 E2 49(5) as 814 0.78 1.09
4438 E2 42(2) fs 1736 0.94 1.78
6048 E0(∗) 67(5) ps 994 0.95 1.24
7654 E0 49(5) as 814 0.78 1.09
Table 4.1: Relevant quantities for the Doppler calculations of the
pair transitions in 12C and 16O (∗).
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Figure 4.5: Doppler simulations of the 4438 keV E2 γ ray transition in 12C. The angles
refer to the detector lab angle, and the x-axis denotes the measured γ-ray energy. The plots
cover Eγ ∈ [4340, 4540] keV. Blue and red lines indicate measured and simulated spectra,
respectively.
Doppler shifts of the three pair transitions in 12C were simulated according to
Sec. 4.5.2, using the scattering angle distributions shown in Fig. 4.4. The red dashed
line indicates the centre of mass scattering distribution for the population of the
Hoyle state, which was deduced from the 4.44 MeV scattering distribution (blue
line) by using the population ratios presented in Sec. 6.6, and by fitting a scattering
function of the same order (ν = 6). Note that the distributions in Fig. 4.4 are
normalized, so the population ratio is not represented.
The simulated pair spectra are shown in Fig. 4.6, where it can be seen that no
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Figure 4.6: Doppler simulations of the pair transitions in 12C following excitation by
10.5 MeV protons. No Doppler shifts resulted from the simulations. The respective Doppler
broadening of the transitions are indicated next to the peaks. The simulated energy spectra
were folded with a 10 keV FWHM Gaussian distribution to mimic electronic noise.
energy shifts were predicted by the simulations, but broadening is evident. This
can be explained by the fact that the spectrometer is mounted perpendicular to
the beam axis, and since the collision angles are symmetric about the beam, all
Doppler shifts will be distributed around the true transition energy. The FWHMs
of the summed pair peaks are provided in the respective figure panel. Note that the
spectra were folded with a 10 keV Gaussian distribution to mimic noise and detector
resolution, and that the FWHMs might be slightly exaggerated due to this. The
3.22 MeV E2 and 7.65 MeV E0 transitions originating from the Hoyle state exhibit
different broadening. This is probably due to the pair angular correlation as well
as the width of the momentum window, which allow for a larger variety of energy
differences and separation angles for the E0 transition, thus resulting in a broader
energy distribution. The relatively wide broadening of the 4.44 MeV E2 transition
as compared to the 3.22 MeV transition, comes from the fact that the initial recoil
energy of the 2+1 state is more than twice of what it is for the recoiling Hoyle state.
Also, the scattering distribution of the 2+1 state is more backwards directed, leading
to a higher fraction of forward recoils. The doubly peaked structure of the 7.65 MeV
E0 transition might be due to the scattering distribution, however, it might also be
due to statistics. These simulations are lengthy, and have many simulated variables.
A conclusion to draw from the Doppler simulated pair transitions is that measured
pair energies are not shifted, but peaks may be broadened.
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Chapter 5
54Fe test case
The second most abundant iron isotope, 54Fe, was chosen for testing the spectrom-
eter setup in beam. It has a clean energy spectrum, and the transitions produce
conversion electrons and electron-positron pairs. Further, it has two excited 0+
states (indicated in Fig. 5.1) and a number of possible Jpi → Jpi E0 transitions be-
low 4.5 MeV, our region of interest. The physics motivation lies in shape coexistence
in the vicinity of the N = Z = 28 double shell closure. Collective states in nuclei
near 56Ni can be attributed to multiparticle-multihole excitations from the 1f7/2 to
the 2p3/2, 1f5/2 and 2p1/2 orbits across the N, Z = 28 shell gap. These features are
associated with shape coexistence, and may be probed by properties of excited 0+
states and E0 and E2 transition strengths. This measurement is part of a larger
project aiming to identify and characterize excited 0+ states and corresponding E0
transitions in 54,56,58Fe, to search for shape coexistence around the N, Z = 28 shell
closure. This chapter is focused only on the results obtained for 54Fe, which was a
part of this PhD work.
In addition to the electron spectrometer measurement, γ ray measurements were
performed with the CAESAR array at the ANU, which consists of nine HPGe γ
detectors and two X-ray detectors. These measurements provided information on
angular distributions, angular correlations, and γ-γ coincidences, and were used
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4291 keV
1408 keV
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4290.8 E0
2881.9 E2
0+ 2561 keV
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2561.3 E0
47.8(69) fs
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54
26Fe
Figure 5.1: Level scheme indi-
cating the states and transitions
of interest in 54Fe.
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to further analyse the nuclear structure and transitions. In order to deduce E0
strengths, the experimental data were evaluated using lifetime information from
Doppler shift attenuation measurements following inelastic neutron scattering, car-
ried out by collaborators at the University of Kentucky, Lexington, USA. Spectrom-
eter performance and new physics results are presented in this chapter. The new
results include monopole strengths, conversion coefficients, transition assignments,
and a level scheme.
5.1 Experiments using (p,p′) at 6.9 MeV
The excited states of 54Fe were populated via the (p, p′) reaction at 6.9 MeV bom-
barding energy, with protons delivered by the 14UD tandem accelerator at the ANU.
The DC beam was incident on an isotopically enriched 54Fe foil with a purity of
98.84%, and a thickness of 1.8 mg/cm2. The bombarding energy was chosen so as
to stay below the 54Fe(p, n)54Co threshold, which opens at 9.2 MeV. All the exper-
iments discussed in this section were performed under identical beam and target
conditions.
5.1.1 Singles γ and γ-γ coincidence measurements
The singles γ and γ-γ coincidence spectra measured with the CAESAR array are
shown in Figs. 5.2 and 5.3, respectively. The singles data were collected for a period
of 40 mins with a beam intensity of 7 nA, while the coincidence measurements were
collected for 4 h with a beam intensity of 55 nA. In order to correct for efficiency, a
spectrum from a 56Co radioactive source was also collected. Eight HPGe detectors
were operational during the experiment.
The singles spectrum exhibits many well resolved transitions in 54Fe, of which
the strongest ones are labelled in Fig. 5.2. The rest of the transitions are listed in
Table 5.1. A few strong contamination lines are also present in the singles spec-
trum, mainly from transitions in 27Al due to beam incident on the aluminium target
frame. The two intense lines at 1369 and 1779 keV, are caused by 23Na(p, γ)24Mg
and 28Si(p, p′γ) reactions, respectively, occurring in the glass vessel surrounding the
target. (The beam passes through the target and exits through a glass tube into
a remote beam dump.) None of these contamination lines obscure the transitions
of interest in 54Fe. The single- and double-escape peaks of the 2.96 and 3.17 MeV
transitions were observed in the spectrum. This was noticed by peaks at 2.45 and
2.66 MeV corresponding to the single-escape energies of the 2.96 and 3.17 MeV tran-
sitions, respectively, and a peak at 2.14 MeV corresponding to the double-escape
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Figure 5.2: Singles γ-ray spectra measured for 54Fe, with the strongest lines labelled.
There are 27Al contamination lines in the spectrum due to beam hitting the target frame,
and also from proton induced reactions with 23Na and 28Si in the glass of the target cham-
ber.
Eγ [keV] Multipolarity Eγ [keV] Multipolarity
538.6 [M1 + E2] 1436.0 E1
605.0 [E2] 1487.1 E1
703.0 M1 + (E2) 1494.0 M1 + E2
736.4 (M1 + E2) 1509.4 M1 + E2
973.0 [M1 + E2] 1534.0 E2
1294.9 E2 2859.6 E2
Table 5.1: The observed singles γ-ray transitions not in-
dicated in Fig. 5.2. The labels were left out due to space
constraints and readability considerations.
energy of the 3.17 MeV transition. The double-escape peak of the 2.96 MeV transi-
tion has an energy of 1937 keV, and thus contaminates the peak of the 1936.5 keV
transition in 54Fe. Further, the 2.66 MeV single-escape peak overlaps with the
2.66 MeV transition, and care was taken when these peaks were analyzed.
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Figure 5.3: Gamma-gamma coincidence spectra from the 54Fe(p, p′) reaction. Note the
suppression of contamination lines in (a) as compared to the singles spectrum in Fig. 5.2.
In panels (b) and (c), prompt coincidences caused by background within the gates were
removed by subtracting coincidences with the flat regions on both sides of the peaks. This
was not required for the spectrum in (d), as few background coincidences were observed.
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As can be seen in Fig. 5.3(a), the contamination lines are essentially filtered out
as soon as coincidences are required. A few further examples of gated coincidence
spectra are shown in panels (b)−(d) of Fig. 5.3. The coincidence spectra were
random subtracted by gates on the prompt and flat regions of the corresponding
time difference distributions, and additional prompt background subtraction was
performed for the spectra in (b) and (c). The prompt background was identified
by requiring coincidences with the flat areas in the energy spectrum surrounding
the peak used for coincidence gate. This was not necessary for the spectrum shown
in panel (d) due to less background under the peak. The transitions at 605 and
386 keV presented in panel (c) and (d), respectively, had not been reported prior
to this measurement. These lines were found in coincidence with the 1.15 MeV and
1.55 MeV transitions, respectively. Further discussion will be addressed towards the
end of the chapter, where a level scheme is presented.
Despite the short collection time, the statistics of the coincidence data were
sufficient for extracting an angular correlation distribution for the expected 0+2 →
2+1 → 0+1 cascade, i.e. the 1153 keV transition from the first excited 0+ state at
2561 keV to the first excited 2+ state at 1408 keV and the following transition to
the ground state. The experimental data points, as well as fitted and theoretical
distributions, are shown in Fig. 5.4. The angular correlation function for a cascade
of two transitions is of the same form as Eq. (3.7), but with distribution coefficients
Aν = Fν(LiJiJ)Fν(LfJfJ) , (5.1)
where Fν is the angular distribution quantity introduced in [70], and L denotes the
multipolarities of the initial, i, and final, f , transitions in the Ji → J → Jf cascade.
Note that only pure multipolarities are considered here, and for cascades involving
mixed transitions the distribution coefficients are superpositions of the pure compo-
nents and an interference term.
The distribution quantities F2(202) and F4(202) for the expected spin assign-
ments of the cascade, were obtained from the tabulated values in [70], which provide
A2 = 0.357 and A4 = 1.143. The corresponding coefficients from the fit to exper-
imental data, provided in Fig. 5.4, agrees quite well. Hence, the 0+ assignment of
the 2561 keV state was confirmed by the observed angular correlation, in agreement
with previous measurements [71, 86].
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Figure 5.4: Angular correlation measured for the 0+2 → 2+1 → 0+1 transition in 54Fe.
The solid red line shows a fit to the data points by Eq. 5.1, while the green line shows the
distribution obtained with theoretical correlation coefficients.
5.1.2 Conversion electron and pair measurements
The spectra measured with the electron spectrometer setup are shown in Fig. 5.5.
Panels (a) and (b) provide the γ and conversion electron measurements obtained
over a period of 18 h with a beam intensity of 0.5-1.0 µA, and the internal pair mea-
surements collected for 43 h with a beam intensity of 500-800 nA are shown in panel
(c). The conversion electron spectrum was obtained by sweeping the magnetic field
between 0.48−7.2 kG, corresponding to transition energies from 0.2 to 5.0 MeV. For
the pair measurements, the field was optimized for the 2.56, 2.88, 3.17, and 4.29 MeV
transitions, using magnetic fields of 1.52, 1.75, 1.94, and 2.70 kG, respectively. The
experimental advantage of combining conversion electron and internal pair mea-
surements is well illustrated in this figure; while conversion electron measurements
are suitable for energies below 3 MeV, the resolving power of pair measurements is
superior above this energy. This is due to the different energy dependence of the
conversion processes of electrons and pairs. Also, note the superior peak to back-
ground ratio in the pair spectrum as compared to the conversion electron spectrum.
For illustrative purposes, the pair spectrum presented in Fig 5.5(c) is a sum of the
individual measurements performed at the four discrete magnetic fields. Since some
of these spectra overlap, the relative intensities are not representative in this figure.
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Figure 5.5: The spectra measured for 54Fe in the electron spectrometer experiment. The γ
and conversion electron spectra shown in panels (a) and (b) were measured simultaneously,
while scanning a magnetic field region. The pair spectrum in panel (c) was measured
sequentially at four different magnetic fields, and is the summed spectrum of the four
individual measurements. The γ-ray spectrum in (a) was measured with the high purity
Ge detector closest to the target.
65
Both the E0 transitions from the two excited 0+ states were observed in this
experiment, with the lowest transition seen in both the conversion electron and pair
spectra. Further, the transitions do not exhibit any counterparts in the γ ray spec-
trum, which strongly supports the E0 assignments. The E2 transitions de-exciting
the same 0+ levels were also seen, which means that the monopole strengths could
be deduced. This will be explained and reported in Sec. 5.2. In general, most of the
strong transitions in 54Fe were observed with both the γ and particle detectors of the
spectrometer setup. More details on the singles spectra may be found in Sec. 5.1.1.
Note that there are no contamination lines in Fig. 5.5(a), for two reasons. The first
reason is that we had a much better beam tune, thus not hitting the target frame,
thanks to the AlO2 fluorescent target and CCTV camera. The second reason is that
the target was not contained in a glass chamber in this experiment.
The 4.44 MeV E2 transition in 12C, with corresponding single- and double-escape
peaks, was observed in the γ ray and pair spectra. At first it was surprising that
the carbon line was present, since a self supporting, isotopically enriched 54Fe target
was used. However, exactly the same cicumstances were reported in [72], which also
happens to be the only previous report of the 4.29 MeV E0 transition in 54Fe. The
4.4 MeV transition was Doppler shifted to Eγ = 4.41 MeV in the γ-ray spectrum,
because the γ rays were detected at 135◦. Both the simulated energy shift and
broadening of this transition, obtained with the Doppler shift simulation described
in Ch. 4, were in excellent agreement with the measured spectrum. The simula-
tion was performed with the experimental conditions listed at the beginning of the
chapter, and adopting the properties of 12C∗(4.44) recoils as described in Ch. 4. A
comparison of the experimental and simulated spectra is shown in Fig. 5.6. The
detector response, simulated with PENELOPE, was superimposed with a polyno-
mial to mimic additional background. The good agreement between simulation and
measurement provides confidence in the Doppler simulation procedure devised in
Ch. 4, as well as in the assignment of the transition to 12C. For comparison, the
Doppler-shifted energy amounted to Epi = 4.43 MeV in the pair spectrum.
Random background in the pair spectra was reduced by applying gates in the
corresponding time-difference spectra, shown in Fig. 5.7, and subtracting data gated
on the flat regions from data gated on the prompt region. The data reduction was
performed after normalization to the channel widths of the gates. The time dif-
ference distributions exhibit prompt Gaussian components of about 15 ns FWHM,
superimposed on Lorentzian distributions spanning the interval between -100 ns and
+100 ns. The flat, random background seems almost negligible. The Gaussian res-
olution seems to improve with energy, and has 10 and 6 ns FWHM for the 3.17
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Figure 5.6: The high energy end of the measured gamma spectrum, plotted together with
a simulation of the Doppler shifted 4438 keV E2 transition in 12C. The detector response
was simulated with PENELOPE, and a polynomial background has been added.
and 4.29 MeV transitions, respectively. The width of the Lorentzian distribution
seems to shrink correspondingly. The observations indicate that the response of the
system improves with measured energy, in other words with pulse height. For the
results presented here, generous limits on the prompt peak were chosen to cover
both the Gaussian and Lorentzian distributions, so that no real coincidences would
be rejected. Wide gates were satisfactory for the analysis of this data, due to the low
level of random counts at the outset. The Lorentzian distributions of the prompt
time differences will be discussed further in Sec. 6.4.2, where data reduction by time
differences is crucial. Figure 5.8 provides the final random subtracted and scaled
pair spectrum for the transitions de-exciting the 4.29 MeV 0+ state, namely the 2.88
and 4.29 MeV transitions. The scaling was performed to adjust for sampling time
as described in the end of Sec. 2.3, by using the peak area of the 1.41 MeV γ-ray
transition, gated on the magnetic field corresponding to the transitions.
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5.2 Evaluation of E0 transitions
Useful quantities for evaluating electric monopole transitions are introduced in this
section. These transitions occur mainly by internal conversion and pair creation.
Higher order processes such as two-photon emission, which is 3-4 orders of magnitude
less probable [73], are neglected in the following discussion.
The E0 transition probability can be expressed as
W (E0) =
1
τ(E0)
= WCE(E0) +Wpi(E0) = ρ
2(E0) · [ΩCE(E0) + Ωpi(E0)] , (5.2)
where τ(E0) is the partial lifetime for E0 decay from the initial state, CE and pi
denote conversion electrons and pair production, respectively, ρ2(E0) is the square
of the dimensionless monopole transition strength parameter, and Ω(E0) denote the
electronic factors [58]. The monopole strength contains all the information about
the nuclear structure, and is related to the matrix element by
ρ(E0) =
〈f |M(E0) |i〉
eR2
, (5.3)
where e is the electron charge and R the nuclear radius. The electronic factors are
thus independent of the nuclear matrix element, and depend only on nuclear charge,
radius and transition energy. The reduced monopole transition strength is equal to
the square of the matrix element, hence
B(E0) = ρ2(E0)e2R4 . (5.4)
In the following discussion, only K-shell conversion is taken into account. The
intensity ratio of the E0 and E2 conversion electron components of a 2+i → 2+f
transition [74]
q2K(E0/E2) =
IK(E0)
IK(E2)
, (5.5)
can be extended to 0+i → 0+f transitions by reference to a 0+i → 2+f E2 transition
[75–77]. The experimental monopole strength can be found directly if the absolute
transition strength W (E0) is known, by combination with the electronic factors.
However, this is usually not the case, and the monopole strength may instead be
found by
ρ2(E0) = q2K(E0/E2) ·
αK(E2)
ΩK(E0)
· 1
τγ(E2)
, (5.6)
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where αK(E2) and τγ(E2) are the K-shell conversion coefficient and partial lifetime
of the E2 γ-ray transition, respectively. Deduction of ρ2(E0) using Eqs. (5.5−5.6)
may also be performed with pair-transition intensities, using q2pi(E0/E2) = Ipi(E0)/Ipi(E2)
and the appropriate pair-conversion coefficient αpi(E2) and electronic factor Ωpi(E0).
Note that it is customary to use q2K(E0/E2) for comparison in tables, and this is
obtained from the pair-intensity ratio by the conversion
q2K(E0/E2) = q
2
pi(E0/E2) ·
ΩK(E0)
Ωpi(E0)
· αpi(E2)
αK(E2)
. (5.7)
Another useful quantity is the dimensionless ratio of the E0 and E2 reduced tran-
sition probabilities [78]
X(E0/E2) ≡ B(E0)
B(E2)
=
ρ2(E0)e2R4
B(E2)
(5.8)
= 2.54 · 10−6 · A4/3 · q2K(E0/E2) ·
αK(E2)
ΩK(E0)
· E5γ ,
where A is the nuclear mass number and Eγ is the E2 γ ray energy in keV.
5.3 Ratio of the electronic factors of the E0 tran-
sition from the first excited 0+ state
For a specific E0 transition, the ratios
Ipi(E0)
IK(E0)
=
Wpi(E0)
WK(E0)
=
Ωpi(E0)
ΩK(E0)
, (5.9)
are equal since the monopole strength is the same for both decay modes. The
intensity depends on the total efficiency of the spectrometer, and a comparison
of the ratio of the deduced experimental intensities of the K-shell conversion and
the electron-positron pair emission of the 2.56 MeV E0 transition, and the ratio
of the corresponding theoretical electronic factors provides a good check of our
understanding of the spectrometer efficiency. The E0 transition is also an ideal
test case, as there is no alignment of the 0+ state, and hence no alignment effects
further complicating the efficiency calculations. The efficiencies of the two different
types of measurements have to be evaluated by simulations as described in Sec. 3.3.1.
For conversion electrons, the transmission efficiency of the swept-field range must be
simulated. This is performed in the restricted parameter space defined in Table 5.2.
Five million events were simulated, and the result was a transmission efficiency
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Parameter Lower limit Upper limit
θ pi/12 4pi/15
φ 0 2pi
B [G] 3458 4537
Table 5.2: Limits for the conversion elec-
tron simulation in the restricted parameter
space. The angles are defined in the spec-
trometer frame, defined in Sec. 3.3.1.
of trans = 24.3%. This efficiency implies the percentage of electrons of the total
number of electrons emitted within the acceptance angles reaching the segment
surfaces. Then, the solid angle of the restricted parameter space, essentially the
spectrometer acceptance, must be accounted for. Since the emission from 0+ states
is isotropic, the acceptance as a fraction of 4pi steradians is given by
acc =
1
4pi
∫ 2pi
0
∫ 4pi/15
pi/12
sin(θ)dθdφ ≈ 1.8648
4pi
≈ 15 %/4pi , (5.10)
where θ and φ are the polar and azimuthal angles, respectively, in the spectrometer
frame. The intrinsic detector efficiency is obtained from the PENELOPE simulations
shown in Fig. 3.7, which yield int = 72.3(6)%, and a total efficiency tot = acc ·trans ·
int = 2.61(2)% for the 2.56 MeV E0 conversion electron transition. The sampling,
which is derived from the number of counts in the 1.41 MeV γ ray peak, gated on the
magnetic field range covering the momentum window of the electron transition, is
N = 1025 counts. The peak areas, detection efficiencies, and sampling times needed
for deducing the intensities, are listed in Table 5.3, where the detection efficiency of
the pair transition was evaluated according to the method described in Sec. 3.3.2.
Decay mode A [counts]  N [counts]
Conversion electron (K) 439(26) 2.61(2) · 10−2 1025(32)
Pair formation (pi) 9993(10) 3.3(1) · 10−4 95414(309)
Table 5.3: Measured quantities and simulated efficiencies for the
2561.3 keV E0 transition in 54Fe. Note that the conversion electron data is
from a different dataset than the one presented in Fig. 5.5. The reason for
this is that the γ detector was moved between experiments, and to ensure
corresponding sampling ratios for this test, data recorded with the same γ
ray monitor detector were used.
Using the values of Table 5.3, the ratio of the experimental intensities becomes
Ipi(E0)
IK(E0)
=
Api
pi ·Npi ·
K ·NK
AK
= 19(1) . (5.11)
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The theoretical electronic factors provided by BrICC [79] are ΩK(E0) = 2.461 · 108
and Ωpi(E0) = 4.154 · 109, which result in a theoretical ratio of
Ωpi(E0)
ΩK(E0)
= 17 . (5.12)
This is in fair agreement with the experimental value, and provides confidence in
our understanding of the spectrometer transmission and detector efficiency.
5.4 The monopole strength of the E0 transitions
from the two excited 0+ states to the ground
state
The electric monopole strengths of the two excited 0+ states decaying to the ground
state in 54Fe were deduced according to the method explained in Sec. 5.2. The E2
transitions to the first excited 2+ state were used as references for the deduction of
q2K(E0/E2). Table 5.4 lists the transitions and relevant conversion coefficients and
electronic factors for the decay from the two excited 0+ states. Conversion electron
measurements were used to investigate the 0+2 → 0+1 and 0+2 → 2+1 transitions, and
pairs for the 0+3 → 0+1 and 0+3 → 2+1 transitions. We also searched for a 0+3 → 0+2
transition at 1.73 MeV, but no events were seen. The reason for choosing different
decay modes for characterization of the two levels is that conversion electron emission
is more likely for low energy transitions, and pair emission more probable for high
energy transitions. Also, the 1.15 MeV transition is very close to the pair formation
threshold, 2m0c
2, and there would only be 131 keV of kinetic energy available for
distribution between the electron and positron. Column 5 in Table 5.4 lists the
theoretical intensity ratios of the two different decay modes, which demonstrate the
advantage of measuring conversion electrons at low energy, and pairs at high energy.
E [keV] Jpii → Jpif αK(E2), ΩK(E0) αpi(E2), Ωpi(E0) Ipi/IK
1153.1 E2 0+2 → 2+1 1.26(2) · 10−4 3.61(5) · 10−6 0.03
2561.3 E0 0+2 → 0+1 2.46 · 108 s−1 4.15 · 109 s−1 17
2881.9 E2 0+3 → 2+1 2.20(3) · 10−5 7.3(1) · 10−4 33
4290.8 E0 0+3 → 0+1 5.65 · 108 s−1 7.91 · 1010 s−1 140
Table 5.4: Intensity ratios of pairs and K-conversion electrons for the tran-
sitions of interest in 54Fe. The ratios were obtained from the theoretical con-
version coefficients and electronic factors [79] for the E2 and E0 transitions,
respectively.
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The efficiency for measuring the 1.15 MeV K-shell conversion electron was found
in the same fashion as described in Sec. 5.3, and the pair-transition efficiencies
were deduced in the usual way. Table 5.5 lists the peak areas, efficiencies and
sampling counts of the four transitions. Again, the sampling was determined from
the peak area of the 1.41 MeV γ-ray transition. The monopole strengths were
E [keV] A [counts]  N [counts] I
1153.1 E2 20400(610) 3.05(3) · 10−2 81650(290) 8.2(3)
2561.3 E0 29460(280) 2.63(2) · 10−2 117450(340) 9.5(1)
2881.9 E2 835(66) 4.13(14) · 10−4 617220(790) 3.3(3)
4290.8 E0 1015(50) 2.56(7) · 10−4 637550(800) 6.2(4)
Table 5.5: Peak areas, A, efficiencies, , sampling, N, and the deduced
intensities, I, of the four transitions of interest in 54Fe.
found according to Eq. (5.6) by using the parameters in Tables 5.4 and 5.6. The
partial E2 γ-ray decay lifetimes were provided by collaborators at the University of
Kentucky, Lexington, USA, who obtained the lifetimes by Doppler shift attenuation
measurements following inelastic neutron scattering (DSAM-INS) [83].
Jpii → Jpif q2K(E0/E2) X(E0/E2) τγ(E2) [s] 103 · ρ2(E0)
0+2 → 0+1 1.16(4) 0.63(2) > 3.7 · 10−12 < 169
0+3 → 0+1 0.45(5) 1.81(18) 69(10) · 10−15 254(45)
Table 5.6: Monopole strengths of the two first excited 0+ states decaying
to the ground state in 54Fe, and quantities used for the calculation. The
intensity ratios in column 2 were obtained from values in Table 5.5. The
upper limit on ρ2(E0) for 0+2 → 0+1 was found using the highest values of
αK(E2) and q
2
K(E0/E2). The q
2
K(E0/E2) value for 0
+
3 → 0+1 was derived
according to Eq. 5.7, from q2pi(E0/E2) = 1.90(19).
In the previous work of Ref. [72], a monopole strength of 103 · ρ2(E0) ≤ 230 was
reported for the 0+2 → 0+1 transition, and 103 · ρ2(E0) = 77(32) for the 0+3 → 0+1
transition. Regarding the former transition, the improved upper limit obtained in
this work is mainly due to the new lifetime information, shown in Table 5.6, as
compared to the previous value of τγ(E2) ≥ 2 ps. The monopole strength deduced
for the latter transition is about three times larger than the previous value. This
cannot be attributed to differences in the lifetimes used in the calculations, since
the previous value of τγ(E2) = 79
+24
−20 fs is similar to the new value used here. The
previous values of Ref. [72] were found by combining X(E0/E2) with B(E2) values
known from level half-lives. It is unclear how they obtained X(E0/E2), but it is
reasonable to assume that they did so by the ratios of E0 pair transitions over E2
γ-ray transitions, since there is no mention of E2 pair measurements. Further, they
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used two Si(Li) detectors to measure pairs in coincidence, and the transmission was
defined by the count rate in a singles electron absorption peak in one of the detectors,
compared to the emission rate of the corresponding electrons from a source [84]. It
is not explained how they estimated the transmission of a pair which strikes both
detectors. A possible explanation for the discrepancy between the previous and new
measurements might be that the pair transmission was overestimated in the previous
case, which resulted in the extraction of a too low X(E0/E2) value when the E0
pair data were combined with the E2 γ-ray data. In the present work, six Si(Li)
detectors were used, for which the pair transmission and detection were thoroughly
investigated using Monte Carlo simulations. Further, the ratios of E0 over E2 decays
were deduced using the same type of measurement for both transitions, i.e. K-shell
conversion for the transitions from the 2561 keV 0+2 state, and pair measurements
for the transitions from the 4291 keV 0+3 state.
5.5 Internal conversion coefficients
The γ ray and conversion electron data were used to extract experimental conversion
coefficients. To account for detector efficiencies, the combined efficiency
comb(E) =
K(E)
γ(E)
=
AK(E)
αE2K (E) · Aγ(E)
, (5.13)
was determined from the pure E2 transitions at 0.41, 1.13, 1.15, 1.41, 2.96 and
3.17 MeV, by using the theoretical conversion coefficients and the measured peak
areas. The resulting combined efficiency is plotted in Fig. 5.9, and it is reasonable
to assume a linear relation in the relevant energy region. Further, the individual
detector efficiencies are expected to remain smooth in the region between 1.41 and
2.96 MeV, thus retaining the linear relation in the region where the interpolation was
used to deduce the efficiency for the intermediate mixed transitions. The resulting
experimental conversion coefficients are shown in Fig. 5.10, and listed in Table 5.8.
The enhancement of the mixed 1.55 MeV 2+ → 2+ transition due to an additional
E0 component is small, but present, while the experimental conversion coefficient
for the 1.76 MeV 2+ → 2+ transition is enhanced and indicates an E0 component.
These components and related quantities are evaluated in Sec. 5.6. It should be
noted that the conversion coefficient of the 1.94 MeV 3+ → 4+ transition might
be underestimated due to contamination from the 2.96 MeV double-escape peak.
However, the value agrees fairly well with the assigned M1+E2 mixed multipolarity,
and since no E0 component is expected for this Jpii 6= Jpif transition, the value was
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adopted without further examination.
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Figure 5.9: Combined efficiency (arb. units) of the HPGe γ ray detector and the electron
detector array for the 54Fe experiment, obtained from the pure E2 transitions.
E [keV] AK [counts] Aγ [counts] comb(E)
411.4 (∗) 11080(635) 6740(900) 553(75)
703.0 2800(510) 5090(710) 1332(88)
736.4 2495(555) 3650(720) 1421(89)
756.6 20200(800) 42270(770) 1476(90)
806.5 16880(540) 35500(800) 1610(92)
1129.9 (∗) 54065(2790) 169060(11600) 2474(106)
1153.1 (∗) 20400(610) 67350(1355) 2535(107)
1408.1 (∗) 282380(1020) 1077690(10925) 3217(117)
1550.7 19050(300) 73050(675) 3596(123)
1757.6 6000(230) 19620(380) 4150(132)
1936.5 10910(315) 58360(835) 4630(140)
2959.4 (∗) 10170(170) 66020(745) 7360(183)
3166.0 (∗) 10965(190) 72265(835) 7916(191)
Table 5.7: Peak areas of the K-shell conversion and γ-ray tran-
sitions in 54Fe, and the combined efficiency of the detectors.
(∗)Calibration points.
75
500 1000 1500 2000 2500 3000
10−4
10−3
10−2
Transition energy [keV]
α
K
 
 
54Fe E1M1
E2
experiment
calibration
points
Figure 5.10: Experimental conversion coefficients from the 54Fe experiment compared to
BrIcc [79] values.
αK · 105
E [keV] Multipolarity Experiment M1 E2
411.4 (∗) E2 297(60) 95(2) 232(4)
703.0 M1 + E2 41(10) 29.1(4) 44.1(7)
736.4 M1 + E2 48(15) 26.4(4) 38.8(6)
756.6 M1 + E2 32(2) 24.9(4) 36.0(5)
806.5 M1 + E2 30(2) 21.8(3) 30.4(5)
1129.9 (∗) E2 12.9(9) 11.1(2) 13.2(2)
1153.1 (∗) E2 12.0(7) 10.7(2) 12.6(2)
1408.1 (∗) E2 8.1(3) 7.3(1) 8.2(1)
1550.7 E0 +M1 + E2 7.3(3) 6.1(1) 6.7(1)
1757.6 E0 +M1 + E2 7.4(4) 4.9(1) 5.3(1)
1936.5 M1 + E2 4.0(2) 4.12(6) 4.4(1)
2959.4 (∗) E2 2.1(1) 2.03(3) 2.11(3)
3166.0 (∗) E2 1.9(1) 1.83(3) 1.89(3)
Table 5.8: Experimental and theoretical K-shell conversion coeffi-
cients for the observed transitions in 54Fe. (∗)Calibration points.
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5.6 E0 components of the Jpii → Jpif transitions
The enhanced conversion coefficient of the 1.76 MeV transition indicates an E0
component, while a similar enhancement for the 1.55 MeV transition is less appar-
ent. Nevertheless, both transitions are examined for E0 strength in this section. In
addition, there is a 757 keV 4+ → 4+ mixed transition from the 3.29 MeV 4+2 to the
2.54 MeV 4+1 excited level. This transition does not exhibit any evident enhance-
ment, but will also be examined.
The q2K(E0/E2) branching ratio can be obtained from the experimentally mea-
sured conversion coefficient and the theoretical M1 and E2 conversion coefficients
by use of the transition mixing ratio, δ(E2/M1), in the following way
q2K(E0/E2) =
(1 + δ2(E2/M1)) · αK(exp)− αK(M1)
δ2(E2/M1) · αK(E2) − 1 . (5.14)
It is, however, more convenient and straightforward to use the monopole versus
mixed multipole ratio for the calculations in this section, i.e.,
æ2K(E0/[M1 + E2]) =
IK(E0)
IK(M1 + E2)
=
αK(exp)
αK(M1 + E2)
− 1, (5.15)
where
αK(M1 + E2) =
1
(1 + δ2)
· αK(M1) + δ
2
(1 + δ2)
· αK(E2), (5.16)
is the mixed conversion coefficient. This is because the mixed transition branching
ratio and partial width may then be used directly in the derivation of the monopole
strength, instead of having to derive the mixed E2 component of the quantities. The
standard definition of the E0/E2 branching ratio is obtained for later reference, by
the relation
q2K(E0/E2) = æ
2
K(E0/[M1 + E2]) ·
(1 + δ2)
δ2
· αK(M1 + E2)
αK(E2)
. (5.17)
In order to deduce monopole strengths, Eq. (5.6) is rewritten for use with mixed
transitions
ρ2(E0) = æ2K(E0/[M1 + E2]) ·
αK(M1 + E2)
ΩK(E0)
· Γγ(M1 + E2)
~
, (5.18)
where Γγ(M1 + E2) is the decay width of the mixed transition. The decay widths
were deduced from the level half-lives and relevant branching ratios, listed in Ta-
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ble 5.11, by applying
Γγ(M1 + E2) =
~
T1/2 · ln(2) ·
Iγ(M1 + E2)
Itotγ
, (5.19)
where Itotγ is the total intensity of γ rays de-exciting the state. Pair formation and
conversion electron contributions are on the order of 10−4 − 10−5 relative to the γ
ray intensities, and were neglected in Eq. (5.19).
Eγ [keV] δ(E2/M1) αK(mix.) · 105 æ2K ΩK(E0) [s−1] 103 · ρ2(E0)
756.6 0.15(5) 25.2(4) 0.29(2) 4.984 · 107 ≤ 913
1550.7 0.10(4) 6.12(15) 0.19(1) 1.189 · 108 860(76)
1757.6 0.63+57−25 4.99(14) 0.48(3) 1.414 · 108 145(40)
Table 5.9: The monopole strengths of the two 2+i → 2+f transitions in 54Fe. The mixing
ratios were taken from [86], and the conversion coefficients and electronic factors were
obtained from BrIcc [79].
The monopole strengths were then calculated using Eq. (5.18), and the results, as
well as the quantities used in the calculation, are listed in Table 5.9. The monopole
strength of the 1.55 MeV 2+2 → 2+1 transition is surprisingly large, which may be
explained by the relatively large decay width and small mixing ratio. This strength
indicates a substantial change in the mean square charge radius of the system and
strong mixing with the ground state band, i.e., shape coexistence.
In case the mixing ratio is questionable or unknown, the monopole strength may
be examined separately for pure transitions by assuming
ρ2(E0) =
[
αK(exp)
αK(XL)
− 1
]
· αK(XL)
ΩK(E0)
· Γγ(XL)
~
, (5.20)
where XL denotes the multipolarity of the pure transition. The bracketed term
represents the E0 branching ratio, and has to be treated as a separate quantity with
its own uncertainty. In practical terms, when considering an M1 + E2 transition,
this translates to δ2(E2/M1) = 0 for XL = M1, and δ2(E2/M1) 1 for XL = E2.
For the 1.55 MeV transition, Eq. (5.20) yields 103 · ρ2(E0) = 437(36) for a pure E2
transition, providing a lowest possible value of 103 ·ρ2(E0) = 401 using the numbers
in this analysis. This still indicates a dramatic shift in the mean-square charge radius
of the system. However, the mixing ratio is not questionable for this transition, as
two different measurements agree exactly [86,87], and the value in Table 5.9 is thus
adopted.
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5.7 Changes in 〈r2〉 and 〈β2〉 deduced from the
extracted monopole strengths
The connection between ρ2(E0) and differences in mean-square charge radii, 〈r2〉,
and differences in deformation parameters, 〈β2〉, between coexisting states was inves-
tigated in Ref. [88]. As derived there, the relation between the monopole strength,
mixing, and change in nuclear radius, may be approximated by
ρ2(E0) =
Z2
R4
· a2(1− a2) ·∆ 〈r2〉2 , (5.21)
where a ∈ [0, 1/√2] is the mixing amplitude, ∆ 〈r2〉 is the change in mean-square
radius, Z denotes the atomic number of the nucleus, and R = 1.2 · A1/3 fm. A
corresponding equation was also derived for the change in deformation parameter
∆〈β2〉,
ρ2(E0) =
(
3Z
4pi
)2
· a2(1− a2) ·∆〈β2〉2 . (5.22)
For clarity, β denotes the quadrupole deformation. Assuming maximum mixing
amplitudes, a = 1/
√
2, the changes in mean-square radii and deformation parame-
ters were deduced from the measured monopole strengths according to Eqs. (5.21)
and (5.22), and the extracted values are tabulated in Table 5.10. Smaller mixing
amplitudes would imply larger changes in the mean-square radii and deformation
parameters. All of the transitions listed in Table 5.10 lead to the near-spherical
ground state band, and the deformation parameters of the initial states are thus
approximately equal to the cited ∆〈β2〉 values. One observation is then that the
deformation parameter of the 3166 keV 2+3 state corresponds well with the upper
limit found for the 2561 keV 0+2 state, which strengthens the interpretation that
Ex [keV] Eγ [keV] J
pi
i → Jpif ∆〈r2〉 [fm2] ∆〈β2〉
2561.3 2561.3 0+2 → 0+1 < 0.65 < 0.133
2959.0 1550.7 2+2 → 2+1 1.46(13) 0.299(26)
3166.0 1756.6 2+3 → 2+1 0.60(17) 0.123(34)
3294.8 756.6 4+2 → 4+1 < 1.51 < 0.308
4290.8 4290.8 0+3 → 0+1 0.80(14) 0.160(28)
Table 5.10: Differences in 〈r2〉 and 〈β2〉 between states in 54Fe,
deduced from the measured monopole strengths. All the transi-
tions lead to the near-spherical ground-state band, and the 〈β2〉
values of the initial states are approximately equal to the differ-
ences provided in column 5.
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the 0+2 and 2
+
3 states belong to the same deformed excitation band, which will be
discussed in the next section.
5.8 Level scheme and systematics
The γ-γ data contained sufficient statistics for constructing a level scheme of exci-
tation energies up to 4.8 MeV, as displayed in Fig. 5.11. Excited bands built on
the 0+2 state at 2.56 MeV and 2
+
2 state at 2.96 MeV were identified, and are inter-
preted as deformed configurations with rotations built on top. Further, a cluster of
4+ states manifests itself in the region of 3 − 4 MeV excitation energy, which will
be referred to as the excited 4+ group. The E0 and E2 transitions measured from
the second excited 0+ state to the ground-state band provided a monopole strength
indicating a different structure, and this level is thus assumed to be a band head.
The observations will be discussed in conjunction with the level systematics of the
iron isotopes, shown in Fig. 5.12. There were also states which had no evident place
in the scheme, and were thus drawn outside of the band structures.
5.8.1 The ground-state band
Transitions were observed from the 2+1 , 4
+
1 , and 6
+
1 levels in the ground-state band.
Higher energies and spins were inaccessible by the 6.9 MeV proton induced reactions.
As can be seen in Fig. 5.12, the energy spacing between the 4+1 and 6
+
1 states is
relatively small compared to the other iron isotopes due to the reduction of the
6+1 level energy, and the increase of the 2
+
1 and 4
+
1 energies. This is consistent
with the single-particle nature of a spherical ground state, which is discussed in
the following. First of all, the N = 28 and Z = 20 shells are fully occupied and
closed in 54Fe, with six further protons occupying the 1f7/2 orbital. This effectively
results in a configuration of six protons residing outside a doubly magic 48Ca core, or
alternatively, two proton holes in the doubly magic 56Ni core. Comparison of the 54Fe
ground-state band to the first excited states of 50Ti, which has two protons outside
the 48Ca core, provides a good agreement, supporting a single-particle picture. In
contrast, the 2+1 , 4
+
1 , and 6
+
1 levels in
52Cr are more evenly distributed in energy,
which is indicative of a collective vibration. Shell model calculations [89,90] suggest
that coupling configurations of the two 1f7/2 proton holes are responsible for the
dominant structure of the low-lying states in 54Fe, and the 2+1 , 4
+
1 , and 6
+
1 levels are
likely attributed to such configurations.
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Figure 5.12: Level systematics for known levels among the iron isotopes.
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5.8.2 The excited 0+2 band
A 605 keV transition connecting the 2+3 excited state at 3.17 MeV to the 0
+
2 level
at 2.56 MeV was discovered in this work, which lead to the assumption of a band
structure. This is in agreement with the calculations of [90], where exactly these two
states were attributed to 2p − 2h neutron excitations across the N = 28 shell gap.
The similar monopole strengths of the 0+2 → 0+1 and 2+3 → 2+1 transitions further
supports the band assignment, and also indicate that the 0+2 band has a different
structure than the ground-state band. Hence, the 0+2 band is believed to be a
deformed excitation band caused by 2p − 2h neutron configurations. Based on the
level systematics in Fig. 5.12(b), as well as the characteristics of a rotational band
shown in Fig. 5.13, the 4+ state at 4.10 MeV was tentatively placed on top. However,
no transitions were observed from this level, which was previously populated in a
(3He, 2pn) experiment [92], and is not visibly populated by the 6.9 MeV proton
bombardment in our experiment. The 54Fe(p, n) channel opens at approximately
9 MeV, and it might be fruitful with respect to searching for a 4+ state to repeat
the experiment with increased beam energy. An estimate of the partial life time of
the 0+2 → 2+1 γ-ray transition may be deduced by combining the properties of the 0+2
state with the monopole strength of the 2+3 → 2+1 transition. This is justified by the
fact that two levels in the same band possess the same deformation. Rearranging
Eq. (5.6), and using the values in Table 5.11 results in
τγ(E2) = q
2
K(E0/E2) ·
αK(E2)
ΩK(E0)
· 1
ρ2(E0)
= 4.1(11) ps . (5.23)
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Figure 5.13: Band energies versus rota-
tional energy dependence for the 0+2 and
2+2 bands, providing an indication of the
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been subtracted from the excitation ener-
gies.
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Then, assuming that the branching ratio of the 0+2 → 2+1 γ-ray transition is close
to unity, and accounting for the already known lower limit on the half-life of the 0+2
level, implies a T1/2 = 2.84
+76
−28 ps for the 2.56 MeV 0
+
2 state.
The systematics in Fig. 5.12(b) indicate a local minimum for the 0+2 band energies
in 54Fe (N = 28). This demonstrates that the deformation caused by 2p−2h neutron
excitations to the 2p3/2 orbital is energetically favourable from a spherical outset,
i.e., the simultaneous excitation of two neutrons without breaking the pair is an
effective way to absorb excess energy in this case. Also, the other iron isotopes have
valence neutrons which are likely to make other configurations more favourable.
5.8.3 The excited 2+2 band
The second excited 2+ state at 2.96 MeV constitutes the band head of a 2+, 3+, 4+
sequence of states, which has a rotational band structure, as can be seen in Fig. 5.13.
This can only be a rotational band if the 2+2 state is deformed, since the other possible
explanation, a γ vibration, cannot occur on the spherical ground-state configuration
of 54Fe. The monopole strength of the 2+2 → 2+1 transition exhibits a very large E0
strength, suggesting a dramatic change in the nuclear charge distribution between
this excitation band and the ground-state band. A 1p− 3h proton excitation across
the Z = 28 shell gap, coupling a hole in the 1f7/2 orbital to a proton in the 2p3/2
orbital, might explain both the deformation and the observed monopole strength.
As shown in Fig. 5.14, a 398 keV transition was observed in coincidence with the
1153 keV transition de-exciting the 0+2 state. This corresponds to the 2
+
2 → 0+2
transition, and demonstrates mixing between the 0+2 and 2
+
2 bands in
54Fe. The
systematics in Fig. 5.12(c) indicate a local minimum for the 2+2 -band energies at
Figure 5.14: A transition between the
2+2 and 0
+
2 band heads were observed at
398 keV, demonstrating band mixing in
54Fe.
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N = 32, which is due to the filling of the 2p3/2 neutron orbital in
58Fe, and that
the additional neutrons in the 2p3/2 shell promotes proton excitation to the 2p3/2
or the 1f5/2 orbitals due to the monopole interaction (see Sec. 5.8.5). The 386 keV
transition connecting the first excited 3+ state to the suggested 2+2 band has not
been reported previously, and is a new result of this work. We were not able to
identify a 5+ state for the 2+2 band, which might be due to insufficient reaction
energy and/or angular momentum transfer. The unassigned 4.70 MeV state and
the 4.03 MeV 5+ state are too low in energy to be candidates for the 2+2 band.
5.8.4 The 4+ group
There is a group of 4+ states at 3.29, 3.83 and 4.27 MeV of excitation energy, which
decays to the 2+1 and 4
+
1 levels in the ground-state band. The two latter 4
+ states
in this group also decays to the former. An upper limit was found for the monopole
strength of the 757 keV 4+ → 4+ transition, using the values provided in Table 5.11.
The limit amounts to ρ2(E0) ≤ 0.913, which suggests significant structural changes
in the states connected by this transition. Unfortunately, other transitions in this
group were too weak to be seen in the conversion electron spectrum. Again, a
repetition of the experiment over a longer duration and with higher beam energy is
encouraged, as more data are needed to unravel the nature of these 4+ states.
5.8.5 The excited 0+3 state
Only two transitions were seen de-exciting the 0+3 state at 4.09 MeV, namely the
transitions to the 0+1 and 2
+
1 levels in the ground-state band. The monopole strength
of the 0+3 → 0+1 ground state transition is relatively large, and suggests a different
structure for the excited 0+3 state. The coupling to a third 1f7/2 hole explained
higher energy states in [89], in particular the 0+3 state, where the nature of the third
hole could be either proton or neutron. The level systematics in Fig. 5.12(a) shows
a parabolic behaviour of the 0+3 energy level as a function of neutron number, with
a minimum at 58Fe. This is interpreted as a direct consequence of the Z = 28 shell
gap dependence on the tensor force of the monopole interaction [91]. The effect of
the monopole interaction arising from the increasing population of the 1f7/2 neutron
orbital, is to reduce the single particle energy of the 1f5/2 proton orbital and increase
the single particle energy of the 1f7/2 proton orbital, as illustrated in Fig. 5.15. This
brings the f orbitals closer together, which effectively reduces the Z = 28 shell gap,
since the orbitals are initially located on opposite sides of the gap. The magnitude
of the tensor force gradually increases as a function of neutron number up to 58Fe,
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after which it tapers off due to population of the 1f5/2 neutron shell, which reverses
the effect. This is manifested in the 0+3 level energy as a function of neutron number,
since a lesser energy spacing facilitates proton excitations across the shell gap.
Figure 5.15: The tensor force of the
monopole interaction acts on the proton
single particle energies as the 1f7/2 neu-
tron orbital is filled. Here, the green ar-
rows demonstrate the effect as a function
of neutron number up to 58Fe, indicating
the strength of the interaction.
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5.9 Summary
The spectrometer has been found to operate as designed, based on the results of this
chapter in general, but also by the direct test conducted in Sec. 5.3. The efficiency
simulation of the spectrometer was tested by deducing the ratio of electronic factors
of the conversion electron and pair decay from the 0+2 state, which corresponded
well to the theoretical ratio. Quite a lot of information could be extracted on 54Fe
from the γ, γ-γ coincidences, conversion electron, and internal pair measurements
analyzed in this chapter. Five new monopole strengths were deduced, and seven
new experimental K conversion coefficients were obtained from the electron spec-
trometer data. A level scheme was constructed from the γ-γ data, leading to the
assignment of three new transitions and consequently the interpretation of 0+2 and
2+2 band structures, with mixing between them. Further, the γ-γ angular correlation
confirmed the assignment of the 0+2 state in
54Fe. The level systematics suggest a
minimum for the 0+2 band at
54Fe, while the 2+2 band and 0
+
3 systematics indicate
minima at 58Fe. This is due to the filling of the 1f7/2 neutron shell (N = 28) and
the 2p3/2 neutron shell, respectively.
It is expected that these results, along with results from 56Fe and 58Fe, will be
combined and published within a few months after the submission of this work.
There are some open questions remaining, such as further candidates for both the
0+2 and 2
+
2 bands, and an interpretation of the 4
+ group. Another γ-γ coincidence
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experiment is thus encouraged, with aim to collect more statistics. This should be
performed for a longer duration, e.g. on the order of a day, and possibly with higher
beam energy. Also, shell model calculations could be performed and compared to
the new results. Further, the half-lives of the 2.56 MeV 0+ and 3.29 MeV 4+ states
should be remeasured, since only lower limits are known. These lifetimes are too long
to be measured in DSAM-INS, so another method like the recoil distance method
(RDM) should be applied in a plunger experiment. These types of measurements
are suitable for lifetimes in the range of 1 ps−1 ns.
88
Chapter 6
Pair decay from the Hoyle state in
12C
This chapter concerns the experimental campaign on measuring the pair transitions
from the Hoyle state. The motivation and physics background is outlined in Ch. 1.
Several measurements aiming at detecting the pair decay from the Hoyle state have
been performed since the debut of the new spectrometer setup in 2012. The first
successful observation of the 7.65 MeV E0 transition, at ANU, was achieved in
April 2013. Following that, two experiments were performed each year in 2014,
2015 and 2016, as well as one experiment in 2017. The experimental setup was
ready for measurements at the beginning of 2014, but some improvements to the
electronics, acquisition system and beam line were progressively made during the
course of these experiments, as specified in Sec. 2.3.1. The best datasets up to this
point were measured in June and October 2015, as well as in November 2017, and
the data presented in this chapter are from those experiments.
6.1 Levels and transitions of interest
Figure 6.1: The levels and tran-
sitions of interest in 12C.
Electromagnetic decay from the Hoyle state, at
7.65 MeV excitation energy, occurs either by a
7.65 MeV E0 transition directly to the ground
state or a 3.22 MeV E2 transition to the first ex-
cited 2+ state at 4.44 MeV. Both decay routes
result in formation of stable carbon, as the 2+1
state is below the 3α and 8Be +α breakup thresh-
olds. With current knowledge, the radiative decay
branches into Γrad = Γγ(E2) + Γpi(E0) + Γpi(E2)
with 98.25%, 1.66%, and 0.09% probability, re-
spectively. Electron conversion is 4-5 orders of
magnitude less probable, and is thus negligible.
The transitions of main interest are the pair tran-
sitions from the Hoyle state, shown in blue in
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Fig. 6.1, and the 4.44 MeV E2 transition which will be used to deduce the E0
pair branching ratio of the Hoyle state.
6.2 Experimental conditions
In order to populate the levels of interest, the 12C(p, p′) reaction at 10.5 MeV pro-
ton energy was used, since this is a resonant bombarding energy for population of
the Hoyle state [94]. Under these conditions, the cross sections for populating the
4.44 MeV 2+ and 7.65 MeV 0+ levels in 12C are reported to be σ4.44 = 291 mb [93]
and σ7.65 = 86.5 mb [94], respectively. The average energy loss of 10.5 MeV protons
in the full thickness of a 1 mg/cm2 target foil positioned at 45◦ relative to the beam,
is 56 keV [68], which would not alter the cross sections notably. The width of the
10.5 MeV proton scattering resonance of the Hoyle state is about FWHM = 700 keV,
and the cross section varies by less than 10% within a width of 350 keV. The cor-
responding variation in the cross section for populating the 4.44 MeV level is less
than 4%. Using the same target specifications for calculating the reaction rates,
with a beam intensity of 500 nA, results in rates of r4.44 = 6.94 · 107 Hz and
r7.65 = 2.06 · 107 Hz for population of the two excited states. By taking into account
the relevant conversion coefficients, branching ratios, and spectrometer transmission,
the rates of pair constituents striking different detector segments in coincidence were
deduced. We expect 1
145
pairs/s for the 3.22 MeV E2 transition, 81 pairs/s for the
4.44 MeV E2 transition, and 1
11
pairs/s for the 7.65 MeV E0 transition. These
rates were deduced with optimum magnetic fields for transmission of pairs from the
transitions, which are 1978, 2801, and 4923 Gauss, respectively. For completeness,
the intrinsic detector efficiencies are 51(2)%, 45(1)%, and 27(1)% for the 3.22, 4.44,
and 7.65 MeV pair transitions, respectively. Further, the target was contaminated
with 16O, and the 6.05 MeV E0 pair transition from the first excited state was
sampled and conveniently used for calibration. The optimum magnetic field for this
transition is 3949 Gauss. The decay after population was assumed to be instant, as
the half-lives are on the order of picoseconds or less (see Table 4.1).
In June 2015, we used a stacked 2× 1 mg/cm2 natural carbon target, consisting
of 98.9% 12C and 1.1% 13C. The stacking of target foils effectively doubled the re-
action rates cited above. The target was bombarded for 42 h with a 500 nA proton
beam, chopped into 5 s on/off periods to investigate possible contamination by β+
decay from 13N, produced in 12C(p, γ) reactions. Other proton-induced reactions
on 12,13C would not result in background radiation significant for the spectrometer
measurements. The on/off cycles were sorted out by gating on the rates recorded
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with a γ ratemeter, which was triggered by coincidences in the spectrometer. In
other words, high/low rates were used for identification of the on/off periods. No
significant background was observed. In October 2015, a single 1 mg/cm2 carbon
foil was exposed to a proton beam of 5-600 nA intensity, over a period of 84 h. The
beam was again chopped, but with on/off intervals of 5 ms. The reason for repeat-
ing the use of a chopped beam was that a specialized unit (J624) was available for
monitoring the on/off cycles, enabling us to search for decay background with higher
precision. The J624 is essentially a free running clock with counters and buffers,
with time resolutions of 0.125−256 µs and corresponding ranges of 1 ms−2 s. When
an event is triggered, the current number in the counter is stored in a buffer, ready
for transfer to the acquisition interface. The time stamp of an event, relative to the
start signal provided by a beam pulse, could then be precisely determined within the
10 ms period of the on/off cycling. Again, no significant background was observed.
The experimental conditions met in October 2015 were reproduced in November
2017, using the same target, but omitting the use of a chopped beam. In November
2017, the beam was incident on the target foil for approximately 92 h.
6.3 Decay widths and line shapes
This section summarizes the deduced and tabulated decay widths of the three pair
transitions in 12C, and the one in 16O, and the related line shape considerations.
The E0 pair decay widths of the 7.65 MeV transition in 12C and the 6.05 MeV
transition in 16O are available in the literature, and the E2 pair decay widths of the
3.22 and 4.44 MeV transitions in 12C were deduced from current knowledge on the
radiative widths and appropriate conversion coefficient or branching ratio. The pair
decay widths of the four transitions are presented in order of excitation energy and
mass number in the following.
The only possible decay of the 4.44 MeV 2+ state in 12C is the E2 transition
to the ground state, which has a width of Γ4.44(E2) = 10.8(6) meV [95]. The total
decay width including pair decay may be expressed as
Γ = Γγ + Γpi = Γγ (1 + αpi) , (6.1)
since electron conversion is negligible. Thus, the pair decay width becomes Γ4.44pi (E2) =
αpi(E2) ·Γ4.44(E2)/(1 +αpi(E2)) = 14.3(8) µeV, using the pair conversion coefficient
αpi(E2) = 1.321(19) · 10−3 [79, 82].
The Hoyle state in 12C has two possible transitions, namely the E0 and E2
transitions introduced in Sec. 6.1. For the E0 pair transition, the decay width of
91
Γ7.65pi (E0) = 62(2) µeV is readily available from Ref. [40]. The decay width of the E2
pair transition has to be deduced from the radiative width, Γrad = 3.7(4) meV [6],
using the currently adopted E2 pair branching ratio of 0.09%. The resulting width
is found to be Γ3.22pi (E2) = 3.33(36) µeV.
Finally, the mean life of the 6.05 MeV transition in 16O is τpi(E0) = 96(7) ps [97],
and the decay width is easily obtained from the relation
Γ =
~
τ
, (6.2)
which provides a value of Γ6.05pi (E0) = 6.9(5) µeV.
The maximum recoil energies generated by a 10.5 MeV proton beam are cal-
culated in Ch. 4, and listed in Table 4.1. The exact line shape and Doppler shift
depends on the scattering distributions of the reactions, but general remarks and
expected characteristics were deduced based on the available data. The half-life of
the 4.44 MeV 2+1 state in
12C is 42(2) femtoseconds, and the half-life of the Hoyle
state is 49(5) attoseconds based on the recommended value in [6]. The maximum
slowing time of the recoils is on the order of 1 picosecond, hence most of the de-
cay will occur before the recoils are at rest, and Doppler effects are expected for
these transitions. The maximum recoil energies of the 12C∗(4.44) and 12C∗(7.65)
are 1736 keV and 814 keV, respectively, and only small Doppler effects are antic-
ipated. The calculations performed in Sec. 4.5.2 did not reveal energy shifts for
any of the transitions measured in 12C, however, broadenings of 36, 59, and 93 keV
were calculated for the 3.22, 4.44, and 7.65 MeV pair transitions, respectively. The
absence of Doppler shift is because the spectrometer is mounted perpendicular to
the beam axis, and the total distribution is broadened but not shifted due to the
symmetry of the scattering distributions about the beam axis. The half-life of the
6.05 MeV 0+ state in 16O is 67(5) picoseconds, and this transition will not be Doppler
shifted or broadened, except for in cases when the recoils escape the target. Another
purpose of investigating Doppler effects was to examine whether different segment
combinations could experience different Doppler shifts (for the gain matching). The
simulations of Sec. 4.5.2 revealed that variations in Doppler shifts between segments
are negligible, thus all the summed energy peaks will be resolvable with the same
gain matching.
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6.4 Experimental data
This section presents the experimental data and aspects of the data analysis.
6.4.1 Pair spectra
The spectra presented here have been gain matched according to Appendix A.1,
summed over all possible segment combinations, and projected out with gates on
energy differences corresponding to the width of the momentum window, as illus-
trated by dashed lines in the EE matrices shown in Fig 6.2. These matrices exhibit
responses outside of the momentum window, marked by solid lines, due to the follow-
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Figure 6.2: Raw EE matrices sorted out by gates on the discrete magnetic field values of
the four transitions measured in the 12C experiments. The gates used for projecting out the
pair spectra are indicated by dashed lines, and the solid square represents the momentum
window. The matrices shown here are from the November 2017 experiment.
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ing processes. The horizontal and vertical responses below the correlated summed
energy of the pair transition, are caused by scattered events or other background
in coincidence with a particle transmitted in the momentum window. The response
above the summed energy of the transition is due to additional energy deposition
by a 511 keV annihilation photon, which will be discussed further in Sec. 6.5. The
blobs seen in Figs. 6.2(a) and (d) suggest a significant amount of background, while
the narrow diagonal lines of Figs. 6.2(b) and (c) indicate clear transitions. Due to
the relatively low number of counts within the momentum window of Fig. 6.2(d),
coincidences of pure background events may be seen in the low energy corner of
the matrix. These events are also observable in Fig. 6.2(a). A similar background
is present for the other transitions, but cannot be seen due to the high peak to
background ratios of Figs. 6.2(b) and (c).
The random components of the coincidence spectra were identified by gating on
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Figure 6.7: Total projections of
the relevant region in the γ-ray
spectra measured in the 12C ex-
periments. The peak area of the
4.44 MeV transition was used for
scaling the pair spectra according to
sampling.
the flat regions in the corresponding time dif-
ference spectra (Sec. 6.4.2) and subtracted from
the prompt data by assuming a flat distribu-
tion under the prompt peak. Further, the pair
spectra are scaled according to sampling times,
accounted for by the number of counts in the
4.44 MeV γ-ray peak, gated on the magnetic
field corresponding to the spectrum to be scaled.
The random subtracted and scaled pair spectra
are shown in Figs. 6.3−6.6, and the total γ-ray
spectra are shown in Fig. 6.7. The 4.44 MeV
E2 and 7.65 MeV E0 transitions in 12C, and
the 6.05 MeV E0 transition in 16O are readily
observable, but it is impossible to confirm the
presence of the 3.22 MeV E2 transition. This
is due to a large background, which will be dis-
cussed in Sec. 6.5.1. The FWHMs of the 4.44
and 7.65 MeV pair transitions are 57 keV and
85 keV, respectively, which is in good agreement
with the predictions of the Doppler simulations.
Hence, the FWHM of the 3.22 MeV transition
can be expected to be around 35 keV. Some gen-
eral remarks on the spectra, not directly related
to the transitions themselves, are provided be-
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low, and will be discussed further throughout the rest of the section.
First of all, the main focus in June 2015 was to obtain a good measurement of
the 7.65 MeV E0 transition, and as a consequence the sampling of the 3.22 MeV
E2 transition was relatively low compared to the other runs. This is why the qual-
ity of the spectrum in Fig. 6.3(a) seems relatively poor. A striking appearance
in Figs. 6.3−6.6 is the reduced background of the November 2017 measurement.
This was mainly due to adjusted discriminator thresholds, which were set to ex-
clude energies below 400 keV to avoid triggers caused by Compton electrons of the
511 keV annihilation photons. A new baffle system was also in place for the latest
experiment, reducing some of the background from scattered particles within the
momentum window. Details of this are found in Sec. 2.3.1.
In the October 2015 and November 2017 spectra, the 3.09 MeV E1 transition
in 13C was observed, which demonstrates the sensitivity of the pair spectrometer,
as this transition could not be seen in the γ-ray spectrum. The strength of the 13C
transition will be discussed in relation to the 12C 3.22 MeV E2 transition strength
in Sec. 6.7.
In Figs. 6.4 and 6.5 it can be seen that Compton distributions of 511 keV anni-
hilation photons are measured in coincidence, manifested by the appearance of two
such distributions between 0 − 1 MeV in the summed spectra. These coincidences
are likely caused by a positron annihilation in the HeavyMet separator between two
segments, and subsequent detection of the characteristic radiation in the two seg-
ments. The 511 keV Compton distribution also manifests itself as a high-energy
shoulder to the summed energy peak of the pair transitions, caused by additional
energy deposition by annihilation radiation in the segment where the positron was
annihilated. This additional distribution may be treated as background, since the
full energy absorption efficiency has been accounted for in Sec 3.4.
Finally, it should be noted that the background of the 7.65 MeV transition of the
June 2015 run is relatively high as compared to the other measurements in Fig. 6.6.
This might be due to the fact that a 2 mg/cm2 stacked target was used, as opposed
to a single 1 mg/cm2 foil for the other runs, and that higher reaction rates could
introduce a larger fraction of the prompt background discussed in Sec. 6.5.1.
6.4.2 Time differences
The time differences, shown for October 2015 and November 2017 in Figs. 6.8 and
6.9, respectively, were projected out with gates on the magnetic fields and mo-
mentum windows of the transitions, indicated by solid lines in Fig. 6.2. The time
differences of October 2015 display a sharp Gaussian profile, while the distributions
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Figure 6.8: Time differences gated on the magnetic fields and momentum windows cor-
responding to the four transitions measured in the Oct 2015 experiment. The dashed line
indicates zero time difference.
of November 2017 seem to have a prompt distribution comprised of a sharp peak ac-
companied by a second broader distribution. This broadening remained in the spec-
tra even with stringent gates on summed energy, i.e. on real coincidences. A new
timing system, involving a Mesytec Constant Fraction Discriminator (MCFD-16)
with a fast coincidence unit, was installed between the October 2015 and November
2017 experiments. This was the only modification to the setup which could explain
the different distributions. A pulse generator was used to test the new coincidence
system through the preamplifiers of the Si(Li) detector array, which returned a 1.4 ns
FWHM resolution in the total time difference spectrum. This indicated that the
broad distribution was an issue originating in the detector segments, and the most
plausible explanation was the rise time of the 9 mm thick Si(Li) segments, which is
about 200 ns. Individual Timing Filter Amplifiers (TFA) and CFDs, Ortec 474 and
Ortec 935, respectively, were used in June and October 2015, for which the time
differences appear with the expected Gaussian profile. It turned out, after further
testing and consultation with Mesytec, that the Miel signals were indeed too long
for the MCFD-16 module. Unfortunately, this issue was not realized until after the
experiment in November 2017, and consequently wider gates have to be imposed on
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Figure 6.9: Time differences gated on the magnetic fields and momentum windows cor-
responding to the four transitions measured in the Nov 2017 experiment. The dashed line
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the prompt time differences.
6.5 Background
6.5.1 Background component of the pair spectra
A major issue with resolving the rare 3.22 MeV E2 pair transition is the large back-
ground under the expected peak energy. In general, the background in all spectra
may be divided into two components; one which is correlated with the momen-
tum window of the spectrometer, and a second which seems to be independent of
magnetic field. The momentum window dependent background must be caused by
actual transmitted electrons and/or positrons, as it is highly unlikely that heavier
charged particles, e.g. a proton, could pass the baffle system at the energies involved
in the reactions. Further, there is a coincidence requirement for pair measurements,
and since the background is present after random subtraction, it seems to originate
from correlated events. These events might arise from scattering processes, such as
multiple Compton scattering or multiple scattering of an electron or positron. Since
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the 4.44 MeV transition is much stronger than the Hoyle state transitions and the
16O transition in the present experiments, it is likely that most of the background
stems from correlated events related to the 4.44 MeV transition. A PENELOPE [52]
simulation was performed to investigate the Compton scattering of 4.44 MeV γ rays,
and the transmission of Compton electrons in the magnetic field. The simulation
revealed that these events were negligible. It is thus more likely that the background
events are caused by multiple scattering of pair constituents from transitions of the
highly populated 4.44 keV 2+1 level. The simulated probability that one of the pair
constituents of the 4.44 MeV E2 pair transition reach a detector segment, in the
magnetic field set to measure the 3.22 MeV transition, is Ω = 1.06%/4pi. Using the
reaction rates of Sec. 6.2, the corresponding transmission rate is 972 particles/s to
each detector segment, which corresponds to an energy deposition every 1 ms. This
rate is not high enough to cause pile up or dead time. Assuming that the rate of pair
constituents scattering off the baffles close to the detector is on the same order as
transmitted events (6×972 Hz), the scattering frequency is about 103−104 Hz. It is
thus plausible that background events may be generated from multiple scattering of
pair constituents of the 4.44 MeV transition, transmitted in the momentum window
of the 3.22 MeV transition. Multiple scattering as a source of background has not
been investigated explicitly at this point, and should therefore be looked into in
the future. Corresponding scattering rates are expected to be similar for the other
transitions in the experiment. The total transmission rates of 4.44 MeV pair con-
stituents in the momentum windows corresponding to the 3.22, 6.05, and 7.65 MeV
transitions are 5.8, 5.7, and 2.9 kHz, respectively. An important point to note about
the rates above is that about half of the transmitted pair constituents are positrons,
which will contribute to the absorption of annihilation radiation discussed below.
The magnetic field independent background seems to be mostly related to ab-
sorption of annihilation radiation in coincidence, probably caused by annihilation
of a positron between two detectors. In the summed spectra of Figs. 6.5(a) and
(b), Compton edges corresponding to 511 keV and 2× 511 keV are observed. Since
these are summed spectra, it means coincidences of singles energies in the range
0− 511 keV. No full energy deposition is seen, i.e. a 1022 keV summed peak, which
not surprisingly indicates that some energy is always lost in the material between
the segments. Another observation supporting the interpretation of annihilation ra-
diation coincidences, is that the prompt background component below 1022 keV is
much more prominent in coincidence combinations of neighbouring segments than
for other combinations, as shown in Fig. 6.10. The prompt background component
in the energy range below 1.0 MeV is thus believed to be mainly caused by corre-
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Figure 6.10: Pair spectra of the 6.05 MeV E0 transition in 16O for the various types of
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lated annihilation radiations, sometimes in combination with a third uncorrelated
radiation, as there is an onset of background for ΣE < 1.5 MeV.
A trivial component of the prompt background within the momentum window is
the detector response for electron-positron pair measurements. The summed energy
of a pair transition may appear less than the transition energy if there is incomplete
energy deposition by one or both of the pair constituents. On the other hand, the
summed energy may appear greater than the transition energy in case additional
energy is deposited by annihilation radiation. The latter is manifested as a Compton
distribution above the transition energy peak, which can be seen in Fig. 6.10.
6.5.2 Prompt background component
As indicated in the pair spectra, the distribution of background events in the time
differences is not flat in the prompt region, since background remains after the data
reduction. As a test, the 4.44 MeV pair spectrum was projected out slice by slice
with gates along the corresponding time difference spectrum, and the peak area of
the transition was fitted for each slice. Then, the peak area was subtracted from the
total number of counts in the slice, which provided an estimated number of counts
assumed to be background in that slice. The background was then normalized to
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the number of channels in the slice and used to represent the background compo-
nent in the average channel number of the slice. Figure 6.11 shows the deduced
background component in the ∆T spectrum, fitted by an interpolation between the
average values.
Then, instead of assuming a flat background distribution under the prompt peak,
the randoms were scaled to the deduced background component. The result is shown
in Fig. 6.12, which provides a rather good match between the scaled random back-
ground and the observed prompt background. This demonstrates that due to some
process, the background events are more likely to be recorded as a correlated event,
which could be due to detection of multiple scattering events (discussed in Sec. 6.5.1),
as opposed to detection of random scattering events in coincidence. The assump-
tion is then that the energy distributions of the correlated and random scattering
coincidences are the same.
6.6 The E0 pair branching ratio of the Hoyle state
The number of experimentally measured E0 pairs following decay of the Hoyle state
can be expressed as
N7.65pi (E0) = N
7.65
p ·
Γ7.65pi (E0)
Γ7.65tot
· 7.65pi (E0) , (6.3)
where N7.65p is the number of protons populating the Hoyle state, Γ
7.65
pi (E0)/Γ
7.65
tot the
E0 pair branching ratio, and 7.65pi (E0) the pair detection efficiency. Similarly, for
the E2 transition de-exciting the 4.44 MeV 2+1 state in
12C, the expected number of
pairs is
N4.44pi (E2) =
[
N4.44p +
(
N7.65p ·
Γ7.65rad (E2)
Γ7.65tot
)]
· α
4.44
pi (E2)
(1 + α4.44pi (E2))
· 4.44pi (E2) (6.4)
≈ N4.44p ·
α4.44pi (E2)
(1 + α4.44pi (E2))
· 4.44pi (E2) ,
where the second term in the bracket may be omitted since Γ7.65tot  Γ7.65rad (E2), and
the pair branching of the 4.44 MeV E2 transition is accounted for by using the
theoretical conversion coefficient, α4.44pi (E2). Then, by taking the ratio of Eq. (6.3)
and Eq. (6.4) one finds the E0 pair branching ratio of the Hoyle state
Γ7.65pi (E0)
Γ7.65tot
=
N7.65pi (E0)
N4.44pi (E2)
· N
4.44
p
N7.65p
· 
4.44
pi (E2)
7.65pi (E0)
· α
4.44
pi (E2)
(1 + α4.44pi (E2))
. (6.5)
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Note that in Eq. (6.5), it is assumed that the numbers of observed pairs have been
scaled according to sampling time, Npi = Api/Spi, where Api and Spi are the peak areas
of the pair transition and the 4.44 MeV γ-ray peak used for sampling correction,
respectively.
A proton distribution measurement for obtaining N4.44p /N
7.65
p for
12C(p, p′) at
10.5 MeV on a 1 mg/cm2 target, was recently carried out at ANU (2018) using the
BALiN DSSD detector [98–100]. The population ratios were obtained at lab angles
between 20◦−160◦ in 1◦ increments. The inelastically scattered proton energies were
well above the detector threshold and well below the punch through energy, and the
fact that the ratios were obtained at the same angles cancels angular uncertainties
out. Hence, no systematic uncertainties were expected for this measurement. The
overall population ratio was found by integration over the lab angles θ ∈ [20◦, 160◦]
by
∫ (
N4.44p /N
7.65
p
)
θ
· sin(θ)dθ, and since the angle dependent ratios are multiplied
with the integrand sin(θ), the values below 20◦ and above 160◦ were assumed to have
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Figure 6.13: Ratio of the proton distributions populating the 4.44 and 7.65 MeV excited
states in 12C, compared to previous measurements of Swint et al. (1966Sw04) [96]. The
ratio has been weighted by sin(θlab) since the total population ratio is found from integration
over the full solid angle,
∫ ∫
sin(θ)dθdφ.
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little contribution to the total integral. The resulting population ratio was found to
be 3.62(14), in good agreement with the previous cited value of 3.74(18) [39], which
was extracted from measurements performed every 10◦ at angles between 30◦−160◦.
An uncertainty of 5% was assumed for the previous value, based on the uncovered
angle range. Given the improved precision and angle range of the current experi-
ment, the statistical uncertainty of 4% seems to provide a reasonable estimate for
the total uncertainty. Not many details are provided about the population ratio
measurement in Ref. [39], and the ANU value was adopted in this work. Figure 6.13
shows the wealth of data points available for extracting the population ratio, as well
as a comparison to data from [96].
Using the new population ratio N4.44p /N
7.65
p = 3.62(14), the simulated efficiencies
7.65pi (E0) = 1.73(5)·10−4 and 4.44pi (E2) = 3.96(10)·10−4 from Table 3.1, and the con-
version coefficient α4.44pi (E2) = 1.321(19) · 10−3 [79, 82], with the experimental data
of the three experiments provided in Table 6.1, yields an averaged E0 pair branch-
ing ratio of Γ7.65pi (E0)/Γ
7.65
tot = 7.47(46) · 10−6. The uncertainties of the extracted
values are based on the uncertainty of the theoretical pair conversion coefficient
of the 4.44 MeV transition, and statistical errors from the spectrometer efficiency
simulations, pair measurements, and population ratio measurement. These values
and uncertainties are summarized in Table 6.1. The adopted value was found using
AveTools [101], which utilizes the Limitation of Relative Statistical Weight, Normal-
ized Residual Method, and the Rajeval Technique, all explained in Ref. [102]. The
essence of the three methods are explained in the following. In the Limitation of
Relative Statistical Weight procedure, the weights of a weighted average calculation
are adjusted so that no single weight is larger than half of the summed weights. The
Jun 2015 Oct 2015 Nov 2017 Adopted
Api(E0) 2800(270) 1180(70) 720(110)
Api(E2) 588110(4600) 158505(1185) 199560(1180)
Spi(E0) 1098000(1390) 199715(755) 698390(835)
Spi(E2) 161045(515) 18235(225) 132740(365)
Npi(E0)/Npi(E2) [10−4] 6.98(68) 6.81(43) 6.85(103) 6.86(35)
N4.44p /N7.65p 3.62(14)
4.44pi (E2)/7.65pi (E0) 2.29(9)
α4.44pi (E2) [10
−3] 1.32(2)
Γpi(E0)/Γtot [10−6] 7.62(85) 7.43(63) 7.48(120) 7.47(46)
Table 6.1: Pair peak areas, Api, and sampling counts, Spi, used to obtain the pair
count ratio, Npi(E0)/Npi(E2), as well as the adopted quantities (described in the text) used
in Eq. 6.5 for deduction of the E0 pair branching ratio of the Hoyle state. The adopted
averages were found using AveTools, which is explained further in the text.
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weights are obtained by the inverse of the variances, and are adjusted by increasing
the uncertainty of the corresponding value. After adjustment, a new weighted mean
is found, and the procedure is iterated until all weights are below the upper limit.
This method does not consider whether a value is discrepant or not. The Normalized
Residual Method is a procedure where only the uncertainties of discrepant values
are adjusted. Identification of discrepant values is performed by checking the nor-
malized residuals of the values against a limit. The limit also takes into account the
number of values in the data set. The Rajeval Technique shares the same principle
as the Normalized Residual Method, however, the method of data adjustment is
more sophisticated and has certain advantages. The three methods all returned the
same average value and uncertainty on E0 pair branching ratio, which proves the
validity of the adopted value.
A summary of the previous, current, and recommended value of Γpi(E0)/Γ is
provided in Fig. 6.14. The measurements of Ajzenberg et al. [36] and Obst et
al. [37] concerned improvement of the experimental knowledge on the population
ratio R = N4.44n (
12C)/N7.65n (
12C) in the reaction 9Be(α, n)12C at Eα = 5.81 MeV.
The results on the E0 pair branching ratio of the Hoyle state by Ajzenberg and
4 5 6 7 8 9
Ajzenberg et. al (1960)
Obst et. al (1972)
Alburger (1977)
Robertson et. al (1977)
Eriksen et. al (2018)
Adopted: 7.19(37)
Γ
pi
(E0) / Γ  [×10−6]
Figure 6.14: Previous, new, and adopted value for the E0 pair branching ratio of the
Hoyle state in 12C. The adopted value was found using AveTools, which is explained further
in the text. References to the previous works are found in [36–39].
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Figure 6.15: Comparison of the previous measurement [39] of the 7654 keV E0 pair
transition, and the combined spectrum of the three ANU measurements presented in this
chapter.
Obst are both based on the pair intensity ratio N7.65pi (E0)/N
4.44
pi (E2) measured by
Alburger [35] under the same experimental conditions. Robertson et al. [38] used an
independent approach to measure Γpi(E0)/Γ, by measuring the ratio of protons in
coincidence with a 7.65 MeV pair transition over the singles proton rate N7.65p,pi /N
7.65
p
in a 12C(p, p′) experiment at Ep = 10.56 MeV. They used a plastic scintillator de-
tector covering almost the full solid angle around the target, thus providing near
100% pair detection efficiency. Alburger repeated his method in 1977 [39] using
an improved version of the magnetic pair spectrometer, and the 12C(p, p′) reaction
at 10.5 MeV. The advantages of this reaction are the resonance for populating the
Hoyle state, as well as the relative ease of measuring population ratios by protons as
106
compared to neutrons. As presented in this section, we repeated the latter method
with the ANU Super-e spectrometer, which has a much higher resolution. A com-
parison of the spectra from the present measurement and Alburger’s experiment [39]
is shown in Fig. 6.15. In addition to the improved resolution, we were also able to
take great care in estimating the spectrometer efficiency, since simulation tools and
computing power has evolved greatly in the last 40 years. The resulting E0 pair
branching ratio from the present measurements is about 5.2% larger than the value
deduced by Alburger, and the uncertainty has practically been halved. As a result,
the new recommended value for the E0 pair branching ratio, deduced from all the
experimental data provided in Fig. 6.14, is 7.3% larger than cited in Ref. [6], and
has an uncertainty of 5.15% compared to 8.9%. The new result will contribute to a
more precise value for the radiative width of the Hoyle state.
Combining the new recommended value of the E0 pair branching ratio with
the currently recommended E0 pair decay width [40], yields a total decay width of
Γ = Γ
Γpi(E0)
·Γpi(E0) = 8.6(5) eV, which implies a half-life of T1/2 = 5.3(3) ·10−17 s for
the Hoyle state. The new width agrees well with previous values, but the uncertainty
has been reduced by 50%.
6.7 The 3.22 MeV E2 pair transition
The expected number of counts in the peak area of the 3.22 MeV pair transition,
Api(E2), can be estimated from the currently known branching ratio by
Api(E2) = Api(E0) · pi(E2)
pi(E0)
· Spi(E2)
Spi(E0)
· Γpi(E2)
Γpi(E0)
, (6.6)
where Api(E0) is the number of counts in the 7.65 MeV pair peak, pi the detection
efficiency and Spi the relative sampling of the transition. The sampling, Spi, is
measured in terms of the peak area of the 4.44 MeV E2 γ-ray transition from the
2+1 level.
Using Γpi(E2)/Γpi(E0) = 5.4 · 10−2 obtained from the branching ratios in Sec. 6.1,
and pi(E2)/pi(E0) = 2.74(12) from simulations, results in the estimated number of
counts listed in Table 6.2. The table also provides the expected number of counts
using only the new measurements Γγ/Γ = 2.76(21) · 10−4 from T. Kibe´di et al. [24]
based on the work of [23], and Γpi(E0)/Γ from this work. The branching ratio is
then found by
Γpi(E2)
Γpi(E0)
= αpi(E2) · Γγ
Γ
· Γ
Γpi(E0)
= 3.2(3) · 10−2 . (6.7)
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Jun 2015 Oct 2015 Nov 2017
Api(E0) 2800(270) 1180(70) 720(110)
Spi(E0) 1098000(1390) 199715(755) 698395(835)
Spi(E2) 446290(910) 669225(1400) 2482970(1700)
(a)Api(E2) 168(18) 586(44) 378(59)
(b)Api(E2) 100(11) 347(26) 224(35)
Table 6.2: Measured quantities (top) and estimated number of
counts for the 3215 keV E2 pair transition (bottom) in the three
experiments. The estimates are based on current knowledge on
the pair branching ratios. The quantities Api and Spi denote pair
transition peak areas and sampling of the transitions, respectively.
Further details are provided in the text.
(a)Γpi(E2)/Γpi(E0) = 5.4 · 10−2, (b)Γpi(E2)/Γpi(E0) = 3.2 · 10−2.
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Figure 6.16: Fit using the expected num-
ber of counts, 586, of the 3.22 MeV E2
pair transition in October 2015. The fit re-
sults in χ2ν = 2179, with a degree of freedom
ν = 132.
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Figure 6.17: Fit using the expected num-
ber of counts, 378, of the 3.22 MeV E2 pair
transition in November 2017. The fit re-
sults in χ2ν = 883, with a degree of freedom
ν = 132.
Fits to the experimental data were performed using fixed transition energies and
peak areas from the largest estimates in Table 6.2, and free parameters for the peak
widths and background, which was fitted by a 6th order polynomial. The results are
shown for October 2015 and November 2017 in Figs. 6.16 and 6.17, respectively. (The
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statistics of the June 2015 experiment were too poor for the 3.22 MeV transition,
due to less sampling.) The resulting FWHMs were 32 and 29 keV for October 2015
and November 2017, respectively, which is in good agreement with the Doppler
broadening calculated in Sec. 4.5.2. This is encouraging, since the widths of the
other transitions were also well reproduced. The reduced χ2 values of the fits, which
are provided in the figure captions of Figs. 6.16 and 6.17, are rather large due to
the fact that the background was also fitted. This can be seen from the fluctuations
of data points around the baselines of Figs. 6.16(b) and 6.17(b). The 3.09 MeV E1
transition in 13C is visible in the spectra, which proves that it is possible to resolve
weak transitions, even over the large background. This can be concluded since the
concentration of 13C in the target is about 1%. Further, the transition is not visible
in the γ-ray spectrum, which demonstrates the sensitivity of the pair measurements.
The coincidence rate of the 3.09 MeV E1 transition can be estimated by assuming
a concentration of 1% 13C in the target, and using σ3.09 = 28 mb from the TALYS
reaction code [103,104]. It seems reasonable to adopt this reaction cross section, as
TALYS provides σ4.44(
12C) = 290 mb, in excellent agreement with [93] (see Sec. 6.2).
The total reaction rate with a 500 nA proton beam on a 1 mg/cm2 target at 45◦
is rtot(3.09) = 6.68 · 104 Hz. Combining the pair conversion coefficient αpi(E1) =
1.284(18) · 10−3 [79, 82] and transmission efficiency trans = 2.08 · 10−4, results in a
coincidence rate of 1
56
pairs/s. This is 2.6 times higher than the coincidence rate of
the 3.22 MeV E2 transition, which does look consistent with the fits. The data are
unfortunately too dubious for applying the new method proposed in Sec. 2.2, but the
fits are promising for future endeavours, given that the background is understood
and can be reduced.
6.8 Summary and discussion
Internal pair transitions emerging from the two first excited states of 12C have been
measured, and the data analyses of three experiments provided consistent results.
Out of the two transitions from the Hoyle state, only the 7.65 MeV E0 transition
was confidently observed, however, with greatly improved resolution. A summed
energy peak corresponding to the 3.22 MeV E2 transition was not firmly observed,
and the new proposed approach for deducing the radiative width of the Hoyle state
could not be applied. Nevertheless, the E0 pair branching ratio could be extracted
from the intensity ratio of the 4.44 MeV E2 and 7.65 MeV E0 transitions with high
confidence. A weighted average of the new and previous measurements results in a
slightly larger branching ratio and a reduction in the uncertainty by a factor close
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to two, as compared to the currently adopted value.
A recent measurement of the radiative branching ratio was performed by T. Kibe´di et
al. [24] at the Oslo Cyclotron Laboratory. The result yielded Γrad/Γ = 2.76(21)·10−4,
and agrees with earlier results of [27–29], but is smaller than reported in [30–34].
A visual representation of the measurements and averaged values is provided in
Fig. 6.18. Table 6.3 lists the currently adopted values of Ref. [6], the new measure-
ments of Γpi(E0)/Γ and Γrad/Γ, as well as new adopted values for the quantities
needed to calculate Γrad by Eq. (2.1). The adopted values were obtained using Ave-
Tools [101], with the measured values from [27–34] for Γrad/Γ, [35–39] for Γpi(E0)/Γ,
and [40–47] for Γpi(E0), as well as the new values for Γpi(E0)/Γ and Γrad/Γ of this
work and T. Kibe´di et al. [24], respectively. The latter measurement imposes re-
newed attention to the discrepancies between the results on the radiative branching
ratio, which was assumed to be settled. Due to the new discrepant result, the
adopted value on the radiative branching ratio was obtained from the Limitation of
Relative Statistical Weight approach, which does not identify outliers and provides
2 3 4 5
G
rad / G  [´ 10
−4]
Alburger (1961)
Seeger et al. (1963) 
Hall et al. (1964)
Chamberlin et al. (1974)
Davids et al. (1975)
Mak et al. (1975)
Markham et al. (1976)
Obst et al. (1976)
Kibédi et al. (2018)
LRSW
NRM
RT
Figure 6.18: Measured (blue) and averaged (red) radiative branching ratios of the Hoyle
state in 12C. The averaged values were obtained by the Limitation of Relative Statistical
Weight (LRSW), Normalized Residual Method (NRM), and the Rajeval Technique (RT),
which are explained in Sec. 6.6. References to the measurements are found in [24,27–34].
110
Γrad/Γ · 104 Γpi(E0)/Γ · 106 Γpi(E0) µeV Γrad [meV]
Current 4.03(10) 6.7(6) 62(2) 3.73(37)
New 2.76(21)(a) 7.47(46)(b) − 2.29(24)
Adopted 3.79(62) 7.19(37) 62(2) 3.27(57)
Table 6.3: Current [6], new, and recommended quantities for deducing Γrad. The
adopted value for the radiative branching ratio was obtained from the Limitation
of Relative Statistical Weight method, shown in Fig. 6.18. The references are
provided in the text. (a)T. Kibe´di et al. [24], (b)Present work.
a larger uncertainty. As a result, the new adopted value for Γrad/Γ is 12% lower
than the current one, with an uncertainty of 16%. The precision on the radiative
branching ratio is thus much worse than the current uncertainty of 2.5%, and calls
for a new settlement of the discrepancy. The disputed value of the radiative branch-
ing ratio is now a bigger issue than the precision of the E0 pair branching ratio of
the Hoyle state. The radiative width calculated by the new values alone is about
1.4 meV less than the current adopted value, and has essentially the same uncer-
tainty. This implies a reduction in the 3α reaction rate of almost 40%.
Reaction rates of the 3α process were calculated from the radiative widths of
the Hoyle state, using temperatures in the range of 0.1−2 GK, for which the se-
quential 3α process occurs via the s-wave resonances of the 8Be ground state and
12C Hoyle state. These reactions occur by hydrostatic helium burning in the core of
horizontal branch stars (≈M) and in the helium shell of asymptotic giant branch
stars (≈ 0.6 − 10M). For temperatures below 0.1 GK the direct three-body reac-
tion is responsible for carbon production, and for energies above 2 GK, explosive
burning involving higher lying resonances is significant [105]. The reaction rates
are shown in Fig. 6.19, where the data for Γrad = 3.73(37) meV was normalized to
the NACRE rate [106] at T = 1.5 GK to obtain the corresponding number density,
Nα, in Eq. 1.1. This should be a valid normalization, since the NACRE rates were
calculated using Γrad = 3.7(5) meV. Note that the NACRE rates also include the
resonance of the third excited state in 12C, i.e. the 9.64 MeV 3− state, and that
the onset of this resonance is manifested as the temperature approaches 2 GK. The
rates are expressed as NA〈σv〉, where NA is Avogadro’s number, and the product of
the cross section and the relative velocity of the reactants, σv, is averaged over the
Maxwell-Boltzmann distribution as a function of temperature. Since the 3α reac-
tion is a three-body process, the units of the reaction rate are cm6mol−2s−1. In the
temperature range of Fig. 6.19, the triple alpha process is fully dominated by the
Hoyle-state resonance [107,108], and the reaction rate is thus described by Eq. 1.1.
The 3α →12C∗ and 12C+α →16O∗ reactions compete over the available helium
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Figure 6.19: Triple alpha reaction rates calculated from the radiative widths of the Hoyle
state, provided in Table 6.3. The rates are shown for temperatures of 0.1−2 GK, where the
sequential 3α process occurs in helium burning stars via the resonances of the 8Be ground
state and 12C Hoyle state. The rates from NACRE [106] was obtained using Γrad =
3.7(5) meV.
in the latter stages of He-burning, and an obvious implication of the 3α reaction
rate is the C/O abundance ratio. For the horizontal branch stars, this naturally
implies that the carbon abundance in the core is proportional to the triple alpha
reaction rate, which means higher mass cores with lower r3α. For asymptotic giant
branch stars, this would not only change the composition of the CO core, but also
its size [109]. This is because a higher r3α results in a thinner helium shell, with a
shorter lifetime for the burning process. The consequence for both types of stars,
is thus larger, heavier cores with lower r3α. Carbon and oxygen production are
the main processes of helium burning, and the production rates of weak s-process
and intermediate mass nuclei (A = 16 − 40) in massive stars (≥ 10M) are highly
sensitive to the helium burning rates of these processes [110, 111]. This is due to
the resulting abundances of 12C, 22Ne, and neutron poisons after the end of helium
burning, which for the heavier elements depend on the availability of helium to the
12C(α, γ)16O reaction. The weak s-process production rates change by a factor of
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two with a 15% variation in the triple-alpha rate, which emphasizes the importance
of accurate measurements for these calculations, especially considering development
and testing of models. The remnant core mass is inversely proportional to r3α, so the
helium burning rates are also important for understanding the formation of neutron
stars and black holes, particularly the lower mass limit for black hole formation. For
the less violent, low mass stars, information on the carbon and oxygen abundances
at the end of helium burning is important for understanding the elemental compo-
sition and properties of the white dwarfs they eventually evolve into.
The new adopted value of Γrad = 3.27(57) meV is 12% lower than the previous
recommended value, and has an uncertainty of 17.4%. The increased uncertainty is
a result of the rather large discrepancies between measured values of the radiative
branching ratio, and is too high for extraction of meaningful information on the
3α reaction rate. The new value does however suggest a lower reaction rate than
obtained with the previous recommended radiative width. An obvious outcome is
that the discrepancies in the measured radiative branching ratio must be addressed.
The alternative value obtained by using only the new measurements, Γrad =
2.29(24) meV, is 38.6% lower than the current recommended value, and has an
uncertainty of 10.5%. Based on the considerations on helium burning summarized
above, the resulting 3α reaction rate would considerably alter the production rates
of the weak s-process and intermediate mass nuclei in massive stars. In this case,
the relative 16O production rate would be significantly larger than currently as-
sumed, and oxygen production would probably lead the competition on α particle
consumption in the helium burning phase. This means that the relative 12C abun-
dance would be reduced, and more oxygen would be available for further synthesis.
Thus an increase in the abundances of heavier elements in general, and the mass of
the remnant core after helium depletion would be significantly larger than predicted
by the current adopted value on the reaction rate. For white dwarfs, an increased
gravitational force would imply a higher potential for the star to result in a Type-
Ia supernova. An increased core mass would also lower the initial mass limitation
for neutron star and black hole formations, which during the processes undergo su-
pernovas. Giant stars with masses ≥ 20M [111] could even become black holes
without a preceding supernova, and then all the synthesized isotopes would be lost
to the black hole. Since supernovas are essential production sites and distributors of
matter in the universe, the distribution and abundances of elements highly depend
on the 3α reaction rate. The lower reaction rate deduced from the new value of Γrad
in Table 6.3, implies a higher abundance and distribution rate of heavier elements
as compared to what one would expect from the currently adopted rate. It would
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also imply a lower carbon abundance, which is a crucial element for the creation of
life as we know it. If this is the condition for all life forms, the lower reaction rate
would mean a smaller probability of life to come to existence in the universe.
The reduced monopole strength of the Hoyle state may be deduced from the E0
pair decay width from [40] and the electronic factor Ωpi(E0) by
ρ2(E0) =
1
τ(E0) · Ωpi(E0) =
Γpi(E0)
~ · Ωpi(E0) , (6.8)
where conversion electrons have been omitted. The electronic factor for this tran-
sition was presently not available in BrIcc, and was instead obtained according to
Eq. 4 in [112], which provided Ωpi(E0) = 1.783 · 1011 s−1. The reduced monopole
strength is found to be 103 ·ρ2(E0) = 528(17), which indicates that the mean square
charge radius of the Hoyle state is larger than for the ground state. This is proba-
bly due to the rearrangement of the nuclear structure into an extended 3α cluster
configuration. The change in mean square charge radius in the 0+2 → 0+1 transition
according to Eq. (5.21), is 〈r2〉 = 0.72(2) fm2, which provides a root-mean-square
radius of rrms = 1.2·A1/3+
√〈r2〉 = 3.6(1) fm for the Hoyle state. This is in excellent
agreement with the theoretical calculation of [113], which yielded r = 3.7 fm. The
calculation predicts, in accordance with a long-accepted picture, that the Hoyle state
is a gas-like configuration of three α particles. In other words, that it is a configu-
ration of three bosons interacting weakly through their inner fermionic structures,
which means that the alpha particles are essentially allowed to move freely within the
nuclear potential, as opposed to being bound in a rigid structure. For comparison,
the rms radius calculated for a linear chain of three α clusters is rrms = 2.4(1) fm [14],
and that of a boomerang shaped cluster arrangement is rrms = 2.4(2) fm [20]. Even
though these calculations are on a level where nuclear binding is overestimated and
radii underestimated, the current experimental knowledge supports a gas-like over
a rigid configuration of the Hoyle state.
The experiments presented in this chapter were aiming to measure the very rare
3.22 MeV E2 pair transition from the Hoyle state, and, not unexpectedly, some
issues were encountered. The broadening of the time difference distributions were
due to incompatibility between the detector array and the constant fraction discrim-
inator, and has now been addressed by replacing the latter. A good time resolution
is imperative for rare-event measurements, and this was restored and even improved
as compared to the June and October 2015 resolutions. Another issue is the prompt
background, which is huge within the momentum window of the 3.22 MeV transi-
tion. The direct cause of this was not positively identified, but multiple scattering
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deep into the long-end of the spectrometer by electrons and positrons originating
from the strong 4.44 MeV pair transition might be a plausible explanation. Further,
there is quite a large background caused by coincidences of annihilation radiation.
An ultimate solution for remedying this would be to further segment the Si(Li)
detector into ∆E/E telescopes. This would allow for particle identification, and
background caused by annihilation radiation would be greatly reduced or even elim-
inated. Also, time signals could then be triggered by the thinner ∆E segments,
which would likely improve the time resolution further. The feasibility and proce-
dure of such an upgrade should be evaluated, especially if this experiment is planned
to be repeated.
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Chapter 7
Concluding remarks
This work was based on experimental data from conversion electron and electron-
positron pair measurements performed with a new superconducting spectrometer
setup. Hence, much time was devoted to the understanding and characterization
of the spectrometer. Particle transmission and detection efficiency were important
aspects of this, and the effects of nuclear alignment and Doppler effect were also
examined. The characterization was largely performed as an interplay between ex-
perimental observations and Monte Carlo simulations. This is due to the complexity
of the system, as well as the scarcity of suitable sources. Nevertheless, we are now
confident that a good understanding of the spectrometer and a realistic efficiency
correction procedure has been achieved.
An experimental campaign on 54,56,58Fe was performed during this work, and the
54Fe data were analyzed and interpreted as a part of this PhD. This was performed
both for spectrometer characterization purposes, and for physics information on
isotopes in the vicinity of the N = Z = 28 closed shells, where shape-coexistence
occurs. A great deal of information could be extracted on 54Fe, and the results
demonstrated that the efficiency correction can be trusted. A level scheme, as well
as experimental quantities on 0+ states and E0 transitions were extracted, which are
important for the examination of shape-coexistence in this region. Sorting routines
and data analysis methods were also devised during the data analysis.
The main motivation for this PhD dissertation was to measure the two internal
pair transitions emerging from the Hoyle state in 12C, with the aim to deduce a
precise value on the radiative width by a new approach. The rate of the triple-
alpha reaction, which is the only process synthesizing stable carbon in stars, depend
directly on the radiative width of the Hoyle state. A precise value of this is thus
needed for understanding nucleosynthesis in stars. Further, a bonus outcome was to
improve on the uncertainty of the E0 pair branching ratio of the Hoyle state. This is
the main contributor to the uncertainty in the current adopted value of the radiative
width. Several experiments sampling the pair transitions of the Hoyle state and first
excited state of 12C were performed. To our disappointment, the observation of an
E2 pair transition from the Hoyle state to the first excited state was questionable,
and the new approach could not be applied. However, the outlook is promising for
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future endeavours, as there were signs of a transition, and issues to improve on were
identified. The E0 pair branching ratio of the Hoyle state could be deduced from the
E0 and E2 pair transitions of the Hoyle state and first excited state, respectively.
The uncertainty of the new measurement is nearly half of the fraction it had in the
previous measurement, which is a welcome and important improvement.
Some remaining issues which was noted and should be addressed are listed be-
low. A detector simulation of correlated pairs could not be performed directly in
PENELOPE because the framework has not yet been developed. An effort to make
a script for PENELOPE, which instructs it to simulate the detection of an electron
and a positron, and then put the summed energy in a histogram should be made.
This could be built on the existing emission and transmission simulations, as the
single particle detection simulations are. Lifetimes of states relevant for E0 transi-
tions in the Fe isotopes, as well as other N ≈ Z ≈ 28 isotopes, should be mapped
and measured. This would be very helpful towards the work on extracting monopole
strengths in this region of the nuclear chart, which is a scarce commodity. More
monopole moments would make systematics interpretations of E0 transitions and
comparison of 0+ configurations easier. The prompt background in the pair spectra
has not been positively identified, and this would be very important with respect
to future pair measurements, especially for rare events. One solution for dealing
with the background, would be to consider ∆E/E segmentation of the spectrometer
detector array. It should be evaluated whether it is feasible or not, and if it is, what
the best approach would be. Pair measurements, and/or further analyses of current
data with focus on prompt background, should also be performed.
Future work includes publication of the results obtained in this work, as well as
further analysis of the 56,58Fe isotopes to get a bigger picture on the level structure
seen in 54Fe. Not much time would be needed for another γ-γ coincidence campaign
for the iron isotopes. One day for each isotope would be more than enough, based
on the current data, which were collected over a few hours for each isotope. A
new measurement for the radiative branching ratio of the Hoyle state should be
considered, since the measured value disagreed with most of the recent results.
This could be performed using the new LaBr detector array, OSCAR, at the Oslo
Cyclotron Laboratory.
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Appendix A
A.1 Gain matching of pair spectra
For single energy spectra, gain and offset calibration is performed by straightforward
linear regression to literature values. For pair energy spectra the calibration is a
little bit more complex, since all the segments are correlated through the combined
spectra. The single energy channels of a pair energy peak may be deduced by
triangulation using three segments and their individual pair combinations. The idea
is then to use the derived single channel energies for calibration. Assume the three
segments a, b, and c, with the single channel energies Ea, Eb, and Ec, and the pair
energy combinations Eab = Ea + Eb, Eac = Ea + Ec, and Ebc = Eb + Ec. Since the
pair energies are read from the spectra, these combinations provide three equations
with three unknowns, which results in
Ea =
1
2
(Eab + Eac − Ebc) (A.1)
Eb =
1
2
(Eab − Eac + Ebc)
Ec =
1
2
(−Eab + Eac + Ebc) .
The derived single energy values can then be matched to Epi/2, where Epi is the
known pair transition energy. For the six segments of Miel, there are 10 different
triangulation combinations available, and the final single energy value used for cali-
bration is the average value derived from all these. Tables A.1, A.2 and A.3 provide
an example of the procedure. If one of the segments happens to drift, combinations
involving that segment is left out of the averaging in the initial calibration. Then the
drifting segment can be gain matched to the summed spectrum
∑
iEi,x = Ei + Ex,
for i and x in coincidence, where x denotes the drifting segment and i the calibrated
segments. The single energy value is then Ex =
∑
iEi,x − Epi/2, assuming that
the other segments are calibrated. This method is very useful when correcting for
drifting, since the statistics in individual pair combination spectra may be very low
when looking at portions of the data.
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Comb. ΣE1 [keV] ΣE2 [keV]
E1 + E2 3340.3 4918.1
E1 + E3 3371.0 4982.0
E1 + E4 3408.6 5031.1
E1 + E5 3395.5 5010.3
E1 + E6 3359.2 4955.0
E2 + E3 3310.5 4865.1
E2 + E4 3344.8 4918.8
E2 + E5 3334.5 4901.7
E2 + E6 3297.7 4844.6
E3 + E4 3375.8 4970.0
E3 + E5 3361.1 4955.1
E3 + E6 3328.3 4902.2
E4 + E5 3390.6 5005.8
E4 + E6 3357.6 4954.8
E5 + E6 3347.7 4940.3
Table A.1: Raw experimental pair
energy values corresponding to Epi =
3416 keV and 5026 keV for ΣE1 and
ΣE2, respectively.
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A.2 Stopping of recoils
(A.2)
Step 1: tr = tr(n)
k1 = (dxrest/dtt)1 = γr(n)βr(n)c
Step 2: tr = tr(n) + dtr/2
dE2 = (dE/dx)Elab(n) · k1 · (dtr/2)
E2 = E
lab
r (n)− dE2
γ2 = E2/m
∗
rc
2
β2 =
√
1− (1/γ22)
k2 = (dxrest/dtr)2 = γ2β2c
Step 3: tr = tr(n) + dtr/2
dE3 = (dE/dx)Elab(n) · k2 · (dtr/2)
E3 = E
lab
r (n)− dE3
γ3 = E3/m
∗
rc
2
β3 =
√
1− (1/γ23)
k3 = (dxrest/dtr)3 = γ3β3c
Step 4: tr = tr(n) + dtr
dE4 = (dE/dx)Elab(n) · k3 · dtr
E4 = E
lab
r (n)− dE4
γ4 = E4/m
∗
rc
2
β4 =
√
1− (1/γ24)
k4 = (dxrest/dtr)4 = γ4β4c
Calculation of the iterated values:
dxrest =
dtr
6
(k1 + 2k2 + 2k3 + k4)
dElabr = (dE/dx)Elab(n) · dxrest
Elabr (n+ 1) = E
lab
r (n)− dElabr
γr(n+ 1) = E
lab
r /m
∗
rc
2
βr(n+ 1) =
√
1− (1/γ2r (n+ 1))
tr(n+ 1) = tr(n) + dtr
xrest(n+ 1) = xrest(n) + dxrest
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