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Zusammenfassung: Dieser Beitrag beschäftigt sich mit
verteilten, beschränkten Gradientenverfahren zur Opti-
mierung eines Energie-Management-Problems. Zwei ver-
schiedene Lösungsstrategien werden betrachtet. Zum ei-
nen wird ein Entkopplungsansatz analysiert, bei dem
über einen Lagrange-Multiplikatoransatz die Beschrän-
kungen in die Zielfunktion aufgenommen werden. Durch
ein Gegenbeispiel wird gezeigt, dass dieses Verfahren
nicht in jedem Fall auf das globale Optimum des Energie-
Management-Problems konvergieren kann. Die zweite
Strategie berücksichtigt Nebenbedingungen über einen
Straffunktionsansatz und löst das Problem durch die
Push-Sum-Konsensus-Dynamik. In der anschließenden
Analyse dieses Verfahrens durch Simulation wird auf die
Problematik der optimalen Parameterwahl sowie auf das
Konvergenzverhalten bei unterschiedlicher Knoten- und
Kantenanzahl des Graphen eingegangen.
Schlagwörter: Verteilte Optimierung, Konsensus, Smart
Grids
Abstract: This paper deals with distributed, constrained
gradient descents in application to the optimization of
an energy-management-problem. Two different solution
strategies are considered. First, a decoupling approach
is analyzed that employs a Lagrange approach to include
the constraints in the objective function. By means of
a counterexample it is shown that this procedure does
not lead to the global optimum of the considered energy-
management-problem in every case. The second strategy
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incorporates constraints by means of penalty-functions
and solves the problem using the push-sum-consensus.
The ensuing analysis by simulation is concerned with the
difficulty of identifying the optimal parameter set and ex-
amines the convergence behavior with regard to differ-
ent node and edge numbers of distinct communication
graphs.
Keywords: Distributed optimization, consensus, smart
grids
1 Einleitung
Smart Grids sind die Zukunft von heutigen elektrischen
Netzwerken. Durch die Weiterentwicklung soll es unter
anderem möglich werden, das Verhalten aller Akteure im
Netzwerk durch genaue Vorhersagen besser zu koordinie-
ren. Dazu wird die bestehende Infrastruktur durchmoder-
ne Sensorik, Kontrollmethoden und integrierte Kommuni-
kation erweitert, wodurchdie Stromversorgung effizienter,
verlässlicher, ökonomischer und nachhaltiger wird [1].
Ein Trend, der sich derzeit abzeichnet, ist die Entwick-
lung weg von zentralen Organisationseinheiten hin zu de-
zentralen und verteilten Instanzen, die jeweils Kontrol-
le über eine bestimmte Teilaufgabe oder ein bestimmtes
lokales Gebiet übernehmen. Die Aktionen dieser Instan-
zen sind untereinander verkoppelt, beispielsweise durch
das elektrische Übertragungsnetz. Aufgrund dieser Ver-
zahnung ist Zusammenarbeit von Akteuren und die Kom-
munikation lokaler Information unerlässlich [6]. Um op-
timale Aktionen und Strategien in diesen Netzwerken zu
identifizieren, ist es erforderlich, Optimierungsprobleme
verteilt und ohne zentrale Kontrolleinheit lösen zu kön-
nen. Neben der natürlichen Eingliederung in entstehende
Strukturen bieten verteilte Methoden die Vorteile von Ska-
lierbarkeit, Robustheit und Kommunikationseffizienz [18].
Die grundlegenden Ziele der elektrischen Energieversor-
gung bleiben auch bei diesem Strukturwandel gleich: Es
gilt Produktion, Übertragung und Verbrauch zu optimie-
ren [1]. Dazuwirdunter anderemdasEnergie-Management
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als Optimierungsproblemdefiniert, bei dem eine kostenef-
fiziente Befriedigung der Elektrizitätsnachfrage imVorder-
grund steht.
In dieser Arbeit wird ein solches Energie-
Management-Problem für ein verteiltes Szenario betrach-
tet, bei dem die von mehreren Generatoren produzierte
Leistung auf die von Verbrauchern nachgefragte Leistung
angepasst wird. Dabei werden zusätzlich Verluste berück-
sichtigt, die kraftwerksspezifisch sind und bei jedem rea-
len Generator auftreten. Neben der monetären Effizienz
der Generatoren wird die Befriedigung der Verbraucher-
nachfrage optimiert, die daher nicht als fest vorgegeben
angenommen wird. Damit entspricht das Problem einer
sogenannten Wohlfahrtsoptimierung, bei der die einzel-
nen Akteure mit einander kooperieren, um die Kosten
bzw. Nutzen zu minimieren bzw. zu maximieren. Das Pro-
blem beinhaltet somit einen Demand-Response-Ansatz,
bei denen Verbraucher durch den Elektrizitätspreis so
beeinflusst werden, dass sie von ihrem normalen und glo-
bal betrachtet ineffizienten Verbrauchsmuster abweichen.
Durch diesen zusätzlichen Freiheitsgradwird das gesamte
System flexibler und volatile Stromproduzenten, wie zum
Beispiel Windkraft- und Solaranlagen, können besser in
das bestehende Netz integriert werden [13].
Für die Formulierung des verteilten Energie-
Management-Problems eignet sich ein Multi-Agenten-
System Ansatz [18]. Hierbei stellen einzelne Generatoren
und Verbraucher die Agenten im Netzwerk dar, die In-
formationen untereinander austauschen können. Wie in
Multi-Agenten-Systemen üblich, werden die Kommuni-
kationsverbindungen durch einen Graphen beschrieben,
wobei die Knoten den Agenten und die Kanten den je-
weiligen Kanälen entsprechen. Das betrachtete Optimie-
rungsproblem wird als verteilt bezeichnet, da jeder Agent
nur über lokale Informationen verfügt, auf die keiner der
restlichen Agenten direkten Zugriff hat. Um das Problem,
welches in Abschnitt 3 genauer definiert wird, zu lösen,
ist ein effizienter Informationsaustausch zwischen den
Agenten erforderlich. Hierfür wird bei den in dieser Ver-
öffentlichung behandelten Algorithmen eine Konsensus-
Dynamik verwendet.
In [8] und [12] werden verteilte Gradientenverfahren
für unbeschränkte Optimierungen betrachtet. [8] verwen-
det das Push-Sum-Konsensus-Protokoll zur Berechnung
von verteilten Informationen und beweist, dass eine Kon-
vergenz auf ein Optimum auch bei zeitlichen Änderungen
der Kommunikationsverbindungenmöglich ist. [12] unter-
sucht ein Push-Pull-Konsensus-Protokoll zur Lösung ei-
nes verteiltenOptimierungsproblems und kann eine linea-
re Konvergenz des dort vorgestellten Algorithmus nach-
weisen. [5] untersucht ebenfalls unbeschränkte Gradi-
entenverfahren, die auf einer verteilten Ausführung des
Nesterov-Gradienten-Verfahrens beruhen und dadurch ei-
ne schnelle Konvergenzrate aufweisen.
In [9] werden Konsensus- und verteilte Gradienten-
methoden so erweitert, dass Nebenbedingungen bei der
Optimierung berücksichtigt werden können. Hierfür wird
eine Projektionsmethode verwendet, bei der ein Aktua-
lisierungsschritt des Gradientenabstiegs auf die erlaubte
Lösungsmenge projiziert wird. Voraussetzung für die An-
wendbarkeit des Projektionsverfahrens ist hier ein unge-
richteter Kommunikationsgraph. Die Veröffentlichung [15]
verwendet ebenfalls eine Projektionsmethode. Als Kom-
munikationssteuerung wird das Push-Sum-Protokoll ein-
gesetzt, wodurch eine Konvergenz des Verfahrens auch
auf gerichteten Graphen möglich wird. Um die Projekti-
on der Optimierungsvariablen auf die erlaubte Lösungs-
menge durchführen zu können, wird hier allerdings gefor-
dert, dass alle Nebenbedingungen global bekannt und da-
her nur die Kostenfunktionen lokal sind. Dies stellt eine
erhebliche Einschränkung der Menge der mit dieser Me-
thode lösbaren Optimierungsprobleme dar.
[14] stellt schließlich einen Algorithmus vor, der auf
gerichteten und zeitvarianten Kommunikationsgraphen
zur optimalen Lösung konvergiert und theoretisch alle
konvexen Nebenbedingungen berücksichtigen kann, un-
abhängig davon, ob sie lokal oder global definiert sind.
Dazu wurde das Push-Sum-Gradientenverfahren aus [8]
durch das Berücksichtigen von Nebenbedingungen durch
Straffunktionen in der Zielfunktion erweitert. Es wird dar-
über hinaus bewiesen, dass bei einem bestimmten Ver-
hältnis von Gradientenschrittweite zu Straffunktionspara-
meter das Verfahren zuverlässig auf einen optimalen Wert
konvergiert. Der erste Beitrag diesesArtikels stellt die Ana-
lyse des in [14] beschriebenen Algorithmus in Anwendung
auf ein Energie-Management-Problem dar. Eingegangen
wird hierbei auf eine angemesseneWahl der offenen Para-
meter desVerfahrens und auf die Konvergenzgeschwindig-
keit inAbhängigkeit vonKommunikationsgraphenmit un-
terschiedlichen Vernetzungsgraden und Agentenanzah-
len.
Eine weitere Möglichkeit, beschränkte und verteilte
Optimierungsprobleme zu lösen, wird in [18] vorgestellt.
Hier wird explizit zwischen lokalen und globalen Antei-
len des Optimierungsproblems unterschieden. Der loka-
le Anteil kann durch eine zentrale Optimierungsmethode
am jeweiligen Knoten gelöst werden, bei welcher der glo-
bale Anteil über eine Konsensus-Dynamik berücksichtigt
wird. Damit kann ein wesentlicher Teil des Optimierungs-
problems lokal gelöst werden, wodurch sich die Anzahl
der notwendigen Kommunikationsschritte gering halten
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lässt. Insgesamthandelt es sichumeinen vielversprechen-
den Ansatz. In der vorliegenden Veröffentlichung wird je-
doch anhand eines Gegenspiels gezeigt, dass der in [18]
vorgestellte Algorithmus nicht in jedem Fall auf den opti-
malen Wert konvergiert und daher andere Methoden, wie
zum Beispiel der in [14] veröffentlichte Algorithmus, zur
Lösung des Problems herangezogen werden müssen. Dies
stellt den zweiten Beitrag dar.
Die Veröffentlichung gliedert sich wie folgt. In Ab-
schnitt 2 werden kurz die für diese Arbeit relevanten Nota-
tionen und Graphbeschreibungen vorgestellt. Abschnitt 3
stellt das untersuchte Energie-Management-Problem vor
und zeigt, welche Transformationen durchgeführt werden
müssen, damit das Optimierungsproblem von dem in Ab-
schnitt 5 vorgestellten Algorithmus gelöst werden kann.
Der Abschnitt 4 geht auf einen weiteren, bereits veröffent-
lichten Lösungsansatz ein und zeigt durch ein Gegenbei-
spiel, dass dieser Algorithmus nicht immer auf den opti-
malen Wert konvergiert. In Abschnitt 6 wird die Lösung
des beschriebenen Energie-Management-Problems durch
den verteilten Straffunktionsansatz mittels Simulationen
untersucht. Abschließend werden die Ergebnisse der Ver-
öffentlichung in Abschnitt 7 zusammengefasst.
2 Notation und Graphen
Folgende Notationen werden verwendet: Die Menge
{1, ..., n} wird durch [n] beschrieben. Vektoren v in mul-
tidimensionalen Räumen werden durch Fettdruck von
Skalaren s unterschieden. Alle Zeitindizes, wie zum Bei-
spiel t, gehören zur Menge nicht-negativer ganzer Zahlen
ℤ+. Die Funktion 1A(x) ist die Indikatorfunktion der Men-
ge A, wobei 1A(x) = 1, wenn x ∈ A und 1A(x) = 0, sonst
gilt. |N | bezeichnet die Kardinalität der MengeN .
In dieser Arbeit wird ein gerichteter Graph G = {V , E}
verwendet, um die Kommunikationsverbindungen zwi-
schen den Agenten zu beschreiben. Die Menge der Agen-
ten ist hierbei mit der Menge der Knoten im Graphen G
gleichgesetzt und wird durch V beschrieben. Die Menge
E = V × V entspricht den Kanten des Graphen. Es exis-
tiert eine Kommunikationsverbindung von Knoten j zu
Knoten i, d. h., j kann Informationen an i senden, wenn
(j, i) ∈ E . Die Eingangsnachbarschaft vonKnoten iwirdmit
N −i bezeichnet und beinhaltet alle Knoten, die Informatio-
nen an den Knoten i senden können. Der Eingangsgrad
von i entspricht der Kardinalität der Eingangsnachbar-
schaft |N −i |. Entsprechend bezeichnet N
+
i die Ausgangs-
nachbarschaft von i und |N +i | denAusgangsgrad. In dieser
Arbeit werden ausschließlich stark verbundene Graphen
berücksichtigt, d. h., dass zwischen jedemKnotendesGra-
phen G ein gerichteter Pfad zu jedem anderen Knoten exis-
tiert. Diese Eigenschaft ist unerlässlich, wenn alle Knoten
als gleichwertige Agenten im Netzwerk aktiv sein sollen,
da bei nicht stark verbundenen Graphen immer eine Un-
termenge an Knoten existiert, die entweder keine Infor-
mationen in das restliche Netzwerk einspeisen oder kei-
ne Informationen aus dem restlichen Netzwerk empfan-
gen kann.
3 Energie-Management-Problem
Das hier zu behandelnde Energie-Management-Problem
wurde in der Veröffentlichung [18] vorgestellt und in [14]
weiter analysiert. In diesem speziellen Problem wird die
Einsatzplanung vonErzeugernundVerbrauchernbetrach-
tet, wobei die Minimierung der Produktionskosten bei an-
gemessener Befriedigung der Nachfrage die Festlegung
der Optimierungsvariable bestimmt.
Damit werden zwei unterschiedliche Akteure betrach-
tet: Generatoren i ∈ NG und Verbraucher j ∈ NV. Die
Aufgabe der Generatoren ist es, die von den Verbrauchern
nachgefragte Leistung zu produzieren und zusätzlich Leis-
tungsverluste zu berücksichtigen. Der Erlös K(p) bei Ver-
kauf der Leistungsmenge p lässt sich laut [18] mit einer
quadratischen Funktion approximieren. Beschränkt wird
die produzierbare Leistungsmenge durch eine obere und
untere Schranke
pi ≤ pi ≤ Pi für alle i ∈ NG. (1)
In [14] wird zudem eine Erweiterung der Kostenfunktion
vorgeschlagen, die garantiert, dass der Gradient der Funk-
tion außerhalb des erlaubten Bereiches [pi,Pi] einen kon-
stanten Wert annimmt und dadurch begrenzt bleibt. Das
entspricht einer Standardannahme in verteilten Gradien-






aip2i + bipi + ci, pi ∈ [pi,Pi],
(2aipi + bi)pi, pi < pi,
(2aiPi + bi)pi, pi > Pi,
(2)
wobei ai, bi und ci generatorspezifische Parameter sind.
Die Zielfunktion U(p) der Verbraucher richtet sich
nach der Befriedigung der jeweiligen Leistungsnachfrage
P. Dabei wird davon ausgegangen, dass sich diese maxi-
male Nachfrage theoretisch bis zu einem minimalen Wert
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von p absenken lässt, wobei allerdings der Ausgabewert
von U(p) sinkt. Damit gilt
pj ≤ pj ≤ Pj für alle j ∈ NV. (3)
Hintergrund dieser Dynamik ist die mögliche Absenkung
der eigenen Nachfrage zur Reduktion der Anforderungen
an die Generatoren und damit eine Kostenreduktion für





















vorgeschlagen. Auchhier sind die Parameterwj, αj und0 <
Kj < 1 spezifisch für jeden Verbraucher.
Bei Betrachtung der Zielfunktionen für Generatoren
und Verbraucher fällt auf, dass die einzelnen lokalen Kos-
tenfunktionen ausschließlich von der lokalen Variable
pi, i ∈ NG bzw. pj, j ∈ NV abhängig sind und sich da-
her nicht gegenseitig beeinflussen. Die Kopplung der lo-






i ) = ∑
j∈NV
pj, (5)
die sicherstellt, dass die produzierte Leistungsmenge der
nachgefragten entspricht. Die Leistungsverluste lip2i der
jeweiligen Generatoren hängen von einem spezifischen,
konstanten Parameter 0 ≤ li < ai und der Menge der pro-
duzierten Leistung ab.
Ziel dieses Energie-Management-Problems ist es, den
Erlös der Generatoren und gleichzeitig die Befriedigung













i ) = ∑
j∈NV
pj, (6a)
pi ≤ pi ≤ Pi, i ∈ NG, (6b)
pj ≤ pj ≤ Pj, j ∈ NV. (6c)
Dabei wird die kompakte Vektorschreibweise p =
[p1, ..., pn] für die Optimierungsvariablen verwendet. Die-
ses Problem besitzt somit eine konvexe Zielfunktion und
die ebenfalls konvexen Nebenbedingungen (6b) und (6c).
Die verkoppelnde Gleichgewichtsbedingung aus Glei-
chung (6a) ist allerdings nicht konvex.
Um zu garantieren, dass ein Gradientenabstiegsver-
fahren immer auf das Optimum konvergiert, wird in [14]
eine konvexe Reformulierung vorgeschlagen, die neben
der Konvexität des Problems auch eine Beschränkung al-
ler Gradienten sicherstellt. Hierfür wird in einem ersten
Schritt dieHilfsvariable vi = lip2i eingeführt und imzweiten
Schritt die Menge der Nebenbedingungen um die konvexe











(pi − vi) = ∑
j∈NV
pj, (7a)
pi ≤ pi ≤ Pi, i ∈ NG, (7b)
pj ≤ pj ≤ Pj, j ∈ NV, (7c)
vi ≥ lip
2
i , i ∈ NG. (7d)
In Proposition 2 aus [14] wird bewiesen, dass die Lösun-
gen der Probleme (6) und (7) äquivalent zueinander sind,
wenn folgende Annahme erfüllt ist:
Annahme 1. Die oberen und unteren Grenzen für Leistungs-








Aufgrund der räumlichen Separation der einzelnen
Kostenfunktionen kann das beschriebene Problem als ver-
teilte Optimierung interpretiert werden. Hierbei stellen die
Generatoren i ∈ NG und die Verbraucher j ∈ NV eigenstän-
dige Instanzen mit privaten Kostenfunktionen Ki bzw. Uj
dar, deren Ziel es ist, gemeinsam ihre aufsummierten Kos-
tenunter BerücksichtigunggenannterNebenbedingungen
zuminimieren. Die konvexen Nebenbedingungen sind da-





ci,1(pi) = pi − Pi ≤ 0,
ci,2(pi) = pi − pi ≤ 0,
ci,3(p, v) = ∑i∈NG (pi − vi) −∑j∈NV pj ≤ 0,
ci,4(p, v) = −∑i∈NG (pi − vi) +∑j∈NV pj ≤ 0,
ci,5(pi, vi) = (lip2i − vi)1{pi∈[pi ,Pi]}
+(2lipi − vi)1{pi<pi}
+(2liPi − vi)1{pi>Pi} ≤ 0,
für alle i ∈ NG, (9)





cj,1(pj) = pj − Pj ≤ 0,
cj,2(pj) = pj − pj ≤ 0,
für alle j ∈ NV. (10)
4 Lösungsansatz 1: Entkopplung
von lokalen und globalen
Subproblemen
In [18] wurde ein Algorithmus veröffentlicht, der expli-
zit die Aufteilung des Problems (7) in einen lokalen und
globalen Anteil ausnutzt, um einen Teil des Optimie-
rungsproblems lokal lösen zu können. Dadurch lässt sich
theoretisch die Anzahl der Kommunikationsschritte sen-
ken. Dazu wird die globale Nebenbedingung (7a) mit dem
Lagrange-Faktor λ der Zielfunktion hinzugefügt











i )) . (11)
Es werden anschließend die lokalen Lagrange-Faktoren
λi definiert, die durch eine Konsensus-Dynamik auf ei-
nen gemeinsamen Wert geführt werden sollen. Nach [18]
und dem dort beschriebenen Algorithmus entspricht die-
ser Konsensuswert dem optimalen Lagrange-Faktor der
Lagrangefunktion, d. h., λi = λ∗ für alle i ∈ V. Unter Ver-
wendung der lokalen Langrange-Faktoren lässt sich die
Optimierung in die Lösung der Subprobleme
pi(t + 1) = argminpi≤pi(t)≤Pi [Ki(pi(t)) − λi(t + 1)pi(t)] , (12)
pj(t + 1) = argminpj≤pj(t)≤Pj [λj(t + 1)pj(t) − Uj(pj(t))] , (13)
mit i ∈ NG und j ∈ NV aufspalten. Die Aktualisierung von
λi erfolgt nach der Regel
λi(t + 1) = ∑
j∈V
wijλj(t) + ηξi(t), für alle i ∈ V . (14)
Hierbei stellt η einen festen Schrittweitenparameter dar
und ξi(t) beschreibt die am Knoten i festgestellte Leis-
tungsabweichung zwischen Produktion, Verlust und Ver-
brauch. Für die Aktualisierung dieser Variable wird eine
Konsensusdynamik mit einer spaltenstochastischen Ma-
trix verwendet, für die exakte Formulierung sei auf [18]
verwiesen. Die Gewichte wij sind Elemente der zeilensto-
chastischen MatrixW , die sich aus den Kommunikations-






|N −i |+1 , j ∈ N −i
1 −∑j∈N −i wij, j = i
0, j ∉ N −i .
(15)
Werden die Aktualisierungen für λi(t + 1), pi(t + 1) und
ξi(t + 1) iterativ wiederholt, gilt laut [18]
lim
t→∞
λi(t) = λc, für alle i ∈ V (16)
lim
t→∞





i , für alle i ∈ V . (18)
λc repräsentiert den Konsensuswert der lokalen Lagrange-
Multiplikatoren und p∗i beschreibt den optimalenWert der
Variable pi.
Dieser Ansatz wurde in [18] auf das in Abschnitt 3
beschriebene Problem angewendet. Durch die Entkopp-
lung findet eine Verschiebung eines Großteils der Berech-
nungen des Optimierungsproblems in die lokalen Agen-
ten statt. Dadurch erhöhen sich zwar die lokalen Rechen-
schritte, die Anzahl der notwendigen Kommunikations-
schritte bis zur Konvergenz des Algorithmus sinkt jedoch.
Damit wurde in [18] gezeigt, wie sich durch geschicktes
Ausnutzen der Struktur des Optimierungsproblems eine
Verschiebung des Schwerpunkts der Berechnungen errei-
chen lässt. Ein Nachteil des Verfahrens stellt die zweifach
Konsensusbildung über die Variablen λi und ξi dar. Da-
durch sind pro Iteration des Algorithmus zwei Kommu-
nikationsschritte notwendig, während in dem Verfahren
aus [14] beispielsweise nur ein Konsensusschritt berech-
net werden muss.
Diese Strukturausnutzung kann in zukünftigen Arbei-
ten zu interessanten Ergebnissen führen, im Folgenden
wird allerdings durch ein Gegenbeispiel gezeigt, dass der
Algorithmus aus [18] unter den dort angegebenen Konver-
genzbedingungennicht immer auf denoptimalenWert des
Optimierungsproblems (6) bzw. (7) konvergiert.
Gegenbeispiel
In diesem Abschnitt soll ein explizites Szenario betrachtet
werden, dass alle Annahmen aus [18] erfüllt, für das der
Algorithmus aus [18] allerdings nicht auf den optimalen
Wert des zentralen Problems konvergiert.
Betrachtet wird das konvexe Problem aus (7) mit der
Kostenfunktion (2) für Generatoren und (4) für Verbrau-
cher. Dieses wird zunächst zentral mit einem Standard-
Solver gelöst, um die optimale Lösung als Referenz zu er-
halten. Diese Lösung kann nun verwendet werden, um zu
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zeigen, dass der im vorherigen Abschnitt beschriebene Al-
gorithmus in dem betrachteten Szenario nicht auf den op-
timalen Wert konvergieren kann. Um das Gegenbeispiel
übersichtlich zu halten, werden ausschließlich die opti-
malen Werte für die Generatoren überprüft.
Das betrachtete Szenario besteht aus zwei Generato-
ren und zwei Verbrauchern. Die Parametrierung wird aus
[18] entnommen und ist in Tabelle 1 in Abschnitt 6 aufge-
führt. Verbraucher und Generatoren haben hierbei jeweils
die IDs 1 und 2. Für die Generatoren ergeben sich die opti-
malen, zentral berechneten Werte
p∗,zentral = [ 81,9772
124,8043
] . (19)
Für das Gegenbeispiel wird der auskonvergierte Fall, d. h.,
t → ∞, des Algorithmus betrachtet. Damit gelten die
Grenzwerte aus den Gleichungen (16) bis (18). Explizit sei
an dieser Stelle darauf hingewiesen, dass für diesen Fall
auf Grund der Konsensus-Dynamik alle λi den gemeinsa-
men, konstanten Wert λc annehmen.
Die Änderungen der Optimierungsvariablen der Gene-
ratoren erfolgen ausschließlich über die Lösung des Sub-
problems aus Gleichung (12). Die letzte Aktualisierung vor
Beenden des Algorithmus erfolgt unter Verwendung von
λc. Aufgrundder Tatsache, dass der optimaleWert des zen-




i < Pi, (20)
müsste der optimale Wert des Algorithmus das unbe-
schränkte Optimierungsproblem
p∗,[18]i = argminpi aip
2
i + bizi + ci − λczi, für alle i ∈ NG
(21)
lösen. An dieser Stelle wird nun die Annahme gemacht,
dass die Lösung des Algorithmus aus [18] dem tatsächli-
chen Optimum des Problems entspricht, d. h.
p∗,zentral = p∗,[18]. (22)
Nun wird durch Einsetzen der Lösung p∗,zentrali in die Glei-
chungen des Algorithmus der Konsenuswert λc berechnet
und anschließend gezeigt, dass die Annahme nicht kor-
rekt ist.
Aufgrund der strikten Konvexität dieses Problems
wird das einzigeMinimumder Zielfunktion erreicht, wenn
für die erste Ableitung
2aip
∗,zentral
i + bi − λc = 0 (23)
gilt. Wird diese Gleichung nach λc aufgelöst und der Wert
der zentralen Lösung des Problems eingesetzt, ergibt sich
unter Verwendung der entsprechenden Parametrierung
λc = 2 ⋅ 0,0024 ⋅ 81, 9772 + 5, 56
= 5, 9535 für i = 1
und
λc = 2 ⋅ 0,0056 ⋅ 124, 8043 + 4, 32
= 5, 7178 für i = 2.
Damit gilt
λc ̸= λc,
was direkt der Konsensus-Dynamik aus Gleichung (16)
und damit der Aussage von Theorem 3 aus [18] wider-
spricht.
Damit ist gezeigt, dass in diesem Szenario
p∗,zentral ̸= p∗,[18] (24)
gilt und somit der Algorithmus nicht auf den optimalen
Wert konvergieren kann.
Es bleibt zu untersuchen, ob das Verfahren so ange-
passt werden kann, dass für alle Fälle das Optimierungs-
problem korrekt gelöst wird, da der Entkopplungsansatz
und damit die Verschiebung der Berechnungen in die ein-
zelnen Agenten durchaus ein interessanter Ansatz ist.
5 Lösungsansatz 2: Verteilter
Gradientenabstieg mit
Straffunktionen
Unter Verwendung der Push-Sum-Konsensus-Dynamik
wurde in [8] einVerfahren vorgestellt, das ein allgemeines,
unbeschränktes und konvexes Optimierungsproblem löst.
In [14] wurde dieses Verfahren aufgegriffen und erweitert,
sodass nun zusätzlich Nebenbedingungen für dieses Pro-
blem berücksichtigt werden können und somit das verteil-
te Optimierungsproblem (7) gelöst werden kann. Um die
Funktionsweise des Verfahrens zu erklären,wird zunächst







Fi(z), z ∈ ℝ
d, (25)
s. t. c1(z) ≤ 0, c2(z) ≤ 0, ..., cn(z) ≤ 0, (25a)
mit den konvexen Funktionen Fi : ℝd → ℝ und konvexen
Nebenbedingungen ci : ℝd → ℝ, i ∈ [n] betrachtet. Dieses
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durch die lokalen Ungleichungen ci(z) ≤ 0 beschränkte
Problemwird zunächst unterVerwendung eines Straffunk-
tionsansatzes in ein unbeschränktes transformiert. Dazu
werden die Nebenbedingungen über konvexe Straffunk-
tionen Ψi(z) der Zielfunktion über die Parameterfolge rt
hinzugefügt, deren Werte sich mit voranschreitender Ite-
rationsanzahl erhöhen und somitmehr undmehr Gewicht
auf die Erfüllung der Nebenbedingung gelegt wird. Unter
Verwendung von
Ψi(z) = g(ci(z)), (26)
mit g(u) = {log(
eu+e−u
2 ), u > 0,
0, u ≤ 0,
(27)








[Fi(z) + rtΨi(z)] (28)
ausdrücken. Die Gesamtkostenfunktion des Optimie-
rungsproblems Ft(z) ändert sich entsprechend der Folge
rt mit der Zeit. Damit liegt nun ein unbeschränktes Opti-
mierungsproblem vor, bei dem eine Nichterfüllung einer
Nebenbedingung einen Anstieg der Zielfunktion zur Folge
hat.
Ein praktischer Nachteil des Straffunktionsverfahren
ist, dass das Optimum z∗ erst dann exakt erreicht wird,
wenn der Straffunktionsparameter rt unendlich groß wird
[11], d. h.,
z(t)→ z∗, wenn rt →∞, (29)
wobei der Vektor z(t) die Optimierungsvariablen zum Zeit-
punkt t beschreibt. Daher wird bei Verwendung von Straf-
funktionsbeschränkungen ein Optimum in der Regel nur
annähernd erreicht und es ist eine hohe Iterationsanzahl
notwendig, um eine geringe Abweichung zum Optimum
zu realisieren. Auf diese Tatsachewird auch bei der prakti-
schen Analyse des Verfahrens in Abschnitt 6 eingegangen.
Die Basis des Algorithmus, der in [14] vorgeschlagen
wird, bildet das Push-Sum- oder Ratio-Protokoll [2] [7],
mit dem effizient Mittelwerte aus verteilten Startzustän-
den berechnet werden können. Dabei werden die Vektor-
variablen zi(t), xi(t), wi(t) ∈ ℝd und die skalare Variable
yi(t) iterativ aktualisiert, wobei der Anfangswert letzterer
zu yi(0) = 1, ∀i ∈ [n] gewählt werdenmuss. Nach folgender
Vorschrift wird der Gradient in dieses Kommunikationsge-
rüst eingegliedert:
wi(t + 1) =
1




|N +j | + 1
xj(t), (30)
yi(t + 1) =
1




|N +j | + 1
yj(t), (31)




xi(t + 1) = wi(t) − at [f i(zi(t + 1)) + rtψi(zi(t + 1))] . (33)
Hierbei ist at eine zeitabhängige Schrittweite, f i bzw. ψi
bezeichnen die (Sub-)Gradienten der Funktion Fi bzw. Ψi.
Der Wert der Optimierungsvariablen zum Zeitpunkt t am
Knoten iwird durch die Variable zi(t) beschrieben, die aus
dem Verhältnis der Summenvariablen wi(t) und der Ge-
wichtsvariablen yi(t) berechnet wird. Die Aktualisierungs-
gleichung (33) für den Zustand xi(t) beinhaltet die aktu-
ellen Gradienten der Zielfunktion. Damit kann der Algo-
rithmus als Mittelwertsbildung interpretiert werden, der
durch die Gradienten so beeinflusstwird, dass die resultie-
renden Zustände zi der Lösung des betrachteten Optimie-
rungsproblem entspricht. Diese Methodik hat den Vorteil,
dass pro Iteration nur ein Kommunikationsschritt notwen-
dig ist. AußerdemhängendieAktualisierungsgleichungen
nur von den Ausgangsgraden |N +j | der Knoten im Kommu-
nikationsgraphen ab, die sich ebenfalls durch eine verteil-
te Methode berechnen lassen [3].
Wie in [14] bewiesen wurde, erreichen die Zustände
zi(t) einen Konsensus für t →∞. Der Wert dieses Konsen-
sus zc entspricht der Lösung z∗ des allgemeinen, verteil-




zi(t) = zc = z
∗ für alle i ∈ V , (34)
wenn die folgenden Annahmen zutreffen:
Annahme 2. Die Funktion F aus Problem (25) ist inf-
kompakt. D. h., {x ∈ ℝd : F(x) ≤ A} ist kompakt für alle
A ∈ ℝ.
Annahme 3. Der Kommunikationsgraph G ist stark verbun-
den.
Bemerkung: Laut [14] konvergiert der Algorithmus auch
bei zeitvarianten Graphen G(t) zuverlässig gegen das Op-
timum. IndiesemFallwird vorausgesetzt, dass dieVereini-
gung der Graphensequenz {G(t)} alle B Zeitintervalle stark
verbunden ist. In der vorliegenden Arbeit werden für die
Untersuchungen des Algorithmus allerdings ausschließ-
lich statische Graphen verwendet.
Annahme 4. Die Gradienten f i und ∇ci sind auf ℝd für alle
i ∈ [n] gleichmäßig beschränkt und Lipschitz kontinuierlich.
Annahme 5.











t <∞, rt+1 − rt = o(at), at → 0.
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Angewendet auf das in Abschnitt 3 vorgestellte
Energie-Management-Problem ergeben sich die lokalen
Kostenfunktionen
Fi(z) = {
Ki(pi), i ∈ NG,
−Ui(pi), i ∈ NV,
(35)
mit z = [p1, ..., pn]. Die Straffunktionen Ψi(z) ergeben sich
der Gleichung (26) und den Nebenbedingungen aus (9)
und (10) entsprechend.
Im Gegensatz zum Verfahren in Abschnitt 4 unter-
scheidet der in diesem Abschnitt beschriebene Algorith-
mus nicht zwischen globalen und lokalen Nebenbedin-
gungen. Damit wird das gesamte Optimierungsproblem
vollständig global auf dem Netzwerk gelöst. Durch die all-
gemeine Formulierung lässt sich eine großeAnzahl an ver-
teilten Optimierungsproblemen lösen, insofern sie die An-
nahmen (2) bis (5) erfüllen. Allerdings kann durch die ge-
neralisierte Anwendbarkeit nicht explizit auf Eigenschaf-
ten von einzelnen Optimierungsproblemen eingegangen
werden, wie beispielsweise den hohen Anteil von loka-
len Funktionen des in dieser Arbeit betrachteten Energie-
Management-Problems.
6 Simulationen
Im Folgenden wird die Anwendung des in Abschnitt 5
vorgestellten Gradientenverfahrens mit Straffunktion
auf das in Abschnitt 3 beschriebene verteilte Energie-
Management-Problem untersucht. Dazu werden zwei Sze-
narien definiert, die sich in Anzahl und Konfiguration der
Agenten voneinander unterscheiden.
Das erste Szenario umfasst vier Agenten mit zwei Ge-
neratoren und zwei Verbrauchern. Die Parametrierung
entspricht den jeweils ersten zwei Werten für Generato-
ren und Verbrauchern aus der Tabelle 1. Die Agenten sind
über den in Abbildung 1 dargestellten Kommunikations-
graphen untereinander verbunden.
Das zweite Szenario umfasst acht Agenten, von de-
nen vier vom Typ Generator und vier vom Typ Verbrau-
cher sind. Die Parametrierung entspricht der Tabelle 1. Für
dieses Szenario werden drei Kommunikationsgraphen un-
tersucht, die sich in der Kantenanzahl und damit in der
Anzahl der Kommunikationskanäle zwischen den Agen-
ten voneinander unterscheiden. Die Graphen sind in den
Abbildungen 2 bis 4 dargestellt.
Für beide Szenarien wird das Problem (6) zunächst
zentral ohne Straffunktionen mit einem Standard-Solver
Tab. 1: Parametrierung der Agenten in den untersuchten Szenarien.
Szenario 1: IDs 1-2, Szenario 2: IDs 1-4.
Parameter der Generatoren
ID, i a b c l p P
1 0,0024 5,56 30 0,00021 60 339,69
2 0,0056 4,32 25 0,00031 25 479,10
3 0,0072 6,60 25 0,00011 28 290,40
4 0,0047 3,14 16 0,00022 40 306,34
Parameter der Verbraucher
ID, j ω K α p P
1 18,43 0,5 0,0545 50 100,34
2 13,17 0,5 0,0877 100 159,13
3 15,46 0,5 0,0547 40 80,56
4 10,03 0,5 0,1041 30 123,98
Abb. 1: Graph mit vier Knoten und acht Kanten.
Abb. 2: Netzgraph mit acht Knoten und zehn Kanten.
Abb. 3: Zufälliger Graph mit 8 Knoten und 32 Kanten.
gelöst, umdas globale Optimum p∗i zu berechnen. Auf die-
ses Resultat wird der relative Fehler
δi =
|pi − p∗i |
p∗i
, i ∈ V (36)
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Abb. 4: Vollständiger Graph mit 8 Knoten und 56 Kanten.
der verteilten Lösung pi bezogen. Zur Berechnung des
Fehlers im verteilten Fall werden bei den folgenden Be-
trachtungen nur die Ergebnisse eines Agenten ausgewer-
tet, d. h., es wird davon ausgegangen, dass alle Agenten
sich annähernd miteinander im Konsensus befinden.
In der folgenden Analyse wird zunächst ein zentrales
Gradientenverfahrenmit Straffunktionsansatz zur Lösung
von Szenario 1 betrachtet. Die Ergebnisse hieraus werden
anschließend mit den Resultaten für das erste Szenario
aus dem verteilten Gradientenverfahren mit Straffunktio-
nen, vorgestellt in Abschnitt 5, verglichen. Schwerpunkt





, rt = t
kr . (37)
durch die Parameter ka und kr, wobei vor allem die
Konvergenzgeschwindigkeit und Stabilität des Verfahrens
von Bedeutung sind. Anschließend wird das Energie-
Management-Problem von Szenario 2 mit dem verteilten
Verfahren gelöst und untersucht, wie sich die erhöhte
Agentenanzahl und die unterschiedlichen Vernetzungs-
gradedesKommunikationsgraphenauf dieKonvergenzge-
schwindigkeit auswirken.
6.1 Zentrale Lösung, Szenario 1:
Gradientenverfahren mit Straffunktionen
und Schrittweitensteuerung
Um einen Vergleichswert für die Konvergenzgeschwindig-
keit des verteilten Gradientenverfahrens mit Straffunktio-
nen zu erhalten, wird zunächst eine zentrale Variante die-
ser Optimierungsmethode auf das Energie-Management-
Problem aus (7) angewendet. Damit wird davon ausgegan-
gen, dass alle Instanzen im Netzwerk unmittelbar Zugriff
auf alle Informationen über Zustände, Kostenfunktionen
und Nebenbedingungen haben.
Um eine möglichst optimale, d. h. geringe, Iterations-
anzahl des Algorithmus zu erhalten, wird die Schrittweite
at des Gradientenverfahrens über die Minimierungsregel
[16] festgelegt. Hierbei wird in jedem Iterationsschritt des
Algorithmus die Schrittweite über
aoptt = argmins≥0 Ft(z − s∇ft(z)) (38)
bestimmt. Um die optimale Folge rt des Strafparameters
zu identifizieren, wird der relative Fehler nach 5000 Itera-
tionen für unterschiedliche Parametrierungen von kr aus
Gleichung (37) berechnet und der Parameter mit dem ge-
ringsten Fehler ausgewählt. Durch diese Methodik ergibt
sich für das Szenario 1 mit vier Agenten die Folge rt = t0,18
im zentralen Fall. Der Verlauf dieser Folge über die Itera-
tionen der Optimierung ist in Abbildung 7 dargestellt.
In Abbildung 5 ist der Verlauf der relativen Fehler δi
zwischen den optimalen Werten p∗i und den Werten pi(t)
des Algorithmus zum Zeitpunkt t dargestellt. Das Verfah-
ren wird abgebrochen, nachdem alle relativen Fehler ei-
nen Wert von δi = 0,015 unterschreiten.
Abb. 5: Verlauf der relativen Fehler δi , i ∈ V für zentrales Gradi-
entenverfahren mit Straffunktionen und Schrittweitenadaption.
Konvergenz auf relativen Fehler δi < 0,015 für alle i ∈ V nach 2881
Iterationen.
In der Graphik kann erkannt werden, dass bereits
nach 107 Iterationen ein relativer Fehler von 0,1 unter-
schritten wird. Besonders die Variablen der Verbraucher
nähern sich dem Optimum sehr schnell und genau an, so-
dass der Fehler bereits nach 265 Iterationenkleiner als 0,01
ist. Die Generatoren hingegen konvergieren nach etwa 100
Iterationen nur noch sehr langsam zumOptimum, was die
hohe Iterationsanzahl des Verfahrens bedingt.
Zur Erläuterung dieses Verhaltens ist in Abbildung 6
die Auswertung der globalen Nebenbedingung aus Glei-
chung (6a) über die Zeit abgebildet. Es kann erkannt wer-
den, dass nach etwa 100 Iterationen die Annäherungsge-
schwindigkeit an den Wert Null deutlich schwächer wird.
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Offensichtlich sind durch die Parametrierung des Pro-
blems hauptsächlich die Generatoren für die Erfüllung
dieser Nebenbedingung verantwortlich, die mit der Opti-
mierung der eigentlichen Zielfunktion, der Minimierung
der Kosten, konkurriert. In Abbildung 7 kann erkannt wer-
den, dass sich der Faktor rt in diesem Bereich nur noch
langsamändert. Dies lässt vermuten, dass sich die Konver-
genzgeschwindigkeit durch eine mögliche Adaption der
Strafparameterfolge weiter verbessern lässt.
Abb. 6: Verlauf der globalen Nebenbedingung aus Gleichung (6a)
für zentrales Gradientenverfahren mit Schrittweitensteuerung über
der Zeit.
Abb. 7: Adaptierte Schrittweite aoptt und Straffolge rt mit kr = 0, 18
für zentrales Gradientenverfahren.
In Abbildung 8 ist der Gradientenverlauf ∇Ft über die
Iterationen dargestellt. Es kann erkannt werden, dass ge-
rade zu Beginn der Gradient stark schwankt und über den
kompletten Verlauf keine monotone Abnahme zu erken-
nen ist. Dieses Phänomen entsteht durch das Aktivieren
und Deaktivieren der Straffunktionen, was wiederum aus
der Verletzung einer odermehrerer Nebenbedingungen re-
sultiert. Dadurch kann der Gradient zwischen zwei aufein-
ander folgenden Iterationen trotz der strengkonvexenKos-
tenfunktion und der Schrittweitensteuerung stark anstei-
gen oder abfallen. Wird vergleichend die Abbildung 7 be-
trachtet, kann erkanntwerden, dass die adaptierte Schritt-
weite in Bereichen hoher Schwankungen im Gradienten
(Iterationen 1 bis 150) relativ niedrig ist. Damit fängt die
Schrittweite plötzliche Änderungen im Gradienten ab und
vermindert dadurch die Auswirkungen auf den Zustands-
bzw. den Fehlerverlauf aus Abbildung 5.
Abb. 8: Verlauf des Gradienten ∇Ft für zentrales Verfahren mit
Schrittweitensteuerung.
6.2 Verteilte Lösung, Szenario 1: Wahl der
Schrittweite und des Strafparameters
In diesem Unterabschnitt wird die verteilte Lösung des
Problems mit den Ergebnissen des zentralen Gradienten-
abstiegs aus dem vorherigen Abschnitt für das Szenario 1
verglichen. Im Vordergrund steht hier eine möglichst op-
timale Wahl der Schrittweite at des Gradientenverfahrens
und die Wahl der Folge rt des Strafparameters. Durch den
Vergleich mit dem zentralen Verfahren sollen Rückschlüs-
se auf die korrekte Wahl der Folgen at und rt im verteilten
Szenariomöglichwerden. In [14]wird eine Empfehlung für
die Wahl dieser Folgen angegeben, unter denen das Ver-
fahren garantiert im Unendlichen auf das Optimum kon-
vergiert. In den Versuchen zeigt sich allerdings, dass die
angegebene Schrittweite praktisch sehr hohe Konvergenz-
zeiten nach sich zieht, weswegen die annähernd optimale
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Schrittweite und Folge des Strafparameters im Folgenden
experimentell bestimmt wird.
Grundsätzlich werden beide Folgen durch die Vor-
schrift in Gleichung (37) bestimmt, wobei die Parameter
ka und kr die jeweilige Folge festlegen. Zwei Konvergenz-
eigenschaften werden von derenWahl beeinflusst. ImWe-
sentlichen ist die Iterationsanzahl bis zur Reduzierung
des relativen Fehlers auf einen festgelegten Wert von dem
Verhältnis von at und rt abhängig. Gleichzeitig muss je-
doch die Schwingung des Gradienten berücksichtigt wer-
den, die sich auch auf die Zustände überträgt, sodass
sich bei bestimmten Parameterkonfigurationen dauerhaf-
te Schwingungen um den optimalen Wert einstellen.
Um einen möglichst optimalen Bereich, in dem das
Verhältnis von ka und kr liegen darf, festzulegen, werden
indenVersuchenverschiedeneParameterkonfigurationen
untersucht. In Abbildung 9 ist der über alle Zustände sum-
mierte relative Fehler über kr für einen festen Parameter
ka = 0, 35 dargestellt. Grünmarkiert ist der Bereich, in dem
der Parameter liegen sollte, damit zum einen eine schnel-
le Konvergenz der Optimierung gewährleistet ist und zum
anderen keine oder nur geringe Schwingungen auftreten.
Es ist festzustellen, dass nur ein schmaler Bereich für die
Auswahl von kr in Frage kommt.
Abb. 9: Verlauf des aufsummierten relativen Fehlers∑i δi über die
Wahl des Parameters kr bei fester Wahl von ka = 0, 16.
In Abbildung 10 ist der Verlauf des relativen Fehlers
über die Iterationen mit der Wahl ka = 0, 35 und kr = 0, 16
für die Faktorender Folgendargestellt. Durchdie festeVor-
gabe der Folge at kann für das verteilte Szenario 1 nicht fle-
xibel auf einehoheVariabilität imGradienten reagiertwer-
den.Hieraus ergibt sich imVergleich zudemzentralenVer-
fahren mit Schrittweitensteuerung, vgl. Abbildung 5, im
Anfangsbereich bis 700 Iterationen eine längere Dauer bis
zur Absenkung des Fehlers unter 0,1. Nach 700 Iterationen
zeigt sich ein ähnlicher Verlauf wie im zentralen Fall. Wer-
den dieUnterschiede imFehlerverlaufmit denUnterschie-
den in der Schrittweite verglichen, so fällt auf, dass die
größten Unterschiede des Fehlers genau mit dem Bereich
der größten Unterschiede der Schrittweiten zusammenfal-
len. Dies lässt den Schluss zu, dass durch die harte Vorga-
be der Schrittweitenfolge im verteilten Fall nicht optimal,
d. h., nicht flexibel genug, auf die Aktivität der Straffunk-
tion reagiert werden kann. Daraus lässt sich die Vermu-
tungableiten, dass durch eine verteilte Schrittweitenadap-
tion eine Verbesserung der Konvergenzrate erzielt werden
könnte. Außer acht gelassen wird bei diesem Schluss die
Konsensus-Dynamik und damit die Unterschiede in den
jeweiligen lokalen Gradientenabstiegen. Da der Kommu-
nikationsgraph aus Abbildung 1 sehr gut vernetzt ist und
zusätzlich das Szenario mit nur vier Agenten überschau-
bar und somit der Verteilungsgrad des Problems nicht all-
zuhoch ist, wird davon ausgegangen, dass der Schluss Be-
stand hat. Da für eine optimale Schrittweitenadaption die
komplette Zielfunktionsauswertung notwendig ist, kann
die Adaption nicht direkt auf den verteilten Fall übertra-
gen werden.
Abb. 10: Verlauf der relativen Fehler δi , i ∈ V für verteiltes Gradi-
entenverfahren mit Straffunktionen und festen Werten ka = 0, 35,
kr = 0, 16. Konvergenz auf relativen Fehler δi < 0,015 für alle i ∈ V
nach 4360 Iterationen.
Insgesamt kann aus diesem Unterabschnitt festgehal-
ten werden, dass das Konfigurieren der Folgen at und rt
bereits bei kleinen Szenarien aufwendig ist, da keine allge-
mein gültige Regel existiert. Verantwortlich sind dafür die
Abhängigkeiten von Kommunikationsgraph, Konsensus-
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Dynamik und Agentenanzahl. Aus diesem Grund emp-
fiehlt sich eine verteilte Adaption der Schrittweite, die Ge-
genstand zukünftiger Arbeiten sein kann.
6.3 Verteilte Lösung, Szenario 2: Einfluss
des Graphen und höherer
Knotenanzahlen auf Konvergenzzeit
In diesem Unterabschnitt wird untersucht, welchen Ein-
fluss die Größe des verteilten Optimierungsproblems und
die Verbindungsdichte im Kommunikationsgraphen auf
die Konvergenz des Verfahrens hat. Dazu wird das ein-
gangs beschriebene zweite Szenario betrachtet und die
festen Folgen at = 3/t0,35 und rt = t0,19 für alle Simula-
tionen gewählt.
Zunächst wird der Einfluss des Verbindungsgrades
des Kommunikationsgraphen auf die Konvergenzzeit be-
trachtet. Verglichenwerden dazu ein Gittergraphmit zehn
Verbindungen, ein zufälliger Graph mit 32 Verbindungen
und ein vollständiger Graph mit 56 Verbindungen, siehe
Abbildungen 2 bis 4. Auf diesen Graphen wird das ver-
teilte Gradientenverfahren für Szenario 2 angewendet, wo-
bei die Iterationen abgebrochen werden, nachdem alle re-
lativen Fehler kleiner als 0,02 sind. In der Tabelle 2 sind
die Iterationsanzahlen, die sich für die jeweiligenGraphen
ergeben, aufgeführt. Es kann eine deutliche Iterationsre-
duktion zwischen dem Graphen mit zehn Verbindungen
und dem Graphen mit 32 Verbindungen erkannt werden.
Der Sprung zum vollständigen Graphen ist mit einer Diffe-
renz von nur 66 Iterationen allerdings unwesentlich. Fol-
gern lässt sich hieraus, dass der Verbindungsgrad zwar
bei sehr wenigen Verbindungen eine große Rolle spielt, da
die Durchsetzung des Netzwerkes mit Informationen we-
sentlich länger dauert. Gleichzeitig steht die Konsensus-
geschwindigkeit bei einem guten Verbindungsgrad nicht
mehr im Vordergrund. Bereits in [10] wird auf die ho-
he Konsensus-Geschwindigkeit auf sogenannten Small-
World-Graphen hingewiesen, zu denen auch der Graph
mit 32 Verbindungen gehört. Die Folgerung bestätigt sich
auch bei Betrachtung des vollständig verbundenen Gra-
phen. Hier kann jeder Agent mit jedem anderen Agent
Informationen austauschen, was genau genommen nicht
mehr einem verteilten Problem entspricht. Trotzdem wird
hier eine hohe Anzahl von Iterationsschritten bis zu ei-
ner annähernden Konvergenz benötigt, die sich kaum von
dem Graphen mit 32 Verbindungen unterscheidet.
Damit kann festgestellt werden, dass dieMethodik des
verteilten Gradientenabstiegs mit Straffunktionen selbst
denEngpass für die Iterationsanzahl darstellt bzw.diePro-
blematik der optimalen Folgenwahl, die im vorherigenAb-
Tab. 2: Anzahl der Iterationen bis zum unterschreiten eines relativen
Fehlers von 0,02 für Graphen mit steigendem Verbindungsgrad.|E | = 10 |E | = 32 |E | = 56
Iter. 14953 12011 11945
schnitt bereits diskutiert wurde, ausschlaggebend für die
Konvergenzzeit ist.
In Abbildung 11 ist der Verlauf des relativen Fehlers
für den Graphen mit 32 Verbindungen über die Iteratio-
nen dargestellt. Ähnlich wie im Fall des Szenarios 1 aus
Abbildung 10 bedingen hauptsächlich zwei Agenten die
lange Konvergenzzeit von 12011 Iterationen. Diese ist bei
einer Verdopplung der Agentenanzahl von Szenario 1 zu
Szenario 2 fast dreimal so hoch wie die für Szenario 1. Da-
mit lässt sich festhalten, dass das Verfahren trotz Verwen-
dung eines Konsensus-Protokolls, das an sich eine gute
Skalierungseigenschaft aufweist, selbst nicht optimal ska-
liert. Es wird vermutet, dass dies aus der Erhöhung der
Straffunktionsanzahl resultiert, deren wiederholtes Akti-
vieren und Deaktivieren ein gleichmäßiges Konvergieren
des Verfahrens verhindert, was durch eine konstanteWahl
von at auch nicht von der Schrittweite abgefangen werden
kann.
Abb. 11: Verlauf der relativen Fehler δi , i ∈ V für zentrales Gradi-
entenverfahren mit Straffunktionen und Schrittweitensteuerung.
Konvergenz auf relativen Fehler δi < 0,02 für alle i ∈ V nach 12011
Iterationen.
Zusammengefasst kann festgehaltenwerden, dass der
Verbindungsgrad ab einer bestimmten Höhe sich in die-
sem Szenario nicht mehr ausschlaggebend restriktiv auf
die Konvergenzgeschwindigkeit auswirkt. Dies steht in
Zusammenhang mit der schlechten Skalierung der Itera-
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tionsanzahl bei Vergrößerung des Umfangs des Energie-
Management-Problems.
7 Fazit
Das untersuchte verteilte Gradientenverfahren mit Be-
schränkungen durch Straffunktionen zeichnet sich durch
seine hohe Generalität aus. Dadurch ist es möglich, eine
große Menge an konvexen und verteilten Optimierungs-
problemen näherungsweise zu lösen. Durch die Einglie-
derung desGradientenabstiegs in das Push-Sum-Protokoll
konvergiert der Algorithmus auch bei gerichteten und
zeitvarianten Kommunikationsstrukturen zuverlässig ge-
gen das Optimum. Der Nachteil des Verfahrens besteht
in seiner vergleichsweise langsamen Konvergenz, die sich
auchbei einer zentralenAusführungbeobachten lässt. Da-
mit stellt nicht die verteilte Ausführung des Verfahrens
den Konvergenzengpass dar, sondern die Beschränkun-
gen des Problems durch Straffunktionen. Das verteilte Sze-
nario verhindert jedoch zunächst eine Verwendung von
beschleunigenden Techniken, wie einer Schrittweitenad-
aption. Die verteilte Ausführung einer solchen kann Ge-
genstand von zukünftigen Arbeiten sein.
Daneben kann eine geschickte Ausnutzung von aus-
schließlich lokalen Beschränkungen in verteilten Energie-
Management-Problemen dazu verwendet werden, den
Kommunikationsaufwand zwischen den Agenten zu ver-
ringern, wie in Abschnitt 4 diskutiert. Hierzu muss die be-
stehende Methode aus [18] so erweitert werden, dass sie
in jedem Fall auf das Optimum des Energie-Management-
Problems konvergiert.
Faktoren, die bisher in den wenigsten verteilten Pro-
blemenberücksichtigtwurden, sindunsichereDatenüber-
tragungen und verrauschte Messungen. Ist das Ziel, das
vorgestellte Energie-Management-Problem der Praxis nä-
her zu bringen, müssen solche stochastischen Beeinflus-
sungen berücksichtigt werden. Dazu können beispielswei-
se die Ergebnisse für unsichere und verrauschte Konsen-
susprotokolle aus [17] aufgegriffen und auf verteilte Opti-
mierungsprobleme bezogen werden.
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