Let f n ( ; !) be a sequence of stochastic processes which converge weakly to a limit process f 0 ( ; !). We show under some assumptions the weak inclusion of the solution sets n (!) = f : f n ( ; !) = 0g in the limiting solution set 0 (!) = f : f 0 ( ; !) = 0g. If the limiting solutions are a.s. singletons, then weak convergence holds. Results of his type are called Ztheorems (Zero-theorems). Moreover, we give various more speci c convergence results, which have applications for stochastic equations, statistical estimation and stochastic optimization.
Introduction
Statistical estimators are often de ned as minima of stochastic processes or roots of stochastic equations. The rst group is called M-estimators and include the maximumlikelihood estimate, some classes of robust estimates and the solutions of general stochastic programs (see Shapiro (1993) , P ug (1995)). To prove asymptotic properties of such estimates requires to nd conditions under which the convergence in distribution of some stochastic process f n ( ) to a limiting process f 0 ( ) entails that argmin u f n (u) approaches argmin u f 0 (u):
(1.1)
Conditions for (1.1) to hold have been given by Ibragimov and Khasminski (1981) , Salinetti and Wets (1986), Anisimov and Seilhamer (1994) and many others. These theorems are known under the name of M-theorems (Minima-theorems). Less attention has been paid to the asymptotic behavior of solutions of stochastic equations and the related class of Z-theorems (Zero-theorems). These are theorems which assert that under some conditions the weak convergence of some stochastic process f n ( ) to a limiting process f 0 ( ) entails that the solution set of f n (u) = 0 approaches weakly the solution set of f 0 (u) = 0: (1.2)
A general Z-theorem for Banach-space valued processes has been given by Van der Vaart (1995) . He considers the "regular" case, i.e. the case where the limiting process is of the form 0 (u) = Au + Z 0 , where A is an invertible linear operator and Z 0 is a Banach-valued random variable. Evidently, the solution of the limiting equation is ?A ?1 Z 0 .
In this paper, we suggest a new approach which allows to study more general models and more general limiting processes, but stick to the nite-dimensional case. In particular, we do not require that the limiting process is additively decomposable in a deterministic term, which depends on u, and a stochastic term which does not. Examples of such indecomposable situations occur in non-regular statistical estimation models (where the LAN condition fails) as well as in nonsmooth stochastic optimization.
The following setup will be used in this paper:
Let f n ( ; !); n > 0 be a sequence of continuous (in ) random functions de ned on n with values in R m , where is some open region in R d and ( n ; A n ; P n ) are probability spaces. We consider the stochastic equation f n ( ; !) = 0 (1.3) and denote the set of possible solutions by n (!) = f : f n ( ; !) = 0g:
Since f n is continuous in , ( n ) is a sequence of random closed sets. We suppose further that the random functions f n converge in distribution to a limit function f 0 de ned on ( 0 ; A 0 ; P 0 ) and study the corresponding behavior of the random closed sets ( n ).
Since we allow the processes to be de ned on di erent probability spaces, all results will be in weak (distributional) sense. Conceptually, we rely on the notion of weak convergence of random closed sets. The reader is referred to Appendix 1 for a short review of this concept. The paper is organized as follows. In section 2 we study the notion of uniform convergence in distribution. Section 3 introduces the more general notion of band-convergence. Global convergence results are presented in section 4. Applications to speci c cases of limits of stochastic equations and to statistical estimates are contained in sections 5 and 6. In Appendix 1 we have collected some facts about set-wise convergence. Appendix 2 contains a new result about asymptotic inclusion of random sets.
2 Uniform convergence
We begin with a rather simple lemma for deterministic functions.
Lemma 2.1.
(i) If a sequence of deterministic functions g n ( ) converges uniformly on each compact set K to a limit function g 0 ( ), then we have for the solution sets lim sup n f : g n ( ) = 0g f : g 0 ( ) = 0g:
Here limsup denotes the topological upper limit as de ned in Appendix 1. Notice that the solution sets may be empty.
(ii) Suppose that g ful lls the following condition of separateness: there exists a > 0 such that for any y 2 R m ; jyj < the equation
has a proper unique solution. Then, for large n, f : g n ( ) = 0g 6 = ; and lim sup n f : g n ( ) = 0g = 0 ;
where 0 is the unique solution of g 0 ( ) = 0.
Proof. Let g n ( n ) = 0. If is a cluster point of n , then, by uniformity, g n ( n ) ! g 0 ( ); which implies that is a root of g 0 . The second statement is nearly obvious.
A generalization of this result for random functions will be proved in this section. We begin with some de nitions.
For any function g( ) and any compact set K denote by U (c; g( ); K) = supfjg(q 1 ) ? g(q 2 )j : jq 1 ? q 2 j c; q 1 ; q 2 2 Kg the modulus of continuity in uniform metric on the set K.
De nition 2.1. The sequence of random functions f n ( ) converges weakly uniformly (U-converges) to the function f 0 ( ) on the set K, if for any k > 0 and for any 1 2 919 K; : : : k 2 K the multidimensional distribution of (f n ( 1 ); : : : ; f n ( k )) weakly converges to the distribution of (f 0 ( 1 ); : : : ; f 0 ( k )) and for any " > 0 lim c#0 lim sup n!1 P n f U (c; f n ( ); K) > "g = 0:
In other words, the sequence of measures generated by the sequence of functions f n ( ) in Skorokhod space D K weakly converges to the measure generated by f 0 ( ) .
Condition A. We say that the random process f(u; !) ful lls condition A of separateness, if there exists a > 0 that for any y 2 R m ; jyj < the equation f(u; !) = y (2.2) has for almost all ! a proper unique solution.
De nition 2.2. A sequence ( n ) of random closed sets is called stochastically included in 0 in the limit, if for every collection of compact sets K 1 ; : : : ; K`and arbitraryl im sup n P n f n \ K 1 6 = ;; : : : ; n \ K`6 = ;g P 0 f 0 \ K 1 6 = ;; : : : ; 0 \ K`6 = ;g:
If the limiting random set 0 is a.s. a singleton f 0 g and all measurable selections~ n 2 n converge in distribution to 0 , we write 0 = w-lim n n :
Theorem 2.1.
(i) Suppose that the sequence of random functions f n ( ) U-converges on any compact set K to the random function f 0 ( ). Then n is stochastically included in 0 = f : f 0 ( ) = 0g in the limit. (ii) Let in addition the condition of separateness A be ful lled. If is bounded and 0 is a.s. a singleton f 0 g, then lim n P n f n 6 = ;g = 1 and 0 = w-lim n n : (2.4) Proof. The proof uses Skorohod's (1956) method of representation on a common probability space. According to this method we can construct a new sequence of random functions f 0 n ( ; !) and f 0 0 ( ; !) on a common probability space 0 such that f 0 n ( ) and 920 f n ( ) have the same nite-dimensional distributions and for almost all ! 2 the se- Proof. Let u n 2 n and u be a cluster point of (u n ). We have to show that u 2 0 . Since (0; u n ) 2 ?(g n ; 0) and (0; u) is a cluster point of (0; u n ), it follows that (0; u) 2 ?(g( ); q), i.e. jg(u)j qjg(u)j, whence g(u) = 0 and therefore u 2 0 .
2 De nition 3.2. Let f n ( ) and f 0 ( ) be stochastic processes on R d . We say that the sequence f n ( ) band-converges to the process f 0 ( ) if for some 0 < q < 1, ?(f n ( ); 0) is stochastically included in ?(f 0 ( ); q) in the limit.
Theorem 3.1. Let the sequence f n ( ) band-converge to the process f 0 ( ) and let n be the set of zeros of f n ( ) and 0 be the set of zeros of f 0 ( ). Then n is stochastically included in 0 in the limit.
Proof. Suppose that the theorem is false. Then there are compact sets K 1 ; : : : ; K`such that lim sup n P n f n \ K 1 6 = ;; : : : ; n \ K`6 = ;g > P 0 f \ K 1 6 = ;; : : : ; \ K`6 = ;g:
In particular, there is a subsequence (n i ) such that lim n i P n i f n i \ K 1 6 = ;; : : : ; n \ K`6 = ;g > P 0 f \ K 1 6 = ;; : : : ; \ K`6 = ;g: (3.1) ?(f n i ; 0) is a sequence of random closed sets, which contains a weakly convergent subsequence ?(f n 0 i ; 0). By Skohorod's theorem, we may construct versions on a common probability space, which converge pointwise, i. Therefore, for this version, by Lemma 3.1 lim sup n 0 i , which is a contradiction to (3.1).
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Remark 3.3. The assumptions of Theorem 3.1 are ful lled, if the sequence f n (t) converges uniformly to f 0 : By Skorohod embedding, we may w.l.o.g. assume that sup u jf n (u)? f 0 (u)j ! 0 almost surely. If ( n ; u n ) are such that j n ? f n (u n )j qjf n (u)j, then every cluster point ( ; u) of this sequence satis es j ? f 0 (u)j qjf 0 (u)j which completes the argument.
Example 3.1. Theorem 3.1 is not included in Theorem 2.1. Here is an example: Let f n ( ; !) = f n ( )(1 + n (!)), where the deterministic functions f n uniformly converge to a continuous limit function f. Let 0 < q < 1. If P n fj n j < qg ! 1 as n ! 1, the assumptions of Theorem 3.1. are ful lled, but not necessarily those of Proof. According to Theorem 2.1 (ii), with probability close to one, the set of possible The condition (4.1) is of rather general character and we we consider now a typical situation for which this condition is true. Suppose without loss of generality that we have a representation f n ( ) =f n ( ) + n ( ); wheref n ( ) is some deterministic function. (ii) the sequence v n n ( 0 ) weakly converges to a proper random variable 0 .
(iii) the function ' 0 (u) satis es the condition A of separateness in the following form: jA (e)j:
As the matrix A is invertible and the function ( ) is continuous, we get that a > 0.
Then from (4.8) we obtain jA ( )j aj j that proves the second part of our statement. Then, as n ! 1, P n f n 6 = ;g ! 1 and n is stochastically included in 0 in the limit. Proof. We represent the function f n ( ) in the form f n ( ) = f( ) + n ( ):
By the Law of Large Numbers it follows that at each 2 P-lim n!1 n ( ) = 0; (5.4) where symbol P-lim denotes the convergence in probability, and the condition (5.3) implies that the sequence of functions n ( ) U-converges to 0 on each compact set K, and correspondingly the sequence f n ( ) U-converges to f( ). Then our statement follows directly from Theorem 2.1.
Condition (5.
3) is rather general and sometimes it is di cult to check. Now we give some more concrete conditions su cient for (5.3). as h # 0 (here A(e) is some matrix possibly depending on the vector e).
(ii) for some ; 1=2 < 1;
where is a random vector with a stable distribution with the parameter 1= . Then lim n P n f n 6 = ;g = 1 and w-lim n n = 0 .
Proof. It can be easily seen that under conditions (6.2), (6.3), the second term at the left hand side of (6.1) converges in probability to Proof. We put v n = p n; = 1. Then it can be easily seen using conditions (6.2), (6.9) and continuity of the function B( ) that the second term at the right part of (6.8) weakly converges to the variable 7 Appendix 1: Some properties of random closed sets.
We rewiev here some basic facts of random set theory: The reader is referred to Salinetti/Wets (1986) for more details.
Let C be the class of all closed sets in R d . For closed sets, we introduce the notions of liminf and limsup (in the topological sense).
lim inf n C n = fu : 9 a sequence (u n ) with u n 2 C n such that u n ! ug lim sup n C n = fu : 9 a subsequence (u n i ) with u n i 2 C n i such that u n i ! ug:
We say that C n converges in the Painlev e-Kuratowski sense to C, if lim sup n C n = lim inf n C n = C:
In this case we write lim n C n = C.
The topology of set-convergence is metrizable and C endowed with this metric is compact. A subbasis of this topology is given by the classes fC : C \ K = ;g and fC : C \ G 6 = ;g, where K runs through all compact and G runs through all open sets.
The pertaining Borel -Algebra in C is called the E ros--Algebra E C . A random closed set A(!) is a random function de ned on some probability space ( ; A; P) with values in C, which is A-E C measurable. The distribution of the random set A(!) is the induced probability measure on (C; E C ). The sequence (X n ) is stochstically smaller than X 0 in the limit, if and only if all weak cluster points of (X n ) are stochastically smaller than X 0 .
We will now present a completely analogous setup for random sets, where the relevant order structure is the set inclusion.
De nition A. There is -as in the case of stochastic ordering of real variables -a construction, which shows that the converse is also true:
Theorem A.1. Let A 1 and A 2 be two random sets such that A 1 is stochastically included in A 2 . Then there is a probability space ( 0 ; A 0 ; P 0 ) and two random sets A 0 The random sets A 1 and A 2 induce probability measures P 1 and P 2 on the in nite hypercube f0; 1g N . We will construct a coupling P 0 of P 1 and P 2 on f0; 1g N f0; 1g N .
Let us rst consider the case of the nite collection B 1 ; : : : ; B n . Let 1 resp. 2 be the measures which are induced via the characeristic vectors on the nite hypercube f0; 1g n . Call a subset G of the hypercube monotonic, if x 2 G and x y implies that y 2 G.
We claim that assumption implies that 1 (G) 2 (G) for all monotonic sets G. Let x (1) ; : : : ; x (s) be the minimal elements in G. Since G is nite, the set of minimal elements is also nite. Then G = S s i=1 fy : x yg, which corresponds to the set
By Remark A.1, 1 is smaller than 2 on exactly this class of sets. The existence of a coupling can be seen from a graph-theoretic argument. We construct a special graph with 2+2 n+1 nodes. Imagine two hypercubes f0; 1g n , where node x from the rst and node y from the second hypercubes are connected by an oriented arc, if x y.
Assign the capacity 1 to these arcs. Finally, add two arti cial nodes to the graph: a source which is connected to each node x of the rst hypercube with capacity 1 (x) and a sink, which is reachable from each node y of the second hypercube with capacity 2 (y).
We claim that every cut in this graph has capacity at least 1. Suppose that we cut the arcs which lead from the source to the nodes (x) x2I of the rst hypercube. Then in order to cut the sink from the source, we have to cut at least the arcs leading from the nodes since G is a monotone set.
The minimal capacity of a cut is 1. Thus by the max-ow-min-cut theorem, there is a ow of size 1 from the source to the sink. Let (x; y) be such a ow (it needs not to be 939 unique). Notice that (x; y) 0, P y (x; y) = 1 (x) and P x (x; y) = 2 (y). We may interpret as a probability measure. Since a ow is only possible if x y, we have that x y -a.s. For a general countable class of balls, we make the above construction for each n i.e. we construct a sequence ( n ) of coupling measures on pairs of hypercubes f0; 1g n f0; 1g n . We may select a subsequence ( n (1) i ) such that the induced marginal distributions on the rst coordinates converge, a further subsequence ( n (2) i ) such that the marginal distributions of the rst two coordinates converge and so on. Let P 0 = lim k n (k) k ). P 0 is a probability measure on 0 = f0; 1g N f0; 1g N It is evident that has marginals P 1 and P 2 Lemma A.1. If A n , A 0 are de ned on the same probability space and lim sup A n A 0 a.s., then A n is stochastically included in A 0 .
Proof. Let K 1 ; : : : ; K`be a collection of compact sets and suppose that A n \ K 1 6 = ;; : : : ; A n \ K`6 = ;
for in nitely many n. Then, since lim sup A n A 0 , i.e. since A 0 contains all cluster points of subsequences from A n , also 
