User centered adaptive streaming of dynamic point clouds with low complexity tiling by Subramanyam, S. (Shishir) et al.
User Centered Adaptive Streaming of Dynamic Point Clouds

















(a) Acquisition (b) Segmentation into tiles (c) Encoding for each tile (d) User adaptation (e) Playout
Figure (1) Overview of the proposed tiling approach.
ABSTRACT
In recent years, the development of devices for acquisition and
rendering of 3D contents have facilitated the diffusion of immersive
virtual reality experiences. In particular, the point cloud representa-
tion has emerged as a popular format for volumetric photorealistic
reconstructions of dynamic real world objects, due to its simplicity
and versatility. To optimize the delivery of the large amount of
data needed to provide these experiences, adaptive streaming over
HTTP is a promising solution. In order to ensure the best quality of
experience within the bandwidth constraints, adaptive streaming
is combined with tiling to optimize the quality of what is being
visualized by the user at a given moment; as such, it has been suc-
cessfully used in the past for omnidirectional contents. However,
its adoption to the point cloud streaming scenario has only been
studied to optimize multi-object delivery. In this paper, we present
a low-complexity tiling approach to perform adaptive streaming
of point cloud content. Tiles are defined by segmenting each point
cloud object in several parts, which are then independently encoded.
In order to evaluate the approach, we first collect real navigation
paths, obtained through a user study in 6 degrees of freedom with
26 participants. The variation in movements and interaction be-
haviour among users indicate that a user-centered adaptive delivery
could lead to sensible gains in terms of perceived quality. Evalu-
ation of the performance of the proposed tiling approach against
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state of the art solutions for point cloud compression, performed
on the collected navigation paths, confirms that considerable gains
can be obtained by exploiting user-adaptive streaming, achieving
bitrate gains up to 57% with respect to a non-adaptive approach
with the same codec. Moreover, we demonstrate that the selection
of navigation data has an impact on the relative objective scores.
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1 INTRODUCTION
In recent years, the availability of low cost sensors, affordable Head
Mounted Displays (HMD) and the computational power of com-
modity hardware have allowed content providers to serve a broad
range of users with immersive Virtual Reality (VR) experiences. In
particular, photorealistic volumetric reconstructions of dynamic
real world objects have emerged as a popular representation for
exploring scenes in VR, enabling the user to navigate the virtual
space in 6 Degrees of Freedom (DoF) [13][1]. Among different volu-
metric representations, such as animated meshes and time-varying
meshes, point clouds have emerged as a popular format for real time
reconstructions, due to the relative low complexity in acquisition
and rendering. However, point cloud contents generally require
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a large amount of data to properly represent volumetric contents,
making them unsuitable for bandwidth-limited networks. Several
compression solutions have been recently designed to effectively
reduce the amount of data that needs to be transmitted, while main-
taining an acceptable level of visual quality, such as the upcoming
MPEG point cloud compression standard V-PCC [32].
Current compression solutions are generally optimized based
on the global quality of the point cloud content to be transmitted,
without considering how it will be rendered and presented to the
users. However, as users navigate the virtual scene in which the
volumetric content is placed, they are able to decide which part of
the content they want to visualize. Thus, notable gains in compres-
sion efficiency can be achieved when taking into consideration the
portion of the content that will be visible to the users. In particular,
by assigning a larger portion of the available bandwidth to parts
of the content that are visible to the users, one can achieve user-
centered bandwidth adaptation, that maximizes the user Quality of
Experience (QoE) while adhering to network limitations.
Network adaptation for media streaming is a well-known con-
cept for traditional media; in particular, HTTP-Adaptive Streaming
(HAS) is commonly achieved for 2D videos using theDynamic Adap-
tive Streaming over HTTP (DASH) standard [33]. In recent years,
user-centered adaptation strategies have been proposed for 360-
degree video streaming in previous research, for 3DoF [40][21][9]
or for discrete 6DoF [8]. The 360 video is spatially divided into
independently decodable portions, i.e., tiles. The client predicts
the user’s navigation pattern and requests the tiles that are likely
to fall in the user’s visible portion of the scene (viewport). Such
tiles are retrieved in high quality, whereas the remaining tiles are
retrieved in descending order of quality as the distance from the
viewport increases. Adaptive streaming strategies have also been
tested to optimize streaming of multiple point cloud objects in a
scene [18][37]. The approach allows to achieve network gains by
assigning a larger portion of the available bandwidth to the con-
tents that fall within the user’s viewport. However, no adaptation
is performed within the point cloud content, meaning that the
same bandwidth is assigned to points that, while belonging to the
content within the viewport, are not directly visible to the user.
Moreover, while the approach was extensively tested, the naviga-
tion paths used to simulate the users’ behaviour were arbitrarily
selected by the experimenters, and thus may not reflect the actual
users’ behaviour.
In our work, we aim at extending the previous literature in
user-centered adaptive streaming to point cloud content, aiming at
real-time tiled streaming of volumetric media for social VR. We fo-
cus on users wearing an HMD to view and interact with the content
rather than watching on a monitor. While previous work focused
on assigning point cloud objects to single tiles, thus performing
optimization in a multi-object streaming scenario, we focus on
optimizing the delivery of a single point cloud object, by assign-
ing different parts of the content to tiles with diversified utility.
Our tiling approach is based on inferring the different surfaces
on a point cloud using a low-complexity centroid-to-point vector
in order to split an object into tiles. The tiles are independently
decodable and allow for adaptive streaming based on the location
and orientation of the user’s viewport. The relative simplicity of
our tiling approach makes it suitable for real-time systems, whose
compatibility with adaptive streaming approaches, such as DASH,
has been recently demonstrated [19]. To test whether our tiling
approach would yield gains in terms of perceived quality, we first
collect a dataset of navigation paths, obtained by letting 26 users
visualize point cloud contents in a 6DoF VR scenario. The differ-
ence we observe in the interaction behavior among participants
suggests that a user-adaptive streaming strategy could lead to a
gain in rate-distortion performance, and serves as a motivation
for our tiling approach. We use the obtained navigation data in
order to compare the visual quality of the tiling approaches with
respect to state-of-the-art compression solutions, such as MPEG
V-PCC, using popular video quality metrics. Our results show that
our tiling approach can effectively improve the QoE with respect
to the baseline, while underlining the importance of using real user
data to perform the analysis.
The contributions of this paper are twofold:
• We follow a user-centered approach to collect a dataset of
the navigation paths of users viewing the point cloud with
6DoF, which can be used to evaluate adaptive streaming
approaches.
• We demonstrate the validity of user-centered, real-time adap-
tive streaming to optimize the delivery of a single dynamic
point cloud object, through independently decodable tiles.
The approach we propose is codec-agnostic, in that any point
cloud compression solution can be used to obtain the adaptation
set, provided that real-time compression can be achieved. While we
follow a DASH-compliant framework to perform the user adaptive
evaluation, the tiling approach can be easily extended to other
media delivery mechanisms as well. The dataset comprising the
collected navigation paths and the evaluation scores can be found
here: https://github.com/cwi-dis/6DoF-HMD-UserNavigationData.
2 RELATEDWORK
2.1 360◦ Video streaming
User adaptive streaming of 360◦ videos has received significant
research and industrial interest in recent years. While legacy video
codecs can be used to encode the planar representation of the 360◦
videos, when the content is being played out, only a small fraction
of the whole video is visible from the users viewport at any given
moment. In order to exploit user interactions and the correspond-
ing visible portions of the sphere to optimize delivery, a popular
approach is to differentiate the quality of different regions in the
frame. This approach is included in the Motion Controlled Tile
Sets (MCTS) coding included in the High Efficiancy Video Cod-
ing (HEVC) codec [16]. In this approach, the projected video is
split into independently decodable, non-overlapping spatial regions
called tiles. The tiles are encoded at multiple quality levels, and
the client is able to select a quality for each tile in the frame based
on visibility from the users’ viewport. While additional bandwidth
overhead is expected, due to a loss of compression efficiency and
additional metadata [6], the approach allows for a more flexible
delivery based on user interactions, which has led to it being suc-
cessfully implemented and integrated into standards[26] [24]. 360◦
video navigation trace datasets have been previously proposed to
analyze user interactions[22] [15] [39] [30], in order to optimize
streaming based on saliency maps. Abreu et al. [10] record a dataset
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of navigation trajectories and saliency maps for users viewing 360◦
images. Upenik et al. [35] derive viewing probabilities during sub-
jective tests. Corbillon et al. [7] provide a dataset of user head
movements for longer video sequences of 70 seconds. Duanmu et
al. [12] compare the movements of users watching 360◦ videos on
head mounted displays and on monitors and analyze clusters of
users and videos based on rotation movements. In this work, we
make available a dataset of navigation patterns in 6 DoF and extend
previous work on 360◦ video to 6DoF.
2.2 Point Cloud Streaming
Streaming volumetric data has previously been addressed by Collet
et al. [5]. The authors collect point clouds from multiple depth
sensors and reconstruct a sequence of watertight dynamic meshes.
They encode the mesh textures maps using a standard H.264 video
codec. Park et al. [28] present a streaming framework based on 3D
tiles. They define a utility function per tile based on the user’s prox-
imity, underlying quality of the tile and the user’s display device
resolution. They present a greedy algorithm to maximize utility
and propose a window based approach to the client buffer man-
ager. Hosseini et al. [18] propose DASH-PC, a dynamic, adaptive
view-aware point cloud streaming system. They present three algo-
rithms to spatially sub-sample point cloud objects to create multiple
representations. They signal the density or point count and use
human visual acuity to select the appropriate representation for
the end user. However, they do not account for the orientation
of the underlying surface. Hooft et al. [37] propose PCC DASH, a
standards-compliant means for HTTP adaptive streaming of scenes
comprising multiple dynamic point cloud objects. They present a
number of rate adaptation heuristics, based on a user’s location,
focus, available bandwidth and buffer status, which are used to
adaptively set the quality of different point cloud objects in the
scene. However, there is no differentiation in quality within each
point cloud object. He at al. [17] propose view dependent streaming
over hybrid networks. Each point cloud frame is projected onto
the six faces of a bounding cube to create a color and depth video
for each face of the cube. They transmit low quality videos to the
user using digital broadcasting. The user can request particular
faces of the cube in high quality from the edge node of a bidirec-
tional broadband network, and reconstructs the point cloud from
the downloaded depth and color videos. Qian et al.[29] propose
Nebula, a streaming system to deliver volumetric video to mobile
devices. They vary the spatial density of the volumetric video stored
as point clouds, and present two rate adaptation heuristics.
In this work, we propose an approach to tile individual point
cloud objects into independently decodable, non-overlapping spa-
tial regions, and select a quality level for each tile based on the
current position and orientation of the user’s viewport.
2.3 Segmentation
Segmentation is the division of the point cloud into clusters of
points that are homogeneous with respect to a selected characteris-
tic. In order to adaptively stream a point cloud object based on the
orientation of the user’s viewport, we need to cluster points based
on the orientation of their underlying surface. There are two classes
of methods to estimate normals to the surface for each point [31].
The most accurate method is to reconstruct the surface and create
a watertight mesh from the point cloud frames. The normals to the
surface can then directly be associated with each point. The second
approach is based on inferring the underlying surface based on the
point local neighborhood. Nguyen et al. [25] present a taxonomy of
five classes of segmentation algorithms: edge based, region based,
attribute based, model based, and graph based. Attribute-based seg-
mentation methods can be used to tile point clouds, and account for
surface orientation. These methods rely on estimating additional
attributes for each point, e.g., normals, to obtain the surface orien-
tation before clustering. Thus, these solutions are not suitable for a
real-time system, as inferring the surface normal requires repeated
eigendecomposition for the local neighbourhood of each point.
In this work, we propose a simple low complexity approach to
estimate surfaces suitable for real time applications. We draw a
vector from the centroid to every point on the surface, and compare
these vectors to 4 virtual cameras placed around the object on the
XZ plane. In this way, we assign points to each camera, and allow for
adaptive streaming based on the orientation of the user’s viewport,
as shown in Figure 1 (b).
3 PROPOSED APPROACH
In this section we provide an overview of the delivery system pro-
posed in this work. The DASH streaming system is designed to
operate efficiently over large distributed HTTP networks. It is based
on the server providing the same content at multiple quality levels
by encoding the same content at multiple bit rates. The client then
selects a quality level to receive content from the server based on
the available network throughput. This reduces buffering events
and improves the user experience by adapting to varying network
conditions [4]. For 3 DoF and 6 DoF VR/AR content, streaming can
be further improved by adapting to user interactions and move-
ments by streaming only the content currently visible to the user
at high quality [8].
3.1 Tiling Strategy
3D dynamic point clouds are usually captured using a multi camera
setup surrounding the object to be scanned. In order to consistently
align each of the 3D views into a complete model, a registration
step is required in order to identify a transformation matrix for each
of the cameras. In a real time capture scenario with multiple depth
sensors the camera visibility of each point in the point cloud can
be recorded. This can serve as a proxy for the orientation at each
point without explicitly performing a surface reconstruction. We
can assign an orientation vector to each camera location using the
transformation matrix for each camera from the registration step.
The assumption here is that the camera locations are a proxy for
the end user’s viewport location. This allows us to assign an orien-
tation to each segment or tile without any additional computational
overhead. We then treat each tile as a separate point cloud track.
The server creates multiple representations by encoding each tile at
multiple qualities. We also include additional metadata to each tile
in the adaptation set such as the orientation vector of each tile. The
client then uses this information to request each representation
at the optimal quality based on orientation of a tile as shown in
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(a) Long dress (b) Loot (c) Red and black (d) Soldier
Figure (2) Heatmaps of user positions on the XZ (floor) plane during playout of each of the sequences
Figure 1. This allows the client to adapt to user interactions such
as moving the viewport.
In this work we propose a simple low complexity tiling approach
based on drawing a vector from the object centroid to the sur-
face and comparing this to four virtual cameras placed around the
object in the XZ plane in order to divide the object spatially by
assigning points to each of the virtual cameras as shown in Figure
1 (b). We restrict the number of tiles to four for compression effi-
ciency and lower metadata. Here we assume that the point cloud
object presents a smooth convex hull. In the Media Presentation
Description (MPD) document we include the tile metadata in the
adaptation set for each tile. This can be used by the Client Buffer
Manager to optimize the representation per tile based on the user’s
viewport. The tile metadata includes the components of the camera
orientation vector and the coordinates of the tile centroid.
3.2 Tile Selection
In order to compare different tile selection algorithms and study the
potential impact of tiling on optimizing delivery we assume that the
location and orientation of the user’s viewport for the next frame
is always known. In practice a probability density function can be
modelled based on past navigation patterns and the probability of
each possible next viewport can be computed. In future we will
apply this approach to a telepresence system such as [19].
The viewport of the user is represented by a location Vl and an
orientation Vo . We define the utility U of a tile T − i as U (Ti ) =
®−Ti · ®Vo . The bit rate budget is divided amongst available tiles, based
on this utility. A representation for each tile can then be selected,
and the final representation vector for a frame is retrieved from the
server, as shown in Figure 1 (c). In this work, we use three allocation
schemes to select representations for each of the tiles, as originally
proposed by Hooft et al. [37]. We first sort the tiles based on their
utility, defining visible tiles as the ones having a positive U (Ti ).
(1) Greedy bit rate allocation: The highest quality representa-
tion is first set for the highest utility tile and then we move
on the next highest ranked tile until the bit rate budget is
spent.
(2) Uniform bit rate allocation: The representation of tiles are
increased one step at a time starting with the highest utility
tile.
(3) Hybrid bit rate allocation: The representations of visible
tiles are first uniformly increased in order of utility. The
representations of the remaining tiles are then uniformly
increased until the bit rate budget is spent.
4 USER NAVIGATION PATTERNS
4.1 Dataset Preparation
Point cloud dataset For this experiment we use the 8i Voxelised
Full Body Dataset [11] provided by MPEG for testing. This dataset
comprises of four dynamic point cloud sequences (Long dress, Loot,
Red and black, Soldier) captured using photogrammetry. Each se-
quence is recorded at 30 frames per second (fps). We clip the se-
quences to the first 5 seconds. The uncompressed original point
clouds are then rendered in the unity game engine in an empty
room with a grey background.
Playback conditions To render a point cloud frame, we store
the points in a vertex buffer and draw procedural geometry on the
GPU. The points are rendered by placing a camera facing quadri-
lateral with a fixed offset of 0.008 units (this corresponds to a side
length of approximately 2 mm) centered around each point. All
sequences were rendered at a constant 30 fps.
Experimental setupWe used a workstation with two GeForce
GTX 1080 Ti in SLI for the GPU and an Intel Core i9 Skylake-
X 2.9GHz CPU. All point clouds were rendered using the Unity
2018.4.23f1 game engine. We recruited 26 participants for this test
(10 Female, 16 Male) with an average age of 27.88. Participants were
asked to wear an Oculus Rift HMD to view each of the point cloud
sequences and they were free to move around the virtual space
and inspect each of the sequences. We oriented the rendered point
clouds to face the user’s starting position. At every rendered frame
we collected and logged the camera position represented using x,y,z
coordinates and rotation as three Euler angles about the x, y and
z axis. The playback was looped and participants were allowed
to watch the content until they indicated to move on to the next
content.
4.2 Results
To explore the motion differences across the navigation dataset
we first look at the movements of participants on the floor plane
(XZ plane) while viewing all the sequences shown in Figure 2.
The centroids of each of the dynamic point cloud sequences were
approximately at (0.01,1.7,-0.04) during playback. User movements
vary considerably across the four datasets used in the experiment.
After the experiment, participants reported that they preferred
the soldier sequence as the facial features were clearer and the
reconstruction has unitoned clothes and slower movements. We
observe a greater spread of user viewport locations around the
object for this sequence.
To explore the angular movements of the participants we use the
angular distance in degrees covered by each participant for every
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Figure (3) Total angular distance in degrees travelled by
participants for every completed playback loop
Table (1) Number of frames in the first playback loop
where each tile is facing the user, for all 26 participants
Tile1 Tile2 Tile3 Tile4
Long dress 110 3531 3772 351
Loot 53 3694 3847 206
Red and black 235 3730 3665 170
Soldier 109 3587 3765 287
completed 5 second playback loop. Figure 3 shows the box plot of
the angular distance in degrees covered by participants in every
completed playback loop. We see a significant dispersion in the
angular movements across playback loops especially about the X
and Y axis. From the participants starting position, while facing the
content these correspond to components of yaw head movements.
The angular distance and positions are based on the location and
orientation of the user’s viewport in the Unity world coordinate
system. The variations in movements across the sequences and
participants indicate a possibility to optimize delivery of dynamic
point clouds based on user interactions.
Next we consider the tiles visible to the user as defined in section
3.2. The number of frames where each tile is facing the user in the
first playback loop is shown in Table 1. Across all sequences tile 2
and tile 3 are visible in 95% of the frames. In figure 1 (b) the tiles 1
to 4 are shown from left to right. Tiles 2 and 3 correspond to the
frontal view of the point cloud object. This indicates an opportunity
to optimize the user’s quality of experience by allocating a larger
portion of the available bandwidth for tiles 2 and 3, as shown in
Figure 1 (b).
5 USER ADAPTIVE STREAMING
5.1 Dataset Preparation
Content selection and tiling In order to perform our evaluation,
we select the same 8i Voxelised Full Body Dataset, as described in
section 4.1, and place four virtual cameras around the object on the
XZ (floor) plane (at (1,0,0), (0,0,1), (-1,0,0) and (0,0,-1)). We assume a
smooth convex hull with no occlusions, similar to real time capture
with multiple depth sensors. We draw a vector from the centroid
of the point cloud to every point on the surface, and we use the
vector dot product of these vectors with the 4 virtual cameras to
assign a tile number to each point in the cloud.
Codec selection To evaluate the impact of user adaptation, we
select the MPEG anchor codec proposed by Mekuria et al. [23]
which uses the popular octree space partitioning structure to en-
code point cloud geometry. Attributes like color are then encoded
by mapping them to a 2D grid and applying JPEG compression. This
codec design allows for low delay encoding and decoding, making
it suitable for real time applications. Thus, it represents a viable
solution for evaluating our tiling strategies. The adaptation set is
prepared using the MPEG anchor codec in an all-intra configura-
tion. Each tile is encoded at octree depths from 6 to 11, with the
JPEG quantization parameter varying from 55 to 95 in increments
of 10. To measure the performance of viewport adaptive streaming
we encode the source point clouds with the same codec configu-
ration on the MPEG anchor codec. Additionally, we compare the
performance of our tiling approaches against the upcoming MPEG
VPCC standard [32]. The codec is based on extending legacy video
compression techniques by mapping the point cloud geometry and
attributes to a 2D grid, and using video compression to encode
both the geometry and the attributes separately. The current imple-
mentation of this approach has high encode complexity, making
it unsuitable for real time applications. Moreover, its compression
performance is expected to decrease when using tiling approaches,
which reduce the amount of data that can be packed in the 2D
grid. We use the VPCC codec to provide a baseline, indicating the
state-of-the-art rate-distortion performance. We encode the source
point clouds using Release 7.0 of the MPEG VPCC codec, using
the configurations provided in the Common Test Conditions for
Category 2 All Intra (C2AI) encoding. We selected the rate points 1,
3 and 5 and extend it to an additional rate point, using a Texture
QP of 9, a geometry QP of 12 and an occupancy precision of 2.
Rate selection To measure the impact of user-adaptive stream-
ing, we use static bitrates targets, to remove the effect of network
adaptation. We define the maximum bit allocation budget based on
the encoded bitstream size for the Common Test Condition com-
pression profiles supplied with the MPEG V-PCC codec, for each
sequence and rate point.
Tile selection The navigation patterns recorded during the
experiment described in the last section were then used to set the
camera position and rotation in Unity. To render the tiles, we first
compute the utility of each tile by comparing the recorded user
viewport orientation with the four virtual cameras used to create
the tiles. We then follow the approach described in section 3.2 to
select a representation for each tile. An example of a point cloud
rendered using tiles encoded at different octree depths is shown in
Figure 1.
5.2 Metrics
In order to obtain an assessment of the visual distortion of a given
point cloud content, several point cloud objective quality metrics
have been developed, and serve as a benchmark of compression
solutions [2]. Most of the state-of-the-art objectivemetrics, however,
evaluate the visual quality of the entire point cloud content, thus
including parts that would likely not be observed by users. The
tiling approach aims at exploiting user attention in order to dedicate
a larger portion of the bandwidth to parts of the point cloud that
are actively visualized, while assigning less bits to parts that are
effectively hidden to the users. Thus, common point clouds metrics,
such as point-to-point or point-to-plane approaches, would not be
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Figure (4) PSNR computed on the YUV channels against achieved bit-rate, expressed in Mbps, averaged across frames and
navigation paths.
suitable to assess the bit-rate gains brought by user-centered tiling
approaches. In this paper, we thus decided to evaluate the visual
quality of the point cloud contents as they would be seen from the
users, using common video metrics to estimate their quality. In
particular, we use the camera positions recorded in the experiment
detailed in Section 4.1, in order to simulate users visualizing point
cloud contents. Each frame of each content is rendered in Unity, and
the scene is captured in a resolution of 1920x1080, to be as close as
possible to the resolution of the HMD. The background color of the
scene is set to RGB = [0, 177, 85]. The color was selected to provide
maximal contrast with respect to the content. We used the same
playback conditions defined in Section 4.1. For encoded contents
and tiles with an octree depth less or equal to 7, we increase the
offset to 0.016 units, to obtain watertight surfaces.
The image metric PSNR is used to provide an estimation of
the quality of the distorted point clouds with respect to the un-
compressed reference, as rendered in Unity. The computation is
performed on the YCbCr space, as it was proven to be better corre-
lated with human perception, and it is averaged across the channels
using the weights proposed in [27]. To reduce the impact of the
background on the metric computation, we decide to perform the
metric computation only on the parts of the acquired image which
contain the point cloud content. In particular, we define a Region of
Interest (RoI) by excluding points whose RGB values are equal to
the background. Reference and distorted contents will likely have
different number of points and occupancy grids, resulting in poten-
tially mismatching RoI. Thus, we decided to use the intersection
of the RoIs to compute our metrics, as suggested in [2]. To avoid
biasing the results, we exclude from the computation frames whose
RoI covers less than 0.1% of the entire frame.
5.3 Results
Figure 4 shows the weighted PSNR computed on the YUV channels
against the achieved bitrate, averaged across frames and navigation
paths, separately for each content. While, as expected, the V-PCC
codec achieves the best overall performance, it can be observed
that, among the tiling approaches, the hybrid tiling approach yields
the best results, closely followed by the greedy approach. Both
outperform the MPEG Anchor by a notable margin. Among the
approaches, the uniform approach is the one leading to the smallest
gains in terms of PSNR. In fact, its performance is comparable
with the MPEG anchor, with the notable exception of content Loot,
for which the obtained results are in line with the other tiling
Table (2) Bjontegaard rate savings for each tiling approach,
with respect to the MPEG Anchor.
Greedy Uniform Hybrid
Long dress -54.39% 1.87% -57.15%
Loot -47.75% -46.76% -50.43%
Red and black -12.84% 3.57% -42.85%
Soldier -35.15% -2.77% -46.04%
Average -37.53% -11.02% -49.12%
approaches. Due to the restrictions imposed by the maximum bit
budget, which was defined based on the V-PCC bitrates, for content
Loot at the highest bitrate target, it was not possible to select a
better representation for the MPEG Anchor, as it would have led
to overshooting the bandwidth allocation. This leads to a loss in
performance, as a large portion of the bit budget is left unused.
The tiling approaches, on the other hand, are able to exploit the
available bandwidth in a more efficient way, conducting to a better
performance. Table 2 reports the Bjontegaard rate savings for each
tiling approach, computed with respect to the MPEG Anchor. It
can be seen that the largest bitrate saving is obtained with the
hybrid approach, closely followed by the greedy approach, while
the uniform approach yields more modest gains.
In order to understand whether the collected PSNR scores in-
dicated significant differences among the conditions under test,
we performed statistical tests on the data. Before conducting our
analysis, we performed a Kolmogorov-Smirnov normality test on
the entire set of PSNR scores (N = 782760), which rejected the null
hypothesis that our data was normally distributed (p < .001). Thus,
non-parametric tests were selected to analyse our data. Friedman’s
rank test performed on the scores revealed a significant effect of the
codec selection on the final set of scores (χ2 = 570782.56, p < .001).
To confirm that our results were not biased by the large number
of scores involved, we performed random sampling on the data,
selecting N = 1000 samples per codec across 1000 sampling runs
(seeds) to reduce the dimensionality. We combined probabilities
using Fisher’s method [14, 20], concluding that the codecs have a
significant effect on the scores (χ2 = 944340, p < .001). Results of
the post-hoc Wilcoxon signed-rank test with Bonferroni correction
(α = .05/10) are reported in Table 3. Results confirm that the codecs
all show statistical difference with respect to each other, with a
sizable effect size (r 0.60), indicating that the effect of the codec
selection on the obtained scores is considerable.
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Table (3) Pairwise post-hoc test on the codecs under test,
using Wilcoxon signed-rank test with Bonferroni correc-
tion.
Z p r
V-PCC - MPEG Anchor 342.65 <.001 0.61
V-PCC - Greedy tiling 342.23 <.001 0.61
V-PCC - Uniform tiling 342.65 <.001 0.61
V-PCC - Hybrid tiling 338.20 <.001 0.60
MPEG Anchor - Greedy tiling -342.65 <.001 0.61
MPEG Anchor - Uniform tiling -333.21 <.001 0.60
MPEG Anchor - Hybrid tiling -342.66 <.001 0.61
Greedy tiling - Uniform tiling 340.25 <.001 0.61
Greedy tiling - Hybrid tiling -328.72 <.001 0.59
Uniform tiling - Hybrid tiling -342.66 <.001 0.61
Table (4) Pairwise post-hoc test on the contents, using
Mann-Whitney U test with Bonferroni correction.
Z p r
Long dress - Loot -153.61 <.001 0.25
Long dress - Red and black 28.05 <.001 0.05
Long dress - Soldier -162.55 <.001 0.26
Loot - Red and black 182.41 <.001 0.29
Loot - Soldier 33.79 <.001 0.05
Red and black - Soldier -195.63 <.001 0.31
Similarly, we performed statistical analysis on the scores to un-
derstand whether the content selection had a significant effect on
the final set of scores. Due to the difference in navigation paths
among different contents, we selected the unpaired Kruskal-Wallis
test. Results showed statistical significance of the content selec-
tion (χ2 = 61297.24, p < .001), which was confirmed by random
sampling of the data (N = 1000, with 1000 seeds) and combining
probabilities with Fisher’s method (χ2 = 307470, p < .001). Table 4
reports the results of post-hoc Mann-Whitney U test with Bonfer-
roni correction (α = .05/6). Statistical significance can be found
between all the pairs; however, effect sizes for the pairs Long dress -
Red and black and Loot - Soldier (r = 0.05 in both cases) indicate
that effect, while apparently existing, is small. Similar results were
reported in [34] for subjective tests on the same contents, indicating
a difference in quality between the two groups of contents.
To assess whether statistical significance could be seen among
the selected bit-rates, we ran a Friedman rank test on the scores.
As expected, results confirmed that the bit-rates have a significant
effect on the PSNR values (χ2 = 587068.8, p < .001), even when
random sampling with N = 1000 and 1000 seeds was applied on the
data (combined probabilities: χ2 = ∞,p < .001)1 . Post-hoc analysis
using Wilcoxon signed-rank test with Bonferroni correction (α =
.05/6) showed statistical significance, with large effect sizes, for all
pairs (Z = −383.10, p < .001, r = 0.61 for all pairs).
Finally, a Kruskal-Wallis test revealed a significant effect of the
navigation paths on the PSNR scores (χ2 = 4621.5, p < .001). To
account for the difference in sample length, we performed random
sampling (N = 1000), with 1000 seeds, and we aggregated the prob-
abilities using Fisher’s method. Results confirmed the significant
1As p = 0 for all the sampled pairs, the aggregated χ 2 results equal to infinity.
Table (5) Results of ANOVA on the linear model PSNR ∼
Path*Content*Codec*Rate.
df MS F p
Path 25 1973.40 3897.27 <.001
Content 3 302310.70 597034.58 <.001
Codec 4 436070.93 861198.19 <.001
Rate 1 7574782.73 14959468.11 <.001
Path:Content 75 582.54 1150.47 <.001
Path:Codec 100 27.62 54.54 <.001
Content:Codec 12 16083.88 31764.11 <.001
Path:Rate 25 511.29 1009.74 <.001
Content:Rate 3 47865.63 94530.01 <.001
Codec:Rate 4 41393.25 81747.70 <.001
Path:Content:Codec 300 15.66 30.94 <.001
Path:Content:Rate 75 99.50 196.50 <.001
Path:Codec:Rate 100 15.96 31.52 <.001
Content:Codec:Rate 12 9058.22 17889.11 <.001
Path:Content:Codec:Rate 300 6.42 12.69 <.001
Error 781720 0.51 1 0.5
effect of the navigation paths (χ2 = 561800, p < .001). Results of the
post-hoc test using Mann-Whitney tests with Bonferroni correction
(α = .05/325) are reported in Figure 5. Out of 325 possible pairs, 246
of them (75.69%) presented statistical significance. Results indicate
that the choice of navigation path has a significant impact on the
PSNR scores. The effect size (reaching max r = 0.19, cfr Figure 5 (c))
suggests that the effect is not big, as it is expected that the choice of
navigation path will not have same impact on the collected scores
as the codec or rate selection. However, the statistical significance
of a large combination of the pairs reveal that particular care should
be put in differentiating navigation paths when performing evalua-
tion of compression solutions, as it appears to have an impact on
the collected PSNR scores. While the difference in sample length
might explain some of the statistical significance, it is noteworthy
that the significant effect is maintained when sampling the same
number of frames for each navigation path. The varying length is
an important feature of the collected navigation paths, as different
users had variable experiences in visualizing the contents. Yet, even
when reducing the paths to the same length, statistical differences
are observed among the paths, indicating that the varying ways of
consumption among the users lead to significantly different scores.
A linear regression was applied on the data to understand the
ability of navigation paths, contents, codecs and rates to predict
the PSNR scores, using a full interaction model. Navigation paths,
contents and codecs were treated as categorical variables. The re-
sults of the ANOVA conducted on the fitted model are reported in
Table 5. The adjusted R2 for the fitted model is 0.965, indicating
that our independent variables are able to account for 96.5% of the
variance of the model. Moreover, results of the ANOVA confirm




We have presented a low-complexity tiling approach intended real-
time systems, due to the relative simplicity with which the tiles
are created and their utility is computed. In particular, our system
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(d) p < α
Figure (5) Results of the pairwise post-hoc test on the navigation paths, using Mann-Whitney U test with Bonferroni correc-
tion. Results are shown on the lower triangular matrix.
aims at exploiting information related to the acquisition system,
such as the positions of the cameras used to capture the point cloud
contents, to optimize delivery with respect to the user’s point of
view. However, due to the lack of point cloud datasets with labelled
acquisition information, we decided to emulate our approach on
a widely-used point cloud dataset. The assumption that the point
cloud object can be approximated by a convex hull, while it appears
to be working in our case, might not generally be true, which would
lead to a difference in performance. A larger point cloud dataset,
complete with acquisition information, is needed to assess our
approach in a more realistic scenario.
The evaluation of our proposed tiling approach for point cloud
streaming has been conducted under controlled conditions. In par-
ticular, the available bandwidth for each time instance was modeled
after the MPEG Test Conditions, which are defined to be represen-
tative of different degradation levels for the models under exam.
Thus, in our evaluation scenario, the bit budget was a) constant for
the duration of the dynamic sequence, and b) known in advance.
Real network conditions, however, seldom follow such an ideal
scenario. Further analysis in more adverse network conditions is
needed in order to evaluate the gains a tiling approach can bring
when the rate allocation can change unpredictably over time.
6.2 User Navigation Data
As adaptive streaming for traditional 2D video aims at delivering
the best possible quality in varying network conditions, a great
effort has been spent in the literature for testing adaptive stream-
ing algorithms in a variety of network settings [4, 21, 36]. Simi-
larly, user-adaptive streaming for omnidirectional content has been
tested using users’ interaction as the driving force [8]. However,
due to the lack of representative datasets of user navigation be-
havior in visualizing point clouds in unconstrained 6DoF, recent
work on evaluating point cloud compression [32] and adaptive
streaming [37] has relied on predefined navigation paths, which
might not represent how users actually consume point cloud con-
tents. The difference we observed among the collected navigation
paths, in terms of positions and angular distance, as well as in the
corresponding objective scores, confirm that the selection of the
appropriate navigation path has an impact on the performance
of the compression and tiling approaches. In making the dataset
publicly available, we hope to help the research community tailor
their efforts towards a true user-centered approach, fostering new
research in the field.
The dataset we collected demonstrates how users engage with
uncompressed content at the highest possible quality. However, it
has been shown that interactivity is affected by the level of dis-
tortion of the content under exam [3, 38]. Moreover, whereas our
dataset focuses on exploring 6DoF through physical locomotion,
other means of movement in VR, such as teleportation, might lead
to varying patterns in user behavior, for which different tiling so-
lutions might be more appropriate. Additional datasets should be
released, exploring users’ behavior beyond what has been presented
in this paper.
7 CONCLUSION AND FUTUREWORK
In this paper, we present a low-complexity, user-centered approach
to adaptively stream dynamic point cloud objects, based on segment-
ing the point cloud into non-overlapping, independently decodable
tiles. We collected a dataset of user navigation paths when viewing
dynamic point clouds in 6 DoF, and we evaluated our approach
using objective metrics. The results show that there is significant
influence of navigation paths on objective quality, indicating a
need for evaluating future adaptive streaming solutions using nav-
igation data rather than pre-defined fixed paths. Moreover, we
demonstrate significant performance gains in objective quality and
bitrate savings compared to non-adaptive streaming. The dataset
is publicly available here: https://github.com/cwi-dis/6DoF-HMD-
UserNavigationData.
Our evaluation of the tiling approaches assumes the client has
omniscient knowledge of user behaviour, and is able to a) request
and b) receive the tiles with the highest utility at any time instance.
Thus, our evaluation represents an upper bound of the performance
of the tiling approaches. In future, we aim at analysing the impact
of adverse network conditions and time-series prediction, to offer
an evaluation of the tiling approaches in a larger variety of settings.
Moreover, we plan to evaluate our approach with data acquired
from real-time point cloud capture systems, to extend and apply
our approach to multi-user 6DoF telepresence applications [19] and
evaluate the QoE of subjects interacting in a shared virtual space.
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