concepts. Such contemporary objects as "abstract spaces," "spectral theory," and "normed rings" are among the grandchildren of the Fredholm theory.
Despite their apparent remoteness from numerical work, some of these abstract ideas lie very close to our question of error-limitation. This is true of such simple metric notions as the norm (or length) of a function and the bound of an integral transformation K defined by
Kx = { K(s, t)x(t)dt. J o
It is convenient to write (1.1) in the abbreviated form
and to speak of x and y as "vectors" in some "linear space," such as the totality of functions which are continuous on 0 S s â 1, or of those whose squares are integrable thereon. More details may be found in [2], [15] , or [19] . It will be assumed throughout that (1.1) has a unique solution x(s) for given y(s). Thus we may speak of the inverse (I -K)~l of operation I~K. All functions and numbers will be assumed real, but everything here extends to the complex case with only trivial alterations.
2. Three classes of methods. The three categories for which error bounds will be derived do not cover all ways of attacking (1.1), nor are they mutually exclusive. However, most of the frequently used procedures will be included.
Class I. The kernel K(s, t) is replaced by an approximation of such form that the resulting equation can be solved exactly.
Usually the new kernel is one of "finite rank" such as 
1) x n (s) -T,<t>i(s) j ti(t)x n {t)dt = y{s).
We multiply in turn by ^i(s), • • • , ^n{s) and integrate over (0, 1), getting n linear equations for the numbers pl n) = I fi(t)xn(t)dt, i = 1, • • • , n.
J o If this system is nonsingular, its solution substituted into (2.1) gives exactly *n(s) = y(s) + X) p" &M- [19] . These error-limitations do not require that the approximating kernel be of finite rank, but merely that it be sufficiently close to K(s, t) in some sense.
Class II. The equation is unchanged; instead, the "best" near-solution of form
is determined, where the </>'s are known functions. (Boundary conditions imposed by K(s, t) and y (s) may be absorbed in #o(s), while the other <£'s satisfy the corresponding "homogeneous" conditions.) Everything now depends on the meaning of "best," and with different criteria we have different methods. One criterion for choice of the a's is to minimize the integral
This "method of least squares" leads to a system of linear equations for #i, • • • , a n and is quite effective. Another method is based on the principle of moments (Galerkin's method) : the a's are chosen so that
. That is, the a's satisfy n linear equations [25] , and Oberg [22] . Class III. Iterative methods. Some iterative methods are schemes for solving (1.1) as it stands, with given y(s) ; others yield the inverse of the operator I -K which in (1.1) transforms the unknown x into the known y. C. Neumann's expansion is the prototype of methods of both sorts. Formally it says that, whatever y, the solution is given by
where K n y is the result of operating n times on y with K\ this is the same as saying that the inverse
Thus x is approximated by x n which is recursively defined by
Likewise, (7 -K)~l is approximated by S n where So «I,
Faster schemes for getting (I -K)" 1 will also be described in §6. Perhaps the most important method not explicitly discussed here is that in which the integral [15; 16] . Gradient methods (such as "steepest descent") may also prove useful, particularly for symmetric kernels.
Actual application of these methods may require numerical integrations, or solution of a system of linear equations, or both. In the illustrations at the end of this paper the necessary quadratures could be carried out exactly, and the linear systems were of such low orders that a desk-computer was quite adequate. Such favorable examples cannot always be expected, however, and a modern, high-speed automatic calculator may be desirable, or even necessary. Solving a highorder system of linear equations can be quite a problem. It is discussed comprehensively in G. E. Forsythe's paper [29].
3. Metric notions. The length or norm ||x|| of a function x(s), 0^5^1, may be defined in various ways. A natural adaptation of the ordinary Euclidean length of an ^-dimensional vector is (3.1) 11*11 =(ƒ x\s)ds\ .
With this quadratic norm, a linear combination of two functions with finite norm also has finite norm; furthermore, (0 ||*|l â 0;
(iii) ||* + y|| û ||*|| +|| y||-These properties characterize norms generally: they hold if one defines, for x(s) continuous on O^gsgl,
Error-estimates will be found in terms of norms. It is important to know what a linear transformation does to the norm of a function. Suppose that the functions x(s) under consideration constitute a (real) normed linear space (i.e., if Xi and x 2 are in the space, so is a& x +a 2 x 2 , where a\ and a 2 are any real numbers; for every x, ||x|| exists). Suppose further that T is a linear transformation of the type known as linear operators (i.e., additive, homogeneous, such that ||x|| finite implies ||Tx|| finite, continuous in the sense that ||# n -#||-»0 implies ||r* w~T *|| -+0). Then there exist [2, p. 54] non-negative numbers M{T) andw(r), ||r*|| ||r*||
l* MO ||*|| iizii^o 11*11
which we call respectively the upper and the lower bounds of T. Evidently, whatever x,
If the sum Ti+T 2 and the product TiT 2 of two linear operators 7\ and T 2 are operators defined so that, for every x, (Ti+T 2 )x = TiX + T 2 x and (TiT 2 )x = Ti(T 2 x), they are also bounded and
If T has the bounded inverse T* 1 , then [19] (3.7) These may not be easy to find. An upper bound to M(K) comes from the Schwarz inequality:
With\\x\\=r 0 \x(s)\ds, We can also write down a point-wise bound for | *(s) |, no matter which of the norms in §3 is used. For instance, with the Euclidean norm (3.1) we see by applying the Schwarz inequality to (4.1) that A quite different bound, based on Fredholm's solution-formula and the Hadamard determinant inequality, was published in 1924 by Tricomi [27] . Akbergenov [l] in 1935 got essentially the results of this section for the norms (3.1) and (3.2), the latter of which is given by Kantorovich and Krylov [16, p. 157] . Related but complicated expressions are to be found in [15] as well. The present discussion is based on [19] .
5. Error-bound for methods of the second class. Here we are looking for the "best" near-solution to (1.1) that lies in a certain finitedimensional functional manifold. Let
be an arbitrary function in this manifold; let the selected values of 0i, • • * , &n-determined by least squares, moments, or any other method-be 5i, • • • , a n . The corresponding "solution" x n does not necessarily satisfy (1.1) but rather
in which the residual f n (s) can be calculated a posteriori. Subtracting from (5.1) the true equation satisfied by the still unknown x(s), we get
so that with (I-K^^I+R as before, Thus in this case we not only get the desired upper bound for the error-norm, but also a positive lower bound, if ||r n ||>0.
(The lower bound holds even if M(K)^1.)
That there should be such a lower bound may at first seem surprising, but actually it is to be expected: we are trying to pick out of a subspace a vector which cannot be expected to be there, and whose "distance" from each vector of the subspace (usually) exceeds some positive quantity. The same considerations apply more generally to solution of Tx = y, where T is linear (possibly a differential or integro-differential operator) : if T is itself bounded, m{T~l) = 1/M(T) and Xn X\ IS bounded away from zero; if T has a bounded inverse, we get an upper bound for 
(s) -x n (s) + f n (s) = -{ K(s, t)[xn(f) -x(t)]dL
Now if, e.g., the quadratic norm is being used, we have by the Schwarz inequality 
kis) = (ƒ [K(s, t)]*dt\
and (5.3) can be used to limit ||ff» -x\\. Thus we have x(s) lying between the two functions
If the quadratic norm is used, the method of least squares is seen to have unique advantages. One is that the criterion for goodness is precisely that ||f n (| be the minimum; accordingly inequalities (5.3) would be most favorable. This does not prove, of course, that least squares is actually more accurate than any other similar method. Probably no such categorical statement is possible. Nevertheless, a method for which one can claim a certain accuracy has an advantage over methods for which one must claim less.
Another advantage which "least squares" has over other methods in this class consists in the relative ease of computing ||f n ||-still the quadratic norm. In principle, f n (s) can always be computed from (5.1) after x n has been determined; it must then be squared and integrated, which may involve some rather nasty computation. But for least squares there is an alternative method based on "Bessel's identity":
in which the inner products .1), in the sense that ||x -x n ||-»0. In fact,
Instead of such a purely iterative approach, one might get an initial approximate solution by least squares or some other procedure and then wish to improve it by iteration. Suppose x(s) is such an approximation, and write (6.3) x -Kx = y + r.
The point-wise bounds in (5.7) suggest that x(s) -f(s) may be a fair approximation to the true x(s); we define x±(s) =x(s) -r(s), so that
then define a sequence {x n } of further approximations by
the idea being to reduce ||r||, already small, by operating with K, M(K) <1. Adding all such differences through k = n -\ y we see that
On the other hand, by subtracting (1.1) from (6.3) we observe that x-x satisfies equation
x -x -K(x -x) = r, whence 00 (6.5)
x-x = £ J?*r.
fc=0
Addition of (6.4) and (6.5) leads to the inequality
For approximating the inverse (7 -iT) -1 , a more rapidly convergent iterative scheme than Neumann's can be based on an identity which Euler [8, p. 335] so that for I -K, with
we have
and [20]
The product expression (6.7) for H n can be replaced by a recursion formula. Clearly H n+1 = H n (I + K 2n+1 ) = i7 n {27 -(7 -K 2 * +1 )}, or (6.9) 27 n+1 = i7"{27 -(7 -K)H n }, the final expression coming immediately from (6.7) on pre-multiplying each member by I -K. This technique was suggested by Ostrowski [23] for equations of Volterra type, and has been used for matrices by several authors. A hierarchy of still more rapidly convergent iterative schemes can be constructed along the lines of Euler's identity. 3 Next in line would be the identity 
A recursion formula like (6.9) is also obtainable, but it is not so simple. From and
HZ-H?V + K* + K'-") (I -K)H? = I -K Z°
(the latter identity follows immediately from (6.13)), we get
which is considerably more complicated than (6.9) or the simple relation
which characterizes Neumann's expansion. The higher-order methods suggested by (6.11) with m>3 would be increasingly cumbersome. Bodewig [4; 5] has also discussed such rapidly convergent processes. It is interesting to observe that in [5] 
However, the exact solution will not be used in checking the approximate solutions for accuracy. Kernel To nH 2 corresponds sin nirs as characteristic function; hence the spectral representation of K(s> t) is its Fourier sine series * sin WKS sin rnrt (7.3) K(s,t) = 2j: -Four solution-procedures will be summarized: (a) K(s, t) is replaced by one, two, or three terms of (7.3); (b) least squares; (c) Galerkin's method of moments; (d) least squares followed by iteration. It should be remembered that all the upper bounds are pessimistic.
EXAMPLE (a). With K(s, t) replaced by just the first term from its series representation (7.3), the solution and with kernel sin st replaced by st -sH z /6 shows that the pointwise error does not exceed 10~6. This excellent result is possible mainly because the kernel is analytic, with alternating power series in s/, and because the interval is rather short. It is not obvious how his inequality could be applied to the kernel (7.1). Kernels which are Green's functions for differential operators are not analytic, but frequently their squares are integrable, so the quadratic norm has a chance of being useful. 
