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Abstract. The partial decay width of the Z to bb quark pairs has been measured by the DELPHI detector at LEP. b-hadrons, containing b-quarks, were tagged by leptons with high transverse momentum relative to the hadron or by tracks with large impact parameters to the primary vertex.
The ratio of the numbers of events with a single such tag to those with two tags was used to estimate the efficiency of the method and to reduce the systematic uncertainty. Combining all methods, the value: 19(model) +o. 12(Fc~)) %.
Introduction
A precise measurement of the relative decay width of the F~6 is an important test of the Z into b-hadrons, tRb -thud' Standard Model which predicts a value that is dependent on the top mass mt [1] via weak vertex corrections. To a large extent the ratio is independent of other corrections such as QED or QCD corrections or electroweak coi~rections to the Z-propagator. This paper presents four measurements of RD using data taken in 1991-1992 with the DELPHI detector at LEP based on events with one or two identified leptons and on tagging techniques using a high resolution silicon micro-vertex detector. Using the single and double lepton events /~b is determined together with the semileptonic branching ratio BR(b -+ l) and othe r properties of Z ---+ bb and Z ~ c~ decays. The fraction of events initiated by Z --+ bb in a sample containing a lepton with a high transverse momentum is derived. The highest precision on Ro is obtained from analyses using lifetime tagging techniques which are either used alone comparing single and double tag rates or combined with the lepton tag.
The DELPHI detector
The DELPHI detector has been described in detail in ref. [2] . Only the details most relevant to this analysis are mentioned here.
In the barrel region, the charged particle tracks are measured by a set of cylindrical tracking detectors whose axes are parallel to the 1.2 T solenoidal magnetic field and to the beam direction. The time projection chamber (TPC) is the main tracking device. The TPC is a cylinder with a length of 3 m, an inner radius of 30 cm and an outer radius of 122 cm. Between polar angles, 0, of 39 ~ and 141 ~ with respect to the beam direction, tracks are reconstructed using up to 16 space points. Outside this region (21 ~ to 39 ~ and 141 ~ to 159~ tracks can be reconstructed using at least 4 space points.
Additional precise Rq~ measurements, in the plane perpendicular to the magnetic field, are provided at larger and smaller radii by the Outer and Inner detectors respectively. The Outer Detector (OD) has five layers of drift cells at radii between 198 and 206 cm and covers polar angles from 42 ~ to 138 ~ The Inner Detector (ID) is a cylindrical drift chamber having inner radius of 12 cm and outer radius of 28 cm. It covers polar angles between 29 ~ and 151 ~ . It contains a jet chamber section providing 24 R05 coordinates surrounded by five layers of proportional chambers providing both R~ and longitudinal z coordinates.
The micro-vertex detector (VD) is located between the LEP beam pipe and the ID [3] . It consists of three concentric layers of silicon microstrip detectors placed at radii of 6.3, 9 and 11 cm from the interaction region. For all layers the microstrip detectors provide hits in the R~/i-plane with a measured intrinsic resolution of about 8 #m. The polar angle coverage for charged particles hitting all three layers of the detector is 42.5 ~ to 137.5 ~ .
The barrel electromagnetic calorimeter, HPC, covers the polar angles between 42 ~ and 138 ~ It is a gas-sampling device which provides complete three dimensional charge information in the same way as a time projection chamber. Each shower is sampled nine times in its longitudinal development. Along the drift direction, parallel to the DELPHI magnetic field, the shower is sampled every 3.5 mm ; in the plane perpendicular to the drift the charge is collected by cathode pads of variable size, ranging from 2.3 cm in the inner part of the detector to 7 cm in the outer layers. The excellent granularity allows good separation between close particles in three dimensions and hence good electron identification even inside jets.
In the forward region the tracking is complemented by two sets of planar drift chambers (FCA and FCB) placed at distances of -4-165 cm and -t-275 cm from the interaction point. A lead glass calorimeter (EMF) is used to reconstruct electromagnetic energy in the forward region.
Muon identification in the barrel region is based on a set of muon chambers (MUB), covering polar angles between 53 ~ and 127 ~ It consists of six active planes of drift chambers, two inside the return yoke of the magnet after 90 cm of iron (inner layer) and four outside after a further 20 cm of iron (outer and peripheral layers). The inner and outer modules have similar azimuthal coverage. The gaps in azimuth between adjacent modules are covered by the peripheral modules. Therefore a muon traverses typically either two inner layer chambers and two outer layer chambers, or just two peripheral layer chambers. Each chamber measures the R~ coordinate to 2-3 ram. Measuring R~ in both the inner layer and the outer or peripheral layer determines the azimuthal angle of muon candidates leaving the return yoke within about :kl ~ These errors are much smaller than the effects of multiple scattering on muons traversing the iron.
In the forward region the muon identification is done using two sets of planar drift chambers (MUF) covering the angular region between 11 ~ and 45 ~ The first set is placed behind 85 cm of iron and the second one behind an additional 20 cm. Each set consists of two orthogonal layers of drift chambers where the anode is read out directly and the cathode via a delay line to measure the coordinate along the wire. The resolution in both coordinates is about 4 mm.
Event selection
The decays of the Z to hadrons were selected by requiring:
-at least 7 reconstructed charged particles (with criteria described below),
-the summed energy of the charged particles had to be larger than 15 % of the centre of mass energy and at least 3 % of it in both the forward and backward hemispheres with respect to the beam axis.
optimized by DELPHI and the DELPHI detector simulation [5] . In addition dedicated samples of Z ---+ bb events and Z --+ cO events and events containing a semileptonic B or D decay have been generated. The simulated events have been passed through the same analysis chain as the real ones.
Lepton analysis

Data analysis
For each event the thrust axis was calculated from all the charged and neutral particles selected as aboveOnly the events with I cos 0~h,,-~stl < 0.95
were used for the following analysis. Requiring, in addition, that all subdetectors needed for this analysis were fully functional a total of 590,000 (170,000) hadronic events were selected from the 1992 (1991) data samples. Jets were formed from the charged and neutral particles using the JADE algorithm [6] with Yc~i z'~ = 0.01 . The transverse momentum of the lepton, (Pt.), was determined relative to the direction of the jet excluding the lepton itself.
For the 1992 data all leptons with momentum p between 3 GeV/c and 30 GeV/c, transverse momentum between 0.4 GeV/c and 4 GeV/c, were used. For the 1991 data, where the understanding of the background was not as good, the momentum threshold was raised to 4 GeV/c. From the 1992 data sample about 56000 single leptons and 2500 lepton pairs have been selected. For 1991 the corresponding numbers were 12000 and 500.
Charged particles were accepted if: -their polar angle was between 20 ~ and 160 ~ -their track length was larger than 30 cm, -their impact parameter relative to the interaction point was less than 2.5 cm in the plane perpendicular to the beam direction and less than 10 cm along the beam direction,
-their momentum was larger than 200 MeV/c with relative error less than 100%.
Neutral particles detected in the HPC were required to have measured energy larger than 700 MeV, those detected in the EMF larger than 400 MeV. With these criteria, the efficiency for finding simulatedevents was about 95%. All sources of background have been found to be below 0.1%. No significant differences in the acceptance between different flavours have been found.
About 700000 (200000) hadronic Z decays have been selected from the 1992 (1991) data sample where the exact numbers vary between the different analyses due to different requirements on the detector availability. A slightly larger sample of Z --+events has been simulated using the Lund patton shower Monte Carlo JETSET 7.3 [4] with parameters 4.1.1 Muon identification. To identify a charged particle with momentum greater than 3 GeV/c as a muon candidate, its track was extrapolated to each of the layers of the muon chambers and a X 2 was calculated for individual hits taking into account multiple scattering in the material and the propagation of track reconstruction errors.
Ambiguities with muon chamber hits associated to more than one extrapolated track were resolved by selecting the track with the smallest mean X 2. The charged particle was then tagged as a muon if the )~2 was sufficiently small.
To exclude regions with poor geometrical acceptance the charged particle was accepted if the polar angle, 0u, was within one of the following intervals 0.03 < tcos0ul < 0.62 0.68 < [ cos 0~l < 0.90, which defined the barrel and the forward region, respectively. In Z ~ #+#-events the tagging efficiencies for a single muon in the data were determined to be 0.83 -4-0.01 in the barrel region and 0.89 • 0.01 in the forward region, in good agreement with the predictions of the simulation. For muons in hadronic jets, the efficiency was found to be 0.76 -t-0.01 in the barrel region and 0.81 • 0.02 in the forward region using the simulation. The hadron misidentification probability was determined from data using pions fl'om /(o and ~-decays to be 0.007 • 0.001.
Electron identification.
Charged particles with momenta greater than 3 GeV/c and within the good acceptance region of the HPC (0.03 < I cos 0el < 0.70) were accepted as electron candidates on the basis of the information from the HPC and the TPC. Tracks were extrapolated to the HPC where showers were associated to them. Probabilities of the charged particle being an electron were computed by comparison of track and shower parameters (momentum-energy and position) and the longitudinal shower development along the 9 layers of the calorimeter. In addition the ionization energy loss in the TPC was required to be compatible with that expected for an electron.
The efficiency of tagging an electron was measured in the data over the full momentum range by means of a set of isolated electrons extracted from selected 7-decays and Bhabha events in which one hard photon was emitted. The efficiency increased slightly with momentum for small momenta, reaching a plateau of ~ct~-o~ = 0.6254-0.006 above 5 GeV/c. The efficiency was then compared to that of the simulated event samples of the same size. The ratio of the experimental efficiency to the simulated one was 0.924-0.02. This factor was found to be independent of momentum. It was then applied to the sample of electrons from the simulatedevents, assuming it applied to non-isolated electrons as well. A systematic error of ~ 4% was added to allow for uncertainties in this procedure.
The probability of tagging a hadron as an electron was measured in the data as a function of p and Pt, by studying the HPC tags for a sample of particles whose ionization in the TPC was incompatible with that of an electron [7] . The results were used to correct the distributions of the background in the simulation. The probability of a fake tag depended strongly on the values ofp and Pt. The average value in the region considered was "m~st~g = (5.91• 10 -3.
Chadrons
The quoted error is statistical only. A relative systematic uncertainty of :t:20% was estimated for this measurement.
To reduce the contamination from electrons from photon conversions, electron candidates were removed if they were consistent with coming from a secondary vertex with an oppositely charged particle and with the two-particle combination compatible with carrying no transverse momentum to the direction from the primary to the secondary vertex.
The residual number of conversion electrons was found from the simulation to be a factor 1.4 4-0.2 less than in data (see [7] ), and was corrected for. Only about 3% of the electrons from b-quark decay were removed as photon conversions in the simulation. This efficiency was checked by applying the algorithm to the muon candidates both in the data and in the simulation: consistent results were found.
Measurement of the lepton background.
Apart from the tests described above, another measurement of the background in q~ events was performed. The basic idea was that all the leptons found in ufz,dd, sg events originate from background sources. If a sample of events enriched in those light quarks were provided both in the data and in the simulation, it would then be possible to measure the experimental misidentification probability with respect to the predicted one.
Light quark events were selected by means of the lifetime tag described in section 5 where it is used the opposite way to provide a set of events enriched in b-hadrons. By requiring that the probability for all the tracks in a hemisphere to come from the primary vertex be greater than 80 %, a set of events was produced containing only 0.079 -4-0.005 (0.147 4-0.034) of bb (e~) pairs. The fractions of charged particles in the sample which were tagged as leptons were compared in the data and in the simulation, separately for muons and electrons. A fit was performed to the P,Pt two dimensional distribution of the leptons, similar to the one described in section 4.3.2. This also allowed a check to be made on the goodness of the description of the background in the simulation as a function of p and Pt.
The only free parameter in the muon fit was the ratio of the hadron misidentification probability as muons in the data to that in the simulation. The results of the fit showed this to be 0.99 4-O.05(stat.)4-0.1 l(syst.).The systematic error is dominated by the uncertainty on the amount of cg events in the sample, whereas the uncertainties due to b,c semileptonic decays (see below) turned out to be negligible. The X 2 was 15.9 for 16 degrees of freedom. By combining this measurement with the one from the K2 and 7-samples described above, an overall relative error of 4-10% was obtained on the muon misidentification probability.
In the electron sample, both the fraction ofpions misidentiffed and the relative amount of electrons from conversions were left free. The ratio of the efficiencies in the data to the simulation were respectively f~ = 0,94 4-0.14 and as calculated in the model [9] . This modification (denoted as IGSW**) was then used to analyse our data. The model of Altarelli et al. [10] (ACCMM) is a spectator model refined by QCD corrections. It contains two free parameters, the Fermi motion and the mass of the produced quark. These parameters were measured by CLEO [9] for b decays. In the same fits the rate of charmless b semileptonic decays (b --+ u) was also measured. That value was assumed for the present analysis, allowing for 4-50% systematic uncertainty. At CLEO energies, only/3 o and/3 • mesons are produced, whereas at LEP energies B ~ and b baryons have also been observed. It was assumed that the lepton spectra for all b-hadrons are identical. Since the IGSW** and ACCMM model describe the CLEO data equally well, the mean value of the results with these two models was used as the central value in the following analysis and half the difference as an estimate of the uncertainty due to the model dependence.
The results using IGSW are given only for comparison and are not further taken into account. Charm hadron semileptonic decays were described by means of the ACCMM model, where the mass and the Fermi momentum of the produced strange quark were obtained from a combined fit to the data from DELCO and MARK II [11] . The three sets of parameters (ms,py), as obtained from the fit, were used (set 1: ms = 0.001 GeV/c 2, pf = 0.467 GeV/c, set 2: ms = 0.001 GeV/c 2, pf = 0.353 GeV/c, set 3: rn~ = 0.153 GeV/c 2, pf = 0.467 GeV/c).
For b ~ c --+ l decays the D momentum spectra obtained by CLEO [12] were folded with the spectra used for the c --+ l decays [11] . The uncertainty in the B ~ D spectra turned out to be negligible in the description of the lepton spectra so that only the uncertainty on c -~ l was taken into account.
The b ~ ~-decay rate was taken as (4.08 + 0.74)% as measured by ALEPH [13] . The b --+ ~ ~ l decay rate was assumed to be (1.3 i 0.5)% [11] . The branching ratio c ---+ I has been measured by ARGUS just below the bbthreshold to be (9.5+0.9)% [14] . For the present analysis this number was combined with the values measured by PEP and PETRA quoted in [14] where for all measurements above the bb-threshold a common systematic error of 0. For the charm fragmentation DELPHI has measured the mean momentum of D mesons to be < x >c= 0.487 • 0.016 [16] . Using AQCD = 255 MeV this corresponds to 0 076 +0.o29 in the Peterson fragmentation a parameter ec = , -0.020 function [17] . This value was used in our analysis.
The Peterson fragmentation function was assumed for b quarks. To evaluate the systematic uncertainties the fits were repeated with the functions of Collins and Spiller [ 18] and Kartvelishvili et al [19] . 
leptons were found. The main contributions are events where either both tagged particles are true leptons from the classes b --~ l, b --+ c ---+ l and c ---+ l or one particle is from these classes and the other is a lepton from a different source or a misidentified hadron. Therefore, besides the normal Z ---+ q~ events extra samples were simulated with events containing at least one lepton from b or c decay. Table 1 details the channels simulated, expressed as an equivalent number of hadronic Z decays.
Determination of Fbg and B R(b ---+ l)
Classification of lepton candidates.
Lepton candidates were classified according to their different origin as follows:
c~l+ +X, e--+ 7-+ + X ---+ l+ + X,
e) prompt leptons from J/gJ decays or from b,c decays, where the c~ (bb) pair is produced by gluon splitting, f) misidentified or decaying hadrons.
Simulated samples.
As reference spectra for the different sources of simulated leptons, samples were used that were processed through the same analysis chain as the data as descibed in section 3. The b semileptonic decays to electrons and muons were simulated using the IGSW** model. The model of Bauer et al. [20] , which takes into account the finite mass of the produced lepton, was used for the B decays into ~-'s. For D decays the branching ratios were adjusted to be better in agreement with measured values [15] ; the branching ratios for the decays to neutral pions, when not measured, were obtained imposing isospin invariance. To obtain the reference spectra with alternative models, events were reweighted according to the decay model considered.
The weight was computed on the basis of the lepton momentum in the B(D) rest frame.
In this analysis the statistical precision of the measurements is mainly related to the number of events where two The above classes gave both electrons and muons. There was an additional class of electrons from photon conversions and Dalitz decays since the rejection efficiency for such electrons was found to be only 75%.
The lepton candidates in the simulation were separated into these classes and reference (P,Pt) distributions were obtained for the single leptons. The p and Pt distributions for muons and electrons are shown in figures 1 and 2 for the 1992 sample. The simulation spectra are reweighted to the results of the fit described below.
Di-lepton events were separated, for both the data and the simulated samples, into six categories depending on whether the two lepton candidates have the same or opposite charge and on which combination of lepton species (ee, e#, ##) they belonged to. Lepton pairs were used where the two leptons were coming from different jets, while lepton pairs coming from the same jet were omitted from the fit. Including Apart from these physical parameters the 2/conversion rate and the electron identification efficiency were left free, but to the likelihood function a constraint on these parameters from the independent measurements discussed in section 4.1.2 was added. In the fit Xb was included because the separation of same sign and opposite sign pairs improves the precision on all parameters. However it does not supersede our value given in a separate publication [23] which is more precise. The 1991 and 1992 data samples have been fitted separately and the results combined afterwards using the full covariance matrix. Table 2 gives the numbers for the different b decay models. The electron efficiency and gamma conversion rate were reproduced by the fit to within 1 and 1.5 standard deviations respectively.
To test the quality of the fit a X 2 test was performed after the fit. For the 1992 data the global probability was 51%. For 1991 the statistics was too low in the double lepton samples to perform a reasonable test; however for the single muons (electrons) the probability was 51% (3%).
To evaluate the experimental systematic errors the following sources of errors were considered:
-the electron misidentification probability was varied by +20%,
-the muon identification efficiency was varied by +2%,
-the muon misidentification probability was varied by i10%.
The muon identification efficiencies were measured separately for the the barrel and each end-cap muon chamber, and were varied separately to evaluate the systematic error. The experimental systematic errors are given in table 3. The correlation matrix for the statistical error only and for the total experimental error is shown in table 4. For the combinations of the 1991 and 1992 analyses the systematical errors due to backgrounds were assumed to be fully correlated whereas the error on the muon identification efficiency was assumed to be uncorrelated because its measurement accuracy was dominated by the statistics. To obtain the systematic uncertainties due to the modelling of the decays the branching ratios derived for the models of section 4.2.1 were varied within the limits given there. The resulting systematic errors are given in table 5. The total uncertainty due to modelling and branching ratios was taken as the quadratic sum of all components in table 5 except for those from the c-quark decay model set 3. Instead the variations using c-quark decay model set 2 only were used and were taken to be symmetric. Table 6 gives the full correlation matrix including statistical and systematic effects in this analysis.
The lifetime analysis
Description of the method and tagging technique
The method used for the measurement of Rb is based on the fact that b and b quarks from Z decays (and the corresponding heavy hadrons) are normally produced in opposite directions. On dividing such an event into 2 hemispheres (e.g. by the plane perpendicular to the thrust axis), each will, in general, contain one b-hadron.
If with some tag a pure b flavour sample can be selected in one hemisphere, it is possible to find the efficiency of this Table 5 . Summary of systematic uncertainties due to models and branching ratios. If a range is given in % it means a relative variation around the central value. For the total error the deviations using c -~ 1 (set 3) and the Kartvelishvili 
In these equations RH is the fraction of tagged hemispheres, RE the fraction of events in which both hemispheres are tagged and Rb, R~ are the fractions of Z -+ bb and Z -+ cO events respectively in the initial sample. It is assumed that hadronic decays of the Z consist of bb, cO and light quark final states, so that the fraction of light quarks may be written as R~,ds =--(1 -Rb-Rc). The event efficiency for the b flavour, e~, is expressed as: e b = e~ + Pb " (Cb --%), which takes into account the correlation between hemispheres Pb. For c and uds flavours the tag efficiencies ec and e~,d~ are small compared to eb sO that the corresponding correlations do not influence Rb and eb and thus are not included in the above equations.
The fraction Rb and tagging efficiency eb can be extracted from equations (1-2) provided the values co, euds, pb and R~ are known. The value of R~ can be taken from the standard model, while co, Cuds, Pb are extracted from the simulation. If the b-purity of the tagged sample is high, the dependence on simulation is small and may be included in the systematic uncertainties.
The tagging technique used in this analysis is described in [24, 25] and here we just mention the general features.
The tagging of the events containing b-hadrons is based on the fact that, because of the non-zero lifetime of hadrons with heavy flavour content, particle tracks from decays of such hadrons have large positive impact parameters 1 while tracks from the primary interaction have impact parameters which are smaller in absolute value and are equally likely to be positive or negative.
First a primary vertex was reconstructed. This was done using an iterative procedure starting with all tracks that were compatible with coming from the beam spot. The beamspot itself was used as an additional constraint. After that fit the vertex was recomputed dropping each track separately. The track with the largest )42 change was excluded if the change was larger than some threshold (Ax2 > 3). This procedure was repeated until no change above threshold occurred. In about 1% of the events all tracks have been excluded this way. In these cases the beamspot position was used as primary vertex.
The tagging variable PH [24, 25] for selection of bhadrons was defined for each hemisphere separately. It gives the probability for the particles in one hemisphere with their observed values of impact parameters to be all from the primary vertex. In this analysis we used tracks with positive impact parameters only in the definition of PH. PH varies from 0 to 1 and its main property is the flat distribution for hemispheres which do not contain the decays of long lived particles. Due to this property it can be named "hemisphere probability". PH is constructed in such a way that the large impact parameters of the decay products of b-hadrons are transformed to a very low value of PH. Thus events with bhadrons can be tagged by selecting the hemispheres with PH value less than some threshold. Different thresholds give different tagging efficiency and purity of the selected samples. The threshold position is arbitrary in this analysis and was chosen to minimize the total error of Rb 9 The independence of the measured value of Rb on the threshold position is an important cross-check for this technique. Figure 3 shows the distribution of -logl0(PH) for the data and for different flavour contributions in the simulation. J The sign of the impact parameter is defined to be positive if the crossing of the track and the axis of the fastest jet in the hemisphere lies in the direction of the track, else it is defined to be negative Io%oP. Fig. 3 . Distribution of -logl0(PH) for the data and for different flavour contributions in the simulation corrected to have the same resolution as the data
The negative impact parameter distribution is determined mainly by the detector resolution and depends little on the dynamical properties of the event. It was used as the reference distribution of the particles from the primary interaction for the construction of the hemisphere probability. The calibration to the observed negative impact parameter distribution significantly simplified the comparison of data and simulation. The use of the impact parameter as the only quantity for the tagging of b-hadrons made the estimate of the background efficiencies more reliable.
The selection of tracks and events was as described in section 3. In the tagging algorithm only tracks with at least two VD hits have been used. In total 504197 hadronic events within the acceptance of vertex detector (I cos 0tm~,t l < 0.75) were selected from the 1992 data sample which corresponds to an efficiency of about 71%. The bias of the b-flavour content in the selected sample is negligible ((0.05 • 0.05)%) and was taken into account.
The tagging efficiency of events containing long lived particles depends significantly on the resolution of the tracking system. It was measured directly from the observed distribution of negative impact parameters requiring in addition that the event probability using tracks with positive impact parameter was larger than 0.1. In the simulation the resolution was corrected to fit the one obtained in the data.
Estimates of eJficiencies and correlations
For this measurement of/~b the tagging cut -logl0(PH) > 2.7, which gave a minimal total error, was used. The values of ec, e~ds, Pb with this cut were extracted from the simulation and the possible sources of uncertainties were included as systematic errors.
The value of c~ds was found to be:
The statistical error comes from the limited sample of simulated events used for estimation of r the different sources of systematics are given in the Table 7 .
The systematic error coming from the differences in resolution between data and simulation was estimated as the difference of the tagging efficiencies in data and in simulation when hemisphere probabilities were computed using tracks with negative impact parameters ("negative hem• sphere probability"). Because tracks with negative impact parameters arise mainly from the resolution of the tracking system and do not contain lifetime information, tagging with the negative hemisphere probability gives a good estimate of the component of light quark efficiency coming from statistical fluctuations of the impact parameter measurements. The systematic error from the uncertainties in production of long lived particles in light quark events (K ~ A, hyperons) was obtained by varying the corresponding production rates in simulation by il 0%. This variation corresponds to the observed differences between the production rate of these particles in data and simulation and agrees with the recommendations of [11] . The systematics from the gluon splitting 9 --+ bb and g ~ c~ were obtained by varying the fraction of such events by • [11] . In addition to these systematic sources, it was checked that the uncertainties from the interactions of particles in the material of the detector are negligible.
The efficiency to tag hemispheres with charm was found to be:
The simulation has been tuned to describe as well as possible the properties of charm production and decays as measured at LEP and at lower energies. For the evaluation of the systematic uncertainty the following parameters have been varied within their measurement error:
-the production ratios of the different charmed hadrons
[111,
-the charged decay multiplicities of charmed hadrons [26] ,
-the inclusive branching ratios D -~ K~ [15] ,
-the c-hadron lifetimes [15] ,
-the mean energy of c-hadrons in fragmentation as measured by DELPHI [16] .
For the central values and the errors we follow the prescription of [11] . The sources of systematic error are listed in table 8.
For the light quark efficiency mostly the accurate description of the resolution function in the probability calculation is important, assuring a flat distribution of the hemisphere probability. On the contrary, for charm the agreement between data and simulation is relevant, since tracks from charm decays have real impact parameters. An estimate of the uncertainty due to the knowledge of the detector resolution was obtained from the change in ec assuming the resolution curve obtained from the data in the calculation of the probabilities in the simulation. Since the error assignment Due to gluon radiation, energy is taken away from the bhadrons, thus lowering the tagging efficiency. This leads to a positive correlation. In about 2% of the cases both b-hadrons are boosted into the same hemisphere, leading to a negative correlation.
the polar angle of the thrust axis: Since both jets either are in a region of good or somewhat worse VD acceptance this leads to a positive correlation.
the azimuthal angle of the jets: Due to dead or noisy modules in the vertex detector the efficiency was not flat in ~. In the data sample presented here most modules have been highly efficient apart from few adjacent ones near q5 = 0. Thus a bad module hit in one jet usually results in a good module hit in the other one. This leads to a negative correlation.
the bias of the fitted production vertex due to the inclusion of tracks from b decays, leading to a negative correlation. The lifetime of the b-hadrons was found to be the best variable to describe this effect. Figure 4 shows the total correlation as a function of the cut value, together with each of these four components and their sum.
To obtain the systematic error of the correlation estimate in the simulation from the first three sources, the fraction of tagged events was measured in data and in simulation using all events as a function of the relevant variable. From this the correlation due to the single variable considered was calculated. The result was scaled by the ratio of the correlations in bb and in all events obtained from the simulation. As the error estimate, the larger of either the difference between the data and simulation measurement or the error of this difference was taken. In the case of gluon radiation thrust was used as testing variable. This tested only the first aspect of the gluon radiation effect. However, it was checked with the simulation that the cancellation of the two effects does not depend on the assumptions made, so that the test done actually overestimates the error. For the vertex bias the b lifetime in simulation has been varied within the error of the current world average ~-B = 1.538 4-0.033ps [27] . The different sources of the systematic errors are listed in the table 9.
Results
All the above values of efficiencies and correlation with their errors were substituted into equations (1) and (2). For _R~ the standard model value was used with a relative error of 8% as suggested in [28] (R~ = 0.171 -4-0.014).
The measured value of -Rb is equal to: As a cross-check of this measurement, the comparison of Rb values for different tagging cuts is given in Fig. 5 . The measured value of Rb is stable over a wide range of variation of the efficiencies and correlation. The contribution of the different error sources, other than /~, as a function of the cut value is shown in Fig. 6 . 
Combination with the 1991 analysis
In order to combine the analysis presented here with a similar one made with the 1991 data [25] , the following assumptions have been made: -All statistical errors are assumed to be independent.
-The errors in the hemisphere correlations due to hard gluon emission and b-hadron lifetimes are assumed to be fully correlated between the two years; the other errors contributing to hemisphere correlations are assumed to be independent.
-The errors due to resolution functions have been derived in a completely different way. The same is true for the tuning of the resolution function itself. They were thus also assumed to be independent.
-The error due to the modelling of the light quarks was assumed to be fully correlated.
-The error due to the modelling of the charm sector was derived in a slightly different way for the 1991 analysis. This error has been recalculated in the same way as for 1992 and was assumed to be fully correlated.
-The error due to the assumption on /~ was assumed to be fully correlated.
With these assumptions the result for the combined 1991 and 1992 data is:
The breakdown of the error is given in table 15 . 
Mixed tag analysis
The main statistical limitation of the presented analysis came from the relatively low number of double tagged events. A statistically practically uncorrelated measurement was performed by measuring the tag efficiency opposite to a high Pt lepton and then obtaining Rb from the single lifetime tag sample only. Also the systematic uncertainties turned out to be largely different in this case. This analysis is described in section 6.2. Another analysis was performed by using a much more efficient lifetime tag with higher background. In this case the single and double lifetime tag sample together with the lepton tag one were used to measure the Rt,, the b tagging efficiency and some background quantities from the data. This other analysis is described in section 6.3. Both the analyses were performed on the 1992 data sample only.
To extract with adequate precision the efficiency of the lifetime tags, both measurements required the accurate knowledge of the composition of the lepton sample, which is described in detail in the following section.
The Composition of the lepton sample
The results of the fit to the single and di-lepton distributions allowed a precise determination of the fraction Pb (Pc) of events from b (c) quarks in the lepton sample, by using the following formulae:
Pc, = N~;/(Nb + N<: + N~d~) (9) where Nq is the number of q flavored events (q = b, c, <t, ds) in the kinematical domain considered. The fraction of leptons produced by light quarks (P~ds) was then obtained by imposing the condition: _t?~d~ + Pb + P~ = 1. N5 was determined from the simulation after imposing the results of the lepton analysis (see section 4.3.3 ) adding the contributions from the leptons produced in primary and cascade bdecays (see section 4.3.1) and from non-prompt sources in bb events. Nc includes leptons from direct c decays and from non-prompt sources in c~ events, whereas only leptons from background sources contribute to N,~s. The errors on the results of the lepton analysis then contributed to the systematic error on Table 11 . Systematic errors (%) on the purity of the lepton sample, when the selection Pt > 1.5 GeV/c was applied to the lepton transverse momentum The lepton purities were computed in the subset of hadronic events selected for the vertex analysis (see section 5.1) by means of equations (8) and (9) as a function of Pt. The most energetic candidate was used when more than one lepton was found in the event. The requirement Pt > 1.5 GeV/c was applied in order to minimize the overall error on Rb. The data sample consisted then of 14418 events. The purities of the sample were found to be:
Pv --(79.98 + 0.74)% P~ = (9.9 + 0.4)%. Table 11 shows the individual effect of all the considered error sources on Pb.
High purity analysis
This analysis used the same lifetime tagging technique as described in section 5.1. The simulation showed that the correlation between the b and b decay products was substantially reduced if the tags were performed on jets rather than on hemispheres. By grouping particles in jets rather than by hemispheres, the tracks from the radiated gluon are usually collected together in a unique jet so leaving the b and b jets well separated, and reducing the correlation among them. It was checked that for two jet events the jet and the hemisphere tags were equivalent.
Another effect was however observed. Jets were conventionally ordered on the basis of their energy. A correlation was observed between the energy of the b jet and the probability for it to be tagged. When a gluon was emitted, its jet was on average the least energetic one. However, when the third (fourth etc.) jet contained a lepton, it had greater chance to originate from a b quark than in unbiased events. This happened in (5.46 -+-0.08%) of the real data and (5.3 • 0.1%) of the simulated ones. Such events were rejected.
For each jet in an event the tagging variable Pj~t was then defined from all the tracks from charged particles belonging to the jet. It expresses the probability that all the 335 tracks in the jet come from the primary vertex, as described in section 5. An event was considered as tagged if at least one jet satisfied the condition Pj~t < 4 x 10 -3.
In the sample of events where one jet was tagged by a high Pt lepton, the fraction having a different jet with a lifetime tag was: Table 12 reports, for a set of different probabilit_y cuts, the efficiency to tag a b jet expected in the unbiased bb events, compared to the one found when a lepton was present (simulation). Also shown is the efficiency, for the data corrected for the correlation effects.
The good agreement between the measured and predicted efficiencies is a meaningful test of the precision of the procedure for the tuning of the impact parameters using the negative impact parameter distributions.
With the requirement Pjet < 4 x 10 -3, 2889 events were selected, out of 14418 with the high Pt lepton, and a value: irk = 0.2223 • 0.0045 was derived, where the error is only statistical. The systematic errors will be discussed in section 6.4.
High efficiency analysis
in this analysis all the particles were grouped in hemispheres. In order to reduce the correlation between the two lifetime tags a separate primary vertex was computed in each hemisphere. The beam spot constraint was not imposed. The vertex was rejected if it was formed by less then three tracks from charged particles. The resolution in this case was symmetric in the two directions orthogonal to the beam directions: (Tx = c% ~_ 100 #m.
A hemisphere was considered as tagged if at least two charged particles were found in it with impact parameter (5 satisfying the condition 0.1 mm < 1(51 _< 2.0 mm. The lower limit of this range reflects the sensitivity to the long b lifetime, and the upper limit removes a part of the background due to wrongly reconstructed primary vertices, particles from long lived strange particle decays and from photon conversions in the detector material. All the available information was used in this case, inserting into equations (1) and (2), respectively the fraction of events in which at least one, or both, hemispheres had a lifetime tag, and into equation (10) 
Systematic errors and combination of the results"
The main sources of systematic errors which have to be considered for the mixed tag Rb measurement are: a) uncertainties coming from the light quark efficiencies, b) uncertainties coming from correlation effects, c) uncertainties coming from the knowledge of the composition of the lepton sample.
For the high purity analysis errors from sources a) and b) have been evaluated exactly in the same way as in section 5. The effect of the unknowns on the light quark efficiencies turn out to be about a factor two smaller, since they enter only linearly in the equations determining Rb.
The error on the correlation between the lepton tag and the vertex tag is dominated by the limited statistics from simulation available. The two most relevant sources of correlation were the gluon radiation and the acceptance of the detectors involved. In fact, the gap between the barrel and forward muon chambers corresponds to a cos 0 region were the VD sensitivity is reduced; in the same way the HPC polar acceptance overlaps with that of the micro-vertex detector (see section 2). As a consequence of this, when a jet happened to fall near the border of the sensitive region of the micro-vertex detector, the chance to miss the lepton in the opposite jets was higher. This induced a positive correlation between the two tags. No contribution was found due to the dead micro-vertex modules or to the reconstruction of the primary vertex (see section 5). The use of the jet tagging rather than the hemisphere tagging reduced the total amount of the correlation by a factor of about 2.
The same sources of uncertainty were also studied for the high efficiency analysis. Apart from them, the effect of the correlation between the vertex measurements in the two hemispheres must also be taken into account. The lifetime bias is removed because two different primary vertices are reconstructed. Some effects, due to variations of tagging efficiencies with global event variables (such as thrust direction, thrust value or time) were evaluated from the data, by fixing Rb to the measured value and measuring ~b and ~z by inverting the double tag system (equations (1-2) with the inclusion of all correlation factors), as a function of these variables. Instrumental effects due to acceptance correlation in the micro-vertex detector were also investigated. This was done by repeating the measurement in bins of I cos Oth~stl of size 0.1. The contribution to Rb was estimated by removing the last bin and performing the measurement again. In the same way, the ~ angular regions containing some micro-vertex dead modules (and the symmetrically opposite regions) were removed. The variation of Rb was taken in both cases as the systematic error. The effect of hard gluon radiation was evaluated from the simulation.
Details of the uncertainties in the purity of the lepton sample have been given above. These contributions were then added to the total error.
The value of Rc was varied as in section 5. The correlation between the high purity and high efficiency analysis was 54%. The average result was then: Table 13 gives the detailed contributions of all the sources of uncertainty considered above. 
Consistency checks
To test the understanding of the systematics, the analyses were repeated in different conditions. Each time, one of the relevant cuts was varied in order to check the stability of the results versus variations in the lepton sample composition, in the efficiency of the b tagging, and in the amount of background contamination.
-The cut on the lepton Pt was varied between 0 and 3 GeV/c for both analyses. Fig. 7 shows the dependence of the result on the Pt window considered for the method of section 6.2. The purity of b events varied from 20% to more than 80 % from the first to the last bin. Table 14 gives the evolution of the result of the method of section 6.3 as a function of the cut on Pt. A similar stability was also found when considering other variables, such as the lepton momentum, and the lepton polar and azimuthal angles, etc.
-The analysis of section 6.2 was repeated grouping the charged particles by hemispheres rather than by jets. The total correlation factor increased to e b = 1.029 4-0.005. The variation on R b was +0.0018 4-0.0018.
-The analysis of section 6.2 was repeated requiring probability less than 0.01 and then less than 0.0005. The efficiency of the tag, the fraction of background and the amount of correlation varied by more than a factor two. The breakdown of the error is given in table 15.
Finally also the lepton measurement (section 4) was included in the average, mainly to reduce the error on the branching ratio measurements. For this purpose a constrained fit was performed using the full correlation matrix of table 6 The first error contains the total experimental error and most of the modelling uncertainties, the second is half the difference between the result using the ACCMM and the IGSW** model for the semileptonic b decays and the third is due to the variation of Rc as in section 5.3. In a dedicated study [23] DELPHI measured Xb --0.121 4-0.016 within the AC-CMM model. This number is in agreement with number presented here (0.146 4-0.024 in the same model) but more precise. The analysis presented in [23] could use less tight requirements on the availability of the lepton identification system than the one presented here. Also the simulated event sample was used in a way more optimized for the mixing analysis. In addition in [23] all input parameters have been used from world averages instead of determining some of them in the same fit.
Conclusions
Four different measurements of the partial decay width Rb of the Z into b-hadrons have been performed 9 Events were selected either by leptons carrying high transverse momentum or with tracks having a large impact parameter. From the lepton only analysis also R~, the semileptonic branch- 
4-o.,(Rc),
The first error is the total error apart from the model uncertainties on the shapes of the lepton spectra from b decays and the uncertainty on the partial decay width of the Z to charm hadrons which are given separately. All resuits are in agreement with those of other measurements at LEP [21, 29, 30, 31, 32] . Assuming a mass of the top quark of mt= 174 :k 17 GeV as suggested by a measurement of the CDF collaboration [33] the Standard Model predicts Rb = 0.2157 =7 0.0006 [34] whereas Re does not depend significantly on other parameters. This number agrees to 1.5 standard deviations with our measurement assuming Re = 0.171.
