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Abstract
The concept of universal integral, recently proposed and axiomatized, encom-
passes several integrals, including the Choquet, Shilkret and Sugeno integrals. In
this paper we present two new axiomatizations of universal integrals on the scale
[0, 1]. In the first characterization, we look at universal integrals on the scale [0, 1]
as families of aggregation functions F satisfying some desired properties. The
second characterization is given in the framing in which the original definition of
universal integral was provided.
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1. Introduction
Non-additive integrals are the integrals that are based on monotone (non nec-
essarily additive) measures. In the last decades the use of non-additive integrals
has become pervasive in Decision Analysis. For example in the field of multiple-
criteria decision aid (MCDA)(see [6] for a survey on MCDA) the Choquet integral
[4] and the Sugeno integral [24], have become useful tools to represent interaction
of criteria [8, 10].
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Also in decision making under risk and uncertainty the Expected Utility The-
ory (EUT) of von Neumann and Morgenstern [27], based on (additive) Lebesgue
integral, has revealed to be inadequate to explain human behavior in many sit-
uations (see e.g. [1, 5, 14, 25]). For this motivation, more general theories,
called non-EUT theories have been developed (for a seminal survey we recom-
mend [22]). Non-EUT theories are often based on non-additive integrals. For
example, in decision making under risk and uncertainty, the Choquet integral has
firstly received an axiomatic characterization [19] and then has been successfully
applied to economic models of decision, like the Choquet Expected Utility (CEU)
of Schmeidler and Gilboa [7, 20] and the Cumulative Prospect Theory of Kahne-
man and Tversky [26]. Very recently, the bipolar Choquet integral of Grabisch
and Lebreuche [9] has been applied in order to obtain a generalization of the CPT
which does not imply gain-loss separability [13].
Klement et al. have recently proposed the concept of universal integral [17].
The family of universal integrals contain several well known non-additive inte-
grals, like the Choquet integral [4], the Sugeno integral [24] and the Shilkret
integral [21]. A further generalization is represented by the family of universal
integrals computed with respect to a level dependent capacity [15, 16]. A level
dependent capacity depends also on the value of the aggregated variables and
can be expressed by means of a system of capacities (see [12] for further de-
tails). Again, this concept generalizes several previous definitions, like the level-
dependent Choquet integral [12], the level-dependent Shilkret integral [3] and the
level-dependent Sugeno integral [18].
Any kind of integrals can be seen as a family of functionals with special prop-
erties. In the framework of MCDA these functionals turn to be special aggregation
functions. In this paper we present two new characterizations of universal inte-
grals on the scale [0, 1]. In the first characterization we start by assuming a family
of aggregation functions is given. We demonstrate that when the aggregation func-
tions in the family satisfy a set of desired properties, then the family can be seen
as a universal integral. As a consequence, we elicit a second axiomatization of
universal integrals on the scale [0, 1] in the original setting proposed in [17]. We
provide also some illustrative examples.
The paper is organized as follows. In section 2 we recall the definition of
universal integral, and in section 3 we concentrate on universal integrals on the
scale [0, 1]. Section 4 shows how universal integrals can be characterized in terms
of families of aggregation functions satisfying a set of given properties. In section
5 we elicit a new characterization of universal integrals on the scale [0, 1] in the
original setting. In section 6, we present conclusions.
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2. Universal integrals
A measurable space (X,A) is a nonempty set X equipped with a σ− al-
gebra A. Given a measurable space (X,A), a function f : X → [0,∞] is
A−measurable if, for each B ∈ B([0,∞]), the σ−algebra of Borel subsets of
[0,∞], the preimage f−1(B) is an element of A.
For each A ⊆ X we denote with 1A the function on X defined by: 1A(x) = 1 if
x ∈ A, 1A(x) = 0 else.
A monotone measure on a measurable space (X,A) is a function m : A → [0,∞]
satisfying the following conditions:
1. boundary conditions: m(∅) = 0 and m(X) > 0;
2. monotonicity: m(A) ≤ m(B) for all A,B ∈ A such that A ⊆ B.
A monotone measure m satisfying m(X) = 1 is also called capacity or fuzzy
measure [24, 4].
Let (X,A) be a measurable space. We shall use the following notations:
1. F (X,A) denotes the set of all A−measurable functions f : X → [0,∞];
for all f ∈ F (X,A), the level set {x ∈ X | f(x) ≥ t} , t ∈ [0, 1], is briefly
denoted by {f ≥ t};
2. for each a ∈]0,∞], M(X,A)a denotes the set of all monotone measures on
(X,A) satisfying m(X) = a, and we put
M(X,A) =
⋃
a∈]0,∞]
M(X,A)a ;
3. let S be the class of all measurable spaces, and put
D[0,∞] =
⋃
(X,A)∈S
M(X,A) ×F (X,A).
Definition 1 A pseudo-multiplication is a function ⊗ : [0,∞]2 → [0,∞] such
that for all x, y, t and z ∈ [0,∞] the following properties are satisfied:
• monotonicity: x⊗ y ≤ t⊗ z, whenever x ≤ t and y ≤ z;
• zero is an annihilator: x⊗ 0 = 0⊗ x = 0;
• neutral element: there exists e ∈]0,∞] such that e⊗ x = x⊗ e = x.
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In [17] the following definition has been given.
Definition 2 A function I : D[0,∞] → [0,∞] is called a universal integral, if the
following axioms hold:
(I1) for any measurable space (X,A), the restriction of I to M(X,A) × F (X,A)
is nondecreasing in each coordinate;
(I2) there exists a pseudo-multiplication ⊗ : [0,∞]2 → [0,∞] such that for all
(X,A) ∈ S , m ∈M(X,A), A ∈ A and c ∈ [0,∞],
I(m, c · 1A) = c⊗m(A);
(I3) I(m1, f1) = I(m2, f2) for all (m1, f1), (m2, f2) ∈ D[0,∞] such that
m1({f1 ≥ t}) = m2({f2 ≥ t}), for all t ∈]0,∞].
For each pair (m, f) ∈ D[0,∞], consider the function h(m,f) :]0,∞] → [0,∞]
defined by h(m,f)(t) = m({f ≥ t}), for all t ∈]0,∞]. For each (m, f) ∈ D[0,∞],
h(m,f) is nonincreasing and Borel measurable. Observe that the function h(m, f)
can be seen as a generalized survival function (dual to the distribution function
for a random variable), and then the axiom (I3) expresses a generalization of a
well known fact from the probability theory, namely, that two random variables
possessing the same distribution function have the same expected value. Similarly,
axiom (I2) can be seen as a generalization of the fact that if a random variable V
has as its range {0, c} for some constant c, then its expected value depends only
on c and P ({V = c}).
Let W denote the subset of all nonincreasing functions from F (]0,∞],B(]0,∞])).
The following characterization theorem, linking an approach to fuzzy integrals
introduced in [23] and universal integrals, was shown in [17].
Theorem 1 A function I : D[0,∞] → [0,∞] is a universal integral related to
some pseudo-multiplication ⊗ if and only if there is a function J : W → [0,∞]
satisfying the following conditions:
(J1) J is nondecreasing;
(J2) J(d · 1]0,c]) = c⊗ d, for all c, d ∈ [0,∞];
(J3) J(h(m,f)) = I(m, f) for all (m, f) ∈ D[0,∞].
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3. Universal integrals on the scale [0, 1]
In the previous section we have recalled the original definition of universal
integrals. Nevertheless, from here on we focus on the unit interval [0, 1]. Let
F (X,A)[0,1] ⊂ F (X,A) the set of measurable functions with range in [0, 1]. The restric-
tion of a universal integral to
D[0,1] =
⋃
(X,A)∈S
M(X,A)1 ×F (X,A)[0,1] ,
is called a universal integral on the scale [0, 1] (see [17, Sec. V]). Universal
integrals on the scale [0, 1] are related to pseudo-multiplications with 1 as neutral
element, called semicopulas [2].
Definition 3 A semicopula is a function⊗ : [0, 1]2 → [0, 1] such that for all x, y, t
and z ∈ [0, 1] the following axioms are satisfied:
• monotonicity: x⊗ y ≤ t⊗ z, whenever x ≤ t and y ≤ z;
• 1 is a neutral element: 1⊗ x = x⊗ 1 = x.
Note that a semicopula has 0 as annihilator: it holds 0 ≤ a ⊗ 0 ≤ 1 ⊗ 0 = 0
and 0 ≤ 0⊗ a ≤ 0⊗ 1 = 0. A commutative and associative semicopula is called
a t-norm. Typical examples of t-norms are the minimum (∧), the product (·), and
the Lukasiewicz t-norm defined by TL(x, y) = (x+ y − 1) ∨ 0.
By the sake of clarity, we rewrite definition 2 of universal integrals adapted to
the scale [0, 1].
Definition 4 [17] A function I : D[0,1] → [0, 1] is called a universal integral on
the scale [0, 1] if it satisfies the following axioms:
(I1*) for any measurable space (X,A), the restriction of I to M(X,A)1 × F (X,A)[0,1]
is nondecreasing in each coordinate;
(I2*) there exists a semicopula ⊗ : [0, 1]2 → [0, 1] such that for all (X,A) ∈ S ,
m ∈M(X,A)1 , A ∈ A and c ∈ [0, 1],
I(m, c · 1A) = c⊗m(A);
(I3*) I(m1, f1) = I(m2, f2) for all (m1, f1), (m2, f2) ∈ D[0,1] such that
m1({f1 ≥ t}) = m2({f2 ≥ t}) for all t ∈]0, 1].
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3.1. Universal integrals on the scale [0, 1] as aggregation operators
Let (X,A) be a measurable space. For any pair of measurable functions f, g
fromF (X,A)[0,1] , we say that f is greater than g and we write g ≤ f if g(x) ≤ f(x) for
all x ∈ X . Obviously, with respect to≤ the set F (X,A)[0,1] is equipped with minimum
and maximum, being for all f ∈ F (X,A)[0,1] , 1∅ ≤ f ≤ 1X .
Consider a function H : F (X,A)[0,1] → [0, 1]. We say that H is monotone if g ≤ f
implies H(g) ≤ H(f) for all f, g ∈ F (X,A)[0,1] . A monotone function on F (X,A)[0,1]
satisfying boundary conditions is called an aggregation function.
Definition 5 [11] A monotone function H : F (X,A)[0,1] → [0, 1] such that
• H(1∅) = 0, and
• H(1X) = 1,
is called a [0, 1]−valued aggregation function on (X,A).
We denote by H(X,A)[0,1] the set of all [0, 1]−valued aggregation functions on
(X,A) and we put
H[0,1] =
⋃
(X,A)∈S
H(X,A)[0,1] .
In the sequel we shall denote H(X,A)[0,1] with H(X,A).
Remark 1 For each (X,A) ∈ S and H ∈ H(X,A), the function mH : A → [0, 1]
defined by
mH(E) = H(1E) for all E ∈ A (1)
is a capacity of M(X,A)1 . Indeed, mH(∅) = H(1∅) = 0 and mH(X) = H(1X) = 1
by definition of aggregation function. Moreover, for all E,F ∈ A with E ⊆ F ,
mH(E) = H(1E) ≤ H(1F ) = mH(F ) by monotonicity of H. We call mH the
capacity induced by H and, obviously, two different aggregation functions can
induce the same capacity, provided that they coincide on characteristic functions.
Suppose I : D[0,1] → [0, 1] is a universal integral on [0, 1] related to some semi-
copula ⊗. For all (X,A) ∈ S and m ∈M(X,A)1 the function Im : F (X,A)[0,1] → [0, 1]
defined by Im(f) = I(m, f), for all f ∈ F (X,A)[0,1] , is an aggregation function
of H(X,A). Indeed, if f, g ∈ F (X,A)[0,1] with g ≤ f , then Im(g) = I(m, g) ≤
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Im(f) = I(m, f) by monotonicity of I; moreover Im(1∅) = I(m,1∅) = 0 and
Im(1X) = I(m,1X) = 1 by idempotency of I. Thus, any universal integral on
the scale [0, 1] can be viewed as a family of aggregation functions, one for each
m ∈ ⋃(X,A)∈SM(X,A)1 . In the next section we shall characterize universal inte-
grals on the scale [0, 1], starting from a family of aggregation functions of H[0,1]
satisfying some given properties.
4. Axiomatic foundation of universal integrals on the scale [0, 1] in terms of
aggregation functions
Let us consider a family F ⊆ H[0,1] with F 6= ∅ and consider the following
axioms:
(A1) For all H,G ∈ F such that H ∈ H(X1,A1) and G ∈ H(X2,A2) and for all
h ∈ F (X1,A1)[0,1] and g ∈ F (X2,A2)[0,1] such that H(1{h≥t}) ≥ G(1{g≥t}) for all
t ∈ [0, 1], then
H(h) ≥ G(g).
(A2) Every aggregation function in F is idempotent, i.e. for all H ∈ F ∩H(X,A),
H(c · 1X) = c, for all c ∈ [0, 1].
(A3) For all (X,A) ∈ S and m ∈M(X,A)1 there exists H ∈ F ∩H(X,A) such that
H(1E) = m(E) for all E ∈ A.
Remark 2 Observe that axioms (A1), (A2) and (A3) are independent as it is
shown by the following examples, in which two of the above axioms hold, but
the remaining is not valid.
1) For all (X,A) ∈ S consider the set of finite weighting functions on X
WX = {ω : X → [0, 1] | #{x ∈ X | ω(x) > 0} <∞ and
∑
x∈X
ω(x) = 1},
and the set of of all weighted averages on F (X,A)[0,1]
WA(X,A) = {Hω : F (X,A)[0,1] → [0, 1] |Hω(f) =
∑
x∈X
ω(x)f(x), ω ∈ WX}.
If we consider the family of all weighted averages F = ⋃(X,A)WA(X,A),
this satisfies axioms (A1) and (A2) but not axiom (A3).
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2) For all (X,A) ∈ S and for all m ∈ M (X,A)1 let us consider the aggregation
function Hm : F (X,A)[0,1] → [0, 1] defined for all f ∈ F (X,A)[0,1] as
Hm(f) =
∫ 1
0
m({f ≥ √t})dt.
If we consider the family F = {Hm |m ∈
⋃
(X,A)∈S M
(X,A)
1 } this satisfies
axioms (A1) and (A3) but not axiom (A2).
3) For all (X,A) ∈ S and for all m1,m2 ∈ M (X,A)1 consider the aggregation
function Hm1,m2 : F (X,A)[0,1] → [0, 1] defined for all f ∈ F (X,A)[0,1] as
Hm1,m2(f) =
∫ 0.5
0
m1({f ≥ t})dt+
∫ 1
0.5
m2({f ≥ t})dt.
If we consider the family F = {Hm1,m2 | m1,m2 ∈
⋃
(X,A)∈S M
(X,A)
1 },
this satisfies axioms (A2) and (A3) but not axiom (A1). Indeed in this case
consider X = {1, 2}, f : X → [0, 1] defined by f(1) = 0.2, f(2) = 0.4
and the capacities m1,m2,m′1,m′2 defined by m1({1}) = m1({2}) = 0.5,
m2({1}) = m2({2}) = 0, m′1({1}) = 1,m′1({2}) = 0, and m′2({1}) =
0,m′2({2}) = 0.5. It results that Hm1,m2(1{f≥t}) = Hm′1,m′2(1{f≥t}) for
all t ∈ [0, 1] but Hm1,m2(f) = 0.3 > Hm′1,m′2(f) = 2, which contradicts
axiom (A1).
Theorem 2 Axioms (A1), (A2) and (A3) hold for a family F ⊆ H[0,1] if and only
if there exists a universal integral I : D[0,1] → [0, 1] with a semicopula ⊗ such
that, for all H ∈ F ∩H(X,A)
H(h) = I(mH, h), for all h ∈ F (X,A)[0,1] . (2)
More precisely, for all (a, b) ∈ [0, 1]2 we define
a⊗ b = H(a · 1B) with H ∈ F ∩H(X,A), B ∈ A such that H(1B) = b. (3)
Proof
Let us start by proving that if axioms (A1)-(A3) hold for a family of aggre-
gation functions F , then, necessarily, there exists a universal integral satisfying
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equation (2). Let us note that any familyF satisfying axiom (A3) is, consequently,
nonempty.
We begin the proof by showing that function ⊗ defined in (3) is a semicopula.
First we prove that definition of ⊗ is well posed and then that it defines a semi-
copula.
Observe that for all a, b ∈ [0, 1] and for all H ∈ F ∩H(X1,A1), G ∈ F ∩H(X2,A2)
and B ∈ A1, C ∈ A2 such that H(1B) = G(1C) = b, then H(a · 1B) = G(a · 1C)
by (A1). Indeed
H(1{a·1B≥t}) = G(1{a·1C≥t}) =


H(1X1) = G(1X2) = 1 t = 0
H(1B) = G(1C) = b 0 < t ≤ a
H(1∅) = G(1∅) = 0 a < t ≤ 1.
Moreover, let us note that for any b ∈ [0, 1] there exist H ∈ F∩H(X,A) andE ∈ A
such that H(1E) = b. Indeed if b = 0 or b = 1, then for any (X,A) ∈ S and
any H ∈ F ∩ H(X,A), H(1∅) = 0 and H(1X) = 1. If 0 < b < 1 we consider for
some (X,A) ∈ S with #X ≥ 2 the capacity m∗ ∈M(X,A)1 such that m∗(∅) = 0,
m∗(X) = 1 and m∗(E) = b for all E ∈ A \ {∅, X}; then by axiom (A3), there
exists H ∈ F ∩ H(X,A) such that H(1E) = m∗(E) = b for some E ∈ A. Thus,
we conclude that ⊗ is well defined.
Now we prove that ⊗ is nondecreasing. Let us take 0 ≤ a1 ≤ a2 ≤ 1 and
0 ≤ b1 ≤ b2 ≤ 1. By (A3) there exist H ∈ F ∩ H(X1,A1), G ∈ F ∩ H(X2,A2) and
B ∈ A1, C ∈ A2 such that H(1B) = b1 and G(1C) = b2. By definition, a1⊗ b1 =
H(a1 ·1B) and a2⊗b2 = G(a2 ·1C). It results that H(1{a1·1B≥t}) ≤ G(1{a2·1B≥t})
for all t ∈ [0, 1], indeed
H(1{a1·1B≥t}) =


H(1X1) = 1 t = 0
H(1B) = b1 0 < t ≤ a1
H(1∅) = 0 a1 < t ≤ 1,
G(1{a2·1C≥t}) =


H(1X2) = 1 t = 0
H(1C) = b2 0 < t ≤ a2
H(1∅) = 0 a2 < t ≤ 1.
It follows from (A1) that a1 ⊗ b1 ≤ a2 ⊗ b2 and then ⊗ is monotone.
Now we prove that c⊗1 = 1⊗c = c for all c ∈ [0, 1]. We have c⊗1 = H(c·1X) =
c for all H ∈ F ∩H(X,A) by (A2). Moreover, we have 1⊗ c = H(1 ·1C) = H(1C)
for some H ∈ F ∩ H(X,A) and some C ∈ A such that H(1C) = c, by definition
of ⊗.
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Now we prove that aggregation functions from family F define a universal
integral I : D[0,1] → [0, 1] with respect to the semicopula ⊗, by means of
I(m, f) = Hm(f) for all (m, f) ∈ D[0,1]
and being
Hm ∈ H(X,A) such that Hm(1E) = m(E), for all E ∈ A.
First let us note how, by axiom (A3), for any m ∈ M(X,A)1 , there exist such an
Hm ∈ H(X,A) and, moreover, by axiom (A1) it is unique, and, consequently, the
function I is well defined.
Let us consider (m, f), (m′, f ′) ∈M(X,A)1 ×F (X,A)[0,1] such thatm ≥ m′ and f ≥ f ′.
By definition of I, the monotonicity condition I(m, f) ≥ I(m′, f ′) reduces to
Hm(f) ≥ Hm′(f ′), which is true by (A1), being Hm(1{f≥t}) = m({f ≥ t}) ≥
m′({f ′ ≥ t}) = Hm′(1{f ′≥t}) for all t ∈ [0, 1]. In this way we proved that
condition (I1*) in definition 4 holds.
Condition (I2*) holds by definition of⊗ and I. Indeed, for all (m, c ·1E) ∈ D[0,1],
I(m, c · 1E) = Hm(c · 1E) = c⊗Hm(1E) = c⊗m(E).
Finally, if for (m1, f1) ∈ M(X1,A1)1 × F (X1,A1)[0,1] , (m2, f2) ∈ M(X1,A1)1 × F (X2,A2)[0,1]
it results that m1({f1 ≥ t}) = m2({f2 ≥ t}) for all t ∈ [0, 1] then we have
Hm1(1{f1≥t}) = Hm2(1{f2≥t}) for all t ∈ [0, 1].
Hence, by (A1) we have Hm1(f1) = Hm2(f2), i.e. I(m1, f1) = I(m2, f2) such that
also (I3*) holds.
Now we prove the sufficiency part. Suppose that I : D[0,1] → [0, 1] is a
universal integral with respect to some semicopula ⊗. For all (X,A) ∈ S and
m ∈ M(X,A)1 the function Im : F (X,A)[0,1] → [0, 1] defined by Im(f) = I(m, f)
for all f ∈ F (X,A)[0,1] , is an aggregation function of H(X,A). Let us prove that the
family of aggregation functions F = {Im | m ∈
⋃
(X,A)∈SM(X,A)1 } satisfies
axioms (A1)-(A3). Suppose that for some m1 ∈ M(X1,A1)1 , m2 ∈ M(X1,A1)1 and
f1 ∈ F (X1,A1)[0,1] and f2 ∈ F (X2,A2)[0,1] we have that Im1(1{f1≥t}) ≥ Im2(1{f2≥t}) for all
t ∈ [0, 1]. This means, by (I2*), m1({f1 ≥ t}) ≥ m2({f2 ≥ t}) for all t ∈ [0, 1],
i.e. h(m1,f1)(t) ≥ h(m2,f2)(t) for all t ∈ [0, 1] and being h(m,f) : [0, 1] → [0, 1] the
function defined by h(m,f)(t) = m({f ≥ t}) for all t ∈ [0, 1] and for any (m, f) ∈
D[0,1]. By Theorem 1 since I is a universal integral, there exists a real valued
nondecreasing function J such that J(h(m,f)) = I(m, f) for all (m, f) ∈ D[0,1]
(see also [23]). Being h(m1,f1) ≥ h(m2,f2) it follows that J(h(m1,f1)) = Im1(f1) ≥
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J(h(m2,f2)) = Im2(f2) and this proves (A1).
Axiom (A2) follows by (I2*). Indeed I(m, c · 1X) = c⊗m(X) = c⊗ 1 = c, for
all c ∈ [0, 1], (X,A) ∈ S and m ∈M(X,A)1 .
Finally, (A3) is trivial, since for all m ∈ ⋃(X,A)∈SM(X,A)1 we get I(m,1E) =
m(E) for all E ∈ A by (I2*).

4.1. Examples: developing Choquet and Sugeno integrals as families of aggrega-
tion functions satisfying axioms (A1)-(A3)
For all (X,A) ∈ S and for all m ∈ M (X,A)1 let us consider the aggregation
function Cm : F (X,A)[0,1] → [0, 1] defined for all f ∈ F (X,A)[0,1] as
Cm(f) =
∫ 1
0
m({f ≥ t})dt.
If we consider the family F = {Cm | m ∈
⋃
(X,A)∈S M
(X,A)
1 }, this satisfies ax-
ioms (A1)-(A3).
By Theorem 2 there exists a universal integral C : D[0,1] → [0, 1] with a semicop-
ula ⊗ such that, for all Cm ∈ F ∩H(X,A),
Cm(h) = C(mCm , h), for all h ∈ F (X,A)[0,1] . (4)
In this case the semicopula ⊗ is defined for all (a, b) ∈ [0, 1]2 by
a⊗ b = Cm(a · 1B) =
∫ 1
0
m({a · 1B ≥ t})dt = a ·m(B),
with Cm ∈ F ∩ H(X,A), B ∈ A such that Cm(1B) = b. By definition of Cm, it
follows that mCm = m and then
a⊗ b = a ·m(B) = a ·mCm(B) = a · Cm(1B) = a · b.
Thus, in this case the semicopula ⊗ is the standard product and, obviously, the
universal integral C : D[0,1] → [0, 1] is the Choquet integral.
For all (X,A) ∈ S and m ∈ M (X,A)1 let us consider the aggregation function
Sm : F (X,A)[0,1] → [0, 1] defined for all f ∈ F (X,A)[0,1] by (∧ indicates the minimum)
Sm(f) = sup {t ∧m({f ≥ t}, t ∈ [0, 1]} .
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If we consider the family F = {Sm | m ∈
⋃
(X,A)∈S M
(X,A)
1 }, this satisfies ax-
ioms (A1)-(A3).
By Theorem 2 there exists a universal integral S : D[0,1] → [0, 1] with a semicop-
ula ⊗ such that, for all Sm ∈ F ∩H(X,A),
Sm(h) = S(mSm , h), for all h ∈ F (X,A)[0,1] . (5)
In this case the semicopula ⊗ is defined for all (a, b) ∈ [0, 1]2 by
a⊗ b = Sm(a · 1B) = sup{t ∧m(B), t ∈ [0, a]} = a ∧m(B),
with Sm ∈ F ∩ H(X,A), B ∈ A such that Sm(1B) = b. By definition of Sm, it
follows that mSm = m and then
a⊗ b = a ∧m(B) = a ∧mSm(B) = a ∧ Sm(1B) = a ∧ b.
Thus, in this second example the semicopula ⊗ is the minimum ∧ and the univer-
sal integral S : D[0,1] → [0, 1] is the Sugeno integral.
5. A second characterization of universal integral on the scale [0, 1]
From Theorem 2 we can elicit a new characterization of the family of universal
integrals on the scale [0, 1], in the standard setting provided in [17].
Theorem 3 A function I : D[0,1] → [0, 1] is a universal integral on the scale [0, 1]
if and only if it satisfies the following axioms:
(H1) I(m,1E) = m(E), for all (X,A) ∈ S , m ∈M(X,A)1 , E ∈ A;
(H2) I(m, c · 1X) = c, for all (X,A) ∈ S , m ∈M(X,A)1 and c ∈ [0, 1];
(H3) I(m1, f1) ≥ I(m2, f2), for all (m1, f1), (m2, f2) ∈ D[0,1] such that
m1({f1 ≥ t}) ≥ m2({f2 ≥ t}) for all t ∈]0, 1].
Proof
12
First, let us suppose that I satisfies axioms (H1)-(H3). For all (X,A) ∈ S and
m ∈ M(X,A)1 we consider the function Im : F (X,A)[0,1] → [0, 1] defined by Im(f) =
I(m, f) for all f ∈ F (X,A)[0,1] . Due to axioms (H1)-(H3), Im is an aggregation
function from H(X,A). Indeed, it holds: Im(1∅) = I(m,1∅) = m(∅) = 0 and
Im(1X) = I(m,1X) = m(X) = 1 by (H1); for any pair of measurable functions
f, g ∈ F (X,A)[0,1] , with g ≤ f , m({g ≥ t}) ≤ m({f ≥ t}) for all t ∈]0, 1] and then
Im(g) ≤ Im(f) by (H3). Note that Im, according with (1), induces the same
capacity m: it holds that, for any E ∈ A, Im(1E) = m(E) by (H1).
Now consider the family of aggregation functions
FI = {Im |m ∈
⋃
(X,A)∈S
M(X,A)1 } ⊆ H[0,1]. (6)
Using axioms (H1)-(H3), it is easily checked that FI satisfies axioms (A1)-(A3)
and this concludes the sufficiency part.
The reverse of the proof (necessity part) is again easily proved. Indeed if I is
a universal integral on the scale [0, 1], then the family FI defined in (6) satisfies
axioms (A1)-(A3) and, consequently, I satisfies axioms (H1)-(H3).

Let us note that if I : D[0,1] → [0, 1] satisfies axioms (H1)-(H3) then I is a
universal integral on the scale [0, 1] (by Theorem 3) related to the semicopula ⊗
defined by a ⊗ b = I(m, a · 1E) for all a, b ∈ [0, 1] and for some (X,A) ∈ S ,
m ∈M(X,A)1 and E ∈ A such that m(E) = b.
5.1. An illustrative example
Let us give an example of the use of Theorem 3. Consider the Choquet inte-
gral C : D[0,1] → [0, 1], C(m, f) =
∫ 1
0
m({f ≥ t})dt and the Sugeno integral S :
D[0,1] → [0, 1], S(m, f) = sup {t ∧m({f ≥ t}, t ∈ [0, 1]}. These are universal
integrals on the scale [0, 1] related, respectively, to semicopulas product and mini-
mum. Suppose we want to verify that the mixture αC+(1−α)S : D[0,1] → [0, 1],
defined by (αC + (1− α)S)(m, f) = αC(m, f) + (1− α)S(m, f), for α ∈]0, 1[,
is again a universal integral on the scale [0, 1]. In this case, it is sufficient (and
trivial) to prove that αC + (1 − α)S satisfies axioms (H1)-(H3). Obviously, the
underlying semicopulas is the mixture a⊗ b = α(a · b) + (1− α)(a ∧ b).
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6. Conclusions
The concept of universal integral generalizes several well known integrals
used in Decision Analysis, like the Choquet integral and the Sugeno integral. In
this paper we have provided two new axiomatizations of universal integrals on the
scale [0, 1]. The first one is in terms of a family of aggregation functions satisfying
a set of desired properties. The second one is in the original setting of a functional
defined on the union of all Cartesian products of the set of measures per the set
of measurable functions. These new axiomatizations could represent a starting
point for new theoretical and practical applications of the universal integral, both
in MCDA as well as in decision under risk and uncertainty.
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