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Abstract
Quantum spin liquids represent a novel phase of magnetic matter where quantum fluc-
tuations are large enough to suppress the formation of local order parameters, even
down to zero temperature. Quantum spin liquid states can emerge from frustrated
quantum magnets. These states show several peculiar properties, such as topological
order, fractional excitations, and long-range entanglement.
The Kitaev spin model on the honeycomb lattice is one of the few models proposed
which can exactly show the existence of a Z2 quantum spin liquid. The model describes
spins featuring frustrated compass interactions, and it exhibits a quantum spin liquid
ground state.
The model’s ground state can be found exactly by representing spins in terms of Ma-
jorana fermions. It turns out that spin excitations fractionalize into two degrees of
freedom: spinless matter fermions and flux excitations of the emergent Z2 gauge the-
ory.
Recently, possible solid-state realizations of Kitaev quantum spin liquids have been
proposed in a class of frustrated Mott insulators. Unfortunately, experiments can
not unambiguously identify quantum spin liquids, due to their elusive nature. Nev-
ertheless, indirect observations on a spin liquid state can be done by looking at its
excitations. Along this line, thermal transport investigations provide for an option to
study heat-carrying excitations, and thus the properties of the related spin liquid state.
In this doctoral thesis work, I performed a study of longitudinal thermal transport
properties in the two-dimensional Kitaev spin model. This study aims to advance the
understanding of transport in prototypical frustrated quantum magnets that might
harbor Kitaev physics, and in particular quantum spin liquid states. For this purpose,
I explored the model for varying exchange coupling regimes − to underline the impact
of anisotropy on transport − and I studied transport over a wide range of tempera-
tures.
Transport properties have been explored within the formalism of the linear response
theory. Based on the latter, thermal transport coefficients can be evaluated by calcu-
lating dynamical energy-current auto-correlation functions.
First, I performed an analytical study of the uniform gauge sector of the model −
where excitations of gauge degrees of freedom are neglected. Analytical findings for
the energy-current correlations, and their related transport coefficients, imply a finite-
temperature ballistic heat conductor in terms of free matter fermion excitations −
independent of exchange couplings.
Second, thermal transport has been studied at finite temperatures, considering thermal
gauge excitations off the uniform gauge sector. For this purpose, I made use of two
v
complementary numerical methods able to treat finite-temperature systems.
On the one hand, I resorted on the exact diagonalization of the Kitaev Hamiltonian
given in terms of fermions and a real-space dependent Z2 gauge potential, to study
relatively small systems.
On the other hand, I used an approximate method based on a mean-field treatment of
thermal gauge fluctuations. The method allowed to extend the study of thermal trans-
port to systems with up to ∼ O(104) spinful sites. It made possible the computation
of correlation functions by reducing the exact trace over all gauge states to an average
over dominant gauge states suited to a given temperature range.
The reliability of the method has been checked by comparing to numerically exact
thermodynamics of systems. Based on the thermodynamic analysis, the method has
been restricted to a temperature range where the mean-field treatment of gauge fluc-
tuations is acceptable. Within such temperature range, the method succeeded in well
reproducing exact results. The prime advantage of this method is its capability to
reveal important features in the energy-current correlation spectra, not captured by
the exact diagonalization approach because of finite-size effects.
I found that the energy-current correlation spectra, in the presence of thermal gauge ex-
citations, show clear signatures of spin fractionalization. In particular, the low-energy
part of spectra displays features arising from a temperature-dependent matter-fermion
density relaxation off an emergent thermal gauge disorder. This static gauge disorder
also leads to the appearance of a pseudogap in the zero-frequency limit, which closes
in the thermodynamic limit. The extracted dc heat conductivity is consequently influ-
enced by this interplay between matter fermions and gauge degrees of freedom.
The anisotropy in the exchange couplings moves Kitaev systems through gapless and
gapped phases of the matter fermion sector.
Effects of anisotropy are visible in the dc conductivities which display a low-temperature
dependence crossing over from power-law to exponentially activated behavior upon en-
tering the gapped phase.
Therefore, I found that in the thermodynamic limit, two-dimensional Kitaev systems
feature dissipative transport, regardless of exchange couplings.
This finding is in contrast to the ballistic transport found discarding gauge excitations
in the uniform gauge sector, which underlines the relevance of gauge degrees of freedom
in thermal transport properties of Kitaev systems.
Keywords— Thermal conductivity, frustrated magnetism, antiferromagnetism, spin-orbit
coupling, spin liquid, fractionalization, magnetotransport, topological phases of matter, Ki-
taev model
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CHAPTER 1
Introduction
Magnetism is a well-developed field of physics with a long history of discoveries. Magnetic
materials have provided a prolific field for the production of models that can be explored ex-
perimentally. The recent possibility to synthesize low-dimensional magnetic materials opened
the way to many unconventional phenomena led by enhanced quantum effects. Along this
path, instances in which theories predict novel phases of matter continuously intrigue the
condensed matter community, which also tries to find appropriate experimental conditions to
observe them. In this context, the so called quantum spin liquid (QSL) phase is a not-entirely
explored territory with extraordinary properties. Theoretically predicted by P. W. Anderson
in 1973 [1], it represents an elusive quantum state of matter not yet conclusively verified by
experiments.
To understand the peculiarity of this exotic phase − which is related to the core of this
work − it is useful to give a basic idea of the concept of phase and phase transition based
on local symmetry. This concept relies on Landau symmetry-breaking theory [2]. Its funda-
mental principle is that different orders are related to different symmetries − according to
which the microscopic degrees of freedom arrange. This order can be described by a local
order parameter which is able to distinguish different phases from each other. A standard
example of an order parameter is given by the average magnetization of a ferromagnetic ma-
terial, M = 〈Si〉. Si is the local degree of freedom, or spin, located at the ith site of a lattice,
and can either points up or down. The system can exist in two different phases depending
on the temperature. Below a critical temperature Tc, a ferromagnetic interaction between
nearest neighbor spins selects the same direction, breaking the spin rotational symmetry, and
giving rise to a permanent magnetization M > 0. Above Tc, thermal fluctuations of Si lead
to a zero magnetization, M = 0. Thus, the local order parameter M(T ) discriminates in
the phase transition − occurring at T = Tc − between the ferromagnetic (M > 0) and the
paramagnetic phase (M = 0). The distinction of phases in terms of order parameters is only
dictated by the symmetry group of the Hamiltonian considered for the problem, regardless
of its microscopic details. Such a theory, based on a mean-field order parameter, was later
improved taking also into account fluctuations of the order parameter, within the so called
Ginzburg-Landau theory [3]. In the end, the Ginzburg-Landau theory was thought able to
describe all phases of matter and transitions.
However, as it frequently happens, experiments push theory to the brink. In the 80’s a
discovery related to a system of electrons confined in two dimensions − what is known as a
2-dimensional electron gas (2DEG) − was reported. This 2DEG, subject to a strong magnetic
field at very low temperatures was observed to form a new kind of order [4], with a state of
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matter turning into an incompressible quantum liquid 1. These states are labeled by a quan-
tity named filling fraction ν = nhc/eB, related to the ratio of electron density n, and flux
quanta of the applied magnetic field B. States having a fractional ν were observed, and called
Fractional Quantum Hall (FQH) states. A theoretical study of the FQH states was reported
by Laughlin [5]. These states show internal orders which do not have any connection with
any kind of local symmetries − or the breaking of them − resulting in exotic phases beyond
the Ginzburg-Landau scheme.
The idea of topological order [6] was provided to describe the new order in FQH states.
Even though there is no rigorous definition of topological order in the literature, some im-
portant physical features of FQH states can give an idea of it. First, FQH states show a
ground state degeneracy which only depends on the topology of the space [7], with a degen-
eracy of qg, where q = 1/ν and g is the genus of the manifold the system is embedded into
( e.g. g = 1 for a Torus). Second, excitations of these states show typical properties as the
fractionalization of the charge 2. Finally, these excitations from FQH states obey unconven-
tional mutual exchange statistics, named anyonic, which interpolates continuously between
bosonic and fermionic statistics. In fact, exchanging two quasiparticles − dubbed anyons −
the related quantum state acquires a phase eiθ, with θ ∈ [0, π] [8, 9]. Interestingly, topological
order describes also other states of matter, for instance QSL states. Hence, unconventional
properties together with the absence of any local order parameter for topologically ordered
states should give an idea about how challenging is the study and the detection of the QSL
phase in experiments.
Moreover, topological states are interesting in the quest for decoherence-protected qubits −
in the context of quantum computation. Qubits are the basic units of quantum information,
and they consist of two-state quantum-mechanical systems. Computation processes require
coherence among these states, which is, however, undermined by quantum decoherence intro-
duced via their excitation spectrum [10]. Highly-degenerate states are preferred to preserve
the coherence of states, and one may rely on topology to provide physically protected degen-
eracies. Topological degenerate states are gapped and robust against local perturbations [11]
− in other words, they are locally indistinguishable and do not couple with each other. These
features allow to use these states to generate coherent qubits. Basic elements for quantum
computation are provided by operations on the excitations of these topological states, i.e.,
anyons, introducing to what is called topological quantum computation [12].
In the pursuit of phases of matter showing topological excitations, A. Kitaev has contributed
extensively. He introduced one of the simplest examples of exactly solvable lattice model
displaying topological order and Abelian excitations, namely the Toric Code model [13]. Fur-
thermore, he developed a 2D quantum spin model on the honeycomb lattice [14] which has
recently been subject of great interest. This latter model is analytically solvable and describes
a QSL state. It allows to further understand the properties of the QSL phase, such as the
emergence of fractional excitations, non-Abelian statistics, and topological edge modes. In
this context, theoretical and experimental efforts have been spent looking for evidence of Ki-
taev physics in real materials.
1The term liquid indicates degrees of freedom arranged in a strongly correlated state with no
static order. For an incompressible fluid follows that ∂n/∂µ = 0, with µ the chemical potential, i.e.,
no particles can be injected/taken out from the state.
2For FQH states, which elementary constituents are electrons of charge e, the excitations carry a
charge that is a fraction of e.
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A promising route in the quest for topologically ordered QSL states is provided by the study
of frustrated magnetic materials [15]. The term “frustrated” indicates the impossibility to
satisfy simultaneously all the competing exchange processes involved in the Hamiltonian of a
system [16]. Frustration usually counteracts order based on symmetry breaking. Thus, it can
be assumed as a mechanism-guide to select systems that might be good candidates for QSLs.
An important and difficult question is the experimental synthesis and characterization of
QSLs. About this last point, several experimental techniques are employed to probe QSL
physics indirectly. These techniques, such as inelastic neutron scattering [17, 18], Raman
scattering [19], µSR [20], NMR [21, 22], and also thermal transport measurements [23, 24],
look at the elementary magnetic excitations of a QSL state. In particular, thermal transport
is phenomenologically related to the thermodynamics, the energy dispersion, and the relax-
ation time of excitations involved in heat transport. It represents a powerful tool able to
discriminate scattering mechanisms in quantum magnets — see Hess [25] for a review.
The prime goal of this thesis is to perform a theoretical study of the dynamical thermal
transport for a two-dimensional QSL system. Here, the model considered is the aforemen-
tioned Kitaev model on the honeycomb lattice. This study aims to advance the understanding
of transport in prototypical frustrated quantum magnets that might harbor QSL states. To
stay in the QSL phase predicted by plain Kitaev physics, this work neglects other possible
competing interactions in the model. In this context, it is possible to study the contribution
of arising fractional excitations to the heat conductivity.
3
1.1. Outline
1.1 Outline
The thesis is organized in the following way. In the present chapter, I proceed by first intro-
ducing the concept of frustrated magnetism and quantum spin liquid. I close the chapter with
some examples of experimental techniques to explore QSLs. In chapter 2, I first introduce
theoretical aspects of thermal transport. Second, I present some selected experimental results
for thermal transport measurements in low-dimensional spin systems. In chapter 3, I provide a
description of the Kitaev spin model on the honeycomb lattice. The ground state of the model
can be exactly found. I present and discuss the solution obtained, which describes a quantum
spin liquid ground state hosting two fractional excitations: spinless matter fermions coupled
with emergent flux excitations of Z2 gauge field. The solution can be obtained via several
possible representations of the spin model in terms of fermions. In particular, I describe both
a Majorana representation of spins, and a representation based on a Jordan-Wigner transfor-
mation − which has been employed in this thesis. In chapter 4, I present both the analytical
and numerical methods used to compute heat transport coefficients by evaluating the energy-
current auto-correlation function. Specifically, I show an analytical approach employed to
study system in the uniform gauge sector. Moreover, I present numerical methods to deal
with systems in excited-gauge sectors. These methods consist of the exact diagonalization
method, and of a phenomenological mean-field treatment of thermal gauge fluctuations. In
chapter 5, I show the results obtained for thermal transport in the Kitaev honeycomb model.
These results are based on a complementary use of the formal developments introduced in
the preceding chapters. Findings for the energy-current auto-correlation function, as well as
for the transport coefficients, are presented in a wide range of temperatures − which allows
to study the role of thermal gauge disorder in the heat transport − and for several sets of
exchange couplings − to study the impact of anisotropic interactions. Finally, I conclude
the thesis by summarizing the work carried out and discussing the results obtained. Various
technical details are provided in the respective appendices.
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1.2. Frustrated magnets
1.2 Frustrated magnets
To introduce the concept of frustration in magnetic materials it is useful to recall the behavior
of unfrustrated magnetic systems. For most of the unfrustrated magnets, spin fluctuations
lead to a paramagnetic phase above a critical temperature Tc. These fluctuations become
smaller by going below Tc, where systems develop some kind of long-range magnetic order.
Consider the spin-12 Heisenberg model on a simple cubic lattice,
H =
∑
〈ij〉
JijSi · Sj . (1.1)
In a classical description, Si={Sxi , S
y
i , S
z
i } refers to the 3-components spin vector located at
the ith site. These local degrees of freedom interact via the nearest-neighbor exchange cou-
pling Jij . In the ordered phase of the model, the classical ground states are Néel states.
These states are unique up to global spin rotations, that are a symmetry of the model. The
phase transition from a high-temperature paramagnet to a low-temperature antiferromagnet
is described within the Landau theory. The staggered magnetization M(T ) is the local order
parameter, which quantifies the breaking of spin rotational symmetry in ground states.
Magnets hosting frustration do not behave according to this conventional scheme. Frus-
trated magnets counteract the usual tendency towards the symmetry-breaking order below a
critical temperature. The term frustration refers to the impossibility to satisfy simultaneously
competing interactions of the system. For instance, considering the model in (1.1) − e.g.,
put on a different lattice, or adding next nearest-neighbors interactions − frustration would
mean that there exists no state in which each local energy cost Jij can be minimized. As
a consequence, a large number of low-energy configurations arise due to frustrated interac-
tions, and they lead to large low-energy fluctuations. These fluctuations contribute to evade
the classical long-range order. Thus, a frustrated system may either be characterized by a
strongly reduced ordering temperature, or to lead to an exotic liquid phase 3, not ordered at
all. Indeed, the classical ground state degeneracy of these systems is not due to symmetry
arguments but is accidental. So the spectrum of fluctuations varies around each ground state.
Consequently, ground states with the lowest excitation energies can be selected, because they
have the largest entropy and the smallest zero-point energy. This mechanism — known as
order-by-disorder — is common in frustrated systems and allows for ordered states driven by
thermal (quantum) fluctuations.
Generally, one distinguishes two prototypical forms of magnetic frustration. First, geomet-
rical frustration on non-bipartite lattices with only nearest-neighbor interactions. The 2D
antiferromagnetic Ising model 4 on a triangular lattice is an example (see Fig. 1.1(a)). For
this type of frustration, all exchange bonds cannot be simultaneously satisfied due to local
geometrical constraints. Second, interaction frustration led by competing longer range or
anisotropic exchange interactions also on bipartite lattices. The J1−J2 Heisenberg model on
a square lattice can be an example (see Fig. 1.1(b))
H = J1
∑
〈ij〉
Si · Sj + J2
∑
〈〈ij〉〉
Si · Sj . (1.2)
3For a physical understanding of these exotic liquid phases, I refer the reader to Sec. 1.3.
4 The Ising spin Hamiltonian is given by H = −J∑〈ij〉 σiσj with σi = ±1.
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Figure 1.1: (a) Ising spins (arrows) interacting antiferromagnetically on a triangular lattice.
The red bond indicates the geometrically frustrated one. (b) J1 − J2 Heisenberg model on a
square lattice. Nearest-neighbor J1 and next nearest-neighbor J2 interactions are shown with
black and blue bonds, respectively.
In (1.2) 〈· · · 〉 and 〈〈· · · 〉〉 are nearest-neighbors and next nearest-neighbors bonds, respec-
tively. The classical ground state of this model depends on the ratio r = J2/J1. For r < 12
the ground state shows a conventional Néel order on the bipartite lattice. If r > 12 the system
yields a ground state with decoupled Néel sublattices [26]. The fully frustrated condition
r = 12 provides a large amount of classical degenerate ground states, including any state with
a zero total spin per elementary square. Quantum corrections to the order parameter have
been considered for this case, providing, for each of these states, the suppression of a possible
order. This latter likely because of the presence of large low-energy fluctuations [26]. Recently
discovered quasi-2D materials, such as Li2VOSiO4 and Li2VOGeO4 are possible realization
of the model of (1.2) [27].
It is worth introducing − for the purpose of this work − a case of frustration led by the
entanglement of spin and orbital degrees of freedom. The sensitivity of orbital interactions to
the spatial orientation of orbitals generally gives rise to highly anisotropic Hamiltonians, and
to frustrated states. Transition-metal (TM) compounds with partially filled d-levels are an ex-
ample of systems with an intricate interplay of electronic, orbital, and spin degrees of freedom.
In particular, one can consider TM oxides formed by magnetic ions in a d5 electronic config-
uration. A large set of d5 materials including iridates − typically with a Ir4+(5d5) valence −
exists. Ruthenium-based compounds with a Ru3+(4d5) valence can be also included in this
d5-materials set . Degeneracy of d levels can be lifted due to the crystal-field potential. Levels
split into threefold-degenerate t2g states and twofold-degenerate eg states. Then, five electrons
with magnetic moment s = 12 lie in the lower-energy t2g orbitals with orbital moment ℓ = 1.
In the limit of strong spin-orbit (SO) coupling the system results in a fully filled j = 32 band
and a half-filled j = 12 band. This SO interaction gives rise to a reduction of the effective
electronic bandwidth even in the presence of moderate electronic Coulomb repulsion. Thus
it allows for the opening of a Mott insulating gap. This is why these j = 12 Mott materials
are usually referred to as spin-orbit assisted Mott insulators [28]. Figure 1.2 guides through
the formation of SO entangled j = 12 moments for typical Ir
4+ or Ru3+ ions in a d5 electronic
configuration. To appreciate the importance of these systems in the context of frustration, it
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Figure 1.2: Scheme of lifting d-orbitals degeneracy driven by crystal-field splitting, spin-
orbit coupling, and electronic correlation, producing j = 12 for ions as Ir
4+ or Ru3+. Figure
taken from Ref. [28].
is useful to provide a microscopic description of them.
A recent work [29] has studied magnetic interactions in these SO coupled Mott insulators. In
these systems, the orbital, spin, and geometrical frustration are shown to be superimposed
via the SO entanglement. Moreover, the symmetry of low-energy Hamiltonians considered is
strongly dependent on the lattice geometry. This aspect offers a promising route to design
exotic spin models like quantum compass models [30] — including the Kitaev’s honeycomb
model [14].
In particular, Jackeli and Khaliullin [29] formulate a superexchange theory to describe mag-
netic interactions of Ir4+. The model considers a superposition of spin and orbital states led
by strong SO coupling. Such a mixing gives rise to isospin states with a real-space density
profile as in Fig. 1.3(a). This specific distribution of states plays a key role in determining
the form of the exchange Hamiltonian. This latter will depend on bond geometry via such
a density profile. Two possible TM-O-TM geometries are considered in their work. One of
these is a 90◦-bond formed by edge-sharing octahedra — see Fig. 1.3(b). With this particular
arrangement, the Hamiltonian of the system has exchange interactions that depend on the
spatial orientation of the active-orbital bonds
Hγij = −JS
γ
i S
γ
j , (1.3)
where ij labels a γ-bond living in a plane perpendicular to the γ(= x, y, z) axis.
Equation (1.3) is analogous to a quantum compass model. Their work also outlines how
to engineer the Kitaev compass model in 90◦ TM-O-TM Mott insulators. The model (1.3)
can be implemented on triangular lattices for magnetic ions in layered compounds ABO2 —
with A and B alkali and TM ions, respectively. The triangular lattice of magnetic ions in
an ABO2 structure can be depleted down to a honeycomb lattice, obtaining A2BO3 layered
compounds. For this latter structure, there are three not equivalent bond-interactions which
reproduce the frustrated bond-dependent couplings in the Kitaev model. In Figs. 1.3(c,d)
examples of triangular and honeycomb structures, as well as the corresponding spin-orbit
patterns are shown, respectively.
1.2.1 Signatures of frustration
Frustrated magnets tend to evade the magnetic order. Considering this property, a quantity
which can characterize the amount of frustration in a system is provided by Ramirez [31].
The magnetic susceptibility χ(T ) at high temperature obeys the Curie-Weiss law
χ(T ) ∝ 1
T −ΘCW
. (1.4)
7
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Figure 1.3: (a) Density profile of one of the two isospin states considered in Ref. [29]. It is
a superposition of a spin up density in |xy〉-orbital with ℓz = 0, and a spin down density in
(|yz〉+ i|xz〉) state with ℓz = 1. (b) TM-O-TM 90◦-bond formed by edge-sharing octahedra,
with active orbitals laying on these bonds. Large (small) dots indicate the transition metal
(oxygen) ions. Examples of 90◦-bonds TM-O-TM structures and corresponding interaction
patterns. Grey (white) circles stand for magnetic ions sites (oxygen sites). (c) Triangular unit
cell for ABO2-type compounds. The model (1.3) here realizes a quantum compass model on
a triangular lattice, with bond 1-2 being perpendicular to the x-axis. (d) Hexagonal unit cell
for A2BO3-type compounds. Here magnetic ions are located on a honeycomb lattice. The
model (1.3) is identical to the Kitaev model. Figures adapted from Ref. [29].
The Curie-Weiss temperature in (1.4) — ΘCW<0 if the exchange is antiferromagnetic, ΘCW>0
if ferromagnetic — refers to the energy scale of exchange interactions. Above |ΘCW | the sys-
tem is in a paramagnetic regime because of thermal fluctuations. In unfrustrated systems, at
T . ΘCW magnetic moments start to order, reported by a cusp in χ(T = Tc ∼ ΘCW ). By
contrast, frustrated systems do not show any feature in χ(T ∼ ΘCW ). Here the paramagnetic
phase is extended to lower temperatures, meaning that Tc ≪ ΘCW . Thus, ordering may occur
at a lower Tc than usual or may be prevented even at T = 0. Ramirez introduces the ratio
f =
|ΘCW |
Tc
(1.5)
as a measure for the degree of frustration. Materials with a large value of f are usually
referred to as frustrated — see Chalker [32] and Balents [15] for some examples of frustrated
real materials and the corresponding value of f .
Furthermore, in some geometrically frustrated systems, there is a large number Γ of de-
generate classical ground states. This leads to an extensive residual entropy S0 = kB ln(Γ).
The 2D Ising model on a triangular lattice of Fig. 1.1(a) is an example. Its ground-state man-
ifold counts at least Γ = 2N/3, where N is the number of lattice (spins) sites. Γ results from
all the possible ways to arrange spins pointing either up or down with one unsatisfied bond
8
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Figure 1.4: Left. Bragg peaks of an ideal crystal for specific ordering vectors Qi in the
reciprocal space. Right. Example of typical structure factor of a liquid in the reciprocal space.
Features of correlated local degrees of freedom exist in the short-range distance of the real
space. Figure taken from Ref. [34].
per triangle. Thus, in this system the residual entropy per site is S0/N ≥ kB 13 ln 2 ∼ 0.210kB.
Wannier studied the model in 1950 [33] and he exactly calculated an S0/N ∼ 0.3230kB.
1.3 Quantum spin liquids
Frustration represents a suitable context for the development of novel states of matter. In
particular, the existence of spin liquid states has been predicted for frustrated spin systems.
P. W. Anderson introduced the concept of spin liquids in 1973 [1]. He discussed the possible
existence of disordered ground states beyond conventional long-range ordered Néel states, for
2D quantum frustrated antiferromagnets.
The term spin liquid is intended to draw an analogy between possible phases of a magnet
and the canonical three-phases of water. To identify these phases one can study the spin-spin
correlation function 〈Sj · Sk〉, and in particular the static structure factor
S(q) =
1
N
∑
j 6=k
〈Sj · Sk〉eiq(rj−rk) , (1.6)
with Sj the spin operator on the jth lattice site, 〈· · · 〉 indicating an ensemble average, and
q the momentum vector in the reciprocal space. Neglecting finite temperature effects, it is
reasonable to see a paramagnet as behaving like a gas, since both phases have uncorrelated
degrees of freedom . This results in a S(q) → 0 for |rj − rk| → ∞ that is featureless. In
contrast, it is appropriate to think of a Néel state as a solid. Here, S(q) ∝ δ(q−Qi) describes
the periodic pattern of a long-range ordered system, with S(q) consisting of Bragg peaks at
all ordering vectors Qi. For a liquid, S(q) is a smooth function with no sharp peaks, whose
structure describes instead the short-range order of such a system — see Figs. 1.4.
Therefore, a spin liquid here stands for a state with short-range correlated spins preventing
any form of long-range magnetic order. Despite this analogy with conventional fluids, spin
liquids can exhibit much more exotic phenomena. Many models in literature describe either
classical or quantum spin liquids [15, 35]. Because the content of this work deals with quan-
tum models, I will refer to quantum spin liquids (QSLs) in the remainder of this thesis. The
term quantum spin liquid is not unambiguously defined in the literature. For this purpose, in
the following I will discuss three possible definitions of QSLs commonly used.
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Figure 1.5: (a) Dimerized J − J ′ Heisenberg model on a square lattice. (b) Limit of
J
′
= 0 where the ground state is trivially a product of spin singlets (ellipses) on J bonds. (c)
Small J
′ 6= 0 produces other possible VB patterns which can contribute to the ground-state
wavefunction. Figure taken from Ref. [38].
(a) A QSL can be defined as a state without magnetic long-range order, meaning that
〈Sj · Sk〉 decays to zero for |rj − rk| → ∞.
According to (a), any system with continuous spin-rotation symmetry and dimensionality
d ≤ 2 at finite temperature is a spin liquid (Mermin-Wagner theorem [36]). Spin- 12 J1−J2−J3
Heisenberg model on the hexagonal lattice studied by Fouet et al. [37] can be somewhat also
included in (a). Many phases of this latter model have been found, depending on the degree
of frustration. In particular, Néel order or ferromagnetism disappears around the points of
maximum classical frustration leading to phases with spin-gap and short-range spin-spin cor-
relations.
Further examples can be related to systems where SU(2) spin symmetry is not broken in the
ground state due to quantum effects. One way to think of this is given by pairing spins in
rotationally invariant valence bonds (VBs). The VB states are singlet states which connect
two spin-12 at site i and j of a lattice, indicated as |vb〉i,j later on. A dimerized model, such
as the J − J ′ Heisenberg model shown in Fig. 1.5, can give an idea about a possible VB con-
figuration. Here a non-magnetic VB ground-state wavefunction is a direct product of |vb〉i,j
covering all the lattice sites. The columnar dimer state of Fig. 1.5 provides an example of
what is called valence bond crystal (VBC). More general than the columnar dimer state of
Fig. 1.5, a VBC can be thought as a state where spins group themselves spontaneously into
small clusters arranged in a spatially regular pattern. Each cluster contains spins forming
singlets. Interestingly, there exists one type of VBC in which the energetically optimal VB
pattern is unique − the state in Fig. 1.5 is an example of this type − and there also exists a
second type of VBC having several degenerate VB patterns, related by symmetry. While both
types of VBC do not break the SU(2) symmetry, and have no long-range spin correlations
[38] − hence belonging to the spin liquid definition (a) − the second type of VBC has certain
features of a conventional crystal. It shows a long-range order in the dimer-dimer correlation,
and spontaneous breakdown of some discrete lattice symmetries.
(b) A QSL can be also defined as a state without any spontaneously broken symmetry.
This definition excludes − as in (a) − magnetically ordered states that break SU(2) spin
symmetry. But (b) also rules out the VBC above discussed which breaks lattice symmetries.
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Figure 1.6: Lattice structure of the Cu2+ spins of SrCu2(BO3)2. Bold-solid bonds represent
the nearest-neighbor interactions, where dashed bonds indicate the next-nearest-neighbor
coupling. Figure taken from Ref. [41].
Moreover the conjectured chiral spin liquids − that break the time-reversal symmetry − are
also ruled out by (b). There are nevertheless few cases of magnetic insulators without any
obvious broken symmetry. The 2D quantum spin system SrCu2(BO3)2 is an example of a
system with an exact dimer ground state − no spontaneously breaking of symmetries − and
gapped excitations [39], see Fig. 1.6. The spin system may be described by the 2D Heisenberg
model on a square lattice with some diagonal bonds 5. This latter is referred to as the
Shastry-Sutherland [40] model. This system obeys definition (b).
A third possible definition for a QSL may follow from the Anderson’s idea of a resonating
valence bonds (RVB) state [1, 42]. The RVB state is a linear superposition of a very large
number of possible valence-bond coverings |c〉 of a lattice. If each VB configuration contributes
equally to the RVB state, its ground-state wavefunction can be written as |Φ〉RVB = |c1〉 +
|c2〉+· · ·+|cn〉 =
∑
i |ci〉. In contrast with a VBC which shows a preferred ordering pattern, an
RVB state resonates between an extensive fraction of the manifold of VB configurations. This
results in a lacking long-range order, with an RVB state behaving as a spin liquid. Rokhsar
and Kivelson [43] discovered an RVB liquid phase in connection to cuprates by studying the
quantum dimer model (QDM) on a square lattice. However, they found that except for a
critical point − where a gapped short-ranged RVB liquid exists − the model exhibits only
VBC phases. The first example of a model describing a short-ranged RVB liquid state is
provided by the QDM on a triangular lattice [44] − see Fig. 1.7.
Several properties of this RVB liquid that highlight general aspects of a QSL can be contrasted
to the discussed VBCs:
• Such a resonating state |Φ〉RVB made of dimer coverings shows no long-range order in
any spin, dimer, or higher-order correlation functions, unlike VBCs.
• A VBC has gapped, integer spin excitations obtained by breaking dimers. In contrast,
this RVB liquid has spin-12 fractional excitations, called spinons. These magnetic ex-
citations are created in pairs − since Sztot = ±1 − and can propagate independently
carrying a fraction of the energy and momentum. Spinons cannot exist in a VBC,
because to liberate two free spin-12 objects, the dimer ordered pattern is perturbed,
leading to an unfavorable energy cost paid for this excited state. Such a cost refers
to a string connecting misaligned dimers between the two spinons. This energy cost
5The Hamiltonian is H = J
∑
〈i,j〉 Si · Sj + J
′ ∑
〈〈i,j〉〉 Si · Sj , with J and J
′
nearest- and next-
nearest-neighbor interactions
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Figure 1.7: One of the possible VB configurations for the triangular QDM. A superposition
of resonating VB pattern − similar to that one depicted − leads to an RVB state on a trian-
gular lattice. Ellipses refer to singlet valence-bonds. The figure also depicts the partitioning
of the QSL ground states into topological sectors by means of the two reference lines ℓx, ℓy
wrapping around the torus (right bottom) of the triangular lattice with periodic boundary
conditions. The parity resulting from the number of dimers crossed by ℓx, ℓy is invariant under
local transformations of dimers arrangement.
Figure 1.8: (a) Scheme of a columnar VBC on a square lattice. (b) Possible fluctuations
in the VBC wavefunction shown as variations of the VB parent arrangement in (a). (c)
Representation of the confinement experienced in the short-range distance by two test-spinons
in a VBC. (d) At larger distances − with the energy cost compared to the spin gap − another
dimer is broken leading to two extra spin-12 entities. These extra entities screen out (dress)
the test-spinons and restore the regular favored pattern in a VBC. Figure taken from Ref. [38].
is proportional to the length of the string, which leads to a long-range potential that
forbids an infinite separation of the two excitations, i.e., they are confined − see Fig.
1.8. By contrast in an RVB liquid − due to the absence of a preferred VB pattern − the
string of rearranged dimers between two spinons only reshuffles dimer configurations
which already contribute to the ground state [15]. Thus that energy cost is finite as the
separation distance goes to infinity, and spinons are said to be deconfined.
• The ground state degeneracy in a VBC is related to a spontaneous symmetry breaking
of lattice symmetries. Differently, the ground state degeneracy in an RVB liquid de-
pends on the genus of the underlying lattice, hence on its topology. Topological order
introduced for FQH states [7] is also a key concept here. Indeed, changing locally a
dimer configuration requires a reordering of a certain number of other dimers. It is
possible to show that there exist loop operators which are invariant under local trans-
formations of dimers. Thus the possible ground states can be separated into different
sectors not connected by any local flipping of dimers, but only by global rearrangements
of them. For instance, one can imagine to place the triangular QDM on a torus, as
shown in Fig. 1.7. Let us consider the two reference lines ℓx, ℓy that form winding loops
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on the torus. A sector is given by two winding numbers (Wx,Wy) = (−1nx ,−1ny) with
nx, ny counting the number of valence bonds crossed by ℓx, ℓy. Each sector leads to
a ground-state wavefunction |Φ〉RVB. More generally 22g topologically distinct sectors
arise for surfaces with genus g − where g = 0(1) for a sphere (torus). These sectors are
locally equivalent. This means that no local order parameters can discriminate them
[45]. Therefore, an RVB liquid has as many ground states as it has topological sectors.
• A VBC is given by a direct product of VB states, representing a short-range entangled
(SRE) system. This short-range RVB liquid instead is made of a superposition of VB
configurations, resulting in a long-range entangled (LRE) system. The LRE has been
shown to be strictly connected to the presence of topologically ordered ground states
and their related fractional excitations − see more details in the work by Kitaev and
Preskill [46]. One way to explore entanglement is via the von Neumann entropy. In
the context of a triangular RVB state, dividing it into two spatial regions, A and B,
one can trace out the spins in the region B and obtain the reduced density matrix
ρA = TrB |Φ〉〈Φ|, with |Φ〉 the ground-state wavefunction. The von Neumann entropy
of A, SA = −TrA ρA log ρA, captures the entanglement between A and B degrees of
freedom. SA vanishes if the ground state is a direct product, i.e., |Φ〉 = |ΦA〉 ⊗ |ΦB〉.
A fundamental feature of the entanglement entropy is that for gapped quantum matter
it is expected to obey the so called area law, SA ∼ αL − γ, see Fig. 1.9. The first
term describes the local entanglement between A and B separated by the boundary
of length L, with a non-universal behavior. The second term, γ is believed to provide
a universal characterization of the entanglement of topologically ordered states, which
does not depend on the local physics near the boundaries. Recently the γ contribution
to SA for such a short-range gapped RVB system [47] has been investigated and found
consistent with that expected for a gapped QSL.
To summarize, an RVB state is one of the systems closest to the realization of a QSL. The
properties above listed can be then used to characterize at least some types of QSLs. The
element that connects these properties is the massive entanglement [35] of RVB ground states,
which has an important role in producing topologically ordered ground states supporting non-
local fractional excitations. In view of this, the third definition of a QSL follows as
(c) A QSL is a state with long-range entanglement.
Although all the definitions (a), (b), and (c) somewhat include QSLs, I will consider (c) as a
useful working definition of a QSL in the remainder of this thesis.
1.3.1 Experimental techniques
It is currently challenging to probe non-local features or measure the degree of entanglement −
which are hallmarks of QSLs. However conventional experimental techniques can be adapted
to probe QSL physics indirectly. Definitive proofs of QSL are nevertheless difficult to obtain.
Thus, it is necessary to combine different observations via complementary techniques to have
a complete picture of potential QSL systems. In the following, I want to mention only some
of the experimental techniques used to investigate potential QSL systems − for a review see
Savary and Balents [35].
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Figure 1.9: Schematic picture of the division of space into a region A and its complement
B. The contribution to the area law given by the term αL arises from the sum of local
contributions due to entangled singlets spanning the boundary. Figure adapted from Ref. [35].
• Inelastic neutron scattering. It offers access to the dynamic spin-spin correlation func-
tion S(ω,q) ∼ 〈S−q,−ω · Sq,ω〉 of a system, with ω and q the energy and momentum
transfers, respectively. The inelastic signal provided at ω ∼ J − where J is the spin
exchange scale − reveals excitations with energy ω and momentum q. Due to their
non-local nature, QSL excitations arise in pairs. This gives rise to a smooth signal
where at each momentum q, the signal intensity is spread out over a continuum of
frequencies ω, with the constraint q = q1 + q2. This continuum spectrum exhibited
by QSLs is in contrast to that one of ordinary magnets or SRE valence bond crystals.
For the latter, peaked structures in the signal are expected, due to the elementary in-
dividual excitations produced by a spin flip of the ground state. However, even pairs of
non-local excitations may form a bound state (local entity) that would contribute with
a sharp peak in S(ω,q).
• Specific heat. It is one of the most important thermodynamic quantities to study quan-
tum magnetism. Phase transitions of a system can be detected via specific heat C(T )
that shows a singularity around the transition temperature. It allows to study the spin
entropy released, by means of standard thermodynamic relations. Moreover, it pro-
vides access to low energy excitations of quantum magnets. For instance, gapless states
can lead to enhancement of power-law behavior in the low-temperature C(T ) ∝ Tα −
directly related to the density of states of low-energy excitations. Various power laws
are predicted for gapless QSL states. Unfortunately, specific heat does not discrimi-
nate different contributions arising from spin or lattice excitations. This because it is
sensitive to any excitations.
• Magnetic susceptibility. The uniform dc magnetic susceptibility χ(T ) typically shows
a peak or cusp at a phase transition. From measurements of χ(T ) one can determine
the magnetic ordering temperature Tc, as well as the Curie-Weiss temperature ΘCW .
This allows to construct the frustration parameter f introduced in equation (1.5). As
already mentioned, large values of f indicate the tendency to elude ordering, that might
suggest a typical − but not definitive − signature for a QSL. As for the specific heat,
χ(T ) at low temperature can also be related to excitations of a system.
• Heat conductivity. Mobile excitations contribute to the heat conductivity in a system.
Measurements of heat conductivity κ can determine if excitations are extended or lo-
calized. Excitations of a gapless QSL can contribute to κ, showing a change in the
low-temperature power-law behavior − indicative of the type of low-energy excitations.
These latter may significantly change the form of κ which would show anomalous con-
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tributions. However all the propagating excitations − phonons included − contribute
to κ. This means that to observe the impact of QSL excitations on κ, one needs to
disentangle the lattice contributions from the magnetic ones.
15

CHAPTER 2
Thermal transport
In this chapter, I will first give a brief introduction of transport theory within the framework
of linear response theory. The transport coefficients − subjects of study in this work − are
here derived and described. Particular attention will be paid on the thermal conductivity me-
diated via magnetic excitations of spin systems. In this context, I will conclude the chapter
presenting a sample of experimental results for low-dimensional spin systems where magnetic
heat transport largely contributes.
In a solid, the thermal conductivity is determined by mobile heat carriers. The simplest
example of this is the thermal conductivity of a metal. Within the Drude model [48], the
bulk thermal conductivity in a metal is due to the conduction electrons 1. To define con-
ductivity, one may consider a metal bar along which the temperature varies slowly. In the
absence of source and sink at the end of the bar, which would maintain the temperature gradi-
ent ∇T , thermal energy flows in the direction opposite to the gradient. For small temperature
gradients, one can define a thermal current density
jq = −κ∇T. (2.1)
In (2.1) jq is a vector parallel to the heat flow direction, whose magnitude returns the thermal
energy per unit time crossing a unit area perpendicular to the flow. The proportionality
variable κ is the so called thermal conductivity. A quantitative estimate of the thermal
conductivity κ − based on the kinetic theory − can be provided by the equation [48]
κ =
1
d
cvℓ , (2.2)
where d refers to the dimensionality of the system, c the specific heat, v the velocity, and ℓ the
mean free path of the respective heat carriers. In metals, electrons have a specific heat which
is proportional to kBT . Considering the Fermi velocity vF as the velocity of electrons, this
yields κel = π2nk2BℓT/3mvF , where n is the electron density and m the electron mass. From
this estimate for κel, it is possible to retrieve the famous empirical Wiedemann-Franz law 2
[49, 50]. The same theory can be applied to insulating systems where heat is mostly carried
by elementary excitations of the lattice − i.e., phonons. According to the Debye model, for
1In any solid system there will also be some amount of κ from structural vibrations of the material
as well − the so called phonon thermal conductivity κph.
2By substituting the relaxation time τ = ℓ/vF in favor of the related electrical conductivity σ =
ne2τ/m, the Wiedemann-Franz law follows as κ
σT
= π
2
3
(
kB
e
)2
= 2.44× 10−8WΩ/K2.
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Figure 2.1: Left. Thermal conductivity of isotopically pure crystals of LiF for different
mean crystal widths (A-D). It shows the general trend of κph influenced by several scatter-
ing rates as in (2.3) : boundary scattering (below 10 K), arising of Umklapp processes (at
intermediate temperatures), and phonon-phonon scattering (at high temperatures). Right.
Low-temperature κ divided by T 3 and plotted against T . Figures taken from Ref. [52].
temperatures T ≪ ΘD − where ΘD is known as Debye temperature − the contribution of
phonons to the thermal conductivity κ from (2.2) can be written as [48]
κph =
kB
2π2vph
(kB
~
)3
T 3
∫ ΘD/T
0
x4ex
(ex − 1)2 τ(ω, T )dx , (2.3)
where x = ~ω/kBT , vph is the phonon velocity, and τ(ω, T ) = ℓ/vph is a temperature and
frequency dependent scattering time. Except for extremely low- or high-temperature regimes,
the mean free path of heat-carrying excitations cannot be given as a constant. It rather
depends on several scattering processes that are generally energy and temperature dependent.
Thus, the importance of having introduced τ(ω, T ) in (2.3). Assuming that these scattering
processes act independently from each other, one can write τ−1 as a sum of different scattering
rates. These rates arise from possible boundary scatterings, point-defect scatterings, and
Umklapp processes. For a detailed survey of the different scattering rates see e.g., Ref. [51].
The accuracy of the theory describing heat transport is thus largely dependent on a reliable
estimate of all possible scattering rates involved in a specific system. Some typical measured
thermal conductivities that illustrate the general trend for κph as in (2.3) are reported in Fig.
2.1.
In principle − according to (2.2) − every excitation contributing to the specific heat, and
that has a non-vanishing group velocity can contribute to heat transport. There are instances
of low-dimensional magnetic insulators that show unusual contributions to κ arising from
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spin excitations [25]. These excitations represent another channel for the heat conductivity
beyond the standard phonon one. Furthermore, they can interact with phonons, leading to
additional scattering mechanisms. Similarly to the electronic and the phononic contribution,
the magnetic thermal conductivity κmag can be estimated from (2.2). Therefore, by means
of (2.2) one can study the properties of the low-energy heat-carrying magnetic excitations.
In view of this, thermal transport becomes a powerful tool to investigate unconventional
phenomena in low-dimensional spin systems.
2.1 Linear response theory
In linear response theory (LRT) every flux of a certain quantity (i.e., currents j i) within a
system is given by a linear combination of related driving forces fi acting on the same system.
These forces might be temperature gradients ∇T , or electric fields E = −∇V . Linear response
assumes that
j i =
∑
j
Lijfj , (2.4)
where coefficients Lij are measurable quantities that are defined via correlation functions,
usually called transport coefficients. By means of (2.4) one can, for instance, recall the ex-
pression reported for the thermal current density in (2.1), with fj = −∇T , and a certain
coefficient Lij = κ.
In this section, I briefly introduce the formalism used to describe both spin and thermal
transport coefficients in quantum magnets subject to magnetic field and thermal gradients 3
.
One may consider a system described by a Hamiltonian H0. The latter can be defined
via a local energy density h0(r), as H0 =
∫
drh0(r). One can also assume the system to be
in equilibrium with a locally varying and time-dependent inverse temperature β + a(r, t) =
1
T +(
1
T (r,t) −
1
T ), and an external magnetic field B+b(r, t) that is coupled to the z-component
of the spin density Sz(r) ≡ S(r). In this context, a(r, t) and b(r, t) are small perturba-
tions of the total Hamiltonian, which effects can be treated in the linear response regime if
a(r, t) ≪ β and b(r, t) ≪ B − fact which is assumed in the remainder of this section. The
canonical statistical operator follows as
ρ =
1
Z
exp{−
∫
dr
[(
β + a(r, t)
)(
h(r)− b(r, t)S(r)
)]
}
=
1
Z
exp{−β
[
H+
∫
drh(r)
a(r, t)
β
−
∫
drb(r, t)S(r)
]
}+O(ab) , (2.5)
where h(r) = h0(r)−BS(r), Z is the partition function, and H = H0 −BS. S =
∫
drS(r) is
the total z-magnetization.
Under conservation of the total energy H and magnetization S, two currents exist, jh(r)
and jS(r), the energy and spin current, related to the energy density and the magnetization
3In the remainder of this section ~ = kB = 1, and Einstein’s summation convention over pairwise
equal indices is implied .
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µ = 1 µ = 2
Density operator dµ(r) S(r) h(r)
Current operator jlµ(r) j
l
S(r) j
l
h(r)
Potentials φµ(r, t) b(r, t) − 1βa(r, t)
Forces (1) glµ(r, t) ∂lφµ(r, t)
Forces (2) flµ(r, t) ∂lb(r, t) ∂lT (r, t)
Table 2.1: Notation adopted to compute the linear response function to weak perturbations
a(r, t) and b(r, t).
density, respectively. These currents satisfy equations of continuity
∂th(r) + ∂lj
l
h(r) = 0
∂tS(r) + ∂lj
l
S(r) = 0 . (2.6)
In (2.6) ∂tC = i
[
H, C
]
. It is possible to show that the energy current decomposes into
jh(r) = j th(r) − BjS(r). Here j th(r) is the thermal current which is equal to the energy
current in a system with zero magnetic field B. However, if B is finite, the energy current
results in a spin (particle) part jS(r) coupled with the thermal part j th(r). In this context,
B tunes the Zeeman energy per spin, or equivalently the chemical potential per particle. An
alternative way to obtain the energy current expression of (2.6) is via the polarization opera-
tor P =
∑
r rh(r). Indeed, it is possible to show [53] that
∂tP = i
[
H,P
]
= jh(r). (2.7)
Without loss of generality, in the following I adopt the notation of Tab. 2.1 to discuss the time-
dependent thermal average of the currents 〈jlµ(r, t)〉 under perturbations a(r, t) and b(r, t).
In particular, index µ = 1(2) here refers to the spin (energy) part. Let us consider time-
dependent perturbations W (t) = −dµ(r, t)φµ(r, t) of the total Hamiltonian, that are adiabat-
ically switched on from t = −∞ 4. Thus, ρ(−∞) from (2.5) represents the equilibrium statis-
tical operator − i.e.,
[
ρ(−∞),H
]
= 0 − with ρS(−∞) = ρD(−∞) = ρ(−∞) ≡ 1Z exp(−βH).
Here indices S and D refer to the Schrödinger and Dirac time-evolution picture, respec-
tively 5. In the linear regime − i.e., for ||W || ≪ ||H|| − it follows that ρD(t) − ρ(−∞) =
−i
∫ t
−∞
[
WD(t
′), ρ(−∞)
]
dt′ + O(W 2). By using the latter expression, the time-dependent
4The total Hamiltonian is H = H +W (t), where H is the unperturbed term and W (t) the time-
dependent perturbation term. The latter is adiabatically switched on if W (t→ −∞) = 0.
5In the Schrödinger picture of time evolution ρ̇S(t) = −i
[
H, ρS(t)
]
, with H the total Hamiltonian.
In the Dirac picture ρ̇D(t) = −i
[
WD(t), ρD(t)
]
, with W (t) the time-dependent perturbation.
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thermal average of currents is given by
〈jlµ(r, t)〉 = Tr{jlµD(r, t)
(
ρD(t)− ρ(−∞)
)
}
= −i
∫ t
−∞
Tr{jlµD(r, t)
[
WD(t
′), ρ(−∞)
]
}dt′
= i
∫
dr′
∫ t
−∞
〈
[
jlµ(r, t), dν(r
′, t′)
]
〉ρφν(r′, t′)dt′
=
∫
dr′
∫ t
−∞
χµν(r, t; r
′, t′)φν(r
′, t′)dt′ . (2.8)
In (2.8) the time-dependence of operators stems from the Dirac picture. The invariance under
permutation of trace is used to go from the second to the third line of (2.8). The notation
[
·
]
refers to a commutator. The thermal average 〈·〉ρ is evaluated at the equilibrium ρ = ρ(−∞).
In the last line of (2.8), χµν(r, t; r′, t′) = iΘ(t−t′)〈
[
jlµ(r, t), dν(r
′, t′)
]
〉 is the so called response
function6.
One may derive an alternative form of (2.8) performing some calculations. Starting from
the third line of (2.8):
〈jlµ(r, t)〉 = i
∫
dr′
∫ t
−∞
dt′〈
[
jlµ(r, t), dν(r
′, t′)
]
〉ρφν(r′, t′)
(i) = i
∫
dr′
∫ t
−∞
dt′〈jlµ(r, t)|Ldν(r′, t′)〉ρφν(r′, t′)
(ii) =
∫
dr′
∫ t
−∞
dt′〈jlµ(r, t)|∂t′dν(r′, t′)〉ρφν(r′, t′)
(iii) = −
∫
dr′
∫ t
−∞
dt′〈jlµ(r, t)|∂mjmν (r′, t′)〉ρφν(r′, t′)
(iv) =
∫
dr′
∫ t
−∞
dt′〈jlµ(r, t)|jmν (r′, t′)〉ρgmν(r′, t′). (2.9)
In (2.9) at step (i) the Kubo’s identity [54] 〈A†|LB〉 = 〈
[
A†,B
]
〉 has been used 7. Step (ii)
follows from the Liouville operator L acting on the density operator. Step (iii) makes use of
the equations of continuity (2.6) where the time-derivative of the density operator is replaced
by the gradient of the related current operator. In the end, at step (iv) an integration by
parts is performed, returning the gradient of potentials gmν(r′, t) as defined in Tab. 2.1. From
a Fourier transformation of (2.9) it follows
〈jlµ(q, ω)〉 = Llmµν (q, ω)fmν(q, ω) , (2.10)
where Llmµν (q, ω) refers to the conductivity tensor, expressed as a retarded current relaxation
function via
Llmµν (q, ω + i0+) = iβp〈jlµ(q)|
1
ω + i0+ − Lj
m
ν (−q)〉. (2.11)
Equation (2.11) − depending on µν indices − indicates spin (11), thermal (22), and mag-
netothermal (12, 21) conductivities. These conductivities relate to the transport coefficients
6The step function Θ(t− t′) takes into account the time causality of the response function.
7L represents the Liouville operator that describes the time-evolution of an operator A, with
LAµ(t) =
[
H,Aµ(t)
]
, and Ȧµ(t) = iLAµ(t).
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introduced in (2.4). The change of notation of forces from gmν(q, ω) in (2.9) to fmν(q, ω) in
(2.10) is a convention to fulfill Onsager’s reciprocal relations [55], i.e., TL12 = L21. Due to
this change, equation (2.11) has the prefactor βp = (1/T )p, with p = 1(0) for ν = 2(1) − see
Tab. 2.1.
2.1.1 Transport coefficients
Spin and energy currents are thus related to the gradients ∇b(q, ω) and ∇T (q, ω) of the
magnetic field b and temperature T , respectively, by
(
J1
J2
)
=
(
L11 L12
L21 L22
)(
∇b
−∇T
)
, (2.12)
with Jµ = 〈jµ〉, and Lµν are the transport coefficients of Eqs. (2.10 ,2.11). In the following,
the same notation of indices µ = 1(2) reported in Tab. 2.1 is used to indicate spin (energy)
currents, respectively. For spin models, off-diagonal coefficients are only nonzero at finite
magnetic fields. These cross coefficients are a measure for the coupling of the single trans-
port phenomena within the system. A system with L12 = L21 = 0 consists of independent
irreversible processes, where every driving force only affects its connected current flow. Trans-
port coefficients can be measured via experiments [50]. First of all − the spin conductivity
σ − measured for ∇T = 0, is equal to L11. The thermal conductivity κ is usually mea-
sured under the condition of zero-particle flow, i.e., J1 = 0. Under such condition, it is then
possible to show that κ = L22−(L221/TL11), which reduces to κ = L22 for zero magnetic fields.
A spectral representation of coefficients Lµν in (2.12) can be derived from (2.11). With
z = ω + i0+, one can write (2.11) as
Llmµν (q, ω) = βp
∫ 0
−∞
dt〈jlµ(q)|e−i(z−L)tjmν (−q)〉
(i) = βp
∫ 0
−∞
dt
∫ β
0
dτ〈jlµ(q, τ)e−i(z−L)tjmν (−q)〉
(ii) = βp
∫ β
0
dτ
∫ 0
−∞
dte−izt〈jlµ(q, τ)eiLtjmν (−q)〉
= βp
∫ β
0
dτ
∫ 0
−∞
dte−izt〈jlµ(q, τ)jmν (−q, t)〉. (2.13)
In (2.13) at step (i) the notion of Mori ’s scalar product [56] 〈A†µ|Aν〉 =
∫ β
0 dτ〈A
†
µ(τ)Aν〉
has been employed. Here, τ is the imaginary time that has units of β, and t refers to the
real time. At step (ii) the Liouville operator L returns a time-dependent current operator
jmν (q, t). The last line of (2.13) clearly shows that the transport coefficients Lµν(q, ω) follow
from the time-dependent current-current correlation functions
C lmµν (q, t+ iτ) = 〈jlµ(q)jmν (−q, t+ iτ)〉. (2.14)
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By inserting complete sets of eigenstates8 of H, Eq. (2.13) reads
Llmµν (q, ω) =
βp
ΩZ
∑
l′m′
∫ 0
−∞
dte−i(z+εl′−εm′ )t
∫ β
0
dτe−βεl′e(εl′−εm′ )τ 〈l′|jlµ(q)|m′〉〈m′|jmν (−q)|l′〉
=
βp
ΩZ
∑
l′m′
e−βεl′
i
z + εl′ − εm′
(
e(εl′−εm′ )β − 1
) 1
εl′ − εm′
〈l′|jlµ(q)|m′〉〈m′|jmν (−q)|l′〉
(2.15)
In (2.15) Z refers to the partition function, and Ω is the system size. Moreover, Llmµν (q, ω) can
be decomposed into real and imaginary parts to extract the spectrum of the conductivity. In
particular, due to the imaginary unit i up front in (2.11), the spectral function is returned by
the real part of (2.15), as
Re{Llmµν (q, ω)} =
πβp
ΩZ
1− e−βω
ω
∑
l′m′
e−βεl′ 〈l′|jlµ(q)|m′〉〈m′|jmν (−q)|l′〉δ(ω+ εl′ − εm′) , (2.16)
where δ(· · · ) is the Dirac’s delta function. Furthermore, the sum over states l′m′ in (2.16)
can be split into two parts : a first contribution for εl′ = εm′ and a second contribution for
εl′ 6= εm′ , returning
Re{Llmµν (q, ω)} = Dlmµν (q)δ(ω) + Lreg,lmµν (q, ω) . (2.17)
Equation (2.17) defines the zero-frequency transport coefficient, called Drude weight (DW)
Dlmµν (q), and the finite-frequencies coefficient, called regular part Lreg,lmµν (q, ω). Equation
(2.17) is usually considered in the long-wavelength limit, namely for q → 0, for which reason
in the following one may consider simply Re{Llmµν (q = 0, ω)} = Re{Llmµν (ω)}. Expressions for
Dlmµν and Lreg,lmµν (ω) can be read off from (2.16) as
Dlmµν =
πβp+1
ΩZ
∑
l′,m′
εl′=εm′
e−βεl′ 〈l′|jlµ(0)|m′〉〈m′|jmν (0)|l′〉 , (2.18)
and
Lreg,lmµν (ω) =
πβp
ΩZ
1− e−βω
ω
∑
l′,m′
εl′ 6=εm′
e−βεl′ 〈l′|jlµ(0)|m′〉〈m′|jmν (0)|l′〉δ(ω + εl′ − εm′) . (2.19)
The physical meaning carried by Dlmµν of (2.18) and by Lreg,lmµν (ω) of (2.19) is a measure
of ballistic and dissipative contribution to conductivities, respectively. Quantities usually
interesting for transport studies are the DW and the zero-frequency limit of the regular part,
Ldcµν = lim
ω→0
Lregµν (ω) , (2.20)
called dc conductivity. In general, the way in which the dynamic current-current correlation
functions in (2.13) decay, determines the ballistic or diffusive character of the energy and spin
transport.
Figure 2.2 − for example − is a schematic representation of the typical behavior of Re{Llmµν (ω)}
8So that ρ =
∑
l′ ρl′ |l′〉〈l′|, with ρl′ = 1Z e−βεl′ since
[
H, ρ
]
= 0, and H|l′〉 = εl′ |l′〉.
23
2.1. Linear response theory
Figure 2.2: Real part of the conductivity Lµν(ω) of a typical clean metal, as a function
of frequency, at T = 0 (solid line) and finite-temperature T > 0 (dotted line). The singular
Drude weight Dµνδ(ω) at T = 0 is depicted by a thick solid line. The regular part Lregµν (ω) is
shown too. Figure adapted from Ref. [57].
as a function of frequency for a clean metallic system. Both the DW and the dc conductivity
are shown also dependent on the temperature T . Based on a study of these latter, it is pos-
sible to discuss different scenarios for the conductivity.
For a clean system at T = 0, the Drude weight Dµν(T = 0) ≡ D0µν only characterizes
the system as a conductor (metal) D0µν > 0 − see D0µν at ω = 0 in Fig. 2.2 − or as an
insulator D0µν = 0, since no dissipation is expected, i.e., Ldcµν(T = 0) = 0 9.
At finite temperatures, the δ-function broadens to a Drude peak of width inversely pro-
portional to a characteristic scattering time. The latter gives rise to a finite ω → 0 limit
which implies a finite dc conductivity − shown in Fig. 2.2 with a finite value on y-axis. The
scattering mechanisms − intrinsic (due to interactions), or extrinsic (due to coupling to other
excitations) − lead typically to a vanishing Dµν in the thermodynamic limit 10. Physically
this represents the scenario of a dissipative conductor.
Another possible scenario is the case where both Dµν and Ldcµν are zero at finite tempera-
ture. A disordered insulating system − provided that disorder is strong enough to produce
localization − can belong to such a case. A system of this type can be called ideal insulator.
But it is also possible the case where Dµν remains finite even at finite temperature, lead-
ing to a ballistic transport in the thermodynamic limit − regardless of Ldcµν . This kind of
system is called ideal conductor. This latter case can be presented as a transport without
dissipation of parts of the current. Differently speaking, in the time-domain, a part of the
current will never decay. The phenomenon has been related to the existence of conservation
laws [58], which influence on transport properties of low-dimensional quantum systems has
been studied by Zotos et al. [59].
9In a system with disorder, the DW could vanish even at zero temperature and the dc residual
conductivity is finite − provided the disorder is not strong enough to produce localization [57].
10There exist, however, systems showing anomalous (diverging) conductivity at T > 0, i.e., scatter-
ing mechanisms do not suppress Dµν [57].
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One example is spin transport in spin-12 Heisenberg XXZ
11 chain, where the spin current
j1 is not conserved for any nonzero anisotropic exchange coupling ∆. Although j1 is not a
conserved operator, other conserved observables can exist. To be more precise, given a set of
these observables {Al} 12 in the Liouville space, so that LAl =
[
H,Al
]
= 0, and using the
fact that 〈A†l |Am〉 has all the properties of a scalar product in this operator space, the related
Drude weight D11(b, T ) is given by the so called Mazur’s inequality [60]
Dlm11 (b, T ) ≥
π
Ω
∑
l
〈jl1(0)|Al〉〈A
†
l |jm1 (0)〉
〈A†l |Al〉
=
πβ
Ω
∑
l
〈jl1(0)Al〉〈A
†
l j
m
1 (0)〉
〈A†lAl〉
. (2.21)
In (2.21) 〈A†l |Al〉 = β〈A
†
lAl〉 has been used [56]. Its interpretation is that the Drude weight is
finite whenever the currents jl1(0) and j
m
1 (0) have a finite (Mori) projection onto a subset of
conserved operators {Al} of the system. Thus, (2.21) provides a lower bound for the Drude
weight Dlm11 (b, T ). For instance, at finite magnetic fields b, one conserved operator that is often
considered in (2.21) is the thermal current Al = j th, which has a finite overlap 〈j1|j th〉 > 0
onto the spin current operator, with a resulting Dlm11 (b, T ) > 0 [59].
2.2 Selected experimental results
Low-dimensional quantum spin systems have attracted particular attention in thermal trans-
port investigations. The reason is that these systems often show peculiar ground states and
unusual related excitations. These excitations can contribute to the thermal conductivity κ
of the system. Studying this contribution to the heat transport one can characterize the spin
excitations and the properties of the related spin system. Besides, there exists a beneficial
interplay between theoretical predictions and experiments. In this context, one example is
the integrable 13 spin-12 Heisenberg XXZ 1D chain model, for which a diverging κ has been
predicted [59]. It would be interesting to contrast this theoretical prediction with experiments
on 1D magnetic materials.
In the following, I present a selection of results from thermal transport measurements per-
formed on low-dimensional systems. For the purpose of this work, I show some of the experi-
ments carried out on either unfrustrated [61–72] or frustrated [23, 24, 73–75] low-dimensional
quantum magnets.
2.2.1 Magnetic heat transport in unfrustrated systems
In this section, I focus on spin-12 antiferromagnetic Heisenberg (HAF) models on three dif-
ferent lattice structures: a 1D spin chain, a quasi-1D spin two-leg ladder, and a 2D square
lattice. Because of the varying dimensionality, distinct properties and different kinds of exci-
tations arise − from which predictions on thermal conductivity depend on.
Examples of materials described by the aforementioned models are CaCu2O3, SrCuO2 and
11HXXZ = −J
∑
i
(
Sxi S
x
i+1+S
y
i S
y
i+1+∆(S
z
i S
z
i+1− 14 )
)
− b
∑
i S
z
i , with ∆ the anisotropy parameter,
and b the magnetic field.
12{Al} are orthogonal to each other, 〈AlAm〉 = 〈A2l 〉δl,m.
13Most commonly, quantum systems are called integrable if an infinite set of conserved quantities
{Al} exists which are pairwise different [58] − see discussion in Sec. 2.1.1 about conservation laws
and transport.
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Figure 2.3: Crystal structures of (a) CaCu2O3, (b) (Sr,La,Ca)14Cu24O41 compounds, and
(c) La2CuO4. (d-f) Illustration of low-dimensional spin lattices related to (a-c) structures:
(d) 1D spin chains, (e) quasi-1D two-leg spin ladders, and (f) 2D square lattice. Arrows
indicate local moments of the CuO-arrangements in crystals (a-c). Exchange coupling J is
antiferromagnetic. Figure (a) is taken from Ref. [76], (b) is adapted from Ref. [77], and (c) is
adapted from Ref. [78]. Figures (d-f) are adapted from Ref. [25].
Sr2CuO3 (spin chains), (Sr,La,Ca)14Cu24O41 (spin ladders), and La2CuO4 (2D square lat-
tice) − see Fig. 2.3. These materials have common features: they all are copper oxides
compounds − cuprates − and they are electrically insulating systems. Thus, it is reasonable
to expect that the thermal conductivity for these systems is only carried by lattice and spin
excitations, κph and κmag, respectively.
Considering pure thermal transport − J1 = 0 in (2.12)− the energy current is J2 = −κ∇T ,
where the thermal conductivity is generally κ = L22− (L221/TL11). In the following, I refer to
κ as in (2.17), with Re{κ(ω)} = Dthδ(ω)+κreg(ω). The coefficient Dth is the thermal Drude
weight, and κreg(ω) is the diffusive part.
The spin-12 1D HAF chain model assumed for CaCu2O3 describes an integrable system. It is
possible to show [79] that it features a Luttinger-liquid-like behavior [80], with fractionalized
gapless spinon excitations. In particular, the system has been predicted to show ballistic
heat transport − via spinons − with a diverging heat conductivity [59]. The latter can be
expressed as Re{κ(ω)} = Dthδ(ω). Moreover, the temperature dependence of the thermal
Drude weight Dth has been evaluated [81] exactly in the low-temperature limit 14, where
Dth =
(πkB)
2
3~
vT , (2.22)
with v the velocity of spinons in the long-wavelength limit. In a real material, scattering
processes cause a broadening of the δ-peak into, e.g., a Lorentzian in frequency space with
a width proportional to the scattering rate τ−1. Thus the magnetic contribution κmag per
single chain, is rendered finite, approximated by κmag = Dthτ/π [70], with ℓmag = vτ the
spinon mean free path. To show this, one may consider the kinetic model in one dimension
of κ as in (2.2), to estimate κmag at low temperature. It is given − taken into account that
14Low temperatures here means that T . 0.15 J/kB , namely T . 300K for J/kB ∼ 2000.
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Figure 2.4: (a-c) Temperature dependence of thermal conductivity κ for different low-
dimensional spin materials: (a) 1D spin-chain CaCu2O3, (b) quasi-1D two-leg spin ladder
Sr14Cu24O41, and (c) 2D-HAF on square lattice La2CuO4. Here, κ is split into κ = κ‖ + κ⊥,
which are the component parallel to the low-dimensional structure, and that one perpendic-
ular, respectively (red • and blue ◦). Solid lines in (b,c) depict an estimate of phonon back-
ground, whereas solid line in (a) is a linear fit in a T ≥ 100K range. (d-f) Magnetic thermal
contribution to κ obtained subtracting the phonon term, κph, as a function of temperature, of
(d) CaCu2O3, (e) Sr14Cu24O41 (red •) and Ca9La5Cu24O41 (blue ◦), and (f) La2CuO4. Solid
lines represent the kinetic estimates for κ, with the low-temperature dependence reported
beside. Figures are adapted from Refs. [70, 66, 69].
spinons obey the Fermi-Dirac statistics − by [65]
κmag =
2k2BnS
π~
Tℓmag
∫ πJ
2kBT
0
dx
x2ex
(ex + 1)2
︸ ︷︷ ︸
= π
2
6
for T → 0
(2.22)
︷︸︸︷
=
Dthns
πv
ℓmag =
Dthτ
π
ns , (2.23)
with nS the number of spin chains.
Figure 2.4(a) shows the thermal measurements carried out on CaCu2O3 [70]. In particular,
the total thermal conductivity κ = κph + κmag is reported as a function of temperature. Ex-
perimentally, it is necessary to isolate the magnetic contribution κmag from the phonon term
κph
15. Figure 2.4(d) shows the result of such a procedure, displaying κmag(T ). Experimental
data remarkably confirm the theoretical estimate for κmag ∝ T as in (2.23). Other works
on different spin-chain compounds [64, 72] have also related an unusual large heat contribu-
tion to spinon excitations. Effects of purity on the thermal conductivity of these compounds
15The extrapolation of the experimental κmag usually exploits its different properties with respect
to κph. For instance, while the former is usually anisotropic , i.e., κ
‖
mag 6= κ⊥mag, the latter is isotropic
− see Hess [25] for further details on the experimental procedure.
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have been also studied [71, 72]. In a high-purity sample, an extraordinary scattering length
ℓmag ∼ µm is reported at low temperatures, limited only by impurities. This finding suggests
that much larger ℓmag may be achieved in perfectly clean crystals, which corroborates the
theoretical predictions for such systems.
The quasi-1D two-leg spin ladders system, as in Sr14Cu24O41, is characterized by a singlet
dimer ground state separated from the triplet excited state by an energy gap ∆tr. These
triplet excitations − or triplons − are dispersing modes, and hence it is expected that they
contribute somehow to the thermal conductivity of the system [63, 66]. The prediction for
κmag, similarly derived as in (2.23) according to (2.2), implies that due to the spin gap ∆tr,
κmag ∝ exp(−∆tr/(kBT )).
Further observations on the estimate of κmag have been reported in Refs. [63, 66]. The exper-
imental data for κmag [66] of Sr14Cu24O41 are in agreement with the expected temperature-
dependent activation of triplons in the low-temperature range. The observed κmag follows an
exponentially activated behavior as shown in Fig. 2.4(e). The data have been extrapolated
from the total κ reported in Fig. 2.4(b) by means of standard procedures. Moreover, studies
of the magnetic mean-free path ℓmag temperature dependence have been done. These lead
to the conclusion that such a system is not expected to show ballistic transport, due to its
non-integrability [59, 82]. However, the thermal conductivity looks anomalously large due to
an experimental mean-free path much larger than the spin correlation length in the system
[25].
For the 2D-HAF on square lattice − such as in La2CuO4 [83] − one expects a classical
long-range ordered Néel ground state with magnon excitations. What is expected is that
magnons contribute to the observed anomalous in-plane heat conductivity [68, 69, 84, 85].
Thus, a low-temperature estimate of κmag can be obtained as usual via the kinetic model of
a 2D-κ using (2.2), and reading as [69]
κmag =
2∑
i=1
k3BT
2ℓmag
2π~2v0c
∫ ∞
∆i
kBT
dxx2
√
x2 −
( ∆i
kBT
)2 ex
(ex − 1)2 . (2.24)
In (2.24) the sum over i refers to a sum over the magnon dispersion relation εq of the two
branches i = 1, 2. Its 2D expression 16 reads εq = εq =
√
∆2i + (~v0q)
2. In (2.24) v0 is
the spin-wave velocity, c is the lattice constant perpendicular to the planes, while ∆i denotes
a small spin gap for each magnon branch 17. The rough low-temperature estimate is then
κmag ∝ T 2. Remarkably, experimental data [69] for κmag of La2CuO4 reported in Fig. 2.4(f)
are consistent with the theoretical estimate.
2.2.2 Magnetic heat transport in frustrated systems
Thermal transport measurements [23, 24, 73–75, 86] have been recently reported for frustrated
materials which are possible candidates of quantum spin liquids. The problem of revealing
such a phase of matter is an active subject in the condensed matter community. The combined
use of conventional experimental techniques − spectroscopic, local resonance probe measure-
ments − can help to unveil the properties of spin liquids having a look on their excitations. In
this context, thermal transport works efficiently, being related to the properties of low-energy
16In real quasi 2D materials, exchange anisotropies cause the opening of gaps − see e.g., Ref. [83].
17Note that the spin gaps could be neglected without any large error.
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Figure 2.5: (a) Crystal structure of κ−(BEDT−TTF)2Cu2(CN)3 as a two-dimensional
layered material. (b) Molecular arrangement in a two-dimensional magnetic layer. Ellipsis
and arrows stand for (BEDT−TTF)+2 molecular dimers on a triangular lattice, and for spins-
1
2 on dimers, respectively. (c) Crystal structure of EtMe3Sb[Pd(dmit)2]2. It consists of
two-dimensional Pd(dmit)2 layers separated by layers of cation EtMe3Sb. (d) Sketch of the
in-plane arrangement of spins on the Pd(dmit)2 layer. Encircled molecules stand for strongly
dimerized [Pd(dmit)2]
−
2 units with spin-
1
2 . Nearest-neighbor interactions are indicated by
JB,S,r. Figures (a,b) are reproduced from Ref. [87], (c,d) are adapted from Ref. [88].
mobile excitations that carry heat.
In the following, I present some experimental results for either organic [23, 24] or inorganic
[73, 75] materials, possibly hosting quantum spin liquid states.
Among organic frustrated compounds, κ−(BEDT−TTF)2Cu2(CN)3 and
EtMe3Sb[Pd(dmit)2]2
18 − shown in Fig. 2.5 − have been considered as possible realization
of quantum spin liquids. Several observations [89, 90] have indeed reported suppression of the
long-range magnetic order down to very low temperatures, T ∼ mK. The materials have 2D
layers of dimerized molecules, where each dimer has one electron forming a half-filled Mott
insulating system on a triangular lattice [24], as shown in Figs. 2.5 (b,d). Many models
have been proposed to explain frustration and to justify the emergence of a spin liquid state
[91–93] in these materials. Since they are insulators, κ is expected to be given in terms of
phonons and possible spin excitations. At low temperatures, by using (2.2) one may assume
κ(T ) ∝ c(T ), where c(T ) is the temperature-dependent specific heat. A term ∼ Tα−1 in κ/T
− with α typically between 2 and 3 − relates to κph. While, a residual term γ in κ/T could
arise from mobile gapless magnetic excitations. Results from thermal conductivity measure-
ments [23, 24] are shown in Fig. 2.6(a) for both compounds.
Figure 2.6(a) shows κ/T as function of T 2. In view of this, a finite intercept of the straight-
line κph would be an evidence of magnetic contributions.
The κ−(BEDT−TTF)2Cu2(CN)3 shows a convex and non-T 2 dependent κ/T . This fact has
been related to the opening of a spin gap [23] with an expected thermally activated behavior
18(BEDT−TTF)2 stands for bis(ethylenedithio)-tethrathiafulvalene and EtMe3Sb[Pd(dmit)2]2 con-
tains abbreviation for dmit = 1, 3−dithiole−2−thione−4, 5−dithiolate, Me = CH3, and Et = C2H5.
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Figure 2.6: (a) Thermal conductivity κ/T vs. T 2 to reveal a residual of κ/T as in-
tercept in the relation κ = γT + αT 3 (the term ∼T 3 is the phonon contribution). In
EtMe3Sb[Pd(dmit)2]2 a finite γ is shown in the T→0 limit. The nonmagnetic parent com-
pound Et2Me2Sb[Pd(dmit)2]2 only shows the expected phonon contribution. On the contrary,
κ−(BEDT−TTF)2Cu2(CN)3 displays a convex and non-T 2 dependent κ/T . (b) Comparison
of thermal conductivity κ/T vs. T for EtMe3Sb[Pd(dmit)2]2 from Ref. [94] with data shown
in (a) from Ref. [24]. Figure (a) is taken from Ref. [24], and figure (b) is taken from Ref. [94].
for κ. Thus, this material would provide an example of a gapped quantum spin liquid. Differ-
ently, EtMe3Sb[Pd(dmit)2]2 has a κ/T with a finite intercept. This fact has been attributed
to the existence of mobile gapless excitations of the related quantum spin liquid ground state
[24]. A nonmagnetic parent compound is contrasted with the latter (green dots). For this
material κ = κph, and actually κ/T extrapolates to zero in the zero-temperature limit. Re-
sults on the existence of mobile gapless excitations in EtMe3Sb[Pd(dmit)2]2 from Yamashita
et al. [24] − shown in Fig. 2.6(a) − have been recently criticized by new experimental works
[94, 95]. These works have studied the thermal conductivity of the same compound, and with
samples prepared in similar conditions as in Ref. [24]. Results of κ/T as function of T for
EtMe3Sb[Pd(dmit)2]2 from Ni et al. are shown in Fig. 2.6(b). They are contrasted to those
obtained in Ref. [24] and displayed in Fig. 2.6(a). The data for thermal conductivity κ/T
reported in Ref. [94] and shown in Fig. 2.6(b) are well reproduced by a linear fitting, i.e.,
κ/T ∼ γ + bT . Interestingly, a negligible residual term γ is observed, which is inconsistent
with the existence of mobile gapless magnetic excitations, and thus also with the outcome
of Ref. [24]. Both works in Refs. [94, 95] attribute the magnitude and behavior of κ/T
in EtMe3Sb[Pd(dmit)2]2 entirely to phonons, which can be possibly scattered by low-energy
localized spin excitations of the spin liquid ground state [96]. The discrepancy of results on
κ/T raises questions about the true ground state of this QSL candidate. Thus, the synthesis
of gapless QSL with highly mobile excitations remains an open issue.
Among frustrated inorganic materials, particular attention has been paid to a ruthenium-
based compound with Ru3+(4d5) magnetic ions. The 2D-layered α−RuCl3 − subject of a
very active interest − belongs to the so called j = 12 spin-orbit assisted Mott insulators [99].
The interaction frustration that characterizes these systems arises from a strong spin-orbit
coupling [28, 29] − that has been discussed in Sec. 1.2. In particular, α−RuCl3 shows pecu-
liar features covered by a quantum spin liquid.
Figure 2.7(a) displays its crystal structure. Analogously to iridate compounds discussed in
Ref. [29], the edge-sharing octahedra geometry of the crystal leads to anisotropic spin-orbit
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Figure 2.7: (a) (Left): Three-dimensional stacking of Ru3+ (cyan spheres) honeycomb
layers. Each Ru-layer is in between of two Cl-layers (red spheres). (Right): Edge-shared
RuCl6 octahedra form the Ru honeycomb layer. (b) Local Ru3+ (j = 1/2, 4d5) hexagon
structures arising from by the edge-shared RuCl6 octahedra, in the layered 2D α−RuCl3 .
Ru−Cl−Ru superexchange paths mimic the Kitaev interactions [14] JγKS
γ
i S
γ
j between two
nearest-neighbor magnetic spins, with γ{x, y, z} indicating the bond direction. Figure (a) is
adapted from Ref. [97], (b) is reproduced from Ref. [98].
interactions. These interactions are described via quantum compass models, and the material
has been proposed [18, 21, 22, 97, 98] as a good candidate to embody a Kitaev quantum spin
liquid [14] − see Fig. 2.7(b). However, a definitive realization of a quantum spin liquid in
this compound is still argument of debate and research.
The α−RuCl3 has been under intense scrutiny regarding measurements of the longitudi-
nal thermal conductivity [73, 74, 86]. Among them, the experiment recently carried out by
Hentrich et al. [73] has measured an highly unusual low-temperature heat conductivity κ.
Figure 2.8(a) shows κ as a function of temperature T at zero and finite magnetic fields B,
for in-plane (left panel) and out-of-plane (right panel) measurements. The heat conductivity
measurements are carried out in two magnetic field regimes: for B < Bc (I), and for B > Bc
(II) − where Bc ∼ 7T is the critical field for α−RuCl3. In (I) and (II), magnetic ordered and
spin liquid phases are expected, respectively.
The two panels show similar behavior for κ independent of (B, T ) − i.e., κ is isotropic.
This suggests that the field-induced low-temperature peak in κ can be hardly attributed to
gapless Kitaev spin excitations in (II). Thus, a phonon-type heat transport is proposed for
this system.
Nevertheless, the magnetic excitations of α−RuCl3 have a relevant impact on heat transport
because of scattering processes with phonons. This scattering is particularly strong in (I),
while it is suppressed in (II), fact that would give rise to such a large low-temperature κ.
A theoretical interpretation of these distinct behaviors for κ has been provided. In (I) residual
degrees of freedom − in Ref. [73] dubbed Kitaev-Heisenberg paramagnons − arise because of
quantum fluctuations, even though in a magnetic ordered phase. At low temperatures, these
paramagnons scatter off acoustic phonons (momentum k ∼ 0), suggesting that only small-
momenta paramagnons are relevant for scattering. The enhancement of κ in (II) instead
relates to the opening of a field-induced gap in the paramagnons energy spectrum. Because
of this energy gap, phonons are decoupled from paramagnons, and the scattering rate becomes
extremely small.
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Figure 2.8: (a) Temperature dependence of heat conductivity of α−RuCl3 at finite mag-
netic field B = 16T (red-empty circle), and at zero field B = 0T (black-filled circle). The
left (right) panel shows the in-plane κab (out-of-plane κc) measurements. The magnetic or-
dering temperature, TN , is displayed (black-dashed line). (b) Kinetic estimate of κ (red lines)
including magnetic scattering are superimposed onto experimental data of κab (black circles).
Inset: zero-field κab compared to the kinetic estimate of κ without magnetic scattering. Figure
adapted from Ref. [73].
A kinetic estimate of κ according to (2.2) has been provided. It considers either only the
phonon relaxation time τph, or also includes a magnetic relaxation time τmag. The estimated
κ are reported in Fig. 2.8(b) superimposed onto experimental data, showing the importance
of magnetic excitations to explain heat transport in this material.
Another recent experiment performed by Kasahara et al. [75] has reported the observation
of a half-integer thermal quantum Hall effect (TQHE) in α−RuCl3.
Figure 2.9: Experimental data of the thermal Hall conductivity κxy/T vs T for α−RuCl3.
Two values of tilted magnetic fields with respect the plane are shown, θ = 45◦, 60◦, for which
quantized plateau are observed at low temperatures. The right-axis shows κxy/T in units of
(πk2B/6~) . Inset shows κxy/T in wider a temperature regime. Figure reproduced from Ref.
[75].
This effect has been also suggested for topological superconductors and insulators [100, 101],
and for certain quantum spin liquids [14, 102] under broken time-reversal symmetry. The
TQHE can be related to the thermal Hall conductivity κxy = νT (πk2B/6~) [100] of topolog-
ically protected ballistic edge currents at finite magnetic fields. The value of ν represents
a topological invariant number that can be integer or fractional. The latter relates to the
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integer (fractional) nature of heat-carrying excitations.
In particular, observation of a quantized fractional thermal Hall conductivity would refer
to topologically ordered states, having fractional excitations that obey non-Abelian anyonic
statistics [100]. The Kitaev quantum spin liquid state speculated for α−RuCl3 implies the
existence of both Abelian and non-Abelian excitations − in terms of Majorana fermions [14].
At finite magnetic fields, bulk excitations are gapped, but chiral gapless Majorana edge modes
flow and can carry energy at the edge of a sample.
Figure 2.9 shows the temperature dependence of κxy/T measured at finite magnetic fields
for which a small plateau has been observed. This plateau is very narrow and limited in the
temperature range, at a value of κxy/T around (πk2B/12~), i.e., for a half-integer ν = 1/2.
The latter may be a rather strong evidence for chiral non-Abelian Majorana edge modes with
ν = 1/2 − predicted for Kitaev quantum spin liquids [14] − as well as for a quantum spin
liquid phase in α−RuCl3.
However, these results are still under debate due to experimental uncertainties on the ob-
served “quantized” value of κxy. The latter remains hard to detect. In the work carried out
by Kasahara et al. the quantized κxy is particularly limited in terms of temperatures and
magnetic fields. Moreover, this first observation is not yet reproduced by any other experi-
mental groups. Chiral magnon edge modes have been also suggested as possible explanation
of the thermal Hall effect for the same material [103] which, however, would not lead to any
quantization of κxy. Moreover, in a solid, the spin-phonon coupling plays a relevant role for
the understanding of the thermal Hall effect − aspect recently discussed in the literature
[104, 105]. Thus, further investigations are required to draw definitive conclusions.
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CHAPTER 3
Kitaev model
Topological order offers a new way, to see and to classify condensed matter systems, which
goes beyond the order based on symmetry breaking. In this context, A. Kitaev has provided
valuable contributions [13, 14] for exploring topological phases of matter. In a pioneering
work in 2006, he introduced a two-dimensional (2D) quantum spin model, later called Kitaev
honeycomb model [14]. The model exhibits distinct quantum spin liquid phases, with related
quasiparticles that obey anyonic statistics.
These quasiparticles − or anyons − have unusual mutual exchange statistics 1 (neither Bose-
Einstein nor Fermi-Dirac), and they can only occur in two dimensions. F. Wilczek began
studying anyons [8]. He suggested a model based on (2 + 1)-dimensional electrodynamics.
Two kinds of particles are considered: integer electric charges e and vortices v carrying mag-
netic flux (which is a real number defined up to an integer). The braiding (exchanging) of
such particles along (2 + 1)-dimensional particle wordlines 2 leads to a nontrivial exchange
phase θ = 2πev 3. Therefore, charge and vortices − when considered together − are anyons,
as well as their composite objects (charge-vortex). Anyons can be Abelian (non-Abelian),
depending on a one- (higher-) dimensional representation of the braid group. The braid
group can be represented in terms of generators σi, which act on a N -particle wavefunction
ψ(r1, . . . , rN ) braiding the ith particle with the (i+1)th. Non-Abelian braiding statistics may
follow for a degenerate set of g states, ψα(r1, . . . , rN ), with the same particle configuration,
and α = 1, 2, . . . , g. The braiding generator σi is represented by a g × g matrix ρ(σi), act-
ing such that ψα → ρ(σi)αβψβ . The action of this g-dimensional operators defines unitary
transformations within the subspace of degenerate states. Since ρ(σ1)ρ(σ2) 6= ρ(σ2)ρ(σ1)
do not necessarily commute − just as matrix multiplication does not − the particles obey
non-Abelian statistics, which may cause not just a trivial phase change of ψα. Without de-
generacy, the subspace is one-dimensional, and then all transformations commute − because
they are just multiplications by a phase factor. The latter case describes Abelian braiding
statistics 4 [8, 9, 14]. One important fact is that anyons exist as excitations in some condensed
matter systems, as for instance in the aforementioned quantum spin liquids, but also in other
topologically ordered states, e.g., the Laughlin state [108] in a fractional quantum Hall system
at filling factor ν = 1/3 − which carries Abelian anyons with θ = π/3 and e = ±1/3. The
concept of anyons implies that the underlying state has an energy gap (at least for topolog-
1Meaning that under quasiparticle exchange, |ψ1,2〉 = eiθ|ψ2,1〉, with θ ∈ [0, π].
2A worldline is a time-like curve in spacetime. Each point of a worldline is an event that can be
labeled with the time and the spatial position of the object at that time.
3The exchange phase θ has to be a rational multiple of 2π.
4 I would refer to Refs. [106, 107] for a pedagogical review on anyons and their classification.
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ically nontrivial quasiparticles). This because braiding may not be defined if excitations are
not localizable.
As introduced in Chapter 1, anyons play an important role in the definition of logic processes
in the context of topological quantum computation [12], where their related topologically or-
dered states are referred to as qubits.
In this chapter, I will present the 2D Kitaev model on the honeycomb lattice. For this
purpose, it is instructive to briefly introduce another spin model, namely the 2D toric code
[13], because some properties and physics of the toric code can be related to a limit case of
the Kitaev model. The 2D Kitaev honeycomb model is exactly solvable, and the solution is
obtained via a reduction to free real fermions [14], i.e., Majorana fermions [109]. I will present
this solution and its related properties. To conclude, I will show another fermionization pro-
cedure able to solve the model which has been used in this work.
3.1 The two-dimensional toric code
The toric code (TC) [13] is an exactly solvable spin-1/2 model, typically defined on a 2D
square lattice. Placing spins on the edges of a square lattice, the Hamiltonian reads
HTC = −Je
∑
s
As − Jm
∑
p
Bp , (3.1)
where the star operator As =
∏
i∈ star (s) σ
x
i couples the σ
x-component of all spins adjacent
to a vertex s, and the plaquette operator Bp =
∏
i∈ ∂p σ
z
i couples the σ
z-component of all
spins surrounding a plaquette p − as shown in Fig. 3.1(a). Operators in (3.1) are Hermitian
and have eigenvalues ±1. Since any given pair of vertex and plaquette operators either share
0 or 2 bonds, As and Bp commute with one another, and thus the model can be solved ex-
actly. Therefore, common sets of eigenstates |Ψ〉 for both As and Bp can be constructed. The
ground state is returned by the so called “stabilizer conditions”, As|Ψ〉 = Bp|Ψ〉 = |Ψ〉 ∀ s, p,
with a ground-state energy E0 = −N(Je + Jm), and N the number of lattice sites.
Embedding the model with periodic boundary conditions onto a torus, the sign of a vertex
(plaquette) can only be flipped on an even number of vortices (plaquettes). This fact im-
plies two overall constraints, i.e.,
∏
sAs =
∏
pBp = +1, from which one can deduce the
ground-state degeneracy on a torus. The total Hilbert space has 22N states, but due to the
aforementioned constraints there are only 2N − 2 independent choices of operators in (3.1).
Thus, one has 22N/22N−2 = 4 ground states on a torus. This degeneracy can be also deduced
using different arguments. Indeed, one may construct the ground-state wavefunction solving
(3.1) in the σz basis states, that can be related to classical variables zi = ±1. For each
classical spin configuration s = {zi}2Ni=1 it is possible to define a plaquette flux operator as
wp(s) =
∏
i∈∂p
zi , (3.2)
where wp = −1 relates to a vortex on plaquette p. The stabilizer condition in a ground state
|Ψ0〉 of the TC implies no vortices, thus
|Ψ0〉 =
∑
{s :wp(s)=+1 ∀p}
αs|s〉 . (3.3)
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Figure 3.1: (a) The 2D toric code model. Spins-12 σi live on the edges of the square lattice.
Spins adjacent to a star operator As and to a plaquette operator Bp are shown. Winding
cycles on a torus ℓ1,2 are shown as well. Example of a loop gas (red line, edge spins σzi = −1)
is also displayed. (b) Excitations e (m) lying at the end of strings ℓ (ℓ∗) related to path
operators W (e)ℓ
(
W
(m)
ℓ∗
)
. (c) Full rotation of e around a magnetic charge m at p1. Braiding
operation leads to a nontrivial phase factor. Figure (a) is adapted from Castelnovo et al. in
Ref. [110] and from Ref. [111]. Figures (b,c) are adapted from Ref. [10].
The group of star operators acts on |s〉 by flipping spins. But the stabilizer condition holds
if and only if all coefficients αs are equal for each path of the action of As. In view of this,
the ground state − which is referred to as quantum loop gas − is a resonant superposition of
vortex-free spin configurations (loops) − see Fig. 3.1(a). One can show the four-fold ground-
state degeneracy on a torus by considering Wilson loop-like operators,
wℓ(s) =
∏
i∈ℓ
zi. (3.4)
When the loop ℓ is a contractible 5 loop, then the flux in (3.4) is given by the product of the
plaquette fluxes wp of (3.2) within the loop 6, and for each ground state wℓ = +1. While if
ℓ is one of the two nontrivial independent cycles on the square lattice wrapping the torus −
which cannot be contracted − then wℓ(s) = ±1 = (−1)n relates to conserved winding number
parity, with n the number of loop-bonds crossed by ℓ. Indeed, the latter remains preserved
by any given As overlapping with ℓ, since the star operator overlaps it on 0 or 2 bonds. The
two independent essential loops ℓ1, ℓ2 − shown in Fig. 3.1(a) − lead to four distinct topolog-
ical sectors that give rise to four-fold degenerate ground states, labeled by wℓ1(s) = ±1 and
wℓ2(s) = ±1. On a general manifold, one finds that the degeneracy increases as 22g, where g
is the genus of the manifold.
Excitations in the TC model arise from violating one of the stabilizer conditions for the
ground state. These excitations come in two varieties: electric charges e and magnetic vor-
tices m of a Z2 gauge theory 7 [112] . To visualize these excitations, one can construct two
5If there exist a homotopy of a loop into a point, then the loop is said contractible.
6Reminiscent of Stokes’ theorem.
7The TC can be seen as an Ising gauge theory. Degrees of freedom located on the edges of the
lattice correspond to Z2 valued gauge potentials. Star operators As are gauge transformations, and
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path operators for open loops,
W
(e)
ℓ =
∏
i∈ℓ
σzi , W
(m)
ℓ∗ =
∏
i∈ℓ∗
σxi . (3.5)
In (3.5) ℓ (ℓ∗) indicates the path going from s1 to s2 (p1 to p2 on the dual lattice) − see
Fig. 3.1(b). W (e)ℓ commutes with Bp’s and As’s − except for the end-string points s1, s2 where
W
(e)
ℓ and As1,2 anticommute. While, W
(m)
ℓ∗ commutes with As’s and Bp’s − except for the
end-string points p1, p2 where W
(m)
ℓ∗ and Bp1,2 anticommute. Thus, the state |Ψs1,s2(p1,p2)〉 =
Wℓ(ℓ∗)|Ψ〉 is an eigenstate of the Hamiltonian with a pair of electric charges (magnetic vortices)
located at s1, s2 (p1, p2) which energy cost is 4Je (4Jm). While single e and m are bosons
(considering the exchange among same particle type), it is possible to show that composite
e−m particles are fermions [10]. Even more, the braiding of e around m, in a full rotation
(two exchanges) − see Fig. 3.1(c) − yields a phase of −1. Indeed, assuming |ξ〉 to be a state
containing a vortex at p1, the braiding operation is described by W
(e)
ℓ |ξ〉 =
(∏
i∈ℓ σ
z
i
)
|ξ〉 =
(∏
p∈∂ℓBp
)
|ξ〉 = Bp1 |ξ〉 = −|ξ〉 − accordingly to (3.5) and (3.4). This result is not consistent
with either bosonic or fermionic statistics. In particular, excitations are Abelian anyons.
To conclude, the TC is one of the simplest quantum models leading to a topologically ordered
quantum state. Topological order gives rise to a robust ground-state degeneracy, and massive,
deconfined quasiparticles showing mutual anyonic statistics .
3.2 The two-dimensional honeycomb model
The two-dimensional Kitaev honeycomb (2D-KH) model [14] is an exactly solvable spin-1/2
model constructed on a 2D honeycomb lattice. It stands out as one of the few models in
which a Z2 quantum spin liquid can be exactly shown to exist. The Hamiltonian is described
in terms of two-body interactions, rather than four -body interactions as for the discussed
Z2 toric code (TC). This latter fact favors the experimental synthesis of the 2D-KH model
with respect to the TC, since a four-body interaction is harder to realize 8. Possible ex-
perimental realizations of 2D-KH physics have been suggested in strong spin-orbit coupled
compounds, usually dubbed Kitaev materials [28, 29]. In the following, I will show that the
2D-KH model exhibits gapped phases that are perturbatively related to the TC. Moreover,
under time-reversal symmetry breaking, a new topological phase arises with distinct topolog-
ical properties, and non-Abelian anyons.
The spin Hamiltonian introduced by A. Kitaev [14] reads
H = −Jx
∑
x-bonds
σxi σ
x
j − Jy
∑
y-bonds
σyi σ
y
j − Jz
∑
z-bonds
σzi σ
z
j . (3.6)
The degrees of freedom are localized spin-1/2 that live on the vertices of a bipartite honey-
comb lattice. They interact via bond -dependent nearest-neighbor exchange interactions. In
other words, the exchange coupling terms, Jλi , couple specific Pauli vector components, σ
λi
i ,
depending on the bond directions λi = x, y, z − see Fig. 3.2(a). The model is clearly frustrated
due to anisotropic exchange interactions in (3.6).
their commutation with the plaquette operators Bp leads to an overall gauge invariance.
8
Z2-TC commonly discussed experimental setups involve polar molecules [113], optical lattices
[114], and Josephson-junction arrays [115].
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Kitaev provided an exact solution of the model based on an extensive number of integrals of
motion, i.e., conserved plaquette operators
ŵp =
∏
i∈ ∂p
σλii = σ
y
1σ
z
2σ
x
3σ
y
4σ
z
5σ
x
6 . (3.7)
Let us consider a lattice with 2N sites, i.e., N unit cells. In (3.7) p refers to one of the N
hexagonal plaquettes on the lattice. The plaquette operator ŵp is defined as the product of
the six spins on the plaquette’s vertices. Since ŵ2p = 1, it has eigenvalues ±1. Its eigenvalues
can be physically interpreted as the magnetic flux through the plaquette p. If wp = −1 then
the plaquette carries a vortex − somewhat reminiscent of equation (3.2). It is possible to
show that operators ŵp commute with H, and also that different operators ŵp commute with
each other. In particular, N − 1 conserved quantities exist 9, and thus common eigenstates
|ξ〉 of H and ŵp can be found. In view of this, one can divide the total Hilbert space L into
eigenspaces of ŵp, or sectors, as
L =
⊕
w1,...,wN
Lw1,...,wN where |ξ〉 ∈ Lw ⇐⇒ ŵp|ξ〉 = wp|ξ〉 ∀ p , (3.8)
with N the number of plaquettes. Each sector Lw1,...,wN in (3.8) relates to a choice of wp = ±1
for each plaquette p. Therefore, one can solve for the eigenvalues of the Hamiltonian restricted
to a particular sector Lw1,...,wN . The total Hilbert space has 2
2N states, and since one has
N − 1 independent vortex sectors, it follows that the dimension of each sector is 2N+1. Thus,
splitting into sectors does not solve the problem yet, since it is still exponentially hard.
However, it turns out that the spin Hamiltonian can be mapped onto a real Majorana fermion
Hamiltonian. I will focus on such a mapping and on the related solution of the Hamiltonian
in the next section.
3.3 Majorana representation
It is worth recalling what Majorana fermions are and how do they enter in the fermionic
representation of spin degrees of freedom.
Introduced by Ettore Majorana in 1937 [109], they are particles that are their own antipar-
ticles. In the second quantization language, this points out that creation and annihilation
of Majorana fermions should be operated by the same operator, γ†i = γi, from which follows
γ2i = 1, and the anticommutation relation {γi, γj} = 2δij . Each complex fermionic mode d(†),
can be thought as “composed” by two real Majorana fermions,
d =
γ1 + iγ2
2
, d† =
γ1 − iγ2
2
. (3.9)
To solve the model, one may consider to represent the Pauli operators in (3.6) via some oper-
ators σ̃x, σ̃y, σ̃z. These latter can be constructed via a collection of four Majorana operators,
c, bx, by, and bz − see Fig. 3.3(a) − that act on a 4-dimensional Fock space F, and read as
σ̃x = ibxc , (3.10a)
σ̃y = ibyc , (3.10b)
σ̃z = ibzc . (3.10c)
9In systems with periodic boundary conditions − of interest to this work − fluxes can only be
created in pairs, hence the constraint
∏
p wp = 1, from which only N − 1 independent wp follow.
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Figure 3.2: (a) The Kitaev model on the two-dimensional honeycomb lattice. The bond-
directional dependent exchange interactions, Jx, Jy, and Jz, connect the two sublattices (light
and dark bullets). Unit vectors are n1 and n2. Spins σ
λi
i − with λi = x, y, z − belonging
to the same plaquette define the related plaquette operator ŵp (yellowish hexagon). (b)
Nontrivial loops ℓ1 and ℓ2 wrapping the torus which the model with boundary conditions is
embedded onto.
Adopting this new representation causes an enlargement of the Hilbert space. Note that the
Hilbert space of the spins is a 2-dimensional subspace L ⊂ F. A proper representation of
spins in terms of Majorana fermions requires a restriction to the subspace L. This subspace
is identified by states |ξ〉 that satisfy the constraint
|ξ〉 ∈ L ⇐⇒ D|ξ〉 = |ξ〉 , where D = −iσxσyσz = 1 . (3.11)
One may call L and F the physical subspace and the extended space, respectively. In the
Majorana language, the operator D in (3.11) reads as D = bxbybzc, and can have eigenvalues
±1. But the restriction to a physical eigenstate |ξ〉 imposes D|ξ〉 = |ξ〉 as in (3.11). All the
other eigenstates are unphysical 10 and must be discarded. Within L, the set of operators
σ̃λ in (3.10) acts as σλ acts on spins, by enforcing the constraint of (3.11). In particular, two
conditions need to be fulfilled for a proper representation:
(1) σ̃λ preserves the subspace L, which follows from
[
σ̃λ, D
]
= 0.
(2) If restricted to L, σ̃λ obey the same algebraic relations as σλ, which is verified since
(σ̃λ)† = σ̃λ, (σ̃λ)2 = 1, and σ̃xσ̃yσ̃z = (ibxc)(ibyc)(ibzc) = ibxbybzc3 = iD = i.
3.3.1 Solving the model using Majoranas
The spin Hamiltonian H{σλjj } in (3.6) can be written as a fermionic Hamiltonian H̃{b
λj
j , cj} =
H{σ̃λjj } which is restricted to the physical subspace by the condition in (3.11), i.e., D = Dj =
bxj b
y
j b
z
jcj for j = 1, . . . , 2N . In the Majorana representation the Hamiltonian in (3.6) reads as
H̃ = i
4
∑
〈j,k〉
Âjkcjck where Âjk =
{
2Jλjk η̂jk ⇐ (j, k)
0 otherwise
with η̂jk = ib
λjk
j b
λjk
k , (3.12)
10The unphysical states belong to the extended Fock space F, but not to the physical subspace L.
40
3.3. Majorana representation
Figure 3.3: (a) Illustration of the 2D-KH model with the introduction of Majorana flavors
cj , b
x
j , b
y
j , b
z
j . Each grey bubble refers to a single spin σj . The static Z2 gauge fields are given
by recombining bond-Majoranas, depicted as colored ellipsis. (b) Phase diagram of the model
in the vortex-free sector, with Jx+ Jy + Jz = const.. The gapped (gapless) spin liquid phases
are shown as blue (yellow) shaded zones. Figure (b) is adapted from Ref. [28].
where λjk = x, y, z indicates the direction of the (j, k) bond, as in Fig. 3.3. The Hamiltonian
in (3.12) has a quartic form, because Âjk is not a simple matrix, but rather it is an operator
depending on η̂jk. Fortunately, these bilinear operators commute with each other and with
H̃. Therefore, one can decompose the Fock space into common eigenspaces of η̂jk, which are
labeled by its eigenvalues ηjk = ±1,
F =
⊕
η
Fη where |Ψ〉 ∈ Fη ⇐⇒ η̂jk|Ψ〉 = ηjk|Ψ〉 ∀ j, k . (3.13)
Restriction of H̃ in (3.12) to Fη is obtained by replacing operators η̂jk in favor of valued Z2
gauge fields ηjk = ±1. Thus, one can solve within each subspace Fη the quadratic Hamiltonian
H̃{η} =
i
4
∑
〈j,k〉
Ajkcjck with Ajk = 2Jλjkηjk , (3.14)
which now relates to a free Majorana fermions problem with static gauge fields. Decompo-
sition in (3.13) has been similarly done as in (3.8) where the physical space L is split into
eigenspaces labeled by the eigenvalues of the plaquette operators, wp = ±1. These two de-
compositions relate one to another by expressing operators ŵp in terms of Majorana fermions,
and noting that within the physical space L
ŵp =
∏
〈j,k〉 ∈ ∂p
η̂jk. (3.15)
From (3.15) thus follows that each eigenspace Lw in (3.8) reads as
Lw =
∏
L
Fη , where wp =
∏
〈j,k〉 ∈ ∂p
ηjk. (3.16)
The ground state of the 2D-KH model can be found then via the following procedure:
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(1) Fix a value of wp = ±1 for all plaquettes.
(2) Step (1) implies to find ηjk which satisfy wp in (3.16), taking care of the direction-
dependence on the bond, since ηjk = −ηkj .
(3) Solve the quadratic Hamiltonian in (3.14) to find the energy spectrum E[w(η)]. How-
ever, the corresponding state |Ψη〉 is not gauge invariant since it belongs to Fη. Thus,
to obtain the corresponding physical state one needs to symmetrize over all gauge
transformations 11, by means of a projection of |Ψη〉 onto the physical space,
|Ψw〉 =
2N∏
j=1
(
1 +Dj
2
)
︸ ︷︷ ︸
≡Pj
|Ψη〉 ∈ L , (3.17)
where Pj is the projector operator.
(4) Repeat the previous steps for all wp and pick up the wp-configuration which minimizes
the energy E[w(η)].
In particular, the energy minimum follows from a vortex-free field configuration, i.e., wp = 1
for all plaquettes p 12 . It represents the ground state over all the vortex sectors. Its energy
spectrum and its related phase diagram − shown in Fig. 3.3(b) − can be found analytically.
Moreover, the ground state is topologically degenerate − similarly as in the TC. The ground
state of the model with boundary conditions embedded onto a torus is four-fold degenerate.
To visualize it, one may consider the two loops wrapping the torus in ℓ1 and ℓ2 directions −
as shown in Fig. 3.2(b). Thus, one can construct fermionic path operators according to (3.7)
in terms of spins or in terms of Majorana fermions as
ŵℓ(i0, . . . , in) = σ
λi0
i0
σ
λi1
i1
· · ·σλin−1in−1 σ
λin
in
=
(
n∏
i=1
−iη̂i,i−1
)
c0cn , (3.18)
where if i0 = in (closed loops ℓ1,2), c0 and cn cancel each other, leading to two Wilson loops,
ŵℓ1 and ŵℓ2 . These operators commute with the Hamiltonian in (3.6) as ŵp in (3.7) do. Their
eigenvalues can be ±1 depending on the sign of the bond gauge variables ηjk. Physically, one
may flip a chain of bonds − e.g., along ℓ1. This global operation amounts to the creation of a
pair of vortices (wp = −1), with one of the two vortices winding around the torus before being
annihilated with its partner. Because of such a process, there is a flux through one of the
torus holes, which is measured by wℓ1 = ±1. The topological character arises because gauge
field configurations which correspond to the same vortex configuration are not related to each
other by local gauge transformations ηjk → −ηjk. Therefore, the four distinct topological
sectors − labeled by {wℓ1 , wℓ2} − lead to four-fold degenerate ground states.
3.3.2 Vortex-free state spectrum
The energy spectrum is given by the eigenvalues of the matrix iAjk in (3.14) for wp = 1 ∀ p,
which stands for the vortex-free configuration. One choice to be in the vortex-free state is
11The operator Dj can be seen as a gauge transformation for the Z2 group. Applying Dj to |Ψη〉
changes the values of ηjk on the bonds connecting j with three nearest vertices k, which however does
not change the vortex sector, i.e., |Ψw〉 ∈ L.
12Reminiscent of the stabilizer condition found for the TC ground state.
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Figure 3.4: Vortex-free energy spectrum ε(q) = ±|f(q)| (a) for the isotropic point in phase
B, and (b) in the gapped phase Az for Jx = Jy = 0.5, and Jz = 2.
given by ηjk = 1 for all bonds (j, k), with j(k) ∈ even (odd) sublattice. Within the vortex-free
state, the Hamiltonian is translational invariant. This means that the energy spectrum can
be found analytically via Fourier transformation of (3.14),
cq,µ =
1√
2N
∑
r
e−i(qr)cr,µ =⇒ iÃ(q) =
(
0 if(q)
−if(q)∗ 0
)
. (3.19)
In (3.19) the index µ refer to the position of the site on the bipartite lattice, where r is
the location of the unit cell. The 2 × 2 matrix Ã is the Fourier transform of the related
matrix in (3.14). The function f(q) = 2
(
Jxe
i(qn1) + Jye
i(qn2) + Jz
)
, with n1 = (12 ,
√
3
2 ) and
n2 = (−12 ,
√
3
2 ) that represent the unit cell vectors chosen as in Fig. 3.2(a). One may introduce
complex fermions dq = 12(cq,µ + icq,ν) according to (3.9). Substituting them to cq,µ in (3.19),
the Hamiltonian follows as
H̃{η=1} =
1
2
∑
q
(
d†qd−q
)( eq ∆q
∆∗−q −e−q
)(
dq
d†−q
)
. (3.20)
The Hamiltonian in (3.20) has the form of a BCS Hamiltonian for superconductors, with
∆q = i Im f(q), and eq = Re f(q). To diagonalize (3.20), one can perform a Bogoliubov
transformation − see further details on the transformation in the Appendix A.1. The trans-
formation introduces a set of quasiparticles given by a superposition of creation and annihi-
lation operators, i.e., dq =
(
cos(φq)d
′
q + sin(φq)d
′ †
−q
)
and d†−q =
(
sin(φq)d
′
q − cos(φq)d
′ †
−q
)
,
with tan(2φq)= Im f(q)/Re f(q). The diagonalized Hamiltonian reads
H̃{η=1} =
∑
q
|f(q)|
(
2d
′ †
q d
′
q − 1
)
. (3.21)
The energy spectrum ε(q) = ±|f(q)| is shown in Fig. 3.4. The ground state energy is thus
given by E0 = −
∑
q |f(q)|, while the matter fermion excitations have energy E(q) = 2|f(q)|.
The other kind of excitations are vortices, which have a finite energy gap ∆w . The latter is
the energy difference of a state with and without a vortex pair. The spectrum is either gapless
− i.e., f(q) is zero for some q∗ − or gapped, depending on the anisotropy of the exchange
couplings. The function f(q) is zero if and only if the exchange couplings fulfill triangle
inequalities 13, which mark the regions in the phase diagram of Fig. 3.3(b), i.e., the B gapless
phase and three distinct A gapped phases. A special point in the phase B at Jx = Jy = Jz
(isotropic point) has two zeros which correspond to Dirac points, which merge and disappear
at the transition to phases A.
13So that, |Jx| ≤ |Jy|+ |Jz|, |Jy| ≤ |Jx|+ |Jz|, and |Jz| ≤ |Jx|+ |Jy| − see more in Ref. [14].
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Figure 3.5: (a) Dimers (dark ovals) on z-bonds of the 2D-KH lying on the edges (dashed)
of a square lattice (SL). Plaquettes of the 2D-KH on alternate rows relate to stars (s) and
plaquettes (p) of the SL. (b) Scheme of the chiral interaction matrix in equation (3.24). Figures
are adapted from Ref. [10].
3.3.3 Gapped phase A
In the gapped phase A, two quasiparticle types exist: gapped fermions and Z2 vortices (wp =
−1), the latter related to the Z2 gauge fields ηjk∈ ∂p. When a fermion braids around a vortex,
the related quantum state acquires a phase −1. This fact − as introduced in Sec. 3.1 − refers
to quasiparticles called Abelian anyons. It turns out that there exists another type of anyon,
which is a second type of vortex, degenerate with the first type, but distinct from it. To
visualize it, one may consider (3.6) in the phase Az 14 as H = H0 + V , with H0 containing
the z-bonds terms, whereas V contains x- and y-bonds terms. In the limit of V = 0, i.e.,
Jx,y = 0, Jz > 0 the system consists of a set of dimers, with a highly degenerate ground state,
i.e., each two spins on z-bonds are aligned as effective spins | ⇑〉 = | ↑↑〉 or | ⇓〉 = | ↓↓〉 − as
shown in Fig. 3.5(a). If one considers a small perturbation V , i.e., Jx, Jy ≪ Jz, an effective
Hamiltonian acting in the space of the effective spins can be obtained using perturbation
theory. At 4th order of perturbation 15,
H(4)eff = −
J2xJ
2
y
16|Jz|3
∑
p
Qp , with Qp = σ
y
left(p)σ
y
right(p)σ
z
up(p)σ
z
down(p) =
(
ŵp
)
eff
, (3.22)
where p runs over the plaquettes of the effective spin lattice − see Fig. 3.5(a), and Qp is
the plaquette operator acting on the effective spin space. It is possible to show that (3.22)
can be mapped onto the TC Hamiltonian in (3.1), where the plaquettes of the effective spin
lattice reduce to plaquettes p and vertices s of the TC lattice (square lattice with dashed
lines in Fig. 3.5(a)). Therefore, two distinct kinds of vortices arise − analogously to electric
charges e and magnetic charges m in the TC − living on even and odd rows of the honeycomb
lattice. The set of quasiparticles is completed by fermions which, however, differ in energy
from composite e−m fermions 16.
14This occurs when |Jz| ≫ |Jx|+ |Jy|.
15The 4th order refers to the first not constant term. I would refer for further details and explicit
calculations to Ref. [14].
16The energy of a fermion is ∼ 2|Jz|, while e−m composite fermions have an energy ∼ 4Jeff.
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3.3.4 Gapless phase B
Differently from phase A, phase B involves gapless fermions, and only one type of vortices
with undefined statistics. To get a well-defined excitations statistics, the opening of a gap is
required. In particular, one may open it under time-reversal symmetry (TRS) breaking, for
instance by applying an external magnetic field h = (hx, hy, hz). One can treat the problem
by using perturbation theory, adding a perturbation V = −
∑
j
(
hxσ
x
j +hyσ
y
j +hzσ
z
j
)
to (3.6).
Assuming for simplicity the isotropic point in the phase B, one may construct an effective
Hamiltonian acting on the vortex-free state. The first nontrivial perturbative order breaking
TRS is the 3rd,
H(3)eff ∼
hxhyhz
J2
∑
j,k,l
σxj σ
y
kσ
z
l = iK
∑
〈〈j,k〉〉
cjck with K ∼
hxhyhz
J2
, (3.23)
and
Heff =
i
4
∑
j,k
Ajkcjck , with Ajk = 2J〈j,k〉 + 2K〈〈j,k〉〉. (3.24)
Equation (3.23) introduces a next-nearest neighbors interaction (hopping), opening a gap in
the fermionic spectrum − i.e., it includes nonzero diagonal terms in Ã(q) in (3.19). The matrix
elements in (3.24) includes either nearest J or (next-nearest) K neighbors hopping, illustrated
with solid (dashed) arrows in Fig. 3.5(b). The spectrum follows from the eigenvalues of the
modified matrix iÃ(q), reading as ε(q) = ±
√
|f(q)|2 +∆2(q), where ∆(q) = 4K
(
sin(qn1)−
sin(qn2) + sin(q(n2 − n1))
)
. Thus, in the presence of a magnetic field the phase B acquires
a mass. Since bulk excitations are now gapped, their braiding rules must be well-defined.
In particular, it turns out that vortices are non-Abelian anyons, based on the computation
of a finite odd Chern number ν = ±1 [116]. This topological invariant arises from the
Berry flux of the fermionic spectral projector P (q) = 12
[
1 − sgn
(
iÃ(q)
) ]
17, given by ν =
1
2πi
∫
d2q
(
∂P (q)
qx
× ∂P (q)qy
)
·P (q) [14]. Because of ν = ±1, it is possible to show that every
vortex carries an unpaired Majorana mode. As a result of a fusion 18, vortices can either
annihilate (vacuum), or leave a bulk fermion due to pairing of Majorana modes [14]. Thus,
the output of braiding two vortices depends on which of these sectors are produced, which is
compatible with the non-Abelian anyons fusion and braiding rules [107]. Moreover, since ν is
nonzero, the system has gapless edge modes described in terms of Majorana fermions. These
edge modes can carry energy, leading potentially to measurable thermal transport.
3.4 Jordan-Wigner fermionization
In this section I present a solution of the 2D-KH model based on the Jordan-Wigner transfor-
mation (JWT) [117–119]. The transformation allows to represent spin- 12 operators in terms
of spinless fermions. Such a representation requires to recover the fermion commutation
relations from spin operators. However, spin operators anticommute at the same site and
commute at different sites, namely
{σ−n , σ+n } = 1 , {σ−n , σ−n } = {σ+n , σ+n } = 0 , (3.25a)
[σ−n , σ
+
m] = [σ
−
n , σ
−
m] = [σ
+
n , σ
+
m] = 0 , with n 6= m, (3.25b)
17 It projects onto the one-dimensional subspace spanned by the eigenvectors of iÃ(q) corresponding
to negative eigenvalues.
18The formation of a different type of anyon by braiding together two anyons is called fusion.
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where σ±n = σ
x
n ± iσyn are the spin ladder operators, and 2σzn = [σ+n , σ−n ]. Hence, one cannot
simply have σ(+)n = f
(†)
n , but rather one may perform a transformation to get fully anticom-
muting operators. In 1D systems the problem has been solved [117] introducing a phase along
1D chains of fermions, namely
σ−1 = f1, σ
−
n = exp
(
±iπ
n−1∑
j=1
f †j fj
)
fn=
n−1∏
j=1
(
1− 2f †j fj
)
fn=
n−1∏
j=1
(−1)jσzj fn , n=2, . . ., N,
(3.26a)
σ+1 = f
†
1 , σ
+
n = exp
(
±iπ
n−1∑
j=1
f †j fj
)
f †n=
n−1∏
j=1
(1− 2f †j fj)f †n=
n−1∏
j=1
(−1)jσzj f †n , n=2, . . ., N.
(3.26b)
The equalities in (3.26a) and (3.26b) follow from series expansion of the exponential function.
The phase for the fermion on the nth site is determined by the number of occupied fermionic
states at sites j = 1, . . . , n− 1. The spin operators in terms of fermions then can be nonlocal
since one has to deal with a string of n − 1 operators. The transformed operators fulfill
the anticommuting relations, i.e., {f †n, fm} = δm,n, {f †n, f †m} = {fn, fm} = 0. As an example,
equations (3.26a) and (3.26b) can be applied to transform a 1D spin- 12 isotropic XY Heisenberg
chain into a chain of noninteracting spinless fermions,
HXY =
N−1∑
j=1
J
2
(σ+j+1σ
−
j + σ
−
j+1σ
+
j ) , → HXY =
N−1∑
j=1
J
2
(f †j fj+1 + f
†
j+1fj) . (3.27)
In general, applications of the JWT do not provide always simple models in the fermionic
language − as for the case in (3.27). The reason is that the phase introduced is not always
simple to treat. For instance, JWT on 2D models [120] may return nonlocal fermionic op-
erators, where the phase is seen as a gauge field, and for which approximations are required
[121, 122].
The 2D-KH model that follows from a JWT [118, 119] is still an exactly solvable model with
no need for approximations. In the form of a topologically equivalent brick-wall lattice − see
Fig. 3.6(a) − the model is build up by x-y chains connected by vertical z bonds. Therefore,
one can perform a 1D JWT along a path that snakes through the whole 2D lattice and that
visits each site once − see Fig. 3.6(b). The JWTs to represent the spin ladder operators read
σ+i,j = 2f
†
i,je
iπθ̂i,j = 2
[
∏
j′<j
∏
i′
σzi′j′
][
∏
i′<i
σzi′j
]
f †i,j , (3.28a)
σ−i,j = 2e
iπθ̂i,jfi,j = 2
[
∏
j′<j
∏
i′
σzi′j′
][
∏
i′<i
σzi′j
]
fi,j , (3.28b)
σzi,j = 2f
†
i,jfi,j − 1 , (3.28c)
with
θ̂i,j =
∑
j′<j
∑
i′
f †i′,j′fi′,j′ +
∑
i′<i
f †i′,j′fi′,j′. (3.29)
Operators in (3.28) act on all spins located at site (i, j) of the 1D path − see Fig. 3.6(b).
Equations (3.28a) and (3.28b) are twice the spin ladder operator for a given site. The operator
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Figure 3.6: (a) Brick-wall lattice obtained by a deformation of the honeycomb lattice in
Fig. 3.2(a). (b) Contour for the JW transformation used in the brick-wall lattice. (c) 2D-KH
shrunk onto a square lattice. The exchange interactions Jx,y (red, green edges) run along
the lattice vectors ex,y, whereas Jz exchange coupling and the ηr gauge field tune the on-site
potential of the rth site of the lattice (blue vertices).
in (3.29), and thus exp(iπθ̂i,j), are rephrased in terms of σzi,j , as similarly done in (3.26a)
and (3.26b). Thus, one can use operators in (3.28) to represent the Pauli matrices in the
Hamiltonian of (3.6), which terms are given by
σxi,jσ
x
i+1,j =
∏
i′<i
σzi′,j
(
f †i,j + fi,j
) ∏
i′<i+1
σzi′,j
(
f †i+1,j + fi+1,j
)
=
(
f †i,j + fi,j
)
σzi′,j
(
f †i+1,j + fi+1,j
)
(19)
︷︸︸︷
= −
(
f †i,j − fi,j
)(
f †i+1,j + fi+1,j
)
(3.30a)
σyi−1,jσ
y
i,j =
∏
i′<i−1
σzi′,j
(
f †i−1,j − fi−1,j
)∏
i′<i
σzi′,j
(
f †i,j − fi,j
)
= −
(
f †i−1,j − fi−1,j
)
σzi−1′,j
(
f †i,j − fi,j
)
(19)
︷︸︸︷
=
(
f †i−1,j + fi−1,j
)(
f †i,j − fi,j
)
(3.30b)
σzi,jσ
z
i,j−1 =
(
2f †i,jfi,j − 1
)
(2f †i,j−1fi,j−1 − 1
)
. (3.30c)
Performing all these substitutions, the Hamiltonian of (3.6) reads
H = Jx
∑
x−bonds
(
f †i,j − fi,j
)(
f †i+1,j + fi+1,j
)
− Jy
∑
y−bonds
(
f †i−1,j + fi−1,j
)(
f †i,j − fi,j
)
− Jz
∑
z−bonds
(
2f †i,jfi,j − 1
)(
2f †i,j−1fi,j−1 − 1
)
. (3.31)
Equation (3.31) consists of local bilinear terms along the x-y chain. The z terms, instead,
lead to some density-density interactions − that are quartic in the fermion modes. Terms in
(3.31) can be further simplified. Indeed, one may introduce two Majorana fermions, ci,j and
19The relation (f†α + fα)σ
z
α = (f
†
α + fα)(2f
†
αfα − 1) = −f†α + fα − 2f†αfαfα +2fαf†αf†α = −(f†α − fα)
has been used.
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gi,j , per each fermion fi,j
ci,j = i(f
†
i,j − fi,j), gi,j = f
†
i,j + fi,j i+ j = even ≡ ◦
ci,j = f
†
i,j + fi,j , gi,j = i(f
†
i,j − fi,j) i+ j = odd ≡ •. (3.32)
In the following, I adopt the notation (◦, •) as in (3.32) to indicate the (even,odd) sites of the
bipartite lattice shown in Fig. 3.6(a). Thus, the Hamiltonian in (3.31) in terms of Majorana
fermions is given by
H = −iJx
∑
x−bonds
c◦c• + iJy
∑
y−bonds
c•c◦ − iJz
∑
z−bonds
(
ig◦g•
)
c◦c• . (3.33)
Let us consider N unit cells in the brick-wall lattice at the position r. Each of these consists
of one even (◦) and one odd (•) lattice site. The unit vectors ex and ey connect the unit cells,
and span the whole lattice − see Fig. 3.6(a). The sum over all x, y, and z bonds in (3.33)
turns into a sum over all the unit cells. Therefore, the Hamiltonian reads
H =
∑
r
i
[
Jxc•,rc◦,r+ex + Jyc•,rc◦,r+ey − Jz
(
ig•,rg◦,r
︸ ︷︷ ︸
η̂r
)
c•,rc◦,r
]
, (3.34)
where the operator η̂r = (ig•,rg◦,r) is defined on each z bond of the lattice and located by the
vector r. Operators η̂r commute with each other and with the Hamiltonian. This is verified
for the x and y terms since {cr, gr′} = 0, but it is also true for the z terms, even at the same
site r, for which one has
[
g•g◦c•c◦, g•g◦
]
r
= g•g◦
[
c•c◦, g•g◦
]
r
= 0. (3.35)
Therefore, H and η̂r have common eigenstates. The Hilbert space can be decomposed into
common eigenspaces of η̂r, which are labeled by eigenvalues ηr = ±1. Thus, one can diago-
nalize H within each eigenspace with a fixed configuration of eigenvalues {ηr} = (η1, . . . , ηN ).
The restriction of H in (3.34) to
H{ηr} =
∑
r
i
[
Jxc•,rc◦,r+ex + Jyc•,rc◦,r+ey − Jzηrc•,rc◦,r
]
, (3.36)
describes a problem of free Majorana fermions with static Z2 gauge fields. The Hamilto-
nian of (3.36) has the same form as for the Kitaev’s solution in (3.14). However, the JW
fermionization gives rise to a particular realization of Majorana fermionization, where the
gauge fields along the 1D x-y chains are fixed to +1. One may wonder whether there exists
a gauge transformation on the lattice which renders (3.14) to that of (3.36). It exists, and
referring to the JW path of Fig. 3.6(b), it leads to
cn →
n−1∏
j=1
ηj,j+1cn, n = 2, . . ., N, (3.37)
where ηj,j+1 are the gauge fields living on the bond joining the jth and (j + 1)th site along
the JW path, if one applies the Majorana fermionizaton. The gauge transformation in (3.37)
implies that the gauge fields ηr = ±1 live only on the z bonds. In other words, the JW
fermionization evades the gauge redundancy arising from the unphysical states 20 in the
20Now it should be clearer that the unphysical states are 22N gauge copies arising from the 2N
different operators {Dj} for each lattice site j = 1, . . . , 2N , introduced in Sec.3.3.
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Majorana representation. Indeed, the JWT maps the 2-dimensional Hilbert space of spins
onto the 2-dimensional Hilbert space of spinless fermions. The advantage is that there is no
need to project out states in solving the Hamiltonian. The operators η̂r are related to the
plaquette operators ŵp of (3.7) via the JWTs in (3.28a) and (3.28b)
ŵp = σ
y
1σ
z
2σ
x
3σ
y
4σ
z
5σ
x
6
=
1
i
(f †1 − f1)σz2(f
†
3 + f3)σ
z
1σ
z
2
1
i
(f †4 − f4)σz5σz6σz5(f
†
6 + f6)
= i(f †1 + f1)(f
†
3 + f3)
1
i
i(f †4 − f4)
1
i
(f †6 − f6)
=
︸︷︷︸
(3.32)
(ig◦,1g◦,3)(ig•,4g•,6)
= η̂61η̂43, (3.38)
with η̂61 and η̂43 living on the z bonds of the plaquette p − see Fig. 3.2(a). Thus vortices
wp = ±1 arise from the product of two consecutive gauge variables ηr on z bonds, i.e., vortices
are domain walls in terms of ηr. The inversion of ηr → −ηr for all the sites r lying along an
horizontal row of plaquettes on the brick-wall lattice, does not change the vorticity content
of the system [123]. Therefore, all the eigenstates of the Hamiltonian in (3.36) are at least
2R-fold degenerate, with R the number of rows. Since the conserved quantities η̂r live on the
z bonds of the lattice, one may introduce complex fermions on each z bond
dr =
1
2
(
c•,r − ic◦,r
)
, d†r =
1
2
(
c•,r + ic◦,r
)
, (3.39)
to rewrite the Hamiltonian in (3.36) as
H{ηr} =
∑
r
Jx(d
†
r + dr)(d
†
r+ex − dr+ex) + Jy(d
†
r + dr)
×(d†r+ey − dr+ey) + Jzηr(2d
†
rdr − 1) , (3.40)
where ex and ey connect two z-bonds that cross x- and y-bonds, respectively, and form a
unit vector basis of a square lattice (SL). The SL is obtained by shrinking the z bonds of the
brick-wall lattice into SL sites located by r, as shown in Fig. 3.6(c). Equation (3.40) describes
a matter fermion Hamiltonian with an on-site dependent gauge potential, containing both
hopping and pairing terms. As for the Kitaev’s solution in Sec. 3.3.1, the ground state is given
by the vortex-free state. To find the energy spectrum one can fix the gauge configuration {ηr}
to one which does not contain vortices, e.g., ηr = 1 ∀ r − as similarly done in Sec. 3.3.2. The
sector is translational invariant, thus one Fourier transforms (3.40), to obtain
dr =
1√
N
∑
q
ei(qr)dq =⇒ H̃{η=1} =
1
2
∑
q
D
†
q
︷ ︸︸ ︷
(
d†qd−q
)( eq i∆q
i∆−q −e−q
)
Dq
︷ ︸︸ ︷
(
dq
d†−q
)
, (3.41)
where eq = 2(Jz − Jx cos qx − Jy cos qy), and ∆q = 2(Jx sin qx + Jy sin qy). The Hamiltonian
in (3.41) recalls the BCS Hamiltonian found in (3.20). Its diagonalized form follows from a
Bogoliubov transformation B − I refer to Appendix A.1 for further details − that gives rise
to
H̃{η=1} =
∑
q
E(q)
(
2a†qaq − 1
)
. (3.42)
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by (3.43c). The quantity S is defined as
S =
N∏
i=1
(ni · σλni ) =
N∏
i=1
(−iη̂i+1,ici+1ci) =︸︷︷︸
at i = N, i+ 1 = 1
±1 . (3.44)
Equation (3.44) retrieves the conserved quantity defined in (3.18). S determines the gauge
variable on the tangential bond at the end point of the chosen JW path − the only one not
fixed to 1 − and it refers to the aforementioned nonvanishing nonlocal phase term in the
JW string with boundary conditions. From Fig. 3.7 one can note that every plaquette has
two normal bonds, i.e., for every plaquette ŵp = η̂ij η̂kl, with (i, j), (k, l) ∈ p. For the end
plaquette where the JW path terminates, ŵp = S η̂ij η̂kl. Considering these quantities, one can
compute the Wilson loops ŵℓ1 and ŵℓ2 − as done for (3.18) − along the two essential paths on
a torus. It is possible to show that the four distinct topological sectors found in Sec. 3.3.1 arise
from distinct combination of S and η, leading to four different kinds of boundary conditions
21. A discussion on all possible scenarios goes beyond the purpose of this work, for which I
would refer the reader to the work of Mandal et al. [119]. What described above relates to
a proper way of treating boundary conditions, which is clearly important to get the proper
ground state degeneracy, and to study the topological quantities arising from the model. For
the purpose of this work − which aims to investigate bulk transport properties of the model
− I consider boundary conditions onto the square lattice in Fig. 3.6(c), geometry which the
system has been reduced to in (3.40). These boundary conditions are periodic along the ex
and ey directions of the lattice − see Fig. 3.6(c). These conditions do not take into account
the arising end points term of (3.43c), as required for any JW mapping. However, this is not
a real issue since in this work I will not discuss about topological quantities of the system.
In particular, the term in (3.43c) has no relevant effects on the bulk transport properties,
thus I will discard it. Nevertheless, one may worry whether different choices for boundary
conditions imply different results for the bulk quantities, due to finite size corrections O(1/L)
for a system with N = L × L sites. In this context, in Chapter 5, Sec. 5.5, I will contrast
two different ways to map boundaries against each other, and I will show that results are
qualitatively the same regardless of which boundaries I consider.
21One of the four possible sectors arises from all {η} = 1 and S = −1. The Wilson loop’s eigenvalues
are wℓ1 = 1 and wℓ2 = 1, with periodic boundary conditions in both directions.
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CHAPTER 4
Evaluation of dynamical heat current correlation
functions
In this chapter, I will show the analytical and numerical methods employed in this work
to compute the heat transport coefficients for the two-dimensional Kitaev model. These
coefficients are derived within the linear response theory, and thus, according to equations
(2.13) and (2.14), they can be computed via the energy-current auto-correlation functions.
Since the model is analytically solved in the vortex-free state, I will provide an analytical
expression for the correlation functions. The analytical findings are valid only in the zero-
temperature limit. A finite-temperature study includes thermal fluctuations of the static
gauge fields, i.e., a nonzero content of vortices. Therefore, to investigate the influence of
vortices on mobile heat carriers, I will show the numerical methods employed to deal with the
finite-temperature problem.
4.1 Analytical calculations in the vortex-free state
To compute the energy-current auto-correlation function in the vortex-free state, first one
needs to evaluate the energy current. According to (2.6), the energy current follows from the
continuity equation as, ∂ljlh = −∂th(r). The right hand side of the equation refers to the
time derivative of the local energy density. In the vortex-free state, and at zero magnetic field
B = 0, one may define this energy density as
h(r){ηr=1} = Jx(d
†
r + dr)(d
†
r+ex − dr+ex) + Jy(d
†
r + dr)(d
†
r+ey − dr+ey)
+ Jz(2d
†
rdr − 1) , (4.1)
where
∫
drh(r) = H{ηr=1} retrieves the Hamiltonian of (3.40) in terms of matter fermions
d(†) located at sites r of the square lattice − as shown in Fig. 3.6(c). The time derivative of
(4.1) is given by the commutator i
[
H, h(r)
]
. This latter − hence the current, and its related
correlation function − can be evaluated analytically. Equation (4.1) is translational invariant,
and thus it can be studied in the momentum space via a Fourier transformation. One may
recall the Hamiltonian in the momentum space evaluated in (3.41),
H̃ =
∑
q
D
†
α,q
︷ ︸︸ ︷
(
d†qd−q
)
H(q)αβ
︷ ︸︸ ︷
(
eq
2 i
∆q
2
i
∆−q
2 −
e−q
2
)(
dq
d†−q
)
︸ ︷︷ ︸
Dβ,q
, with
{
eq = 2(Jz − Jx cos qx − Jy cos qy)
∆q = 2(Jx sin qx + Jy sin qy)
.
(4.2)
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Similarly, one may Fourier transform the energy density h(r) in (4.1)
h̃(r) = hp =
∑
q′
D
†
µ,q′
︷ ︸︸ ︷
(
d†
q′
d−q′
)
R(q′,p)µν
︷ ︸︸ ︷
(
aq′,p ibq′,p
−ibq′,p −aq′,p
)(
dq′+p
d†−q′−p
)
︸ ︷︷ ︸
Dν,q′+p
,
with
{
aq′,p = Jz − Jxei
px
2 cos(q′x +
px
2 )− Jyei
py
2 cos(q′y +
py
2 )
bq′,p = (Jxe
i px
2 sin(q′x +
px
2 ) + Jye
i
py
2 sin(q′y +
py
2 ))
. (4.3)
The energy current in the momentum space follows from a Fourier transformation of (2.6)
and from (4.2) and (4.3),
p · j(p) =
[
H̃, hp
]
. (4.4)
In (4.4) I dropped off the index “h” since (4.1) is considered at zero magnetic field. Indeed,
the energy current jh = jth = j consists only of the thermal current, without any coupling
with the spin current jS − see Sec. 2.1. Thus, one needs to compute the right hand side of
(4.4), which is given by
[
H̃, hp
]
=
∑
qαβ
∑
q′µν
[
d†α,qH(q)αβdβ,q, d
†
µ,q′R(q
′,p)µνdν,q′+p
]
=
∑
qαβ
∑
q′µν
H(q)αβR(q
′,p)µν
(
d†α,qdβ,qd
†
µ,q′dν,q′+p − d
†
µ,q′dν,q′+pd
†
α,qdβ,q
)
=
∑
qαβ
∑
q′µν
H(q)αβR(q
′,p)µν
(
d†α,qdν,q′+pδµ,βδq,q′ − d†µ,q′dβ,qδα,νδq,q′+p
)
=
∑
q
D†q
(
H(q)R(q,p)− R(q,p)H(q+ p)
)
Dq+p . (4.5)
To get an expression for j, one can expand both sides of (4.4) in Taylor’s series of p = (px, py)
about zero up to the 1st order. In such a way, one is considering the energy current of (4.4)
in the long-wavelength limit p → 0, that reads
jµ =
∑
q
(
d†qd−q
)
Lµ(q)
︷ ︸︸ ︷
(
lq,µ lq,µ
lq,µ lq,µ
)(
dq
d†−q
)
, (4.6)
with lq,µ = 2
(
JµJz sin(qµ) − JxJy sin(qµ − qµ̄)
)
and µ̄ = y(x) for µ = x(y). After that, one
performs a standard Bogoliubov transformation B − as discussed in Sec. 3.4 − which makes
the matrix in (4.2) diagonal in the Bogoliubov basis A† = D†B. The result is obviously
identical to that in (3.42), with the quasiparticle energy E(q) =
√
e2q +∆
2
q. One can use yet
the quasiparticle basis of the diagonal Hamiltonian to transform the energy current operator
in (4.6), which possibly become diagonal. The transformed current operator reads jµ =
∑
qA
†
qL̃
µ(q)Aq, with L̃µ(q) = Lµ(q). In the quasiparticle basis the current matrix remains
not diagonal, and thus the energy current displays both diagonal (quasiparticle) terms, and
off-diagonal (pair-breaking) terms. It can be also written as
jµ =
∑
q
E(q)
∂E(q)
∂qµ
a†qaq + pair-breaking terms , (4.7)
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with the quasiparticle contribution E(q)∂E(q)/∂qµ = 2lq,µ. The latter relation follows from
the definition of the local energy density in (4.1). The next step consists in the evaluation of
the energy-current auto-correlation function (2.14), which in the quasiparticle basis reads as
1
Cµν(t) = 〈jµ(t)jν〉 =
1
N
∑
qαβ
∑
kγδ
〈
A†α,qL
µ
αβ(q)Aβ,qA
†
γ,kL
ν
γδ(k)Aδ,k
〉
ei(E(q)α−E(q)β)t . (4.8)
In (4.8) the time evolution is considered in the Heisenberg picture 2, and N is the system
size. To calculate (4.8) one may perform a Wick’s decomposition to compact the four-point
correlator in products of simpler two-point correlators. Without loss of generality, one may
assume for simplicity that µ = ν − which refers to the longitudinal correlation function. The
latter can be written as
C(t) =
1
N
∑
q,k
〈lq
(
2a†qaq + a
†
qa
†
−qe
i2E(q)t + a−qaqe
−i2E(q)t
)
lk
(
2a†kak + a
†
ka
†
−k + a−kak
)
〉
=
1
N
∑
q,k
lqlk
(
4〈a†qaqa†kak〉+ 2〈a†qaqa
†
ka
†
−k〉+ 2〈a†qaqa−kak〉
+ ei2E(q)t
(
2〈a†qa†−qa†kak〉+ 〈a†qa
†
−qa
†
ka
†
−k〉+ 〈a†qa
†
−qa−kak〉)
+ e−i2E(q)t(2〈a−qaqa†kak〉+ 〈a−qaqa
†
ka
†
−k〉+ 〈a−qaqa−kak〉)
)
=
1
N
∑
q,k
lqlk
(
4〈a†qak〉〈aqa†k〉+ ei2E(q)t(〈a†qak〉〈a
†
−qa−k〉 − 〈a†qa−k〉〈a†−qak〉)
+ e−i2E(q)t(〈a−qa†−k〉〈aqa
†
k〉 − 〈a−qa
†
k〉〈aqa
†
−k〉)
)
. (4.9)
Equation (4.9) can be further simplified, and it reads
C(t) =
1
N
∑
q
2l2q
[
2fq(1− fq) + f2qei2E(q)t + (1− fq)2e−i2E(q)t
]
, (4.10)
where 〈a†qaq〉 → fq, with fq =
(
exp(βE(q)) + 1
)−1
the Fermi-Dirac distribution. Equation
(4.10) contains both particle-hole, and particle-particle (hole-hole) contributions. To relate
(4.10) to the transport coefficients − see equations (2.15 - 2.17) − it would be appropriate to
Fourier transform (4.10) in the frequency space, which returns
C(ω) =
∫ ∞
−∞
dte−iωtC(t)
=
2π
N
∑
q
2l2q
[
2fq(1− fq)δ(ω) + f2qδ(ω + 2E(q)) + (1− fq)2δ(ω − 2E(q))
]
. (4.11)
The first term in (4.11) is the quasiparticle contribution. It relates to the zero-frequency
transport coefficient, i.e., the Drude weight in (2.18). The remaining two contributions arise
from pair-breaking terms in (4.6), and they refer to the finite-frequency coefficients, i.e., the
regular part in (2.19).
1In the remainder of the chapter ~ = kB = 1
2In the Heisenberg picture, Ȧ(t) = i
[
H,A(t)
]
, where A is the operator which incorporates a
dependency on time, whilst state vectors |ψ〉 are time-independent.
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The analytical finding arising from (4.11) for the energy-current correlation function is mean-
ingful only in the limit of T/∆w → 0 − with ∆w the vortex energy gap as defined in Sec.
3.3.2 − where no gauge excitations are present. Yet, these results can be used to check and
to interpret the numerical findings in their low-temperature limit. In this context, they are
also useful to contrast a fictitious heat conductivity at finite temperature − arising from the
vortex-free state − with that one including the effects of thermal gauge excitations, i.e., with
a finite content of vorticity.
4.2 Exact diagonalization
Let us consider a finite-temperature scenario with thermal gauge fluctuations and vortices.
This problem is no longer analytically solvable because of the distribution of the gauge fields
ηr in real space. However, one may attack the problem via numerical calculations. The local
energy density is similar to (4.1), but it has to include an on-site dependent gauge potential
ηr = ±1. This points out that the system is no more translational invariant. In view of this, to
determine the energy current one can make use of a version of the continuity equation (2.6)
that takes into account the real space site-dependent gauge variables. The energy current
follows from (2.7) by using the polarization operator P [53]. I remind (2.7) in the following
for the purposes of this section,
j = ∂tP = i
[
H,P
]
with P =
∑
r
rh(r). (4.12)
Thus, the current can be obtained by computing the commutator in (4.12), and it follows as
jµ = i
∑
s,r
µ̂ ·
[
h(s), rh(r)
]
= i
∑
s,r
µ̂ · r
[
Jxbsgs+ex + Jybsgs+ey − Jzηsbsgs , Jxbrgr+ex + Jybrgr+ey − Jzηrbrgr
]
,
(4.13)
where µ = x, y refers to the specific component of the energy current on the 2D square lattice.
The unit vectors ex and ey refer to those of Fig. 3.6(c). In (4.13), the operators br = (d
†
r+dr),
and gr = (d
†
r−dr) are used to compact the notation in the commutator. It can be verified that
br and gr satisfy the algebraic relations {br, gs} = 0, {br, bs} = 2δr,s, and {gr, gs} = −2δr,s.
Considering these relations, one can compute the commutator, which leads to
jµ = i
∑
r
µ̂ ·
{
− JxJz
[
ηr+ex(r+ ex)brbr+ex + ηr(r− ex)brbr−ex
]
− JyJz
[
ηr+ey(r+ ey)brbr+ey + ηr(r− ey)brbr−ey
]
+ JxJy
[
(r+ ex − ey)brbr+ex−ey + (r+ ey − ex)brbr+ey−ex
]
}
(4.14)
Equation (4.14) can be further simplified, and it can be written as
jµ = 2iJµ
∑
r
(
Jzηrbrbr−eµ + τµJµ̄brbr+ex−ey
)
, (4.15)
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where µ̄ = y(x), and τµ = +(−), when µ = x(y). The energy current is diagonal in the gauge
field, thus one can write the energy-current auto-correlation function as follows,
C(t) =
1
ZN
Trη
(
Zd(η) 〈j(t)j〉d(η)
︸ ︷︷ ︸
C(η,t)
)
. (4.16)
In (4.16) I consider the longitudinal correlation function, dropping off indices µ = ν of the
current operators. The subscript d(η) relates to a trace over matter fermions for a fixed gauge
field sector η = (η1, . . . , ηN ). The 〈· · · 〉d(η) provides the correlation function C(η, t) related
to the gauge sector η. Each of these functions is weighted by its sector’s partition function
Zd(η), which sum up to the total partition function Z − I would refer the reader to Appendix
C.1 for further insights on the thermodynamic of the model.
To evaluate numerically each C(η, t), and thus (4.16), I resort to exact diagonalization (ED) in
the fermion basis. The method yields all eigenenergies and eigenvectors of the Hamiltonian in
(3.40). The ED allows the evaluation of ground state properties as well as finite temperature
static or dynamic quantities. The method can treat systems with limited dimension of the
Hilbert space ∝ KN , where K is the number of local quantum states, and N the lattice size.
Indeed, the processing time of ED routines scales exponentially with the dimension d of the
Hamilton matrix to diagonalize as ∼ O(d3).
For instance, the Kitaev honeycomb model in (3.6) has 22N states. Thus, the ED in the spin
basis turns to be restricted to a modest number of unit cells N . 10. In the fermion basis, one
can define a 2N component operator D† = (d†1, . . . , d
†
N , d1, . . . , dN ). The indices {1, . . . , N}
refer to all sites r of the square lattice in Fig. 3.6(c). In terms of D† the Hamiltonian and
the energy current operator are set up in real space as
H =










d†1
...
d†N
d1
...
dN










T
︸ ︷︷ ︸
D†
[
H(η)
]
2N×2N
D
︷ ︸︸ ︷










d1
...
dN
d†1
...
d†N










, j =










d†1
...
d†N
d1
...
dN










T
︸ ︷︷ ︸
D†
[
L(η)
]
2N×2N
D
︷ ︸︸ ︷










d1
...
dN
d†1
...
d†N










. (4.17)
Both the Hamiltonian H and the energy current j in (4.17) have 2N × 2N matrices that
depend on the gauge field sector considered η = (η1, . . . , ηN ). For each given η, one can
perform a numerical Bogoliubov transformation B which maps the Hamiltonian in (4.17) to
H̃ = 12A†EA, where A† = (a
†
1, . . . , a
†
N , a1, . . . , aN ) are quasiparticle fermions introduced via
A† = D†B. The matrix E is diagonal with diag(E) = (E1, · · · , EN ,−E1, . . . ,−EN ), where
Ej are the quasiparticle energies.
Performing this transformation requires to account for some facts. B is a linear transfor-
mation combining creation and annihilation operators, which must preserve the algebraic
relations among them. It means that for any given operator a(†)j the fermion anticommuting
relations {aj , a†k} = δj,k and {aj , ak} = {a
†
j , a
†
k} = 0 must hold.
Yet, in case of degenerate eigenspaces, there is an issue with standard Gram-Schmidt or-
thogonalized transformation matrix usually adopted to diagonalize H. The algorithm does
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not consider such a mixing of particle-hole states. It provides an unphysical transformation
which does not preserve the algebraic relations aforementioned.
To deal with this numerical issue, one needs to modify the transformation matrix T pro-
vided by standard diagonalization routines. In this work, I resort to the EISPACK linear
algebra libraries [124] for the aforementioned routines, in particular to tred2 [125] and tql2
[126]. The former reduces the real symmetric matrix H(η) to a symmetric tridiagonal one,
with an orthogonal transformation matrix arising from the reduction. The latter finds the
eigenvalues and eigenvectors of the tridiagonal matrix obtained via the tred2 algorithm. The
transformation matrix T has to be adapted to the Bogoliubov problem, in particular it turns
out that
T → B =
(
Uα,β Vα,β+N
Vα+N,β Uα+N,β+N
)
, (4.18)
with α, β = 1, . . . , N , and U, V being N ×N coefficients matrices. The modification of T into
B in (4.18) satisfies
{a†j , a
†
k} =
{
N∑
i=1
(
ui,jd
†
i + vi+N,jdi
)
,
N∑
m=1
(
um,kd
†
m + vm+N,kdm
)
}
=
N∑
i,m=1
[
ui,jvm+N,kδi,m + vi+N,jum,kδi,m
]
=
N∑
i=1
[
ui,jvi+N,k + vi+N,jui,k
]
= 0 ,
(4.19)
{aj , a†k} =
{
N∑
i=1
(
vi,jd
†
i + ui+N,jdi
)
,
N∑
m=1
(
um,kd
†
m + vm+N,kdm
)
}
=
N∑
i,m=1
[
vi,jvm+N,kδi,m + ui+N,jum,kδi,m
]
=
N∑
i=1
[
vi,jvi+N,k + ui+N,jui,k
]
= δj,k ,
(4.20)
such that the Bogoliubov diagonalization is well defined and physically meaningful. Therefore,
the energy-current auto-correlation function at a fixed gauge sector η, in the quasiparticle
basis, reads as
C(η, t) =
1
N
∑
nm
∑
n′m′
〈A†n(t)LnmAm(t)A†n′Ln′m′Am′〉 , (4.21)
where L = B†L(η)B. In order to compute (4.21), a Wick’s decomposition is performed. The
idea is − as for (4.9) − to reduce (4.21) into a sum of products of single-particle propagators.
I report in the following the result of contractions − I refer the reader to the Appendix A.2
for further details − which reads as
C(η, t) =
1
N
N∑
n,m=1
[
e−i(En−Em)tfn(1− fm)L(1)(n,m) + ei(En−Em)tfm(1− fn)L(2)(n,m)
+ e−i(En+Em)tfnfmL
(3)(n,m) + ei(En+Em)t(1− fn)(1− fm)L(4)(n,m)
]
, (4.22)
where L(k)(n,m) refer to four distinct combinations of current matrix elements related to the
four possible contractions arising from (4.21), and 〈a†nan〉 → fn, with fn =
(
exp(βEn)+1
)−1
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the Fermi-Dirac distribution. Equation (4.22) is weighted with its related sector’s partition
function Za(η). The evaluation of the energy-current auto-correlation function as in (4.16)
is completed summing up over all contributions given by (4.22) for all the gauge sectors η.
Relations with the transport coefficient derived in (2.15 - 2.17) can be shown by Fourier
transform (4.22) in the frequency space, which reads
C(η, ω) =
2π
N
N∑
n,m=1
[
L(1)(n,m)fn(1− fm)δ
(
ω − (En − Em)
)
+ L(2)(n,m)fm(1− fn)δ
(
ω + (En − Em)
)
+ L(3)(n,m)fnfmδ
(
ω − (En + Em)
)
+ L(4)(n,m)(1− fn)(1− fm)δ
(
ω + (En + Em)
)
]
. (4.23)
Equation (4.23) relates to the quantity 〈· · · 〉〈· · · 〉δ(ω + εl − εm) in (2.16). Two contributions
arise from (4.23) : quasiparticle − with EnEm > 0 − and pair-breaking − with EnEm < 0 −
contribution. The zero-frequency Drude weight D can be acquired from a degeneracy plateau,
i.e., for En and Em such that | En − Em |< δω∗, where δω∗ is the numerical energy window
used as degeneracy cut-off.
Finite-frequency terms in (4.23) recover the regular part of (2.16).
To compute the Dirac’s delta function δ(ω − Enm) in (4.23) I use binning of δ functions
in a window of size δω − see further details in Appendix A.3. This window sets the resolution
of the spectra, and it has been adjusted to reduce finite size effects best − see Appendix B.2.
The numerical findings via the ED method allows to study exactly the transport coefficients
for systems up to N = 36 fermion sites. This system size corresponds to a huge Hilbert space
dimension of the underlying spin model in (3.6) which consists of 272 states.
The achievement of such a large Hilbert space has required the use of lattice symmetry
to reduce the computational effort − I refer the reader to Appendix B.1 for further details.
Indeed, for each given gauge sector, one can have a certain number of flipped gauge fields ηr
with respect the uniform gauge sector. Translations along the lattice vectors ex and ey of the
flipped gauge fields provide translational invariant gauge sectors. The invariant gauge sectors
show degenerate energy spectra, as well as same correlation spectra, and one can collect all
of these invariant sectors in a single gauge sector η having a multiplicity m⋆η − results from
this analysis are reported in Appendix B.1.
Therefore, the trace over all gauge sectors in (4.16) is reduced to a trace over not equiva-
lent gauge sectors under translational symmetry, where each C(η, t) from (4.22) is counted
m⋆η-times.
Results from the ED method suffers from finite-size effects, and a study of systems approach-
ing the thermodynamic limit is desirable. In this context, I will introduce in the next section
an approximate numerical approach to study larger systems.
4.3 Average gauge configuration
In this section, I present an approximate way to calculate the energy-current auto-correlation
function. The approximate method − also employed in Ref. [127] to study the quasi-1D
Kitaev ladder − will allow to reach much larger system sizes, up to ∼ O(100) larger than the
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systems studied via the ED approach, and shown in Sec. 4.2. This method will be used to
get closer to the thermodynamic limit, aiming to suppress possible finite-size effects.
The approximation consists of replacing the full trace over all gauge sectors η in (4.16) by a
trace only over dominant set of gauge sectors. The term dominant means fixing the number of
excited gauge fields to its mean value n(T ), which can in principle be temperature dependent.
The n(T ) can be thought as a mean density of thermal gauge excitations off the vortex-free
state. In view of this, the evaluation of (4.16) by tracing over all the gauge sectors turns out
to be reduced to a disorder problem with an emergent temperature-dependent defect density
set by the excited gauge fields, and given by
C(t) ≈ 1
N
〈〈j(t)j〉a(η)
︸ ︷︷ ︸
C(η,t)
〉n(T ) . (4.24)
In (4.24) I consider as in (4.16) an expression for the longitudinal energy-current auto-
correlation function, and I drop off indices for the current components. The energy current is
considered in the quasiparticle basis a(†), hence 〈· · · 〉a(η). Because of the average over gauge
configurations with n(T ) − given as 〈· · · 〉n(T ) in (4.24)− the method has been referred to as
average gauge configuration (AGC) method [128, 129].
The nature of the mean value n(T ) is only meaningful if the fluctuations around it are not too
large, i.e., δn(T ) ≪ n(T ). Therefore, the latter sets a constraint on the temperature range
within which the AGC method can be applied. To estimate this temperature range, I resort
to ED to evaluate exactly the mean density of gauge excitations n(T )
n(T ) =
1
ZN
Trη Za(η)nη , (4.25)
and its fluctuations δn(T ). In (4.25) nη is the number of the flipped gauge fields off the vortex-
free sector, excluding degenerate vortex-free configurations − I refer the reader to Appendix
C.1 for further details. Yet, I also evaluate the flux density Φ(T )
Φ(T ) =
1
ZN
Trη Za(η)
∑
r
wr , with wr = ηrηr+ex−ey , (4.26)
and its temperature derivative Φ′(T ). In (4.26) wr relates to the flux (vortex) of the square-
lattice plaquette in between of r and r+ex−ey sites. Indeed, one can note that a mean-field
description in terms of thermally excited vortices using Φ(T ) would be more appropriate
than a mean-field description in terms of excited gauge fields 3. In the quasi-1D Kitaev
ladder model, this is possible treating vortices as 1D domain walls in terms of gauge fields
[128]. On the 2D Kitaev model I am not aware of a simple mapping between n(T ) and Φ(T ).
Thus, I study both to confine the method to temperatures where either n(T ) or Φ(T ) behave
similarly.
Figures 4.1(a) and 4.1(b) show the ED results for systems with N = 6× 6 lattice sites, in the
isotropic regime − that lies in the gapless phase of the 2D Kitaev model.
In the following − referring to the phase diagram of Fig. 3.3(b) − I make use of a parameter
α to tune the exchange couplings in the Kitaev Hamiltonian of (3.40), such that Jx = Jy = α,
and Jz = 3− 2α. The fermion energy scale (Jx + Jy + Jz)/3 = 1 ≡ J is kept constant while
3Due to Kitaev model degeneracy under inversion of all gauge fields ηr of z bonds along any x− y
chains [123, 128] − see Sec. 3.4 − vortex-free states also arise from configurations with a finite number
of gauge excitations. This makes n(T ) not completely well defined at all temperatures.
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Figure 4.1: (a) Mean density of gauge excitations n(T ) and flux density Φ(T ) vs. T for
α = 1.0. A fit function used in the crossover region, n(T ) ∼ 1/[exp(∆/T )b + 1], is shown,
with ∆ = 0.06, and b = 3.5. The limit mean value, n∞ = 0.434 is displayed (horizontal
grey-dashed line). The ED calculations relate to N = 6 × 6 lattice sites. (b) Fluctuations
of mean density of gauge excitations δn(T ), and derivative of flux density Φ′(T ) normalized
to its minimum value at T ⋆α, Φ
′(T ⋆α) = −15.16. The specific heat Cν from both the ED and
AGC methods is shown. The fit function n(T ) in (a) is considered for the AGC calculations.
For the AGC, N = 20 × 20 sites are considered, with a number of gauge sets NR = 20000.
The vertical grey-dashed line indicates the location of T ⋆α ∼ 0.06 J . Figure adapted from Ref.
[128]
exploring both the gapless and the gapped regime, for 1 > α > 0.75, and 0.75 > α > 0,
respectively. The isotropic regime is set by α = 1.
In Fig. 4.1(a), at very low temperatures, n(T ) and Φ(T ) reproduce the expected vortex-
free state. Upon increasing the temperature, around T ∼ 0.03 J − which is yet below the
Z2-flux energy gap ∆w ≃ 0.26 J [14] − collective thermal gauge excitations give rise to a
rapid increase of n(T ), followed by a downturn of Φ(T ), and a region of large fluctuations
δn(T ) > n(T ) − see Fig. 4.1(b). For T ≥ 0.1 J ≡ TR, the system is set in a fully random
gauge sector, where in the limit of infinite temperature n(T → ∞) = n∞ ≃ 0.434 4, and
Φ(T → ∞) = 0. Within the latter regime, the system can be considered as free matter
fermions scattering from a completely random binary potential.
In the crossover region, n(T ) ∼
(
exp(∆/T )b + 1
)−1
, with ∆ = 0.06, and b = 3.5 for the
finite system considered. This kind of abrupt transition may likely arise from gauge-gauge
interactions 5.
In view of the ratio δn(T )/n(T ), and of Φ′(T ) as a function of temperature − see Figs.
4.1(a,b), the AGC method will work quite well for T > TR. An indication for this can be
provided by contrasting the specific heat Cν(T ) evaluated via both the ED and the AGC
method, as a function of temperature − see Appendix C.1 for further details. For the AGC
calculations, one can use the mean density n(T ) as from ED, and to perform an average over
NR gauge fields sets that fulfill n(T ) − which for this calculation will be NR = 2 · 104. The
two specific heat are compared in Fig. 4.1(b). The agreement to the exact result is very good
down to T ≈ TR, below which the AGC fails to reproduce the ED result.
4For T → ∞, (4.25) leads to a mean density of gauge excitations arising from combinatorial
calculation, i.e., n∞ =
∑N
k=0 nη(k)
(
N
k
)
/(N2N ). The latter for finite system size N = 6 × 6 yields
n∞ ≃ 0.434.
5Noninteracting gauge excitations in a free lattice gas are gapped by ∆w ≃ 0.26 J , thus one would
expect n(T ) ∼
(
exp(∆w/T ) + 1
)−1 − see Ref. [127]
61
4.3. Average gauge configuration
Figure 4.2: Temperature dependence of the specific heat Cν(T ) for anisotropy values α =
1.0, 0.8, 0.5, with Jx = Jy = α and Jz = 3− 2α, based on ED thermodynamics performed on
N = 6×6 sites system. Blue-dashed lines locate the position of the low-temperature crossover
T ⋆α, whereas the red-dashed line indicates the position of the high-temperature crossover TM .
Figure taken from Ref. [129]
The specific heat Cν = T∂S/∂T provides a measure of the release of entropy S(T ). For
the Kitaev model, the specific heat consists of two-peak structure [130]. This structure is
related to the release of entropy at two different energy scales: from the gauge degrees of
freedom (vortices) and the matter fermions, at T ⋆α and TM ∼ J , respectively.
The ED specific heat in Fig. 4.1(b) shows both the characteristic peaks, that develop at
T ⋆α ≃ 0.06 J , and TM ∼ J − one might also see consistency of this finding with the specific
heat arising from QMC calculations of Ref. [130], and shown in Sec. 5.4.
The AGC specific heat shown in Fig. 4.1(b) − by construction − does not account for all the
entropy release, due to large gauge fluctuations at the low-temperature crossover.
Therefore, for the isotropic regime of the model, one can conclude that the AGC calcula-
tions are reliable for TR < T < ∞. For this temperature range, the energy-current auto-
correlation function in (4.24) can be computed by averaging over fully random gauge sets,
i.e., for n(T ) = 0.5. The number of gauge fields sets NR used for the average has been ad-
justed a posteriori to reduce finite-size effects best. Simulations with different NR have been
contrasted to each other, and I report results in the Appendix B.2.
Finally, one may wonder whether the anisotropy of couplings may play some role in the
conclusions derived on the AGC applicability for the isotropic regime.
In this context, I have computed and contrasted to each other the specific heat for different
values of α, for either gapless or gapped phases of the model − I refer the reader to Sec. 5.4
for a comparison with QMC findings in Ref. [130].
I resort to the ED − as for the isotropic case − considering systems with N = 6 × 6 sites.
Results are shown in Fig. 4.2. Three cases are plotted with colored shaded curves: α = 1
(blue), = 0.8 (red), and = 0.5 (yellow). The former two lie in the gapless phase, whilst the
last one in the gapped phase. The expected two peaks develop at T ⋆α (blue dashed line) and
TM (red dashed line).
Some comments about findings. First, the high-temperature peak at TM remains rather
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insensitive to the degree of anisotropy α, and weakly affected by the gauge disorder. This fea-
ture is consistent with the fermion energy scale set by J − as discussed in Sec. 3.3.3. Second,
the low-temperature peak at T ⋆α is strongly shifted to smaller temperatures, upon increasing
the anisotropy, with T ⋆1.0 ∼ 0.06 J , T ⋆0.8 ∼ 0.029 J , and T ⋆0.5 ∼ 0.00064 J . This is consistent
to the scaling of the energy to excite a single pair of vortices in the system entering in the
gapped phase A - see Sec. 3.3.3. Therefore, while in principle T ⋆α sets a specific temperature
scale for each α − above which averaging over fully random gauge sets is reliable − I will
refer to the maximum of these, i.e., T ⋆,maxα ∼ O(0.1) J as the lowest temperature to apply
AGC for all calculations, independent of α.
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CHAPTER 5
Heat transport results
In this chapter, I will show the results obtained for thermal transport in the Kitaev honeycomb
model. These results are based on the formal developments from the preceding chapters. The
strategy pursued is to evaluate the longitudinal dynamical energy-current auto-correlation
function, from which various transport properties are extracted, in particular, the dc-limit
of heat conductivity. These quantities are studied in a wide range of temperatures, which
allows to explore the impact of thermal gauge disorder. Also the role of anisotropic exchange
couplings on heat transport is considered. This allows to cover heat conductivity for both
gapless and gapped phases of the model. In this context, results from both analytical calcu-
lations in the uniform gauge (vortex-free) sector, and numerical calculations for the system
with vortices are presented. The numerical results are obtained via a complementary use of
both the ED and the AGC methods. The related sets of results are compared and discussed.
A comparison with recent heat transport results from quantum Monte Carlo investigations
[131] is also presented. Results from contrasting bulk transport quantities − for two distinct
boundary conditions in the model − are also shown.
5.1 Analytical results
As discussed in Sec. 4.1, the vortex-free state allows for analytical expression of correlation
functions. I recall in the following the expression found as in (4.11), which is used to compute
the longitudinal transport coefficients,
C(ω) =
2π
N
∑
q
2l2q
[
2fq(1− fq)δ(ω) + f2qδ(ω + 2E(q)) + (1− fq)2δ(ω − 2E(q))
]
. (5.1)
In (5.1), N = 106 is the system size, lq are the current matrix elements from (4.6), fq is the
Fermi-Dirac distribution, and E(q) the quasiparticle energy. Three contributions arise from
(5.1): a zero-frequency term, i.e., ∼ δ(ω), which is the quasiparticle contribution. The latter
is related to the spectral weight of the ballistic channel, i.e., ∼ T 2D, where D is the Drude
weight − see equation (2.18). The remaining two finite-frequency contributions arise from
pair-breaking terms in (4.6). These latter relate to the regular part of the spectrum, and
thus to the spectral weight of the dissipative channel − see equation (2.19). Findings from
(5.1) in principle only represent the limit T → 0. At such temperature limit, the number
of occupied quasiparticle states at energy E(q) goes to zero, i.e., fq → 0. Therefore, the
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Figure 5.1: Regular part of the dynamical energy-current auto-correlation function C(ω)
vs. frequency ω > 0 at T = 0, in the vortex-free state, for various α = 1 · · · 0.4, ranging from
gapless to gapped phases.
correlation function in (5.1) is given by
C(ω, T = 0) =
2π
N
∑
q
2l2qδ(ω − 2E(q)) . (5.2)
I show the results from (5.2) in Fig. 5.1. It displays the regular part of the dynamical
energy-current auto-correlation function versus frequency. It is considered for various values
of anisotropy α of exchange couplings − α defined as in Sec. 4.3, covering both gapless and
gapped phases of the model.
Only the spectrum at ω > 0 is shown, since C(−ω) = e−βωC(ω), as required by de-
tailed balance. The latter relation follows from the periodicity of the correlation function
Cµν(−t) = Cνµ(t− iτ) [53, 132] − where τ is the imaginary time, having units of β − and its
Fourier transform. 1 . It covers the relation between the correlation spectrum and the imagi-
nary part of the linear response function χµν in (2.8) − i.e., Im{χµν(ω)} = 12(1+e−βω)Cµν(ω)
[53, 132] − i.e., between the fluctuations and dissipation, respectively.
The low-frequency part of the spectrum in Fig. 5.1 reflects the structure of the low-energy
quasiparticle density of states [130] combined with the energy current. In particular, for
α = 1, 0.75 the matter fermion spectrum is gapless [130], which gives rise to a power-law
behavior as C(ω) ∼ ω3. The opening of a one-particle energy gap ∆f in the matter fermion
spectrum for α = 0.5, 0.4, leads to a linear onset above a finite two-particle excitation gap
ξ ≃ 2∆f . Moreover, the spectra show a weak van-Hove singularity related to a saddle point
in the energy dispersion E(q), which is barely noticeable on the scale of plotted spectra. For
instance, the gapless cases at α = 1 and α = 0.75 − shown in Fig. 5.1 − have a logarithmic-
singular derivative of C(ω) at ω ≈ 4 J and ω ≈ 6 J , respectively.
In the vortex-free state, the totality of quasiparticle transport is accumulated into the Drude
weight D(T ), which depends on the temperature. The latter is proportional to the zero-
frequency coefficient in (5.1) divided by T 2 − according to (2.18).
In Fig. 5.2 I show the temperature dependence of the Drude weight for the same anisotropies
as in Fig. 5.1. Within the temperature range considered, it follows that D(T ) is finite either in
gapless or gapped phases. D(T ) has a peak − regardless of anisotropy − around the fermion
1Cµν(−ω) =
∫
dteiωtCµν(−t) =
∫
dteiωtCνµ(t− iτ) =
∫
dteiω(t+iτ)Cνµ(t) = e
−τωCνµ(ω).
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Figure 5.3: (a) Drude weight D(T )/T 2 vs. T for α = 1 (gapless) and α = 0.5 (gapped),
in the vortex-free state. Inset: low-T zoom-in with fitting curve superimposed onto data for
the gapped phase. (b) Ballistic weight T 2D(T ) normalized to the weight of the regular part
I0(T ) =
∫
−∞−∞C(ω, T )dω vs. T , for same anisotropies as in (a).
5.2 Numerical results: isotropic case
In the following, I present numerical results obtained via both the ED and the AGC approach.
The results refer only to the isotropic point of the Kitaev honeycomb model. Thus, the heat
transport properties extracted relate to the gapless phase of the model.
5.2.1 ED results
I recall − for the purpose of this section − the expression for the dynamical energy-current
auto-correlation function as in (4.16), provided in Sec. 4.2,
C(t) =
1
ZN
Trη
(
Za(η) 〈j(t)j〉a(η)
︸ ︷︷ ︸
C(η,t)
)
, (5.4)
where C(η, t) is the correlation function for each given gauge sector η, as in (4.22). Each
function C(η, t) is Fourier transformed in the frequency space − see equation (4.23) − and
adding up all over the contributions from all gauge sectors completes the evaluation of (5.4)
in the frequency space. Each contribution is weighted by its sector’s partition function Za(η).
The method allows for a finite-temperature study of the correlation function, and it takes
into account thermal gauge excitations.
In Fig. 5.4(a) I show the frequency dependence of the energy-current auto-correlation func-
tion from (5.4) evaluated for systems with N = 36 lattice sites. It is presented for three
temperature regimes, from T = 0.1 J to T = 100 J .
Let us start by commenting on the spectrum at the lowest temperature T = 0.1 J . For
this case, the δ function in (4.23) is binned in windows of δω = 0.02, which fixes the energy
resolution of the spectrum. The spectrum somewhat recovers that one in the limit for T → 0
arising from the vortex-free state, and shown in Fig. 5.1, with some sharp peaks for ω ≥ 4 J
likely due to finite-size effects − which are expected to vanish in the thermodynamic limit.
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tem. Since the quasiparticle contribution is related to the matter fermion density relaxation,
it is strongly affected by scattering from the gauge excitations. Thus, the low-ω hump − at
ω . J − in the finite-temperature spectra shown in Fig. 5.4(a) would arise from scattering of
matter fermions with excited gauge fields.
Moreover, the quasiparticle contribution shows a spectral weight which is strongly temperature-
dependent. It becomes larger with increasing temperature, fact which reflects the temperature
dependence of the matter fermion occupation number. The high-frequency part of the spec-
trum − ω & 6 J − in Fig. 5.4(a) is solely provided by the pair-breaking transport − see the
quasiparticle density of states in Fig. 5.9(a-b). Its spectral weight is depleted with increasing
temperature − since the sum rule does not change with temperature − due to accumulation
of spectral weight at low frequencies.
The low-frequency spectral hump in the correlation functions shown in Fig. 5.4(a) leads to a
visible, abrupt dip as ω → 0. In particular, it suggests that C(ω → 0, T ) ≃ 0, as can be read
off from Fig. 5.4(b), especially evident from high-temperature curves.
In the following, I will make use of the term pseudogap to indicate the approaching to zero −
only at the single point ω = 0 − of the regular part of the correlation spectrum. According
to (2.20), the zero-frequency limit of the regular part C(ω → 0) refers to the so called dc
heat conductivity. The latter is a transport coefficient which characterizes − together with
the Drude weight − the system as conducting or insulating in the thermodynamic limit. In
particular, one may deal either with a closing pseudogap in the thermodynamic limit − and
hence a system having a dissipative conducting dc channel − or with pseudogap which re-
mains open. In this latter case, the system turns out to be an ideal conductor (insulator) in
the presence (absence) of a finite Drude weight at T > 0. In view of this, the low-frequency
pseudogap requires an accurate finite-size analysis.
Results from ED in Figs. 5.4(a,b) highlight the impact of thermal gauge excitations on finite-
temperature dynamical correlation spectra. However, a conclusive statement about the be-
havior of the pseudogap with the system size can not be provided as long as one sticks to the
ED method. The largest system size studied via ED, i.e., N = 36 sites, is not large enough,
and one may worry about the impact of finite-size effects on the pseudogap structure. The
finite-size analysis requires larger systems, which will be considered via the AGC method in
Sec. 5.2.2.
In Fig. 5.5 I show the results for the temperature dependence of the the ballistic contribution
to heat transport, i.e., the Drude weight D(T ). It is acquired from the so called degeneracy
plateau − as discussed in Sec. 4.2 − selecting only degenerate states according to a fixed nu-
merical energy degeneracy cut-off. This allows to exclude non-degenerate contributions from
the regular part of the spectrum.
Figure 5.5 displays D(T ) for three different system sizes, aiming to a reasonable understand-
ing of the scaling of D(T ) with the system size. D(T ) shows a general peak centered around
the fermion energy scale J . This is reminiscent of the Drude peak in the vortex-free state
shown in Fig. 5.2. Even though they have no comparable spectral weights, they both show
this feature.
The peak location is yet almost independent on the system size. However, the magnitude
of D(T ) decreases upon increasing the system size. Although the sizes at hand for the ED
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computed at three distinct temperature: T = 0.1 J (a,b), T = 2 J (c,d), and T = 100 J
(e-f). To reduce the impact of finite-size effects, led by the large mean level spacing between
quasiparticle states for this small system, I average (5.5) over NR = 50000. The δ function
in (4.23) is binned in a window δω = 0.02 for T = 0.1 J , and δω = 0.001 for the rest of
temperatures.
As already observed in Fig. 5.6(b) − but for larger systems − at T = 0.1 J shown in Fig. 5.7(a-
b) the AGC method fails in capturing the exact high-frequency part of the correlation spec-
trum from ED results − for ω & 4 J . Because of the small system considered, finite-size
effects enhance differences between the two spectra, as shown in Fig. 5.7(a).
Upon increasing the temperature − see Figs. 5.7(c,d) and 5.7(e,f) − results from both meth-
ods are in a very good agreement. They show not only a qualitative agreement on the overall
frequency dependence of C(ω), but also the fine structure of the spectra is covered by the
AGC method. For instance, the peaks yielded by singularities in the density of states are
reproduced by AGC spectra.
There are two important facts to be stressed. First, results in Figs. 5.7(b,d,f) further support
findings in Fig. 5.6 for a closing low-frequency pseudogap in the thermodynamic limit.
I have shown that the ED low-frequency dip structure in Fig. 5.6(e) does not endorse the
notion of a closing pseudogap. Thus, one may wonder whether this closing pseudogap is only
an artifact arising from the AGC method. However, it is shown in Figs. 5.7(b,d,f) that the
AGC method also reproduces an open dip structure C(ω → 0) ≃ 0 for N = 36 lattice sites.
Therefore, one can conclude that the open pseudogap is solely due to the small systems con-
sidered. In view of this, the AGC approach turns out to be essential to reveal such a feature,
which can not be captured via ED results.
Second, Figs. 5.7(b,d,f) show that the AGC method is also able to detect the existence of a
finite Drude weight, although its correct weight is not properly predicted. This because its
evaluation involves only degenerate states, whereas the AGC method randomly averages over
states.
The absence of any remnants of the Drude weight in the spectrum for the larger systems shown
in Fig. 5.6 could be related to its fast decay upon increasing the system size. Thus, in the
thermodynamic limit, one may expect the ballistic spectral weight to completely disappear
− similarly to what conjectured in Sec. 5.2.1.
5.2.3 dc-limit of heat conductivity
In the preceding sections, it has been observed that the energy-current auto-correlation spec-
trum for ω → 0 yields a finite value in the thermodynamic limit. The latter is in principle
temperature dependent. According to (2.20), a finite zero-frequency limit of the regular spec-
trum of C(ω, T ) corresponds to a finite dc heat conductivity κdc(T ). Thus, one could think
to extract the latter as a function of temperature from C(ω → 0, T ) obtained via the AGC
calculations.
In this section, I show the approach adopted to extract κdc(T ), and the related results. First,
the static transport coefficient follows as κdc(T ) ∼ C(ω → 0, T )/T 2 − see equation (2.20).
Second, a way to extrapolate the limit value of the energy correlation function needs to be
determined.
Figures 5.6(a,c,e) show two distinct behavior of C(ω) for ω . 0.02 J , and ω > 0.02 J : a
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quite small and thus hardly visible with respect the size of the related symbol displayed. The
small error on fit parameters is indicative of a rather good extrapolation.
Based on the quality of fit results, I am going to comment on κdc(T ). First, it shows minimal
finite-size effects for most of the temperatures, despite the variety of different sizes displayed.
The maximum of the curve shows a general systematic correction, with a decreasing magni-
tude upon increasing the system size. One can assume this feature as an indication of the
tendency of κdc(T ) approaching the thermodynamic limit.
Second, κdc(T ) shows a system-size independent peak, centered around the fermion energy
scale T ∼ J . This feature has been already encountered for the Drude weight evaluated via
ED calculations − see Fig. 5.5.
One might coarsely comment on this feature recalling that the heat conductivity κ(T ) can
be also expressed in terms of quasiparticle properties, based on the kinetic theory, i.e.,
κν(T ) ∝
∑
ν Cν(T )vν(T )ℓν(T ) − I refer the reader to Sec. 5.3.4 for further insights − with
Cν(T ) the specific heat, vν(T ) the velocity, and ℓν(T ) the mean-free path of the νth quasipar-
ticle. Resorting to the specific heat computed via ED calculations, shown in Fig. 4.2, there
is a peak of Cν(T ) at the high-temperature crossover T ≈ J that refers to a maximum of
the energy fluctuations of matter fermions, which are mobile quasiparticles for the model. In
fact, one might conclude that the peak location in Fig. 5.8(a) − as well as in Fig. 5.5 − is
related to the exchange energy of heat carriers, i.e., the mobile matter fermions 3.
Finally, the dc heat conductivity in Fig. 5.8(a) gives a measure of dissipative mechanisms
involved in the heat transport. In particular, a measure of the impact of thermally-induced
gauge disorder in the model.
To appreciate it, one might compare the dc heat conductivity in Fig. 5.8(a) with the fictitious
finite-temperature heat conductivity of Fig. 5.2 arising from analytical calculations in the
vortex-free state. While in the former, thermal gauge excitations are considered, the latter
discards them. Even though both κdc(T ) and D(T ) show qualitatively a similar shape, the
low-temperature behavior of the two curves is different. D(T ) for α = 1.0 increases as ∼ T 2,
while κdc(T ) ∼ T γ , with γ . 1 [128, 129] − see also Fig. 5.11. The distinct low-temperature
dependence for κdc has been interpreted as a consequence of the intrinsic disorder arising from
the thermally excited gauge fields − see low-ω correlation spectrum in Figs. 5.4(a) and 5.6
− absent in the vortex-free state.
To conclude, results arising from both ED and AGC numerical calculations presented in
Sec. 5.2.1, 5.2.2, and 5.2.3, have shown several properties led by the interplay between matter
fermions and gauge degrees of freedom in the context of heat transport. In particular, it turns
out that − in the thermodynamic limit and at finite temperature − the isotropic 2D Kitaev
systems have a vanishing Drude weight, and a nonzero dc conductivity, which classify these
systems as dissipative heat conductors.
3One has to consider, however, that in such a coarse phenomenological connection between specific
heat and heat conductivity, I have not considered the temperature dependence of velocity vν , and
mean-free path ℓν . Yet, these may play a role in the form of κ(T ) as arises from (2.2).
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5.3 Numerical results: anisotropic regime
So far, transport coefficients have been numerically evaluated for the isotropic point of the
Kitaev honeycomb model, putting the system in the gapless phase. In the following, I present
the numerical results for anisotropic exchange couplings in the model. The anisotropy allows
to explore heat transport in both the gapless and the gapped phase.
5.3.1 Density of states of matter fermions
In the following, I show results for the density of states (DOS) of matter fermions ρ(ω),
computed to determine the impact of gauge excitations ηr on the matter fermion DOS. The
DOS is evaluated at finite temperatures and for different values of anisotropy α, via both the
ED method,
ρ(ω) =
1
NZ
2N∑
η=1
N∑
j=1
Za(η)δ(ω − Ej(η)) , (5.6)
and the AGC method,
ρ(ω) =
1
N
1
NR
NR∑
η=1
N∑
j=1
δ(ω − Ej(η)) . (5.7)
While the ED DOS from (5.6) is evaluated considering all 2N gauge sectors of the system,
each one weighted by its related partition function Za(η), the AGC DOS from (5.7) is com-
puted via an average over NR random gauge sectors.
In both (5.6) and (5.7), Ej(η) are the quasiparticle energies for the given gauge sector η.
The δ function is evaluated binning in windows of δω = 0.001, for both methods, at any
temperature and anisotropy.
Figure 5.9 shows the frequency dependence of ρ(ω). The AGC DOS evaluated for N = 3600
and over NR = 1000, and the ED DOS for N = 36 are contrasted against each other. The
AGC DOS (black line) for the isotropic point α = 1 (gapless matter fermions) is displayed at
T = 0.1 J and T = 100 J , in Fig. 5.9(a) and Fig. 5.9(b), respectively. The AGC DOS (red
line) for the anisotropic point α = 0.5 (gapped matter fermions) is displayed at T = 0.1 J
and T = 100 J , in Fig. 5.9(c) and Fig. 5.9(d), respectively. In Figs. 5.9(a-d) the ED DOS
(blue dashed line) is superimposed onto the AGC DOS.
Let us start by commenting on the isotropic DOS. In Fig. 5.9(a) one can note a qualitative
disagreement between the AGC and ED results. First, the larger system approached by the
AGC yields smoother DOS than that from ED, missing the fine structures shown by the latter.
Second, in this low-temperature regime, while the ED results can somewhat reflect the in-
fluence of thermal gauge excitations on the DOS, the AGC hardly can do it. This because
the density of excited gauge fields is fixed to n(T ) = 0.5 independent of the temperature
considered. The latter imposes an average DOS over fully random gauge excitations, which
does not capture low-temperature gauge fluctuations.
Finally, although the aforementioned mismatch between ED and AGC results, both exhibit
a metallic behavior, i.e., ρ(ω = 0) 6= 0, against the semimetallic behavior − i.e., ρ(ω) ∼ ω
for small ω, as one would expect from the Dirac-cone like dispersion in the gapless case at
T = 0 [130]. This fact indicates that thermal gauge excitations have a relevant impact on the
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Figure 5.9: Density of states (DOS) ρ(ω) vs. ω for N = 3600-site systems, for different
anisotropies α = 1.0(0.5), obtained via the AGC method averaging over NR = 103 gauge
sectors. (a,b): Variation with temperature, T/J = 0.1 (a), and T/J = 100 (b), for α = 1.
(c,d): Variation with temperature, T/J = 0.1 (c), and T/J = 100 (d), for α = 0.5. The DOS
obtained via ED calculations (blue dashed) for N = 36 is superimposed onto the DOS from
AGC, for each given temperature and anisotropy.
low-energy spectrum of gapless mobile matter fermions. Upon increasing the temperature,
gauge excitations lead to a filling of the semimetallic dip of DOS, giving rise to a metallic
DOS. This observation is in agreement to what reported by quantum Monte-Carlo (QMC)
calculations of DOS in Ref. [130].
At higher temperature in Fig. 5.9(b), the ED and AGC spectra resemble to each other.
The metallic behavior is held. The peak at ω ∼ 2 J − also present in Fig. 5.9(a) − is visible
only from the ED spectrum, and it is related to a van-Hove singularity arising from a saddle
point in the quasiparticle energy dispersion.
In Fig. 5.9(c) the DOS for gapped matter fermions is shown for the low-temperature case.
There is a very good correspondence between ED and AGC spectra − even at this tempera-
ture − contrarily to the gapless case shown in Fig. 5.9(a). This can be intuitively explained
keeping in mind that the anisotropy considered is α = 0.5, and having a look on the tempera-
ture dependence of the specific heat in Fig. 4.2. The specific heat displays a low-temperature
crossover for Cν at T ⋆0.5 ∼ 0.0006 J , which corresponds to the energy scale of flux (gauges)
proliferation. This energy scale is rather far apart with respect to the matter fermion energy
scale at T ∼ J . In view of this energy separation, and since results in Fig. 5.9(c) arise from
calculations at T ≫ T ⋆0.5, thermal gauge excitations do not strongly affect the DOS.
Even more, no in-gap states from thermal gauge excitations arise in the DOS of both low- and
high-temperature cases in Fig. 5.9(c) and 5.9(d), respectively. The energy gap ∆f extends
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Figure 5.10: C(ω) vs. ω, obtained via the AGC method, for two temperatures T = 0.1 J
(a,c), and T = 100 J (b,d). (a,b) Anisotropies α = 1, · · · , 0.4 refer to the gapless (α = 1),
and gapped (α = 0.75, 0.5, 0.4) phases. Spectra are displayed for the entire frequency range
considered, for N = 3600-sites system. (c,d) Two different system sizes, N = 256 (blue), and
N = 3600 (black) in the low-ω range, for α = 0.5. Brown-dashed lines in (c,d) depict the
fitting polynomial for C(ω) of the largest size, to extrapolate κdc.
up to ω ≃ 2 J for α = 0.5, and it results robust against gauge excitations at any temperature.
From ED a peak at ω ∼ 4 J shows up, which is related to a van-Hove singularity of the energy
spectrum.
5.3.2 AGC results
In this section, I show results for the dynamical energy-current auto-correlation function aris-
ing from AGC calculations. These calculations are performed analogously to those presented
in Sec. 5.2.2, computing (5.5) in the frequency space, for fully random gauge sectors, in a
temperature range above TR. However, in the following, I consider anisotropic exchange cou-
plings in the Hamiltonian by tuning the anisotropy parameter α. This allows to range from
gapless to gapped phases of the matter sector, and thus to study the anisotropy influence on
transport coefficients.
In Fig. 5.10 I show the frequency dependence of the correlation spectra. In particular,
Figs. 5.10(a,b) display Cα(ω) with α = 1, · · · , 0.4, at T = 0.1 J in Fig. 5.10(a), and at
T = 100 J in Fig. 5.10(b), for system with N = 3600 lattice sites. The δ function in (4.23) is
binned in windows of δω = 0.001, for all temperatures. The correlation function from (5.5)
is computed by averaging over NR = 1000 gauge sectors.
All the anisotropic cases α 6= 1 considered set the system in the gapped phase. The en-
ergy correlation spectra in the gapped phase are contrasted against the isotropic correlation
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spectra in the gapless phase, obtained in Sec. 5.2.2, and shown in Fig. 5.6(b) and Fig. 5.6(f).
At T = 0.1 J , Cα 6=1(ω) displays a major contribution to transport led by pair-breaking terms
in (4.23), due to a rather small fermion occupation number at this temperature − as similarly
found for the isotropic case. The opening of a single-particle energy gap ∆f is reflected as
well in the correlation spectrum. For instance, at α = 0.5, the energy gap is ∆f ∼ 2 J − as
it has been observed in Fig. 5.9(c). Hence, the correlation spectrum C0.5(ω) in Fig. 5.10(a)
shows a corresponding two-particle excitation gap ξ ∼ 2∆f ≈ 4 J .
A peculiar spectrum arises for systems at α = 0.75. At α = 0.75 and T = 0, systems lie at the
phase boundary between the gapless (B) and the gapped (A) phase [130] − see Fig. 3.3(b).
Moreover, the DOS is ρ(ω) ∼ ω − as observed from QMC calculations in Ref. [130]. However,
while at T = 0 and α = 0.75 systems are gapless, it turns out that upon increasing the tem-
perature, these systems belong to an intermediate region in terms of α where thermal gauge
excitations gap out the low-energy matter fermions.
A finite-temperature renormalization of phase boundaries induced by gauge excitations is the
possible argument provided in Ref. [130]. This would explain the opening of an energy gap
∆f in the DOS at α = 0.75 − as arising from QMC calculations in Ref. [130]. Indeed,
differently from the correlation spectrum C0.75(ω) of the zero-temperature vortex-free state
in Fig. 5.1 − which low-frequency part scales as ∼ ω3 − C0.75(ω) at finite-temperature in
Fig. 5.10(a) displays an onset above a two-particle excitation gap ξ ∼ 2∆f .
Moving to higher temperatures, the correlation spectra Cα(ω) in Fig. 5.10(b), show the char-
acteristic temperature-dependent quasiparticle transport at ω . J . Some comments about
these high-temperature results.
First, due to thermal gauge disorder, the Drude weight peak smears over a range of finite
frequencies ∼ O(J).
Second, one can realize − contrasting Cα 6=1(ω) with C1(ω) − that while the latter has a
finite intensity all over the frequency range, the former do not, except for C0.75(ω) which
however displays an evident depletion of spectral weight. The lowering of intensity is consis-
tent with the opening of the energy gap ∆f , and it continues to decrease as ∆f increases.
Finally, fully random gauge excitations are not sufficient to fill in the excitation gap com-
pletely. This can be observed from the zero-spectral weight of C0.5(ω) and C0.4(ω) in Fig. 5.10(b),
for 3 J . ω . 5 J and 3 J . ω . 6 J , respectively. Surprisingly, the spectrum C0.75(ω) shows
a finite spectral intensity at all frequencies.
The two-particle excitation gap at α = 0.75 is not robust against thermal gauge excitations −
contrarily to α = 0.5, 0.4 cases − and thus it is filled in at high temperatures. This difference
is likely due to the nature of the gauge-induced energy gap at α = 0.75.
Analogously to the isotropic spectra, Cα 6=1(ω) display a sharp zero-frequency dip − simi-
larly as in Figs. 5.6(a,e). The dip structure of Cα 6=1(ω) is further studied considering different
system sizes. For instance, I show the results for C0.5(ω ≪ J) in Fig. 5.10(c) at T = 0.1 J ,
and in Fig. 5.10(d) at T = 100 J , for systems with N = 256 (blue), and N = 3600 (black)
lattice sites. It turns out that even in the anisotropic regime, the dip shows a strongly system-
size dependent width. The latter fact suggests that the dip closes in onto the y-axis in the
thermodynamic limit. This feature can be read off best from Fig. 5.10(d).
Interestingly, the spectral intensity of C0.5(ω ≪ J) in Fig. 5.10(c) is several order of magni-
80
5.3. Numerical results: anisotropic regime
10
−1
10
0
10
1
10
2
T/J
α=0.4
α=0.5
α=0.75
α=1.0
 0
 0.1
 0.2
 0.3
κ
d
c
/J
10
−13
10
−10
10
−7
10
−4
10
−1
 0.1  0.4  0.7  1
κ
d
c
/J
T/J
Figure 5.11: Thermal conductivity κdc(T ) vs. T for various anisotropies α = 1, ..., 0.4,
displayed on the lower right axis, going from gapless to gapped phases. Two system sizes,
N = 256 (dashed with empty squares), and N = 3600 (solid with solid circles), are compared.
Inset: low-temperature behavior for α = 1 with red solid circles (red empty squares), and α =
0.5 with blue solid circles (blue empty squares), for N = 3600 (256). Data are superimposed
onto two different fit functions, ∼ T γ , with γ = 0.92 (black solid), and ∼ e−∆/T , with ∆ = 2.3
(blue solid), for the gapless and the gapped cases, respectively. Figure taken from Ref. [129].
tude lower than that of Fig. 5.10(d). Indeed, the very small, but finite, spectral weight of
C0.5(ω ≪ J) at T = 0.1 J relates to a thermally activated behavior of heat transport in the
gapped case.
The results on the dynamical correlation spectra presented for an anisotropic Kitaev Hamil-
tonian extends those obtained for the isotropic case. In particular, a finite Cα(ω → 0) 6= 0 is
reproduced at any α and temperature. Thus, finite dc transport coefficients can be extracted
as similarly done in Sec. 5.2.3 for α = 1. The latter will be presented in the next section.
5.3.3 dc-limit of heat conductivity
Based on the calculations of Cα(ω, T ) in a wide range of temperatures and for several
anisotropies − as shown in Fig. 5.10 − in the following I show results of the extrapolated
dc-limit Cα(ω → 0, T ). It has already been observed in Sec. 5.2.3 that this limit corresponds
to the dc heat conductivity κdcα (T ) ∼ Cα(ω → 0, T )/T 2 − as required by (2.20).
The extrapolation procedure is analogous to that shown in Sec. 5.2.3: least-square fitting of
the low-frequency plateau of Cα(ω ≪ J, T ) − see Figs. 5.10(c,d) for 0.02 J . ω . 0.12 J with
α = 0.5 − by using second order polynomials. The brown dashed lines in Figs. 5.10(c,d) refer
to the extrapolation procedure applied to the system with N = 3600 sites and α = 0.5. The
same is done for each given pair (T, α) for two system sizes, N = 256 and N = 3600, also to
obtain some form of finite-size scaling.
Figure 5.11 displays all the κdcα (T ). The κ
dc
1 (T ) at the isotropic point is contrasted with
κdcα 6=1(T ) for anisotropic cases. Many aspects of the isotropic case are reproduced by the
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anisotropic ones.
First, despite the two system sizes N = L×L shown in Fig. 5.11 differ by almost a factor of 4
in their linear dimension, the dc heat conductivity κdcα (T ) shows minimal differences for any
temperature, except at T ≈ J , where the absolute error between the two systems becomes
the largest. But even there, there is only a small systematic correction which provides lower
values of κdcα (T ) as the size of system increases. Thus, visible but rather small finite-size
effects exist, which presumably yield the largest system close enough to the thermodynamic
limit.
Second, the peak of κdcα (T ) is located around T ≈ J independent of system size. The phe-
nomenological relation of κdcα (T ) to the specific heat peak from matter fermions − used in
Sec. 5.2.3 as an argument to justify the location of the peak of κdc1 (T ) − still holds for the
anisotropic case. Indeed, the high-temperature peak in the specific heat shown in Fig. 4.2 is
located around the fermion energy scale T ≈ J independent of the anisotropy α.
Interestingly, Fig. 5.11 shows a qualitative change of the low-temperature dependence of
κdcα (T ) as systems cross over from the gapless to the gapped matter fermion spectrum. While
the dc heat conductivity in the gapless phase roughly scales with a power law as κdc1 (T ) ∼ T γ ,
with γ . 1 − as discussed in Sec. 5.2.3 − in the gapped phase an exponential behavior as
κdcα 6=1(T ) ∼ exp(−∆/T ) gives a reasonable description. The latter cases are consistent with
the notion of quasiparticle transport, since the activation energy gap ∆ corresponds to the
matter fermion energy gap ∆f .
As an example, I show in the inset of Fig. 5.11 the low-temperature dependence of κdc1 (T )
and κdc0.5(T ) superimposed onto two distinct fit functions, T
γ , and exp(−∆/T ), respectively.
First, it is clearer from the inset the very small magnitude of κdc0.5(T ) upon decreasing the
temperature. This is compatible with the rapid low-temperature suppression by the ther-
mal activation, and with the very low spectral weight reported for C0.5(ω ≪ J, T ≪ J) in
Fig. 5.10(c).
Second, the fit parameter found for the gapped case at α = 0.5 is ∆ = 2.3, which is remark-
ably close to the value of ∆f ∼ 2 J .
Finally, one may wonder how the heat transport changes including (discarding) gauge excita-
tions, for any anisotropy considered. For this purpose, it is interesting to make a comparison
between the dc heat conductivity κdcα (T ) shown in Fig. 5.11, and the Drude weight Dα(T )
displayed in Fig. 5.2.
The overall temperature dependence of κdcα (T ) for most of temperatures is qualitatively sim-
ilar to that of Dα(T ). However, at low temperatures some differences arise.
First, as already observed and discussed in Sec. 5.2.3, the isotropic κdc1 (T ) shows a sub-linear
behavior, against the quadratic behavior for D1(T ).
Second, contrarily to the polynomial onset exhibited by D0.75(T ), κdc0.75(T ) shows an expo-
nential activation. As argued in Sec. 5.3.2, at α = 0.75, thermal gauge excitations imply
a modification of the finite-temperature phase boundaries. Because of this, systems with
this anisotropy move to the gapped phase. As a consequence of gapped matter fermions,
the low-frequency C0.75(ω) displays an excitation gap − as seen in Fig. 5.10(a) − and thus
the low-temperature dc conductivity shows the aforementioned thermal activation. From the
comparison, it is hence evident the importance of considering gauge degrees of freedom in
thermal transport properties of Kitaev systems.
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Figure 5.12: Green solid circles: κdc(T )/Cf (T ) ≡ vf (T )ℓf (T ) vs. T at α = 0.5. Solid
lines with solid circles refer to the dc heat conductivity κdc(T ) (blue) and the specific heat
Cf (T ) (yellow) computed via the AGC method at α = 0.5 for N = 1024 lattice sites. Figure
adapted from Ref. [129].
To conclude, results arising from ED and AGC calculations − extended to the anisotropic
regime of exchange couplings, and presented in Sec. 5.3.1, 5.3.2 and 5.3.3 − have shown
once again a fundamental interplay between matter fermions and gauge degrees of freedom.
The inclusion of anisotropy has allowed to explore both gapless and gapped phases of the
model. For anisotropies describing gapped systems, the gap in the matter fermion spectrum
is reflected as well in the dynamical energy auto-correlation function. Moreover, transport
coefficients derived for the gapped systems describe thermally activated heat conductors.
From these findings, it turns out that − in the thermodynamic limit and at finite tem-
perature − the two-dimensional Kitaev systems are dissipative heat conductors at any value
of anisotropy α, which extends the conclusion for the isotropic case in Sec. 5.2.3.
Remarkably, the dissipative nature found for two-dimensional Kitaev systems is in strong
contrast with results for the quasi one-dimensional Kitaev ladder − I refer the reader to the
Ref. [127] for further insights. The ladder turns out to be an heat insulator with a vanishing
Drude weight and a zero-dc conductivity 4 − despite showing a similar emergent thermally
activated gauge disorder, and signatures of fractionalization.
As conclusive remark, I want to stress that the characterization of the 2D Kitaev systems as
dissipative heat conductors can be considered robust for T & T ⋆α − as a consequence of the
AGC method restriction in temperature.
5.3.4 Kinetic model of thermal conductivity
As an additional remark, I want to report in this section some results from a phenomenological
treatment of κdcα (T ) as obtained via the AGC method and shown in Fig. 5.11. According to
(2.2), one may perform a kinetic modeling of thermal conductivities expressing κdcα (T ) in
4The thermally activated gauge disorder leads to the opening of a similar pseudogap in C(ω → 0),
however not closing in the thermodynamic limit.
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terms of quasiparticles properties,
κdcα (T ) ≈
∑
q,ν
Cq,ν(T )vq,ν(T )ℓq,ν(T ), (5.8)
where Cq,ν(T ), vq,ν(T ), and ℓq,ν(T ) relate to the specific heat, velocity, and mean-free path at
momentum q of the νth kind of quasiparticle. This modeling based on (5.8) might be interest-
ing both because recalled in Sec. 5.2.3 and 5.3.3 to argue on the origin of the peak’s location
for κdc, but above all because of several experiments on thermal transport − e.g., shown in
Sec. 2.2.1 − which theoretical estimates of thermal conductivity rely on the kinetic theory [25].
In Kitaev systems, one deals with two types of quasiparticles, namely vortices ν = v, and
matter fermions, ν = f . Thus, for this two-fluid model, it turns out convenient to disentan-
gle the contributions to κdcα (T ) arising from the two degrees of freedom, in order to discern
between them. However, this operation is feasible only if their spectral supports are well
separated in energy.
In this context, it is helpful to have a look on the specific heat from ED calculations re-
ported in Fig. 4.2. In the figure, at α = 1, the specific heat Cν(T ) shows two peaks − related
to the energy fluctuation of gauge fluxes at T ⋆α, and of matter fermions at TM , respectively −
rather close in the energy scale. This makes hard to completely separate the two degrees of
freedom from each other.
However, upon increasing the anisotropy − e.g., at α = 0.5 − the flux peak at T ⋆α is well
separated from the contribution provided by the matter fermions.
Yet, the Kitaev honeycomb model is described in terms of static gauge fields, from which
follows that the velocity of vortices vq,v = 0.
Thus, sticking with the α = 0.5 case, one may adopt the standard approximation to drop the
momentum dependence in the sum in (5.8) in favor of momentum integrated quantities. Under
such considerations, it follows that (5.8) reads as κdcα (T ) ∼ Cf (T )vf (T )ℓf (T ) − for T > T ⋆α.
From the latter relation, one might be interested into analyze the ratio κdcα (T )/Cf (T ), as
obtained from AGC calculations at α = 0.5.
For the ratio, I computed the specific heat Cf (T ) resorting to the AGC method − to use
quantities arising from the same method − which result is reliable as much as that from the
ED. This is also shown in Fig. 4.1(b) where the ED and AGC thermodynamic quantities
coincide for T > T ⋆α.
Figure 5.12 shows both κdc0.5(T ) and Cf (T ), as well as their ratio. Quantities are evalu-
ated for systems with N = 1024 lattice sites, averaging over NR = 5000 gauge sectors. The
ratio refers to this variation of vf (T )ℓf (T ) as a function of temperature − which Fig. 5.12 is
meant to speculate on.
First, at temperatures T > T ⋆0.5 the distribution of vortices is fully random. This means that
the matter fermion mean-free path is temperature independent.
Second, at large enough temperatures − T & J − the matter fermions velocity is set to be
equal to the temperature-independent Fermi velocity, by fermions far up in the Dirac-cone
like energy dispersion.
Finally, as the temperature decreases, matter fermions close to the energy gap have velocity
vf (T ). In the limit of T → 0, the latter tends to zero. Remarkably, the features discussed are
roughly captured by the ratio vf (T )ℓf (T ) displayed in Fig. 5.12.
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Figure 5.13: (a) Contour plot of IPR Iµ distribution as a function of the system size N for
the 2D isotropic Kitaev model (α = 1). The disorder is given in terms of the mean density of
gauge excitations n as in (4.25). Cases with no disorder n = 0 (reddish), and with disorder
n = 0.5 (blueish) are both shown. (b) As in (a) the Iµ distribution is shown, but for the
quasi-1D Kitaev ladder in the gapless regime, in both clean and disordered cases, for n = 0
(reddish) and n = 0.2 (blueish) gauge excitations density, respectively. For both (a) and (b),
a single random gauge configuration is considered.
5.3.5 Notes on disorder and localization
Results from AGC calculations shown in the preceding sections describe the 2D Kitaev sys-
tems as dissipative heat conductors, due to an emergent thermal gauge disorder. In this
context, one may wonder how this relates to a possible (de)localization of states, as in An-
derson localization (AL) [133].
In 1958 P. W. Anderson published a seminal paper [133] dealing with disorder in tight-binding
systems. This work raised the question, whether electronic states can be localized by disor-
der, yielding an insulating behavior. If disorder is strong enough, indeed quantum amplitudes
related to the hopping paths cancel each other 5, providing localized wave-functions − i.e.,
|ψ(r)| ∼ exp(|r− r0|/ξ) with ξ the localization length.
For disordered 1D systems, there exists a mathematically rigorous proof that for diagonal
disorder all noninteracting electron wave-functions localize at any energy regardless of the
disorder strength [135]. In 2D and 3D systems, unfortunately, no rigorous theory of local-
ization exists. Theoretical progresses have been made based on the renormalization group
theory [136] − introducing a one-parameter scaling hypothesis of localization − and on a self-
consistent diagrammatic theory [137]. From these studies, conventional AL for noninteracting
free electrons is well understood: no extended states exist in 2D, while 3D systems show a
metal-insulator transition at a critical disorder 6.
Studies of AL in novel 2D systems − e.g., Dirac semimetals, Weyl semimetals, and p- or
d-wave superconductors − are far from complete. For instance, two-dimensional d-wave su-
perconductors have been shown to have localized low-energy excitations, with peculiar effects
5An equivalent wave model has been proposed [134], where the incoming wave is scattered off
potentials led by disorder. The scattered wavelets interfere destructively in the forward direction for
strong disorder, giving rise to the exponential decay of the wave.
6I refer the reader to Refs. [138, 139] for further insights
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on mobility of nodal fermions dependent on the kind of disorder [140]. Moreover, 2D massless
Dirac fermion systems subject to a random disorder have been shown to have delocalized
states even in the strong disorder regime [141].
To learn more about the question of localization in the 2D Kitaev honeycomb model, I have
preliminarily studied a quantity known as inverse participation ratio (IPR),
Iµ =
N∑
i=1
|ψµ(i)|4 with lim
N→∞
Iµ =
{
1/N ⇒ extended
const. ⇒ localized
. (5.9)
The IPR is a quantity frequently used [142, 143] to characterize the localization of normalized
eigenfunctions ψµ(i) of the Hamiltonian H, where i is a lattice site, and µ labels the eigen-
functions.
Indeed, if ψµ(i), for a given µ is fully localized, i.e., confined to a single site i, then Iµ = 1.
Conversely, if ψµ(i) is fully delocalized, i.e., spread over the whole lattice, then Iµ = 1/N ,
with N the system size.
In Fig. 5.13(a) I show the results for the IPR distribution of the isotropic 2D Kitaev model.
The contour plot can be seen as top sight histogram of Iµ from (5.9), showing the distribution
of µ eigenfunctions according to the value of Iµ − note that Iµ is multiplied by the number
of fermion sites N . Four system sizes are considered, N = 100, · · · , 1600, and two cases: (i)
clean systems − i.e., the vortex-free state with a mean density of gauge excitations n = 0
(reddish), and (ii) disordered systems with n = 0.5 (blueish). For (i) wave-functions ψµ are
mostly located around Iµ → 1/N , regardless of the size N . For (ii) systems show a distribu-
tion of ψµ at Iµ & 1/N , slightly dependent on N . A long tail of ψµ distributed at Iµ ≫ 1/N
is also displayed, which length seems to increase upon increasing N .
I also report the IPR data in Fig. 5.13(b) for the quasi-1D Kitaev ladder in the gapless
regime − which Iµ from (5.9) is computed considering data from the work of Metavitsiadis
and Brenig [127]. Both (i) clean and (ii) disordered cases have been considered − same color
code of Fig. 5.13(a). While for (i) the majority of ψµ distribute around Iµ → 1/N , for (ii)
ψµ distribute around Iµ ∼ const.
The findings from Fig. 5.13 are consistent with heat transport results for both the 2D
[128, 129, 131] and 1D Kitaev systems [127] − see Sec. 5.3.3. On the one hand, the 2D
system shows extended states in both the clean case and the disordered case, allowing for
finite conductivity.
On the other hand, the 1D system has extended versus localized states for the clean versus the
disordered case, consistent with insulating behavior in finite-temperature 1D Kitaev systems.
Finally, some caution is required using the IPR diagnostic since it may suffer from finite-
size effects − which makes it hard to provide conclusive statements on localization in the
thermodynamic limit.
5.4 Comparison to QMC thermal transport results
The interest in thermal conductivity from emergent fractional excitations in the 2D Kitaev
systems − used as a tool to explore the related quantum spin liquid state − has recently led
to other theoretical investigations.
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Figure 5.14: (a) Thermal conductivity κxx vs. T from QMC calculations carried out in
Ref. [131], for α = 1 and cluster size L = 10, 12, 20 − with 2L2 lattice sites. The specific heat
CV vs. T for α = 1 and L = 20 is also plotted. (b) Temperature dependencies of the specific
heat from QMC calculations carried out in Ref. [130], for various anisotropies α = 1, · · · , 0.5,
and sizes L. The anisotropy α is defined from Jx = Jy = α/3 and Jz = 1 − 2α/3. The low-
and high-temperature crossovers are displayed with blue and pink shaded regions, respectively.
Figure (a) is adapted from Ref. [131] and (b) is reproduced from Ref. [130].
In this section, I will compare aspects of the quantum Monte Carlo (QMC) data obtained
by Nasu et al. [131] for the thermal conductivity in the 2D Kitaev honeycomb model with
the results of my work − arising from AGC and ED calculations, and shown in the preceding
sections.
The work carried out in Ref. [131] has investigated the thermal transport in the 2D isotropic
Kitaev honeycomb model. The work relies on QMC calculations, and it evaluates the tem-
perature dependences of both longitudinal and transverse thermal conductivities κ, in the
presence and absence of magnetic field.
For the purpose of this section, I am going to focus only on the zero-field data for the longi-
tudinal component of κ, based on results in Ref. [131] 7.
I show Nasu et al. QMC findings for the temperature dependence of the isotropic − i.e.,
at α = 1 − dc-limit of heat conductivity κxx = limω→0 κxx(ω) [131] in Fig. 5.14(a), and for
the temperature dependence of the specific heat at various anisotropies [130] in Fig. 5.14(b).
Remarkably, these results are consistent with those arising from AGC and ED calculations,
and presented in Secs. 5.2.3 and 4.3.
Compared to κdc1 (T ) shown in Fig. 5.8, κ
xx(T ) is finite at T > 0, and similarly exhibits a single
broad peak close to the high-temperature crossover − in Fig. 5.14(a) marked by T ∗∗ ≃ 0.375 J
− as well as minimal finite-size effects.
Moreover, the estimate of κxx follows from an extrapolation in the low-ω range 8 − as simi-
larly done in Secs. 5.2.3 and 5.3.3 .
Nasu et al. have also observed a system-size dependent dip for Cxx(ω) close to ω ∼ 0, which
approaches nonzero values in the thermodynamic limit − similarly to the pseudogap structure
described and discussed in the preceding sections.
7I refer the reader to the related supplemental material of Ref. [131] for further details on the
formulation of thermal conductivity.
8See the supplemental material of Ref. [131].
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Figure 5.15: Boundary conditions for finite-size systems on the brick-wall lattice (BWL).
(a) Type-I boundary condition: periodic boundary conditions (PBCs) in the ex and ey direc-
tions − i.e., along the edges of the dual square lattice − for a system with N = 9 lattice sites
(blue bullets). (b) Type-II boundary condition: PBCs in the e1 and e2 directions − along
the x− y chains, and the z-bonds, respectively − for a system with N = 16 sites.
Quantitative differences between this thesis and Nasu et al.’s results arise, for instance, in the
high-ω conductivity κxx(ω, T ) possibly due to a different choice of the local energy density
used to derive the energy current operator. Possible differences in κxx may also arise from
details of the fitting procedure. Finally, the QMC method allows to study the system with
no restriction in temperatures − going even to T < T ∗ − as long as finite-size effects are not
too large.
As in the present thesis − see Appendix C.1 − Nasu et al. have analyzed the thermody-
namics of Kitaev systems. Figure 5.14(a) displays the specific heat CV for α = 1. Figure
5.14(b) shows CV for α = 1 − as in Fig. 5.14(a) − but also for other anisotropies with
α = 0.8 · · · 0.5, and for several system sizes.
The specific heat CV shows the characteristic two-peak structure, with two well-separated en-
ergy scales T ∗∗ and T ∗ related to the entropy release of mobile matter fermions and localized
gauge fluxes, respectively.
Comparing findings in Fig. 5.14(b) with those reported in Fig. 4.2 and Fig. C.1, there is
a good qualitative agreement. In particular, the low-temperature peak at T ∗ is dependent on
α, while the high-temperature peak at T ∗∗ is independent on α 9.
To conclude − despite a different numerical method, and slightly different definitions em-
ployed to study Kitaev systems − results from QMC for the isotropic heat conductivity,
as well as for the thermodynamics of 2D Kitaev systems, obtained in Refs. [130, 131] are
consistent with results of this thesis.
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Figure 5.16: (a) Specific heat Cν(T ) vs. T computed via the ED method for N = 6×6-sites
systems. Boundary conditions Type-I (green solid circles) are contrasted to Type-II (red solid
circles). (b,c) C(ω) vs. ω evaluated via the AGC method for N = 24 × 24-sites systems, at
two different temperatures, T/J = 0.1 (b), and T/J = 100 (c). Type-I (green) and Type-II
(red) contrasted to each other. Insets: low-frequency range of C(ω).
5.5 Periodic boundary conditions
In this section, I show results from different mapping of boundary conditions for the Kitaev
honeycomb model. As discussed in Sec. 3.4.1, calculations in this work have been carried
out considering the model in (3.40) put onto a square lattice − shown in Fig. 3.6(c) − with
periodic boundary conditions (PBCs) along the square lattice vectors ex and ey.
This type of boundary conditions − in the following referred to as Type-I − is depicted in
Fig. 5.15(a).
In the following, I also report on calculations of specific heat and dynamical energy-current
auto-correlation functions based on the model constructed onto a lattice with a different ar-
rangement of boundary conditions. These latter are considered along the unit vectors e1 and
e2, pointing along the x − y chains, and the z-bonds of the brick-wall lattice, respectively
− see Fig. 3.6(a). This type of boundary conditions − referred to as Type-II − is shown in
Fig. 5.15(b).
Note that for both boundary conditions Type-I and Type-II imposed, the boundary prob-
lem intrinsic to the Jordan-Wigner transformation − discussed in Sec. 3.4.1 − arising from
term in (3.43c) is omitted. For both Type-I and Type-II, I construct the Hamiltonian as in
(3.40) and the energy current operator as in (4.15). The energy spectra and the energy-current
auto-correlation function are computed according to the formal developments presented in the
preceding chapters.
9One might note that T ⋆α ≈ 4T ∗ and TM ≈ 4T ∗∗. This factor 4 arises from expressing the Kitaev
spin Hamiltonian in terms of operators Sj =
~
2σj , with σj the related Pauli matrix, and ~ = 1.
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In Fig. 5.16 I contrast results at the isotropic point α = 1 for systems with Type-I and
Type-II boundary conditions. Figure 5.16(a) shows the temperature dependence of the spe-
cific heat Cν(T ) obtained via the ED method for systems with N = 6 × 6 lattice sites. The
thermodynamic observable is related to the energy spectrum of the system. Thus, it may
yield possible differences arising from the two distinct boundary conditions. There are yet no
qualitative changes shown in the specific heat crossing over from Type-I to Type-II. It shows
only slightly quantitative changes within the low-temperature crossover at T ⋆α, which peak is
barely shifted at a higher temperature. For the rest of temperatures − including the peak
at the high-temperature crossover − the specific heat is rather insensitive to the change of
boundary conditions.
Figures 5.16(b,c) display the frequency dependence of C(ω) computed via the AGC method
for N = 24 × 24 lattice sites. It is evaluated averaging over NR = 5000 fully random gauge
sectors, and binning δ in windows of δω = 0.001. Variations of temperatures are shown in
5.16(b) for T = 0.1 J , and 5.16(c) for T = 100 J . Insets in both panels zoom-in the low-
frequency range close to ω ∼ 0. For this system size, there are no evident changes in the
spectra crossing over Type-I to Type-II. A good agreement is held even in the low-frequency
range. From this latter feature, one can assume that also the dc heat conductivity κdc(T ), for
systems with both types of boundary conditions, is the same independent of the boundary
mapping.
To conclude, systems with distinct types of boundary conditions, do not show any relevant
change in the bulk quantities of interest for this work.
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In this doctoral thesis work, I presented a study of thermal transport properties of a two-
dimensional quantum spin liquid. The latter represents a novel phase of matter based on
topological order, which shows features, such as fractionalization, emerging gauge theories,
and unconventional magnetism. The indisputable observation of a spin liquid remains an
outstanding goal in modern condensed matter physics, due to its elusive nature. Experiments
can access indirectly properties of spin liquid states, looking at their magnetic excitations.
Thermal transport investigations hence become a powerful mean to explore such phase of
matter.
Frustrated, and frequently low-dimensional magnets are the prime material basis for spin
liquids. Therefore, in chapter 1, I provided an introduction to magnetic frustration, and its
signatures in magnetic materials. This is followed by a description of the ingredients of a
quantum spin liquid, and its working definition, together with a list of possible experimental
techniques used in the literature to explore this novel phase.
The thesis work focused on the study of longitudinal heat transport coefficients, based on
the formalism of linear response theory which is described in chapter 2. Transport coefficients
− within this theoretical framework − can be evaluated by studying the dynamical energy-
current auto-correlation functions.
In my study, I considered the two-dimensional Kitaev spin model on the honeycomb lat-
tice. The model describes local moments subject to frustrated Ising-type compass exchange.
As shown in chapter 3, the model stands out as one of the few in which a quantum spin liquid
can be exactly shown to exist. The model’s ground state can be found exactly.
Kitaev’s original solution is based on a representation of spin degrees of freedom in terms of
Majorana fermions. Further approaches to solve the model exist in the literature. In par-
ticular, I used a Jordan-Wigner transformation to map the spin model to a spinless fermion
model. These transformations are described in chapter 3.
Independent of the approach used, the exact solution of the model yields a quantum spin liq-
uid ground state which supports two kinds of fractional excitations: spinless itinerant matter
fermions, and localized flux excitations of Z2 gauge fields.
Many properties arising from the topological nature of the model are presented and discussed
as well in chapter 3.
Interestingly, the system displays distinct gapless and gapped phases of matter fermions, de-
pending on the anisotropy of exchange couplings in the model. This aspect has been taken
into account in my thermal transport analysis.
In chapter 4, I described three methods which I used to calculate the aforementioned dynami-
cal energy-current auto-correlation functions, in order to extract thermal transport properties
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of the model.
First, I presented an analytical approach which is used to study thermal transport in the
uniform gauge (flux-free) sector, where no gauge excitations are present.
Second, I studied thermal transport at finite temperatures, considering thermal gauge exci-
tations off the uniform gauge sector. For this purpose, I made use of two complementary
numerical methods able to treat finite-temperature systems.
First, the exact diagonalization method (ED) in the fermion basis has been used to exactly
compute correlation functions in systems up to 36 lattice sites. This corresponds to a very
large Hilbert space dimension of the underlying spin model which consists of 272 states.
To approach these sizes, I developed a numerical routine that exploits translational invariance
of gauge sectors. The routine allowed to reduce the number of gauge sectors to consider in
the calculation of the correlation functions, and thus the computational effort.
Second, in order to reach larger systems − which is desirable to study transport in the ther-
modynamic limit − I used a method based on a mean-field treatment of gauge fluctuations −
dubbed average gauge configuration (AGC). This method made possible to approach systems
with up to ∼ O(104) spinful sites.
It allowed to perform calculations of approximate correlation functions, reducing the trace
over all gauge sectors − as required by the former exact method − to an average over dom-
inant gauge sectors suited to a given temperature range. Indeed, the approximation is valid
only for temperatures where fluctuations of gauge excitations are small.
To estimate this range, I resorted to the thermodynamics of the system to study the mean den-
sity of gauge excitations and its fluctuations. Results from this analysis have been completed
by studying the temperature dependence of the specific heat via both numerical methods. I
found that the specific heat shows characteristic features arising from the fractional degrees of
freedom of the model. Moreover, the comparative analysis of thermodynamics has supported
the validity of the approximate method over a wide temperature range, independent of the
exchange coupling regime considered.
My results based on these formal developments have been reported in chapter 5. Ther-
mal transport coefficients have been extracted from the longitudinal energy-current auto-
correlation spectrum. The latter has been studied for varying sets of exchange couplings of
the model, by tuning a related anisotropy parameter. This allowed to study heat transport
for both the gapless and the gapped phase.
Furthermore, the investigation has been carried out in a wide range of temperatures, to high-
light the impact of thermal gauge excitations on the heat transport from matter fermions. In
the following, I will summarize and discuss such findings.
Analytical calculations in the uniform gauge sector provided the frequency dependence of
the energy correlation spectra. The zero-frequency Drude weight at finite temperatures refers
to the ballistic channel for matter fermions. It reflects the gapless (gapped) nature of fermions,
showing a low-temperature power-law (exponential) behavior. The analytical findings imply
that discarding gauge excitations, the two-dimensional Kitaev systems are ballistic heat con-
ductors at finite temperatures and for any exchange coupling regime.
Numerical results from ED calculations showed several interesting features.
First, an indication of spin fractionalization − describing the system in terms of a “gas”
of matter fermions interacting with thermally excited gauge fields − pertains to a spectral
hump arising in the low-energy part of spectra. This hump stems from a broadening of the
quasiparticle transport − which in the uniform gauge sector is entirely accumulated in the
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Drude weight − to finite frequencies. The latter is presumably due to the scattering of matter
fermions on thermal gauge excitations, which act as a thermally activated disorder.
Second, this low-energy hump is strongly temperature dependent, which is related to the
matter fermions temperature-dependent density.
Third, the same spectral hump shows a structure in the zero-frequency limit of the spectra −
dubbed pseudogap, due to its apparent gap-like behavior. The thermodynamic limit of this
pseudogap is of interest to extract the dc transport coefficient, but it remains out of reach of
the ED method.
Finally, the Drude weight is calculated. It shows a decreasing spectral intensity upon increas-
ing the system size. From these results it has been conjectured that the ballistic channel
decays exponentially fast in the thermodynamic limit.
Numerical results from the AGC method completed the picture provided by those from ED
calculations.
First, the approximate correlation spectra show an overall qualitative agreement − at any
temperature and for any system size − with the exact results, except for the lowest temper-
ature, where strong gauge fluctuations influence the high-frequency part of spectra.
However, above a characteristic temperature the findings from the ED agree qualitatively
with results from the AGC. The AGC spectra − compared with the ED ones for the same
system size − well reproduces the ED results, being even able to capture remnants of the
Drude weight, which disappears in the thermodynamic limit. The AGC spectra also show a
two-particle excitation gap upon entering the gapped phase − as also observed from analytical
results.
Moreover, it turns out − from ED and AGC calculations of the density of states (DOS) of
matter fermions − that the matter fermion energy gap is robust against thermal gauge exci-
tations. In the gapless phase, gauge excitations instead contribute to suppress a semimetallic
DOS in favor of a metallic one.
Second, and going beyond a comparison to ED, the larger systems accessible to the AGC
method answer the open-question on the nature of the pseudogap structure in the infinite
system-size limit. Based on finite-size scaling, it turns out that − at any temperatures and
anisotropy − the pseudogap has a strongly system-size dependent width, which suggests its
closing onto finite values in the thermodynamic limit.
Using this finite zero-frequency limit of the correlation spectra I extracted the static dc heat
conductivity as a function of temperatures and anisotropy, for various system sizes.
Interestingly, the conductivity features a form independent of the exchange coupling regime,
with minimal finite-size corrections. However, the low-temperature behavior of the heat con-
ductivity crosses over from a power-law to an exponentially activated behavior upon opening
of the matter fermion gap by tuning the anisotropy. This is consistent with the notion of
quasiparticle transport, where the activation energy corresponds to the energy gap of matter
fermions.
Findings for the gapless matter-fermions heat conductivity in the isotropic regime have been
also contrasted with those arising from QMC calculations of other authors 10. Remarkably,
the comparison shows many similarities, which makes these findings robust and independent
of the numerical technique used to study the problem.
Finally, I tested the impact of altering boundary conditions on bulk transport in the system
studied, and I found my results to be insensitive with respect to them.
To conclude, numerical findings − which consider the impact of gauge degrees of freedom
10I refer to the work in Ref. [131].
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on heat transport − stress that there is a relevant interplay between matter fermions and
gauge excitations.
This interplay displays important signatures in the dynamical energy-current correlation func-
tions. As a consequence, dc transport coefficients are influenced as well. I have shown this by
comparing the uniform gauge sector with sectors having randomly distributed gauge excita-
tions. The former completely neglects gauge degrees of freedom − leading to a solely ballistic
dc transport − while the latter show dissipative mechanisms which stem from an intrinsic
thermal gauge disorder, leading to finite dc conductivities and a vanishing Drude weight in
the thermodynamic limit.
Therefore, I have shown that two-dimensional Kitaev systems are dissipative heat conductors
at finite temperature and for any exchange coupling regime.
Remarkably, the dissipative nature found for two-dimensional Kitaev systems is in strong
contrast with results for the quasi one-dimensional Kitaev ladder 11 − which turns out to
be an insulator with a vanishing Drude weight and a zero-dc conductivity − despite similar
emergent thermally activated gauge disorder, and signatures of fractionalization.
Finally, the analysis carried out in this work does not access the very low-temperature regime,
and it might neglect possible effects induced by strong gauge fluctuations, or their interac-
tions in such a temperature range. Moreover, the results shown arise from a finite-size study,
which can not exclude scenarios where transport coefficients might change, for system sizes
way beyond the reach of the methods used. For instance, the pseudogap might acquire a
different frequency dependence, such as to give rise to a different finite-size scaling in the
thermodynamic limit.
11I refer to the work in Ref. [127].
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APPENDIX A
Mathematical supplement
A.1 Bogoliubov transformation
Given a quadratic Hamiltonian, in the specific case, the BCS Hamiltonian of (3.20, 3.41)
H =
∑
q
[
eqd
†
qdq + i
∆q
2
d†qd
†
−q − i
∆q
2
d−qdq
]
, (A.1)
d
(†)
q is a basis of complex fermion operators, eq is the energy of the particle at momentum q,
and ∆q is a real function of the momentum which is related to the BCS pairing. Physical
meaning is provided by symmetric particle energy, and antisymmetric pairing relation, i.e.
eq = e−q and ∆q = −∆−q. A global gauge transformation applied to the basis can remove
the imaginary unit i, as
d†q → e−i
π
4 d†q dq → ei
π
4 dq , (A.2)
rendering (A.1) in this form
H =
∑
q
[
eq
2
(
d†qdq + d
†
−qd−q
)
+
∆q
2
(
d†qd
†
−q + d−qdq
)]
. (A.3)
The Hamiltonian in (A.3) can be diagonalized by means of a Bogoliubov transformation. To
do this, (A.3) can be rewritten in this form
H =
∑
q
[
ε0
(
α†qαq + β
†
qβq
)
+ ε1
(
α†qβ
†
q + βqαq
)]
, (A.4)
with αq = dq and βq = d−q. Using a matrix transformation U, a new set of fermionic
operators is obtained, in particular
Aq = uqαq + vqβ
†
q A
†
q = uqα
†
q + vqβq (A.5a)
Bq = vqα
†
q − uqβq B†q = vqαq − uqβ†q. (A.5b)
where uq and vq are real coefficients of this linear transformation U applied to α, β basis set.
The diagonal form of the Hamiltonian follows from a proper choice of these coefficients, such
that they have to preserve the algebraic relation given by the anticommutation relations of
Aq and Bq, namely
u2q + v
2
q = 1 =
{
Aq, A
†
q
}
=
{
Bq, B
†
q
}
(A.6)
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Using (A.6), it is possible to get the old basis set expressed in terms of Aq and Bq,
αq = uqAq + vqB
†
q α
†
q = uqA
†
q + vqBq (A.7a)
βq = vqA
†
q − uqBq β†q = vqAq − uqβ†q. (A.7b)
and thus inserting these into (A.4), the Hamiltonian in the new basis reads
H =
∑
q
{[
eq
2
(u2q − v2q) + ∆quqvq
](
A†qAq −BqB†q
)
+
[
equqvq −
∆q
2
(u2q − v2q)
](
A†qB
†
q +BqAq
)}
. (A.8)
Diagonalization imposes that non-diagonal terms have to vanish, and this can follow from
(A.8) as
equqvq −
∆q
2
(u2q − v2q) = 0 . (A.9)
Moreover, exploiting the constraint of (A.6), it is possible to parametrize the set of two
coefficients in terms of just one parameter to be determined,
uq = cos θq , vq = sin θq. (A.10)
Substituting (A.10) in (A.9), one obtains
tan 2θq =
∆q
eq
(A.11)
Solving for the diagonal part of (A.8), it turns out that u2q−v2q = eq/εq, and uqvq = 12∆q/εq,
where εq =
√
e2q +∆
2
q is the quasiparticle excitation energy. Both relations give important
information on the nature of the coefficients solving the model, in particular (i) an expression
for them in terms of momentum relations and energy dispersion, and (ii) from symmetries of
εq = ε−q, and ∆q = −∆−q, it follows that u−q = −uq, and v−q = vq. With this choice of
coefficients, and with their expression, the diagonal part of (A.8) reads as
H =
∑
q
εq
2
(
A†qAq −BqB†q
)
=
︸︷︷︸
B†−q=A
†
q , B−q=Aq
∑
q
εq
(
A†qAq −
1
2
)
. (A.12)
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A.2 Wick’s contractions
The basic idea of using Wick’s theorem is to compact big complicated correlation functions
in terms of products of the simplest two-point correlation functions, i.e. single-particle prop-
agators. In Chapter 4, independently by the method employed, the following energy-current
auto-correlation function has been considered, which is a 4-point correlator
C(η, t) =
1
N
∑
nmn′m′
LnmLn′m′
(
〈A†n(t)Am(t)A†n′Am′〉
)
, (A.13)
with A†n = (a
†
1, ..., a
†
N , a1, ..., aN ) the 2N components operator, and Lαβ the current matrix
elements. To evaluate (A.13) a Wick’s decomposition has to be performed. Considering the
time-evolution of operators in (A.13) within the Heisenberg picture, then
a†i (t) = e
−iεita†i (A.14a)
ai(t) = e
iεitai . (A.14b)
The possible meaningful contractions of the correlator in (A.13) are two, giving rise to
C(η, t) =
1
N
∑
nmn′m′
LnmLn′m′
(
〈A†n(t)Am′〉〈Am(t)A†n′〉
︸ ︷︷ ︸
(1)
−〈A†n(t)A†n′〉〈Am(t)Am′〉
︸ ︷︷ ︸
(2)
)
,
(A.15)
where the 4-point correlator has been written as sum of products of 2-point correlators. Now,
to make clearer the relation among the current matrix elements and these propagators, is
useful to write explicitly these products 〈· · · 〉〈· · · 〉. One may start considering the term (1)
in (A.15), this can be read as
〈
A
†
n(t)
︷ ︸︸ ︷
[
a†1(t), a
†
2(t), ..., a
†
N (t), a1(t), a2(t), ..., aN (t)
]
Am′
︷ ︸︸ ︷
[
a1, a2, ..., aN , a
†
1, a
†
2, ..., a
†
N
]
〉 ×
〈
[
a1(t), a2(t), ..., aN (t), a
†
1(t), a
†
2(t), ..., a
†
N (t)
]
︸ ︷︷ ︸
Am(t)
[
a†1, a
†
2, ..., a
†
N , a1, a2, ..., aN
]
︸ ︷︷ ︸
A
†
n′
〉 (A.16)
Looking at the structure of each
[
· · ·
]
, N annihilation operators follows N creation operators,
or viceversa. Thus, 〈· · · 〉 reduces to only combinations among creation-annihilation pairs per
each lattice site. For instance, running the index i = 1, ..., N , possible combinations among
A
†
n(t) and Am′ are only if n = m′ and n+N = m′ +N . Similarly for Am(t) and A
†
n′ , with
m = n′ and m+N = n′+N . Such selection of pairs suppresses sum over n′ and m′ in (A.15).
Thus, considering (A.14a) and (A.14b) for the time evolution, (1) reads as
(1) =
[
〈a†nan〉e−iεnt + 〈ana†n〉e+iεnt
]
·
[
〈ama†m〉e+iεmt + 〈a†mam〉e−iεmt
]
, (A.17)
where the sign +(−) in the exponential function is related to the time evolution of the annihi-
lation (creation) operator in the brackets. One may further simplify the expression in (A.17),
leading to
(1) = fn(1− fm)e−i(εn−εm)t + fm(1− fn)ei(εn−εm)t
+ fnfme
−i(εn+εm)t + (1− fn)(1− fm)ei(εn+εm)t , (A.18)
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where fn = 1/(exp(βεn) + 1) is the Fermi-Dirac distribution. Following the same procedure,
a similar result is obtained for the contraction (2). One difference arises from the structure of
creation/annihilation operators inside the brackets. Because of this, different combinations of
N operators, compared to (1), are possible − e.g., between A†n(t) and A†n′(t), with n = n′+N ,
and n+N = n′.
Therefore, summing up (1) and (2), with their proper related current matrix elements in
(A.13), C(η, t) reads as
C(η, t) =
1
N
N∑
n,m=1
[
e−i(εn−εm)tfn(1− fm)
(
Ln,mLm,n − Ln,mLn+N,m+N
)
+ ei(εn−εm)tfm(1− fn)
(
Ln+N,m+NLm+N,n+N − Ln+N,m+NLn,m
)
+ e−i(εn+εm)tfnfm
(
Ln,m+NLm+N,n − Ln,m+NLn+N,m
)
+ ei(εn+εm)t(1− fn)(1− fm)
(
Ln+N,mLm,n+N − Ln+N,mLn,m+N
)]
. (A.19)
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A.3 Computation of Dirac δ function
The numerical study of the energy-current auto-correlation function in Chapter 4 requires a
way to compute the Dirac’s delta function in the frequency space. It shows up in equation
(4.23) − which I recall,
C(η, ω) =
∫ ∞
−∞
eiωtC(η, t) dt =
2π
N
N∑
n,m=1
(· · · )ηn,mδ(ω − ωnm) , (A.20)
where (· · · )ηn,m contains the product of the current matrix elements and the Wick-decomposition’s
terms, per each gauge sector η. δ(ω − ωmn) is the Dirac’s delta function, with ωnm =
∓(En ± Em), and En, Em the eigenenergies of the system (~ = 1). Among all the pos-
sible representations of δ, I present in the following two ways to compute it, and thus to
evaluate (A.20).
• Sokhotski-Plemelj representation : the Sokhotski-Plemelj theorem relates the delta
function to the distribution of the Cauchy principal value of the function 1/x, defined
by
〈P 1
x
, f〉 = lim
χ→0+
∫
|x|>χ
f(x)
x
dx , (A.21)
with the Sokhotski’s formula stating that
lim
χ→0+
1
x± iχ = P
1
x
∓ iπδ(x) . (A.22)
The limit is understood in the distribution sense, for all smooth functions f ,
lim
χ→0+
∫ ∞
−∞
f(x)
x± iχ = P
f(x)
x
∓ iπf(0) . (A.23)
Therefore, δ(x) function can be obtained from (A.22) as
2iπδ(x) = lim
χ→0+
(
1
x− iχ −
1
x+ iχ
)
= lim
χ→0+
2iχ
x2 + χ2
→
→ δ(x) = lim
χ→0+
1
π
χ
x2 + χ2
, (A.24)
with x its argument, and χ the full width at half-maximum of the related Cauchy-
Lorentz distribution in (A.24). As smaller the value of χ, as smaller the broadening of
the distribution around x, and finer the resolution of δ in the x-space.
Going back to (A.20), the argument of δ function is x = ω∓ (En±Em), where ’∓’ sign
refers to the sign in front of exponents in (A.18), which follows from the time evolution.
The ’±’ sign depends on the contribution considered in (A.18), if the pair-breaking, or
the quasiparticle one, respectively. Thus, all four possible contributions of (A.24) are
considered as a function of xi, leading to
C(η, ω) = lim
χ→0+
2π
N
N∑
n,m=1
(· · · )ηn,m
ωmax∑
ω=ωmin
4∑
i=1
1
π
χ
x2i + χ
2
. (A.25)
The energy resolution of correlation spectra can depend by several details. First, the
limit of χ→ 0 is implemented considering very small, but finite values of χ, which can
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provide different resolutions. Second, once found the best χ, the correlation spectrum
is studied in an energy range ω ∈ [ωmin, ωmax]. A smooth shape of the spectrum
depends by the grid width, i.e. the width of discrete number of energy intervals, δω =
(ωmax−ωmin)/n. As smaller is δω, as larger the resolution and the number of intervals
considered, and in the end also the computational effort.
• Discrete binning representation : considering the energy range of interest, and
dividing it into bins of width δω, the correlation spectrum spanning the total energy
range will read
C̃(η, ω) =
∫ ω+δω/2
ω−δω/2
C(η, ω)dω =
∫ ω+δω/2
ω−δω/2
2π
N
N∑
n,m=1
(· · · )ηn,mδ(ω − ωnm)dω
=
2π
N
N∑
n,m=1
(· · · )ηn,m
∫ ω+δω/2
ω−δω/2
δ(ω − ωnm)dω . (A.26)
Terms inside (· · · )ηn,m can be integrated out because do not depend on ω. Integral of
Dirac’s delta in (A.26) refers to δ as a measure, i.e., a way that assigns a value to each
subsets in the integral. In other words,
∫ ω+δω/2
ω−δω/2 δ(ω − ωnm)dω is the integral of 1 with
respect to the δ measure in the interval A = [ω − δω/2, ω + δω/2]. The δ(ω − ωnm)
assigns ’volume’ 1 to the set {ωnm} and to every set which contains ωnm. While, it
assigns ’volume’ 0 to every other set, i.e., those ones not containing ωnm. This means
that,
∫
A
dδ =
{
1, if ωnm ∈ A
0, if ωnm /∈ A
. (A.27)
This allows to collect all the contributions to the energy-current correlation function at
each specific bin of energy ωnm ± δω/2, leading to
C̃(η, ω) =
2π
N
N∑
n,m=1
(· · · )ηn,m
∫ ω+δω/2
ω−δω/2
δ(ω − ωnm)dω =
2π
N
N∑
n,m=1
4∑
i=1
(· · · )ηn,m|Ai ,
(A.28)
where the position of set Ai depends on the possible four combinations of sign of
ωnm = ±(En ± Em). The numerical energy resolution in is set only by the size of δω.
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Numerical remarks
B.1 Translational invariant gauge sectors
Calculations via the ED method introduced in Sec. 4.2 have an upper limit in the number
of lattice sites N that can be treated. This because one needs to trace over all the possible
2N gauge sectors of the system. Thus, the computational effort grows exponentially fast.
Progress can be made considering lattice symmetry.
In particular, each gauge sector is due to a specific combination of ηr gauge fields sitting on
each lattice site, i.e., {ηr} = {η0, η1, · · · , ηj , · · · , ηN−1}, with ηj = ±1, and j = 0, 1, . . . , N−1.
One can represent each {ηr} on a lattice with N sites via a binary vector of size N . Each ele-
ment of the vector is related to a corresponding lattice site, which value can be “0” (ηj = −1),
or “1” (ηj = +1). This leads to 2N different possible binary vectors, related to the 2N gauge
sectors. Fig. B.1 shows an example of such a construction.
The idea is that for each given gauge sector, there exists a certain number of redundant
translational invariant gauge sectors. For instance, one may take a lattice with N sites and
a single gauge-flip − i.e., one deviating gauge variable from the uniform gauge sector − at
position (0, 0). This single-flip gauge sector has exactly N redundant copies produced via all
possible translations of the single gauge-flip along the x and y direction on the square lattice.
In general, for a system with N lattice sites, collecting the gauge flips in k ways, provides the
number of possible combinations without repetitions of gauge configurations,
Ck(N) =
(
N
k
)
=
N !
k!(N − k)! , where
N∑
k=0
Ck(N) = 2
N . (B.1)
Fig. B.2 shows an example of what discussed above but for a double gauge-flip, i.e., for k = 2
in a system with N = 9 sites. It turns out that only 4 over 36 possible gauge sectors aris-
ing from (B.1) are not invariant gauge sectors under translational symmetry. Each of these 4
sector appears with a multiplicity m⋆ = 9 − which in the end covers the total 36 combinations.
Unfortunately, Ck(N) in (B.1) says only the total amount of combinations arising from the
number of gauge flips k on the lattice, but nothing about how many of these gauge sectors
are irreproducible by any discrete translational operation, neither on their multiplicity.
Thus, the task is to find the N⋆ not invariant gauge sectors, and in the end to evaluate their
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Figure B.1: Scheme of binary representations of gauge flips on a square lattice with N = 9
sites. Black (white) cells indicate lattice sites with ηj = +1 (ηj = −1). Lattice sites are
numbered along a snake-pattern on the square lattice, from left to right. On the right side,
the corresponding binary vectors : each element of the array has value 1(0) related to the
gauge field value.
Figure B.2: Schemes of not equivalent gauge representations for N = 9 and double gauge-
flips (k = 2). Number in quotation marks indicates the decimal value of the corresponding
binary vector. On the bottom, the multiplicity m⋆ of each sector is reported.
multiplicity, m⋆η. The number N
⋆, and each m⋆η found, have to satisfy the following constraint,
N⋆∑
η=1
m⋆η =
N∑
k=0
Ck(N) = 2
N . (B.2)
In the following, I provide a description of the code used to find N⋆ and m⋆η. The code aims to
find the smallest decimal label related to the binary representation of the not invariant gauge
sector − see for instance Fig. B.2 − which is stored in a vector ireps(i), with i = 1, . . . , N⋆.
One can summarize the code in the following few-step operative diagram flow:
• One initializes the lattice with the jth gauge configuration, looping j = 0, 2N − 1.
• For each starting jth gauge sector, one performs lattice translations along x, y directions,
or a combination of the two.
• One compares each translated sector’s decimal label with the starting one. If they are
equal, then one continues to translate the sector up to reach all the possible moves. If
it is greater, then one updates the multiplicity counter imlt(i), and adds the invariant
sector to a temporary storage vector. If it is smaller, one quits the j-loop, increasing
the counter. Therefore, one takes the new smaller decimal value, and starts from its
related gauge sector again the translations’ loop.
• One collects all the not invariant gauge sectors in the array ireps(i), with their respective
multiplicities imlt(i).
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N=16 i ireps(i) imlt(i) {ηr}(i)
1 0 1
2 1 16
3 3 16
· · · · · · · · · · · ·
305 771 8
306 773 16
· · · · · · · · · · · ·
4156 65535 1
Table B.1: Results for the not invariant gauge sectors under translational symmetry for
systems with N = 16 sites. The index i refers to the ith sector found, with i = 1, · · · , N⋆, and
N⋆ equal to 4156. The corresponding decimal value of the gauge sector is stored in ireps(i),
and its multiplicity in imlt(i). The corresponding arrangement of {ηr} is shown in the last
column.
In Tab. B.1, I show the results from this analysis for a lattice with N = 16 sites. The totality
of gauge configurations are 216 = 65536. Remarkably, only N⋆ = 4156 not invariant sectors
have been found. Each of these has a specific multiplicity m⋆η tracked by the code. The sum
of all these, in the end, fulfills (B.2).
One may wonder whether this symmetry argument applies to the study of the dynamical
energy current auto-correlation function. To verify this fact, I show in Fig. B.3 the spectra of
C{η}(ω) evaluated for a given gauge sector {η}, for two different system sizes N = 36 (a-b),
and N = 100 (c-d), at T = ∞, and for the isotropic point α = 1.
In particular, Figs. B.3(a,c) show C(ω) for the gauge sector “1” and “2” − having a sin-
gle gauge-flip at site (0, 0) and (0, 1), respectively. These two are translational invariant, and
energy-degenerate, sectors obtained as single-flip from the vortex-free sector. What is shown
in Figs. B.3(a,c) is that also the related correlation spectra are degenerate. The inset in
Fig. B.3(a) displays the difference C{1}(ω) − C{2}(ω), which is finite but satisfyingly small.
This difference decreases as the size of the system increases, as can be observed in the inset
of Fig. B.3(c).
Figs. B.3(b,d) instead point out that not invariant gauge sectors, “1” and “5” − with “5”
arising from a double gauge-flip at (0, 0) and (0, 2) − have both different energy spectrum
and correlation spectra. This is evident from a finite spectral difference shown in the insets
of Figs. B.3(b,d). In other words, these independently contribute to C(ω).
In view of these results, one can compute (4.16) reducing the full gauge trace to a smaller num-
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Figure B.3: Single gauge sectors C{η}(ω) vs. ω at T = ∞ for two different system sizes,
N = 36 (a,b), and N = 100 (c,d), for α = 1.0. (a,c): Gauge sectors “1” and “2” are considered.
Insets: difference C{1}(ω)−C{2}(ω). (b,d): Gauge sectors “1” and “5” are considered. Insets:
difference C{1}(ω)− C{5}(ω).
ber of not invariant gauge sectors under translational symmetry. Results are still exact, up
to small deviations due to finite-size effects, which are suppressed in the thermodynamic limit.
Fig. B.4(a) shows the C(ω) spectra obtained employing both the full-trace (black solid line
with solid triangles), and the reduced trace (red empty circles) version of (4.16), for N = 16
lattice sites, at α = 1.0, and T = ∞. Fig. B.4(b) shows the low-frequency range of Fig. B.4(a)
, and Fig. B.4(c) shows | Cfull-trace(ω)− Creduced-trace(ω) |, which turns out to be very small.
B.2 Random average and energy resolution
In order to get smooth correlation spectra from AGC calculations − as shown in the main
text − one deals with two degrees of freedom. These are the energy resolution of spectra −
fixed by the energy window δω in binning Dirac’s δ functions − and the number of gauge
sectors NR for the average in (4.24). It turns out that a good balance between the two is
enough to reduce best finite-size effects in the spectra. In the following, I show results from
calculations of spectra via the AGC method, tuning both δω and NR.
I have performed several numerical “experiments” aiming to get smooth spectra with the
highest energy resolution (smallest δω) and the lowest computational effort (smallest NR).
The following calculations have been carried out at fixed temperature T = ∞, and at the
isotropic point α = 1.0.
One may start by seeing the effect of tuning NR at fixed δω on C(ω), and viceversa, the
effect of changing δω for a fixed number NR. These are reported in Fig. B.5 for N = 100
lattice sites.
Each panel of Figs. B.5(a-d) shows the spectrum C(ω) for different numbers of fully ran-
dom gauge sectors NR chosen with n(T ) = 0.5, in the range NR = [100, 2000]. Going from
(a) to (d) different δω are considered, from δω = 10−3(a) to δω = 5 · 10−2(d). They show
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Figure B.4: (a) C(ω) vs. ω from ED calculations via a full trace over gauge sectors (black
solid with solid triangles), and a reduced trace (red empty circles), for N = 16 lattice sites,
α = 1.0, and at T = ∞. (b) Low-frequency zoom-in of (a). (c) Difference among the resulting
spectra of (a).
Figure B.5: C(ω) versus frequency via AGC, for N = 100-sites systems. (a-d) Variations
with δω = 10−3, 5 ·10−3, 10−2, 5 ·10−2 from (a) to (d). Each panel shows four different number
of realizations NR. (e-h) Variations with number of realizations NR = 100, 500, 1000, 2000
from (e) to (h). Each panel shows four different binning resolutions δω.
that once the energy resolution is fixed the spectrum becomes smoother as NR increases −
see Fig. B.5(a). Moreover, decreasing the energy resolution (b-d), the spectrum sensitivity
to the NR used becomes less evident. This means that for low energy resolutions, finite-size
effects are well reduced even by using a small NR, i.e., one can obtain low-resolution smooth
spectra with low computational effort.
Each panel of Figs. B.5(e-h) shows the spectrum C(ω) for varying δω − in the same range
of Figs. B.5(a-d) −, and going from (e) to (h) different NR are used, from NR = 100 (e) to
NR = 2000 (h). They, consistently with Figs. B.5(a-d), show the impact of changing δω for
fixed NR on the spectra.
One may also wonder, how much the choice of NR − at a fixed δω − is dependent on the
system size N . Fig. B.6 shows C(ω) as a function of frequency at fixed δω = 10−3, for many
system sizes N and different NR.
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Figure B.6: C(ω) versus frequency via AGC, for two possible numbers of realizations
NR = 1000 (5000) in black (red) lines, at fixed δω = 10−3. From (a) to (d) is displayed a
variation with the number of lattice sites N = 36, 100, 400, and 1600.
It is shown that for relatively small systems − see Figs. B.6(a,b) − a larger NR is important
to obtain a smoother spectrum. However, as N increases it becomes indifferent what NR is
used − as shown progressively in Figs. B.6(c,d). For the largest N , the results might be
considered almost independent of NR.
To conclude, by means of this numerical analysis I have found the energy resolution δω
which reduces best finite-size effects − also taking into account the computational effort −
and which is used for the AGC calculations presented in the main text.
Yet, it turns out that one needs to choose NR dependently on the system size N considered.
Interestingly, for N & 900, the quality of numerical results becomes almost independent of
NR. Thus, NR can be very small, which further minimizes the computational effort.
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Thermodynamics
C.1 Thermodynamics of the Kitaev honeycomb model
on a square lattice
In this section I provide a description of thermodynamics of the Kitaev model on the square
lattice, and also further details on all the thermodynamic quantities discussed in the main
text. Before going into details of calculations, one needs to keep track of the Hilbert space
dimension, in the step from the spin Hamiltonian on the brick-wall lattice (BWL) to the
spinless fermion Hamiltonian on the square lattice (SL). For this purpose, one can recall the
spin Hamiltonian in (3.6)
H = Jx
∑
〈ij〉x
σxi σ
x
j + Jy
∑
〈ij〉y
σyi σ
y
j + Jz
∑
〈ij〉z
σzi σ
z
j , (C.1)
which on the BWL is studied for M = MxMy sites. Mx runs along the x − y chains of the
BWL, while My along the z-bonds. Therefore, it counts 2M states. The corresponding SL
− whose each single vertex contains one black and one white site connected by a z-bond
on the bipartite BWL − has N = NxNy sites. Since there is one z-bond every second site,
Nx = Mx/2, and Ny = My, and one recovers the spinless Hamiltonian in (3.40) − which I
recall for the purpose of the section,
H{η} =
∑
r
Jx(d
†
r + dr)(d
†
r+ex − dr+ex) + Jy(d
†
r + dr)
×(d†r+ey − dr+ey) + Jzηr(2d
†
rdr − 1) . (C.2)
The latter has consistently 2M = 22N states. Indeed, on the SL with N sites, there are 2N
different gauge configurations − in the following referred to as {η}. The Hamiltonian in (C.2)
is one of the 2N different single-particle Hamiltonians, H{η}, each of which has a dimension
of 2N ×2N − because of the pairing terms, see Sec. 4.2 − and which reads in the Bogoliubov
quasiparticle basis as
H{η} =
N∑
j=1
εja
†
jaj − εjaja
†
j =
N∑
j=1
2εj(a
†
jaj −
1
2
) , εj > 0. (C.3)
From these N single-particle states of energy εj one can build 2N many-body particle states.
Thus, the Hilbert space dimension counts for 2N many-body particle states for 2N gauge
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sectors, i.e., 22N states. The many-particle eigenenergies are given by
Ei({η}) =
N∑
l=1
2εl(θil −
1
2
), (C.4)
where θil = 0, 1 indicates the occupation number in the quasiparticle basis. The 2N possible
values of θil give rise to the 2N different Ei. These latter span in the range Ei({η}) =
[E0({η}),−E0({η})], with E0({η}) being the local many-body ground state energy for the
given gauge sector {η}, obtained from (C.4) with θil = 0,
E0({η}) = −
N∑
j=1
εj < 0. (C.5)
One may consider an operator A, which is also diagonal in the gauge fields ηr. The expectation
value can be evaluated as
〈A〉 = Tr e
−βHA
Tr e−βH
=
1
Z
2N−1∑
η=0
Zη〈A〉η, (C.6)
with 〈· · · 〉η evaluated in the single-particle sector within the given gauge sector {η}, and Z
the total partition function of the system. The latter reads as
Z = Tr{η}Traj(η) e
−βH{η} =
2N−1∑
η=0
Zη , (C.7)
which is obtained tracing over all gauge sectors {η}, and over matter fermions at each fixed
gauge sector. In (C.6) and (C.7) Zη is the partition function of matter fermions in the given
gauge sector. This latter can be expressed as,
Zη =
2N∑
i=1
e−βEi({η}) =
N∏
j=1
(eβεj + e−βεj ) = 2N
N∏
j=1
cosh(βεj) . (C.8)
Thermodynamic quantities hence can be evaluated by means of the partition function Z.
Numerically it is useful to scale the local partition function by the Boltzmann factor arising
from the global many-body ground state energy EG 1, i.e., Zη → eβEGZη. Scaling by the
constant eβEG does not change the result of (C.6). Thus, one can rewrite (C.8) as
Zη = e
βEG
N∏
j=1
eβεj (1 + e−2βεj ) = eβEG
−βE0(η)
︷ ︸︸ ︷
eβ
∑N
i=1 εi
N∏
j=1
(1 + e−2βεj ) =
e−β(E
0(η)−EG)
N∏
j=1
(1 + e−2βεj ) = e−β∆ε(η)
N∏
j=1
(1 + e−2βεj ) . (C.9)
In (C.9) ∆ε(η) = E0(η)−EG is the difference between the local and global many-body ground
state energies. The value of ∆ε(η) also says how close the sector considered is from being
1The global many-body ground state energy can be seen as the lowest local many-body ground
state energy arising from all the gauge sectors of the system, i.e. min
{η}
E0({η}).
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degenerate to that with energy EG. Generally, one may assume that the latter is represented
by the vortex-free sector (ηr = −1 ∀r). This has been accurately checked by comparing all the
E0(η) found in the calculations, and considering in the end the lowest among them. The ∆ε(η)
is important for the computation of Z. This partition function Z in the zero-temperature
limit reads as
Z(β → ∞) =
2N−1∑
η=0
e−β(E
0(η)−EG)) + · · · = DG , (C.10)
where DG is the degree of degeneracy of the ground state. Indeed, in the zero-temperature
limit the Boltzmann weights in (C.9) tend to zero. Thus, only sectors degenerate to the global
ground state contribute to Z, i.e., those for which |∆ε(η)| ≪ 1. A numerical cut-off for the
energy degeneracy of the states is required. Numerical calculations performed in this work
count sectors as degenerate to the global ground state only if |∆ε(η)| < 10−8. In the opposite
infinite-temperature limit, the total partition function is given by
Z(β → 0) =
2N−1∑
η=0
2N = 22N , (C.11)
which makes each gauge sector equally probable, and contributing to the thermodynamics of
the system. At intermediate temperatures (0 < β <∞), two possible cases arise :
• |∆ε(η)| < 10−8 : Z(β) will be returned from the sum of Zη(β) of (C.9) with the
exponential factor e−β∆ε(η) ≈ 1.
• |∆ε(η)| > 10−8 : Z(β) will be the sum of Zη(β) of (C.9), which also considers the weight
provided by the exponential factor. As greater |∆ε(η)|, as smaller the contribution of
the related gauge sector to the thermodynamic of the system.
To evaluate the thermodynamic observables of interest, one may start deriving fundamental
quantities. In particular,
• Average energy
U1(T ) = 〈H〉 =
1
N
[
1
Z
2N−1∑
η=0
Zη〈H〉η
]
(C.12)
with
〈H〉η =
〈 N∑
j=1
2εj
(
a†jaj −
1
2
)〉
η
=
=
N∑
j=1
2εj〈a†jaj〉η −
1
2
N∑
j=1
2εj =
=
N∑
j=1
2εjfj(T ) + E
0({η}) . (C.13)
The expectation value of the occupation number in (C.13) − which follows from the quadratic
form of the Hamiltonian (C.3) − is given by the Fermi-Dirac distribution,
fj(T ) = 〈a†jaj〉η =
1
1 + e2βεj
. (C.14)
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• Average energy square
U2(T ) = 〈H2〉 =
1
N
[
1
Z
2N−1∑
η=0
Zη〈H2〉η
]
(C.15)
with
〈H2〉η =
〈 N∑
j=1
N∑
k=1
2εj · 2εk
(
a†jaj −
1
2
)(
a†kak −
1
2
)〉
η
=
=
N∑
j=1
N∑
k=1
2εj2εk
[
〈a†jaja
†
kak〉η −
1
2
〈a†jaj〉η −
1
2
〈a†kak〉η +
1
4
]
=
=
N∑
j=1
(2εj)
2fj(T )
[
1− fj(T )
]
+
N∑
j=1
[
4ε2jf
2
j (T )− 4ε2jfj(T ) + ε2j
]
=
=
N∑
j=1
(2εj)
2fj(T )
[
1− fj(T )
]
+ 〈H〉2η , (C.16)
where the last line of (C.16) is obtained by applying a Wick’s contraction to 〈· · · 〉η, and
making use of (C.13). Importantly, in the construction of U1(T ) and U2(T ) the total partition
function Z arises from (C.9) and (C.7), taking into account the scaling Z → eβEGZ. Many
observables can be calculated by computing the free energy of the system, and using the
quantities defined in (C.12) and (C.15). In particular,
F (T ) = − 1
N
(T lnZ − EG) , (C.17)
is the free energy of the system, with Z from (C.9) and (C.7). First, one may start evaluating
the entropy S(T ) of the system, which is given by
S(T ) =
1
T
(U1(T )− F (T )) . (C.18)
In Sec. 4.3, it has been observed that the entropy of the model is released in two stages at
two separated temperature scales, as a consequence of the thermal fractionalization [130].
Therefore, one may continue computing the specific heat Cν(T ), since it is related to the
release of the entropy, that reads as
Cν(T ) = T
∂S
∂T
︸ ︷︷ ︸
(a)
=
(b)
︷ ︸︸ ︷
1
T 2
(U2(T )− U21 (T )) , (C.19)
which results have been shown in Fig. 4.2. Results shown in the main text have been obtained
by using the first equality of (C.19) − and they are consistent with QMC findings in Ref. [130],
as shown in in Sec. 5.4. Equations (C.19)(a) and (C.19)(b) describe the same quantity.
However, one might have some numerical issue in computing the specific heat from (C.19)(a)
which are reduced best by using (C.19)(b), or viceversa. One the one hand, (C.19)(a) comes
out from the Maxwell’s relations for thermodynamics potentials. Computing Cν(T ) via a
numerical derivative of the entropy leads to possible sharp peaks due to the finite difference
approximation, i.e. S(T +∆T )−S(T −∆T )/2∆T , depending on the width of the increment
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Figure C.1: Specific heat versus temperature for a system with N = 36 sites (Nx = Ny =
6) in the isotropic regime of Kitaev couplings α = 1.0. Cν(T ) is evaluated using both the (a)
and (b) of (C.19).
∆T . On the other hand, (C.19)(b) arises from the fluctuation-dissipation theorem [144],
where Cν(T ) is a measure of the energy fluctuation of the system, in particular
Cν(T ) =
∂〈H〉
∂T
=
−β
T
∂〈H〉
∂β
=
=
1
T 2
∂2 lnZ
∂β2
=
1
T 2
∂
∂β
(
1
Z
∂Z
∂β
)
=
=
1
T 2
[
1
Z
∂2Z
∂β2
− 1
Z2
(
∂Z
∂β
)2]
=
1
T 2
(U2(T )− U21 (T )) . (C.20)
Equation (C.20) outlines that (C.19)(b) follows from the partition function of the system. The
numerical challenge using (C.19)(b) is to compute correctly the partition function from (C.9).
Especially in the very low-temperature limit, due to the temperature dependence of (C.19)(b)
as T−2, some anomalous oscillation of Cν(T ) can arise, which suppression requires an accurate
balance between the numerical cut-off for the energy degeneracy and the temperature in (C.9).
A comparison of the Cν(T ) obtained from (C.19)(a) and (C.19)(b) is shown in Fig. C.1 for
the isotropic regime α = 1, which displays a rather well agreement between the two numerical
approaches.
For the sake of completeness, I show in Fig. C.2 the analytical specific heat Cf at α = 1 for
the vortex-free sector − i.e., discarding any gauge excitations and arising only from matter-
fermions energy fluctuations − evaluated as
Cf =
∫
dεq (2εq)ρ(εq)
∂f(εq)
∂T
∝
︸︷︷︸
x=
εq
T
T 2
∫
dx
x3 exp(x)
(exp(x) + 1)2
, (C.21)
with εq the quasiparticle energy, ρ(εq) the related density of states (DOS), and f(εq) the
Fermi-Dirac distribution − see Sec. 4.1 for references. Interestingly, the peak of Fig. C.2 has
the same location of the high-temperature peak in Fig. C.1 arising from matter fermions,
which thus has no relations with the gauge induced disorder. Yet, at low temperatures 2,
2Specifically for T ⋆α . T . TM .
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Figure C.2: Specific heat versus temperature for a system with N = 320 × 320 sites in
the isotropic regime of Kitaev couplings α = 1.0, analytically evaluated from (C.21). Inset:
low-T fit function.
Cf (T ) ∼ T 2 shows the effects of neglecting thermal gauge excitations: with no gauge fluxes,
matter-fermions specific heat recalls the typical behavior expected for semimetallic systems
3, which is well reproduced by the fit function in the inset of Fig. C.2. The same behavior
can be also derived by a power counting − as shown in (C.21). Conversely, Cν(T ) of Fig. C.1
scales as ∼ T [130], which originates from the metallic DOS induced by thermally excited
gauge fluxes [130] − see also Sec. 5.3.1.
In the main text, the mean density of gauge excitations has been also introduced in (4.25) of
Sec. 4.3. In detail, it is given by
n(T ) =
1
N
[
1
Z
2N−1∑
η=0
ZηMη
]
, with Mη =
{
nη if nη ≤ N2
N − nη if nη > N2
, (C.22)
where nη counts the number of positive gauge fields in the gauge sector {η}, and Mη indicates
the average number of deviating gauge fields from the uniform gauge sector. The fluctuations
δn(T ) of n(T ) in (C.22) are evaluated via a numerical temperature derivative, which reads as
δn(T ) =
[
n(T +∆T )− n(T −∆T )
]
/2∆T .
3At least in the gapless regime, e.g., at α = 1, εq ∼ q for q → 0, as for Dirac semimetals.
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