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This thesis discusses the research on illumination design of a microrobotic platform. 
The platform is built to automatically perform individual paper fiber (IPF) and fiber 
bond measurements of a single bond in order to harvest understanding on paper 
strength. Mechanical and chemical properties of paper fibers are usually determined by 
bulk parameters or indirectly. Some fiber parameters have been characterized by using 
current tools, but new equipment is needed for higher yields and fiber-fiber bond meas-
urements. Detailed individual fiber level measurement will provide important 
knowledge of individual paper fibers and bonds. This platform will also allow the pos-
sibility to perform and examine chemical manipulations on a single fiber or bond to 
improve strength properties of paper. 
The platform is searching for the fibers using two cameras for a 3D-view of the fi-
bers. It is equipped with two microgripper actuators to perform the grasping of IPF or 
two bonded fibers. The main task for this thesis was to improve the image quality by 
optimizing the fiber illumination for the two cameras. Secondary tasks were to check 
that this solution will also work in finding the actuators from the image and possibly 
allowing the bonded area measurements visually. 
Evaluating the suitable illumination was performed by testing different types of il-
lumination architectures and improving the most successful methods further. The first 
candidates were compared taking a set of sample images and calculating the fiber 
recognition performance for each. 
Finally a new illumination module was designed to allow the use of special polar-
ized backlight illumination inside the platform structure previously designed. This po-
larized illumination works using two crossed polarization filters behind and in front of 
the fibers to block direct light but letting through the light refracting and reflecting from 
the fibers thereby changing the type or direction of its polarization. The resulting image 
then has a good contrast between the black or dark background and the white or light 
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Tässä diplomityössä suunniteltiin valaistus mikrorobottijärjestelmään, joka on rakennet-
tu yksittäisten paperikuitujen ja kuitusidosten lujuuden ja joustavuuden mittaamiseen. 
Järjestelmän on tarkoitus kerätä tarkkaa kuitutason tietoa paperista, jotta paperin lujuu-
teen liittyviä asioita voitaisiin ymmärtää paremmin. Yksittäisen kuidun tai kahden kui-
dun sidoksen mittaamiseksi tarvitaan uusia menetelmiä. Joitakin ominaisuuksia on pys-
tytty tutkimaan kuitutasolla ennenkin, mutta tiedon kerääminen on näillä menetelmillä 
hidasta. Tässä työssä käsiteltävä järjestelmä mahdollistaisi automaattisen työnkulun. 
Näin ollen se pystyisi tuottamaan suuren määrän mittauksia sarjatuotantomaisesti. 
Järjestelmä toimii etsien kahden kameran avulla kuituja näyteastiasta ja poimimalla 
niitä kahdella mikropinsetillä. Kameroista toinen kuvaa suoraa kuitujen yläpuolelta ja 
toinen sivulla viistosti. Tämä kuvausjärjestelmä pystyy paikantamaan kuidun sijainnin 
3D-avaruudessa. Tämän diplomityön aiheena on parantaa kuvanlaatua kuitujen valais-
tuksen kautta. Lisäksi oli varmistettava uuden valaistusratkaisun toimivuus myös työka-
lujen kuten pinsettien kärkien etsimiseen, jotta kuiduista tarttuminen onnistuisi tarkasti. 
Työn aikana keskusteltiin myös mahdollisuudesta käyttää polarisoitua valoa kuitusidok-
sen pinta-alan mittaamiseen. 
Valaistusmahdollisuuksien tutkiminen suoritettiin vertailemalla erilaisia valaistus-
ratkaisuja teorian ja käytännön avulla. Valittiin kolme valaistusstrategiaa joiden suori-
tuskykyä vertailtiin tarkemmin kymmenen kuvan näytesarjan ja kuitujentunnistusohjel-
miston avulla. Parhaita valaistuksia pyrittiin parantelemaan entuudestaan ja valitsemaan 
yksi lopullinen ratkaisu, joka rakennettaisiin järjestelmään. 
Testien jälkeen polarisoitu taustavalo lisäpolarisaattoreilla kameroiden edessä vali-
koitui parhaaksi ratkaisuksi. Tämä valaistus suodattaa suoran taustavalon pois ja päästää 
lävitseen vain kuituihin osuvan valon. Kuidut kääntävät niistä taittuvan ja heijastuvan 
valon polarisaation tietyn suuntaiseksi, jolloin vain tämä valo läpäisee kameran edessä 
olevan toisen polarisaattorin. Tuloksena on tummataustainen kuva jossa kuidut ovat 
hyvin valaistuja ja helposti eroteltavissa. 
Tällaisen valaistusratkaisun sisällyttäminen aiempaan järjestelmän rakenteeseen 
asetti haasteita valaistusrakenteelle, joka oli suunniteltava järjestelmän muun toiminnan 
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The amount of investments into the development and research of microrobotic systems 
has been growing in recent years. Thus it has become possible to use them more often in 
technology applications also in practice. Commonly used applications of micro- and 
nanosystems lie in microbiology and microassembly. Other areas include nanoparticle 
manipulation and material characterisation. [1, 2] 
Paper is composed of a network structure of fibers and other wood cells. The proper-
ties of these micro scale fibers and the bonds that form the network structure affect the 
quality of paper. Conventionally paper fibers are analysed and characterized through 
mathematical model estimation, or by using bulk parameters. Statistical analysis is per-
formed to obtain the individual fiber bond level information [3, 4]. However, it is more 
accurate to perform the analysis from a bottom-up perspective. This is possible using 
individual paper fibers and paper fiber bonds and direct characterization of an individual 
fiber or a single bond [5, 6]. A system to perform such analysis automatically and with a 
high yield is the aim of the project that this thesis is a part of. 
 
1.1 Project overview 
This thesis was started as a part of the SmartFiber project, which was funded by 
TEKES, the Finnish Funding Agency for Technology and Innovation. After the end of 
SmartFiber project, the thesis was continued within the FIBAM project, funded by The 
Academy of Finland (Suomen Akatemia). 
The goal of these projects is development of an automated microrobotic platform for 
characterization of individual wood fibers. The platform should be able to automatically 
grasp a single fiber or two bonded fibers from a sample pool. Grasping is achieved by a 
machine vision system controlling the actuators. The image processing algorithm finds 
the ends of a fiber and the micro gripper actuators will grasp them from both ends. The 
platform then executes manipulations or measurements of the sample in question. The 
automation of this workflow is essential because it would allow a high throughput for 
harvesting data. Currently the actuators are used by human manual control.  
 
1.2 Objectives 
The scope of this thesis is to choose a suitable illumination method for the machine vi-
sion system of the fiber platform. Improved illumination will make the automatic 
recognition of the fibers much easier as the previous illumination produced weak re-
sults. Currently the platform camera has an integrated coaxial illumination system, 
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which makes it possible to find the fibers from an image. However the image quality is 
not considered good enough to continue programming of the automatic fiber recognition 
software. Using software image manipulations to correct these weaknesses would not be 
the best solution because of the extra work and especially calculation time and complex-
ity it would cause. 
1.3 Thesis outline 
 
The following chapters are organized as follows. Chapter 2 addresses the theoretical 
background of the thesis work. Chapter 3 explains the properties of the platform that is 
the subject of the work. In the next chapter, the methods and conditions of the illumina-
tion research are explained and test results from the early evaluations given. Design of 
the final illumination module is discussed in Chapter 5 and the results with this new 
system are evaluated in chapter 6. Chapter 7 includes the conclusions and some ideas 
for future works. 
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2 THEORETICAL BACKGROUND 
In this chapter, the basic principles on the optics theory, illumination, machine vision 
principles are presented. This background theory knowledge will help to understand the 
decisions made and methods used in this thesis work during the research. 
2.1 Optics 
Light is needed for anything to be visually observed. The observer may be a human be-
ing or a machine vision system. Vision is based on illumination, reflections and record-
ing of the reflected light. Light may be captured by optical devices and recorded by 
camera sensors. This section discusses the basic theory of optics needed in machine 
vision systems. The topics include reflection, refraction, lense systems and polarization 
of light respectively. 
 
2.1.1 Reflection and refraction 
Refraction means the phenomenon where a ray of light penetrates the medium in a cer-
tain angle and continues its journey inside the medium in question. The angle of inci-
dent is different from the angle of refraction because of differences in the two materials 
where light is traveling. Reflection happens when the angle of incident is larger than the 
critical angle of the medium in question. In this case, light bounces off the surface of the 
medium instead of penetrating it. 
Law of refraction (Snell’s Law) in optics states that light is reflected from a surface 
in the same angle it hits it 
 
 
݊ଵݏ݅݊ߙଵ =  ݊ଶݏ݅݊ߙଶ ,  (2.1)
 
 
where ߙ௜ = the angle of incidence measured from the normal and ݊௜ = the refractive 
index of a medium. 
 
When a light of ray is reflected from a surface and continues its way as a single re-
flection, for example a mirror reflection it is called specular reflection. In such reflec-
tions the reflected image is maintained recognizable. The opposite of specular reflection 
is diffuse reflection. Diffuse reflection is a form of reflection where the incident ray is 
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reflected simultaneously in multiple angles rather only a single one. This is caused usu-
ally by substantial irregularities in the medium such as the fiber-like structure of paper 
for example. [6] 
 
Figure 2.1 Specular and diffuse reflection [7] 
 
Figure 2.1 illustrates how specular and diffuse reflections happen. The principles of 
reflection and refraction theory are important for this thesis. They help to understand 
how the illumination pattern may be manipulated. These  illumination modifications 
may produce more desirable results of the subject and improve the image quality signif-
icantly from the default. 
2.1.2 Lenses and lens systems 
Lenses are the common tools used when capturing light to project an image for a cam-
era to record. The target under inspection needs to be projected accurately enough in 
order to record the details of it. If something needs to be measured or inspected from an 
image, the resolution must be high enough to record the wanted details. This applies for 
the optical and lens system part as well as later for the image capturing device and me-
dia. The resolution of the whole system must be higher than the smallest detail the user 








Accordingly to the figure 2.2, the magnification ݉ of the optics can be derived from 















   ,  (2.3)
  
 
where ݂ is the focal length of the lense and ݀௜ the distance where the focused image 
of the subject is projected. ݄௜ and ݄௢are the image and object sizes respectively and ݀௢ 
is the object distance from the lens. [9] 
When the working distance is kept constant, optics with a shorter focal length may 
capture image from a larger area than the ones with a long focal length. This imaging 
area is called field-of-view (FOV). 
According to the Nyquist Criterion, the spatial resolution of the imaging system 
should be at least twice the smallest detail that needs to be measured. Together the reso-
lution, magnification and FOV are some of the most important parameters when build-
ing a camera system for technology. Resolution and magnification decide how small 
and accurate details can be recorded while FOV is limit of the seen area.  
The camera and lens system for the micro robotic platform in this thesis were previ-
ously selected for the project. However, it is important to understand the conditions they 
set for the system otherwise. In the thesis, it was also an option to make even large 
changes in the platform setup if it would be mandatory to achieve a satisfactory illumi-
nation. 
These are the very basics of optical lens systems. Real optics used is more compli-
cated but this theory is needed to understand some basics about how the optics may af-
fect fiber imaging in this thesis. 
2.1.3 Polarization 
Light may be treated as a kind of electromagnetic wave. Simplest way of picturing such 
wave suggests that the orientation of the electric field is constant while magnitude and 
sign vary in time. This would be an example of linearly polarized light. Also other types 
of polarization exist, including circular and elliptic polarized light. Light is in fact al-
most always composed of different types of polarized and non-polarized components. 
Completely polarized or non-polarized light are only the very extremes. 
There are techniques to change and manipulate the polarization type of light. Polar-
izer is an optical device, which turns natural light into polarized light. Figure 2.3 illus-
trates the action of a linear polarizer filter. These filters are usually sheets of polarizer 
material or ready-made polarization filters for photography or other imaging. Most 








Figure 2.3 Randomly polarized light filtered with a wire grid type linear polarizer [10] 
 
 
Polarizers are formed using four physical mechanisms: dichroism, reflection, scatter-
ing or birefringence. The polarizer selects a particular polarization state, which it lets 
through and block all the others with these mechanisms. 
Scattering and reflection of light causes changes in the polarization. Scattering or re-
flected light may possess a certain form and direction of polarization. Using a polarizer 
it is possible to selectively block and let through such reflected and scattered light. This 
is often used in photography to block unwanted reflections from water, metal or glass 
surfaces. Polarizer may also make outdoor photographs more visually appealing by 
darkening blue sky by blocking certain polarized light components. 
Using two polarizers on the same path of light,  it  is  possible to gradually alter the 
amount and type of light passing through. When the polarizer directions are aligned 
(angle is zero), the two polarizers work almost as only one would be in use. The image 
is darker though. When the polarizers are rotated, more light is blocked. Finally, when 
the filters are diagonal (angle is 90º), almost all light is blocked. This second polarizer is 






Figure 2.4 Two polarizer effect on the path of light [11] 
 
The irradiance of this type of system with natural light passing through a polarizer 
and an analyser into some detector is given by Malus’s Law: 
 
ܫሺߠሻ ൌ ܫ(0)ܿ݋ݏଶߠ ,  (2.4) 
 
where I(0) is the maximum intensity after the first polarizer, ߠ is the angle between 
the polarizers.  
It should be noted that even an optimal polarizer alone lets through only half of the 
intensity passing through. However, if a subject of suitable material is located in be-
tween the filters, it may change the polarization of the light reflecting or refracting from 
it. This part of light will pass  through the second polarizer and make the subject visible 
to the observer. If all the other light is filtered, this makes the subject stand out of the 
background. [9] 
2.2 Machine vision 
The process of observing a subject in machine vision is a multi-step process, which in-
cludes three main parts. First of them includes illuminating and optically observing a 
target as discussed earlier in this chapter. This section goes through the latter steps in-
cluding the recording of the image and the image processing. The very basics of digital 
imaging and image pre-processing are explained first, then exposure and image seg-
menting in more detail. Optical properties of paper fibers are also shortly discussed.  
2.2.1 Image acquisition 
Digital images consist of a dot matrix where each dot or ‘pixel’ has digital numerical 
value describing the grayscale intensity value. To acquire an image after it is projected 
by the optical system, the photons have to hit the sensor pixels. A pixel of an image is 
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generated using the data from a sensor pixel or a group of sensor pixels. In colour cam-
eras, a single image pixel may be built from four sensors, each of which is occupied 
with a colour filter. This construction is used in colour cameras and is called the Bayer 
matrix. In this thesis, a monochrome camera is used and colour information is not dis-
cussed in details. 
As in the lens system in the previous chapter, also the sensor part of the system 
needs to have high enough resolution for the smallest details that need to be recorded in 
the image. The demands and solutions are explained in Chapter 3 as that research was 
accomplished earlier during the design of the platform. 
 
2.2.2 Exposure 
The amount  of  light  a  camera  collects  depends  on  the  intensity  of  light  falling  on  the  
sensor and the duration of this exposure also called shutter speed in cameras. The for-
mula is following: 
 
ߝ = ܫݏ   ,   (2.5) 
 
where ߝ is the exposure value, ܫ is the image-plane illuminance (intensity) and ݏ 
is the exposure time. 
The intensity may be controlled apart from the illumination power (if controllable) 
also in the camera if the optics system is occupied with an adjustable aperture ring. By 
controlling the aperture diameter it is possible to limit the amount of light falling on the 
sensor. The aperture size also affects the depth of field of the final image: a larger aper-
ture (more exposure) gives a shorter depth of field (DOF), while a smaller aperture ex-
tends the DOF. A longer DOF means that the subject area is in focus on longer length in 
front and behind of the focus spot. 
The aperture sizes are also called F-stops or F-numbers. An F-stop is proportional to 
the ratio of the focal length f to the diameter d of the aperture. The smaller the F-number 





  ,    (2.6) 
  
 






Image processing is used to extract information from a digital image. It has a key role in 
machine vision because image processing is used to choose and bring out the important 
information from image data. The image itself is not usable for technological applica-
tions directly, but the information such as shapes, patterns, colours can be extracted into 
numerical form for applications to use. 
One of the most common and useful techniques in image processing is segmenting 
of an image in order to find certain subjects from the digital image produced with a 
camera or such. Images may be segmented by using the colour, intensity or texture in-
formation or more advanced methods of pattern recognition finding shapes for example. 
Contrast in machine vision means the difference in the illuminance of two regions of 
an image that make the regions distinguishable from each other. In grayscale images, 
this simply means the difference of the gray value of these two regions. Contrast is the 
general term used to represent the properties which determine how an object or certain 
region may be segmented from a digital image. 
A simple and most often used method of image segmentation is histogram-based 
thresholding. It means computationally selecting a threshold for the pixel intensities that 
will divide the image pixels to true or false (black and white) by comparing the intensi-
ties to the threshold value. [13] 
Otsu’s method 
Otsu’s method is a nonparametric and unsupervised method of automatic threshold se-
lection for image segmentation. It is one of the very fundamental and important methods 
in image segmenting. It is used in machine vision when thresholding an image. The goal 
is location of subjects with certain intensity or colour value areas. The resulting image 
will have only two values black and white (0 and 1). Otsu’s method is used to automati-
cally perform optimal histogram shape-based image thresholding. 
Otsu uses a statistical approach to minimize the intra-class variance in order to find 
the optimal threshold value. Otsu’s method searches for the threshold, which minimizes 
the intra-class variance within class-variance that is defined as a weighted sum of vari-




ଶ = ߱ଵߪଵଶ + ߱ଶߪଶଶ         (2.7)
 
ߪ஻
ଶ = ߱ଵሺɊଵ െ Ɋ்)ଶ + ߱ଶሺɊଶ െ Ɋ்)ଶ = ߱ଵ߱ଶሺɊଶ െ Ɋଵ)ଶ ,     (2.8) 
 
 
where ߱௜ are the probabilities of each class ߪ௜ଶ the variances of them and Ɋ௜ the 




The class probabilities and means of classes i are computed from the histogram. Us-
ing the left side values of the histogram, the values for class 1 are calculated: 
 
 
߱ଵ(݇) = σ ݌௜௞௜ୀଵ      (2.9)
  
 
Ɋଵ(݇) = σ ݅݌௜௞௜ୀଵ    ,  (2.10) 
 
 
where t is the histogram bin value (or the middle value of the bin) and p is the nor-
malized probability of the value. [14] 
 
Similarly ߱ଶ and Ɋଶ can  be  computed  using  the  right  side  values  of  the  histogram 
for bins greater than k. The values are computed iteratively. The algorithm runs as fol-
lowing: 
 
1. Compute histogram and probabilities for each intensity value 
2. Set up initial values for the probability ߱௜  and mean Ɋ௜ 
3. Go through each threshold value and update ߱௜  and Ɋ௜ and compute ߪ஻ଶ. 
4. Maximize ߪ஻ଶ to find the desired threshold 
 
This yields a powerful algorithm, which is very commonly used and also imple-
mented readily in MATLAB function.  
 
2.2.4  Object properties 
In this thesis, the objects are paper fibers, which are produced through pulping of wood 
mass. The fibers consist of cellulose, hemi-cellulose and lignin [15]. The size of an in-
dividual fiber is 16 – 70 micro meters in diameter and 0.8 – 4.5 mm in length. They are 
fibrillated, flat and twisting around their own axis, which makes them visually very thin 
in certain directions [15]. The physical size of the fibers creates standards for the imag-
ing system, which have been taken into account before this thesis.  
As discussed earlier, some materials have specific habit of changing the polarization 
of light scattering from it or passing through it. Also paper fibers possess this habit, 









Illumination is an important part of a well working machine vision system. In many 
situations it might even be the critical factor concerning image quality. Correct illumi-
nation can make the problem very easy to solve computationally, compared to the situa-
tion, in which the software needs to correct the faults of poor lighting conditions. How-
ever, lighting itself is often not described very accurately in scientific papers that dis-
cuss machine vision systems. Often the lighting solutions are of a general type or ready-
made products instead of carefully selected strategies. [16] 
In order to obtain good quality images from certain conditions, the type of the illu-
mination must be carefully chosen. Contrast should be maximized between the object 
that we want to examine and the background. The colour and the amount of light may 
be important, but so are the direction and the type of pattern of the illumination. Also 
some special techniques can be used to improve the contrast, such as polarized light and 
polarization filters. 
This section introduces the different options and parameters in illumination design. 
These  methods  include  choosing  the  pattern  of  the  light,  the  geometry  or  direction  of  
lighting and using certain filtering techniques. 
 
2.3.1 Pattern 
Extreme cases in the light pattern are collimated and diffused light. A mix of these two 
is often called directional light. Light may be diffused by using a diffusing filter in front 
of the light source. Also special diffuse dome systems exist. Collimated light is formed 
using certain type of optics to force the rays of light parallel to each other. It is used for 
special occasions such as precise silhouette size measuring with a backlight. 
Directional and collimated light may be chosen in different situations. In certain sit-
uations, directional light causes wanted specular highlight reflections in certain situa-
tions. Often these reflections are also unwanted. Especially small bright peaks referred 
as hot spot reflections may distract machine vision algorithms. These intensive light 
peaks might also cause optical problems with the lens system or the optical sensor. A 
topographical peak can be found using illumination that causes reflections on uneven 
surfaces. Diffuse lighting causes less and fainter reflections. It is especially useful with 




The correct geometry of lighting can make subjects stand out from a scene. There are 
some methods for choosing the direction for the lighting so that it helps seeing a target 
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in an image. Multiple factors determine which illumination type is suitable for a certain 
problem. These include the properties of topography and reflectance of the subject and 
the background as well as the objectives of the illumination problem. In this section, the 
common illumination strategies are discussed to justify the decisions of the experi-
mental part of this thesis work. 
Bright field 
Bright field illumination is the most common and perhaps the most intuitive group of 
illumination strategies. Light is directed straight to the subject from approximately the 
direction of the field of view of the imaging device. It is reflected back to the camera 
and the sensor is able to capture most of the reflected light. Figure 2.5 shows an exam-






Figure 2.5 The principle of typical bright field illumination. [17] 
 
 
Bright field illumination can be either full or partial bright field type. The light 
source can be coaxial or away from the optical axis of the camera.  
Using bright field lighting often causes specular highlight reflections especially if 
the  light  pattern  is  not  diffused.  Depending  on  the  problem this  is  either  a  positive  or  
negative phenomenon. Bright field may be also diffused to decrease reflections [18]. 
For full bright field illumination, a diffuse dome is needed. It is a special kind of re-
flector used to produce an even illumination for the whole imaging area. The camera is 










Figure 2.6 Diffuse dome illumination principle [17] 
 
A ring light is an application of bright field illumination. It is often used to produce 
a smoother illumination with less specular reflections [19, 20]. Figure 2.7  is showing a 
usual flat diffuse bright field illumination scene. A typical ring light is an application of 




Figure 2.7 Simplified ring light illumination principle [17] 
 
 
Another special application of bright field illumination is coaxial illumination. The 
light is sent out from the same direction as the camera is looking into the target. This is 
achieved by using a beam splitting mirror, which lets certain part of the light through 
and reflects rest of it. Using such mirror will enable directing the light from a source 
that is not on the axis of the camera, but is directed on to the same axis. This allows the 
camera to simultaneously register the light that is coming through the mirror. Coaxial 
illumination is useful for elimination of shadows caused by the subject. It is also useful 
with highly reflective surfaces and subjects. Coaxial illumination is used often in appli-
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cations that examine specific reflective shapes and search for matching reflected pat-




Figure 2.8 Coaxial bright field illumination [17] 
 
Dark field 
In certain cases, it is useful to direct the illumination oblique so that it does not reflect 
directly to the imaging device from the surface of the subject area that is seen by the 
camera. In such case, only the deviations on the surface come visible, as they reflect the 
light in a different direction – so that the camera can see the reflected light. 
This type of illumination has been used in science and technology to inspect defects 
and other nonconformities on flat and reflective surfaces [21, 22, 23] and also in mi-
croscopy to emphasize topographical alterations in the subject. Figure 2.9 shows the 











Backlight is used for either transparent subjects to observe the inner parts or non-
transparent subjects. The camera receives the silhouette of the object, which can be used 
to extract information about the location and the size of a subject. Backlight illumina-
tion often uses diffused light. Sometimes a special collimated light source can be used 
for careful silhouette imaging and detail inspection. This will make the image more de-
tailed for inspection of the small shapes of the subject. Backlight also makes it possible 






Figure 2.10 A simple scheme of backlight illumination [17] 
 
 
2.3.3 Polarization techniques in practice 
Polarizing techniques have been used in microscopy for some time [23]. Polarizing the 
light for illuminating microscopy subjects can change the vision of the subject drastical-
ly. Parts of the subjects may appear in specific colours when using polarized light. The-
se colours expose differences in the properties of the subject and help in segmenting the 
image. The same technique is used in many applications such as stress analysis of in-
dustrial objects. [11] 
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3 MICROROBOTIC PLATFORM PROPERTIES 
In the implementation of the chosen illumination techniques, some limitations are 
caused  by  the  current  design  of  the  platform and  system.  Especially  the  actuators  and  
their trajectory used for the manipulation of the fibers have to be taken into account 
when designing any new parts to be installed to the system. This chapter describes the 
main properties of the whole platform system and especially the factors that are limiting 
the development project of the illumination module. 
3.1 Current state of the system 
The platform itself is in a developing state in the laboratory of micro- and nanosystems 
research group in TUT. It is still more of a prototype and test platform than a final robot 
platform. Multiple small changes and modification plans were made to the system also 
during  this  thesis,  but  the  principles  of  the  operation  remain  the  same  as  well  as  the  
main construction. This section describes the properties of the mechanical and optical 
hardware of the system as well as the current image processing software. 
3.1.1 Hardware and space usage 
Figure 3.1 shows the main architecture of the platform. The components are numbered 
in the image and explained here. Currently the platform is based on the platform floor 
(1) that is supporting the rest of the components. The actuators are built into a two story 
platform structure with four support pillars (2), roof plate (3) and the working plane (4) 
as the skeleton. The whole system can be easily transported for demonstrations outside 
the laboratory. A regular laboratory table supports the system.  
A camera stand is attached directly to the platform floor (1) holding the camera and 
optics.  The  head  of  this  stand  holds  the  camera  and  the  (upper)  optics  and  is  easily  
moved up and down by turning a rotating handle. During this thesis a second camera 
was  added  to  the  side  to  view the  fiber  samples  in  an  angle.  The  purpose  of  this  two 
camera setup is to create a 3D vision of the curled fibers for more accurate grasping of 
the fiber ends also in vertical Z-direction. 
The two horizontal plates, which are fixed to the pillars, hold the actuators. The 
working plane (4) supports the XY-table (5) and a rotary table (6) on top of it. The rota-
ry table has a sample cup on top of it. The XY-table is moved by the XY-actuators (8) 
below it. There is also a place for a micro force sensor on top of the XY-table for the 
flexibility measurements. 
The roof plate (3) serves as a roof and supports the crane actuators performing the 
manipulation of the fibers. There are three micro gripper cranes (7) attached to the top 





Figure 3.1 Previous design of the platform includes the platform floor (1), support pillars (2), roof 
plate (3), working plane (4), XY-table (5), rotary table (6), gripper actuators (7) and the XY actuators (8). 
  
3.1.2 Imaging system 
The platform imaging system was designed earlier but the solutions and the limitations 
of the system should be documented also in this thesis. The size and other properties of 
the fibers set certain demands for the performance of the optics, illumination and cam-
era sensor. Further limitations are caused by the hardware settings of the imaging sys-
tem. 
The system is equipped with a Kaiser Fototeknik camera stand RS-1 and a suitable 
camera arm to hold the camera and optics above the fiber platform. The camera stand 
also gives an easy way of moving the camera in Z-axis position by simply turning a 
rotating handle. With the help of this Z-axis movement the camera may be focused in 
different distances if the height of the target changes. 
To satisfy the demands of the problem, a 1/1.8 inch CCD sensor and a Navitar 12X 
zoom with a 0.5X lens attachment were chosen. The camera was chosen to enable a 
resolution of 1600 x 1200 pixels and a spatial resolution of 4.4µm. The working dis-
tance of this system is 165 mm and FOV is 27.58-2.28 mm2. Magnification for this 
combination is 0.29X – 3.5X. Together these solutions fulfil the given requirements 
giving a suitable view of the fibers imaged [6, pp. 41-47]. Table 3.1 gives a summary of 
these components and their specifications or properties. The selected camera is  Manta 
G-504B. 
The second camera was added to the vision system in order to create a 3D-vision system 
for the platform. The aim is to allow accurate grasping of the fibers also in Z-direction. 
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A single camera observing the fibers from above is unable to extract the topology in-
formation of a fiber in the sample pool. is camera is currently a Sony XCG-U100. It is 
equipped with a Navitar Zoom 7000 Macro lens system with motorized aperture and 
zoom. Focus is currently manual. This camera is shown on the left in Figure 3.2. 
 
 
Table 3.1 Vision system components and their properties 
Component Specifications and properties 
Manta G-504B camera (top) 1/1.8 inch CCD sensor 
2452x2056 pixel resolution,  
3.45 µm spatial resolution  
Sony XCG-U100 Camera (side) 1/1.8 inch CCD sensor 
1600x1200 pixel resolution,  
4.4 µm spatial resolution 
Kaiser RS-1 with a camera arm (top) Moves the top camera along Z-axis 
Manfrotto 055 camera stand with a 
804RC2 head (side) 
Side view camera stand.  
Height, positioning, direction and angular 
2-way rotation of the camera 
Navitar 12X zoom, 0.5X attachment 27.58-2.28 mm2 FOV,  
165 mm working distance 
0.29X-3.5X magnification 
Motorized zoom and focus 
Navitar Zoom 7000 Macro lens system 18-108 mm focal length 
183 mm x 142 mm field of view at 18mm  
31 mm x 24 mm field of view at 108 mm 
6X magnification 
130 mm working distance 














At the time this thesis was started, the micro robotic system was utilizing a coaxial illu-
mination system integrated to the optics of the top view camera. The manufacturer is 
Navitar and the model Led Coaxial Illumination WHITE 5500K 4.8 Watt. The coaxial 
lighting performs weakly because of the limited illuminated field of view it produced. 
This illumination could only produce light for an area much smaller than the sample 
pool is. The contrast of the images was weak and could also be improved significantly. 
For some demonstrations, a general diffused lighting or even ambient lighting re-
sulted in better images. However, the fibers could not be recognized accurately or relia-
bly from the sample images. The platform usage needed a human operator to grasp the 
fibers using tele-operated procedure [6]. Figure 3.3 shows an example of the perfor-






Figure 3.3 An image showing the performance of the coaxial  
bright field illumination built in to the platform top camera 
 
3.1.4 Fiber sample pool 
In the previous design an aluminium cup is used for storing the sample – fibers and wa-
ter. During the tests for this thesis, also backlighting of the fibers was necessary. During 
the prototyping and testing of the illumination methods, a microscope slide glass with a 
100 micro meter high ring made of polydimethylsiloxane (PDMS) and later plastic 
sticker as used instead of the aluminium cup. The ring was attached to the slide and was 
used to simulate the edge of the rotary table cup used in the previous platform version. 
The purpose of this cup edge is to keep the fluid surface maximally flat when the sam-
ple liquid with the fibers is put on the rotary table. After the sample is injected into the 
container some of the redundant water is sucked back. This forces the liquid surface 
stay flat and causes less reflections and topographical variance. Figure 3.4 shows the 




Figure 3.4 The microscope slide with a plastic sticker ring used for the 
tests to simulate the fiber sample cup 
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3.1.5 Software and hardware parameters 
The camera stand settings, aperture and focus settings, illumination power and ambient 
illumination adjustments as well as imaging software settings, create changing parame-
ters that might cause disturbance in image quality. These settings are important when 
creating  a  data  set  of  images  that  need  to  be  comparable  with  each  other,  as  it  is  the  
quality of the illumination that is under research, not the imaging software. 
While doing this thesis, most of the parameters remain at least relatively constant. 
The subjects as well as the cameras stay in comparable positions and distances and in 
same room. Thus, also the focus, location of cameras and ambient illumination stay 
comparable. The aperture settings of the cameras might need minor adjustments caused 
by lightness of the room or such. Most of the hardware side changes are after all com-
pensated by the imaging software. 
The cameras are controlled by individual computers and software programs. During 
this  thesis,  the  side  camera  ran  on  a  Linux  computer  using  Coriander  (version  2.0.0)  
while the top camera was ran on Windows using a Navitar 2-axis motor controller soft-
ware (version 2.07). The Navitar software only controlled the fine focus of the top cam-
era, while Coriander was used to control the focus, zoom and aperture settings for the 
side  camera.  It  had  also  settings  for  controlling  the  image  quality  such  as  brightness,  
exposure, sharpness, gamma, shutter, gain. Similar settings are found in the Allied Vi-
sion Technologies (AVT) Unicam (Version 1.2.0.2) used with the Windows computer.  
For the images in this thesis, these settings were left default in almost all cases. Dur-
ing the first tests, a few problematic images needed manual exposure setting or shutter 
speed control to result in a reasonable image. These cases included the coaxial illumina-
tion tests, which were special because of the uneven light distribution. During the larger 
data sets were produced, these parameters were set to defaults, thus all the numerical 
results presented in the thesis are shot with default settings. Changing them might cause 
different results and cause the test to be incomparable with the results of this thesis. The 
parameters of the two programs are documented in Table 3.2 and Table 3.3. 
 
Table 3.2 Image settings for Coriander software of the side camera 
Coriander  
Brightness 1024 










Table 3.3 Image settings for the AVT Unicam software running the top camera view 
AVT Unicam  
Shutter Auto, absolute 
Gain 0 
Target gray level 50 
Brightness 0 
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4 ILLUMINATION RESEARCH 
As the selection of the illumination setup for fiber imaging was not straightforward, a 
practical way of finding a suitable illumination was chosen in this thesis. Different light-
ing constructions and solutions needed to be compared against each other. The resulting 
images were evaluated to find out, which solution should be implemented. The theory 
of Chapter 2 was used to create the test methods and choosing the illumination methods 
used for the comparison. This chapter explains the conditions and methods used in the 
research and the illumination strategies taken into the comparison. Finally the selected 
illumination is built into a prototype and the results discussed. 
4.1 Conditions and methods 
The conditions, equipment and the image processing software used for the illumination 
research are explained in this section. First the general conditions are described and then 
the methods of preliminary testing of illumination are discussed. Later the actual test 
methods and the used image processing software are explained. 
4.1.1 Preliminary tests 
In the first phase, test images were taken with several different illumination setups. The 
different lighting options were only compared by visual overall inspection of the images 
by eye. Figure 4.1 shows examples of the performance of these early test samples. 
 
 A   B   C 
 D   E 
 




The Illumination techniques tested were: ring light (dark field, A), LED array dark 
field (B), polarized illumination (C), backlighting (D) and coaxial illumination (E). The 
latter two could be quickly disqualified because of lack of contrast, reflections and non-
uniform illumination in the images. Those faults resulted in overall weak image quality 
and visibility of the fibers. 
Because of limited time and resources in this thesis, only the current top three illu-
mination techniques were qualified for further research, which would then result in 
choosing the final illumination to be built into the platform. The top three qualified 
illumination techniques were chosen to be dark field ringlight, LED arrays for dark field 
illumination and polarized backlight illumination. Figure 4.2 demonstrates the 
performance of these three configurations. The more accurate results are discussed in 
the next chapter. 
 
4.1.2 Evaluation methods 
After comparing the first results of different illumination schemes, three best options 
were chosen for development. The best configurations would be emended one by one 
and then compared more carefully against each other with a larger sample set of images.  
The sample set would be a set of 10 images taken of the microscope slide holding a ran-
dom amount of fibers randomly aligned on the slide. Each sample usually held more 
than 10 fibers. This procedure and research would lead to an improved way to illumi-
nate the paper fibers. 
In the beginning, it was a difficult to find the best ways to measure the software per-
formance in each illumination. First some mathematically complex approaches such as 
the Chernoff information filter, neural networks, and different pattern recognition algo-
rithms were considered to compare the image quality and the performance of the illumi-
nation. After discussion with other research group members, a more practical and math-
ematically simple approach was found more relevant in a problem such as this.  
The number of correctly recognized fibers using the platform software was com-
pared with the number of total individual fibers in each image. By calculating this ratio 
for each image, a simple scalar is obtained to describe the success of the illumination. 
To give a more comparable result, the fibers that are only partly recognized are counted 
in different category. These counts appear in the column named ‘Ratio’ in the tables of 
this section. The fibers that interfere with each other in the image are disqualified be-
cause they cannot be reliably grasped and measured and would cause problems later in 
the function used to search the fiber ends. 
4.1.3 Fiber recognition software 
The future goal of grasping and manipulating the paper fibers automatically demands 
the recognition of individual fibers from the images taken by the both cameras used in 
the platform. The group has earlier developed software for this image segmentation. 
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This software is still under research as also the used images are changing during this 
thesis work. The MATLAB code of the main program is presented in Appendix B. The 
main properties are discussed in this section. 
The fiber image is segmented into two classes by the software; fibers and the back-
ground. This segmentation is performed using simple threshold with Otsu’s method 
explained in Section 2.2.3. Often, the recognized fibers appear with some gaps after the 
applications first actions. Therefore, the threshold image is morphologically filtered to 
remove minor gaps splitting them in two. The smallest shapes segmented as a fiber are 
discarded by filtering. 
A correctly recognized fiber needs to consist of long enough part of a fiber. There is 
a parameter for a minimum length (in pixels) in the program that may be adjusted. The 
minimum length depends on the hardware restrictions of the micro grippers of the plat-
form. 
After the segmentation phase, the program will skeletonize the thick fibers and 
search for the endpoints from where the fiber should be grasped. This means the fiber 
should not have multiple branches, thus also the fibers crossing each other in the sample 
pool are discarded. Stacking of fibers is a common phenomenon and will result in many 
discarded sample individuals.  
For the illumination research of this thesis, the program was modified slightly. A 
possibility to discard any information outside the sample pool ring was added to the 
program. The result of this selection is shown in Figure 4.2. The mask blocking the out-
side of the sample pool is also used in the threshold calculation to prevent any distortion 
from the 0 areas outside. 
 
 
Figure 4.2 A sample image from the software used for the fiber calculations 
 
The final segmentation results from the software would look like in Figure 4.3 Gray 
background between the fibers is removed. The next steps in locating the grasping 
points would be to discard the crossed fibers, skeletonize the potential ones and then 






Figure 4.3 Threshold result from the previous fiber sample 
 
4.2 Illumination configurations 
The three most promising illumination configurations were chosen for further evalua-
tion in order to find the most successful to implement into the platform. The test config-
urations were very simple setups and are explained in this section. 
All of these configurations were tested with a platform duplicate stripped of the ac-
tuators. The duplicate is of the same size as the actual platform and is built with same 
support pillar architecture. The construction is seen in several images of the illumination 
setups later in this section. The fibers were set on the top level instead of the normal 
height of the sample pool, but this was compensated by lifting the camera level higher 
to maintain comparable focus and zoom parameters. This duplicate also had a built-in 
LED illumination that is explained at the section discussing polarized illumination test-
ing. 
 
4.2.1 Dark field ring light 
A ring light may be utilized to form dark field type of illumination by positioning and 
directing the illumination appropriately. For the fiber platform this was simple because 
of the narrow FOV of the cameras. The light enters the field of view from relatively low 
angle, in this case producing dark field type of illumination as shown in Section 2.3.2. 
A ring light previously manufactured in the MST research group at TUT was used. It 
is  formed  of  metal  rings  as  the  skeleton.  Total  of  16  Lumiled  Luxeon  Star  LEDs  are  
attached to the outer ring on regular distance of approximately 28mm. The distance of 
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opposing LEDs is approximately 142mm. Half (8) of the LEDs are Lambert White and 
half Lambert Red because of the earlier use of them in a thesis work [25]. The thesis 






Figure 4.4 Image of the ring light in the laboratory 
 
 
The ring light unit is shown in Figure 4.4. It is attached to a laboratory standard 
holding it approximately 15 cm above the top of the platform. The setup pictured in 
Figure 4.6 shows the vision system and the ring light illumination. This positioning il-
luminates the fibers in an angle that makes the illumination dark field in nature. Light is 
hitting the sample pool in a low angle and the reflected illumination is not captured by 
either of the cameras. The fibers however do reflect the light also in to the cameras and 





Figure 4.5 Test setup used for dark field ring light illumination 
4.2.2 LED array dark field 
Linear LED arrays used in the research, were LATAB lighting LED arrays (type SAH4 
2122 or similar) equipped with a diffusor filter in front of the LED’s to produce even 
illumination.  There  are  two lines  of  red  LED’s  and  the  array  front  is  occupied  with  a  
diffuse filter. Two of these arrays were attached to the platform surface to left and right 
side of the subject, 5 centimetres away from the side of the microscope slide glass hold-
ing the fibers.  The light sources were borrowed from Department of Production Engi-
neering of TUT. The principle of this illumination architecture was also produced in 




Figure 4.6 The LED array dark light illumination test setup 
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4.2.3 Polarized backlight illumination 
The most complex of these illumination setups was the one used to demonstrate polar-
ized illumination. An illumination test bench previously produced in the MST group 
was used to create the backlighting. This test bench was constructed with a similar skel-
eton as the actual fiber platform - four support pillars hold three planes. The lowest 
plane is equipped with a matrix of 16 green high power LEDs similar to the ones used 
for the ring light in Section 4.2.1. The next plane was used to hold a diffuse filter taken 
out of an LCD (Liquid Crystal Display) screen as well as the first polarizer. The highest 
plane held the microscope slide and the sample fibers. 
The location of the diffuse filter is 5 cm above the LEDs. A piece of a linear polari-
zation filter slide was used as the lower polarizer and was located on top of the diffuser. 
The top polarizer was a Kood linear polarizer filter, typical for photography use. It was 













The fibers were set the on the sample pool glass, which was located 3 cm above the  
filters. A second and similar filter as the other top polarizer was also attached in front of 
the side-view camera. Figure 4.8 shows a photo of this whole setup. The cameras are 





Figure 4.8 Polarized backlight illumination test setup 
 
4.3 Test results 
This section explains the testing and results of the illumination research. Sample images 
are shown of each setup and the fiber count results are given in table forms. Each sam-
ple image is segmented with the software introduced in Section 3.1.5. The number of 
total fibers is counted from each sample image and compared with the found fibers after 
segmentation. Completely and partially recognized fibers are counted in their own col-
umns. The ratio column is a ratio of these two columns compared with the total amount 
of the fibers in the original image. On the bottom row, the cells represent sums of the 
columns except for the total ratio, which is calculated as the ratio of these bottom row 
cells as on previous rows. 
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4.3.1 Dark field ring light 
An example of the image quality of dark field illumination with the top camera is shown 
in Figure 4.9. The fibers stand out of the dark background and neither the background 





Figure 4.9 Ring light dark field, top camera sample 
 
 
The results presented in Table 4.1 show relative successes except for a single failure 
in the second sample. Without this sample, the success rate would be reasonable for 
such segmenting problem. 
 
Table 4.1 Ringlight results for top camera 
 Total fibers Found fibers Partials found Ratio 
1 18 7 5 0.67 
2 13 3 0 0.23 
3 16 10 1 0.69 
4 15 10 3 0.87 
5 12 11 0 0.92 
6 13 9 2 0.85 
7 14 9 4 0.93 
8 17 12 3 0.88 
9 19 11 3 0.74 
10 21 16 3 0.90 




However, with the side camera view there is a serious problem with the contrast and 
reflections. Figure 4.10 demonstrates a sample of this situation. The result was that none 
of the fibers in the resulting images could be recognized. Instead the middle part of the 
whole image and the ring holding the fibers was falsely threshold as a big white area. 
This is a result from a reflection on the water surface and low contrast. Because of this 






Figure 4.10 Ring light dark field sample from side view camera 
 
 
4.3.2 LED array dark field 
Reaching of successful results with this illumination type was more challenging than the 
first tests indicated. The positioning of the LED modules and the adjustments of voltage 
(power) could not improve the contrast adequately. The positioning of the light source 
was problematic because it might block the microgripper actuator movements. During 
this  test  the  location  of  the  LED arrays  was  not  realistic.  Adding  a  third  similar  LED 
might also have improved the results but would consume more space. Only two arrays 
were available for test use in this phase of the research. 
As Figure 4.11 indicates this illumination strategy performs weakly with the top 
camera. Even the fibers that are perpendicular to the LED light direction (from left and 
right to the image) are imaged with a weak contrast. The direction of the fiber clearly 






Figure 4.11 LED array dark field illumination test image 
 
 
Table 4.2 Test results from top camera with the LED array dark field illumination 
 Total fibers Found fibers Partials found Ratio 
1 14 0 2 0.14 
2 11 1 3 0.36 
3 15 1 5 0.40 
4 16 0 1 0.06 
5 13 10 1 0.85 
6 12 3 5 0.67 
7 14 1 6 0.50 
8 17 2 6 0.47 
9 23 0 6 0.26 
10 25 4 2 0.24 
Total 160 22 37 0.37 
 
The results in Table 4.2 confirm that there is a problem with the performance of this 
illumination strategy. The success rate of 37% is inacceptable for the top camera. The 
reasons for this failure are the lack of illumination power relative to the distance from 
the subject and the reflections caused by the direction of the light. 
The side view camera actually performed better than the top camera. This may be 
seen also from Image 4.12. Even though reflections of fibers are seen on the glass in the 
sample images, they did not distract the fiber recognition algorithm. However, both 
cameras should produce acceptable results simultaneously using the same illumination. 
This is currently not true with LED array dark field illumination. The calculated results 






Figure 4.12 Led array dark field sample from side camera 
 
 
Table 4.3 Test results from side view camera with the LED array dark field illuminatio 
 Total fibers Found fibers Partials found Ratio 
1 15 9 1 0.67 
2 13 6 0 0.46 
3 13 8 1 0.69 
4 16 7 0 0.44 
5 15 9 0 0.60 
6 14 7 3 0.71 
7 14 6 2 0.57 
8 14 6 0 0.43 
9 16 6 3 0.56 
10 18 10 0 0.56 









4.3.3 Polarized backlight illumination 
Figure 4.13 shows how polarized illumination gives improved results with the top cam-
era. The test images are superior in quality compared to the earlier test samples. As the 





Figure 4.13 Top camera sample image of polarized illumination 
 
 
Table 4.4 The results from top camera 
 Total fibers Found fibers Partials found Ratio 
1 17 13 3 0.94 
2 14 13 1 1.00 
3 17 17 0 1.00 
4 17 14 2 0.94 
5 13 12 0 0.92 
6 14 11 2 0.93 
7 12 9 2 0.92 
8 16 10 3 0.81 
9 22 15 2 0.77 
10 22 17 2 0.86 





Figure 4.14 gives an example how even the challenging side camera view is show-







Figure 4.14 Side view from the polarized backlight setup 
 
 
Table 4.5 Results from the side view of polarized illumination 
 Total fibers Found fibers Partials found Ratio 
1 18 11 0 0.61 
2 14 11 1 0.86 
3 16 13 1 0.88 
4 20 14 0 0.70 
5 14 9 1 0.71 
6 16 10 1 0.69 
7 15 8 2 0.67 
8 20 12 1 0.65 
9 22 11 0 0.50 
10 24 11 1 0.50 




4.4 Prototype design of polarized illumination 
After the larger image sets were compared and platform requirements taken into ac-
count, the best illumination technique for further development was chosen. Polarized 
illumination using a backlight and polarization filters on both sides of the fiber sample 
was selected. A way of integrating this kind of illumination into the platform had to be 
designed. A prototype was built and tested first, to confirm the principal ideas and solu-
tions designed as an answer to the problem. The components and methods of this proto-
type are explained in this section. 
4.4.1 Prototype construction 
The platform has a limited amount of vertical space available for the illumination mod-
ule. The requirements for the light source included relatively high power, small size 
vertically and horizontally, but large enough illumination angle to produce a balanced 
illumination for a transparent sample cup holding the fibers. LED technology was con-
sidered especially suitable because of the relatively low warming effect. 
High-power LED components fulfil the mentioned requirements conveniently. A 30 
W power LED component with a 5x6 matrix of 30 surface mounted LEDs was selected 
as  the  light  source.  Part  of  the  bottom metal  plate  of  this  component  was  cut  away to  
minimize the diameter of the light source down to 42 mm. 
The LED is of a common high power type and no manufacturer was mentioned as it 
was purchased on eBay online auction. Similar chips are manufactured by several com-
panies, for example Epistar. The specifications of this light source include a viewing 
angle of 120 degrees, which suits the needs of the system under design. 
The polarized backlight illumination needs one polarizer between the light source 
and  the  subject.  With  the  chosen  LED  light  source  also  diffuse  filtering  is  needed  to  
even up the produced illumination. A square piece of 2 mm thick diffusing plastic is set 
directly on top of the LED surface and part of diffusing filter used originally in an LCD 
monitor is set 1 cm above the previous filter. Together these two diffusers produce even 
illumination and blur the matrix structure of the light source, which would otherwise be 
visible in the resulting image. A hollow cylinder is used in abducting of the second dif-
fuser from the parts below. Together these two diffusers produce a suitable pattern and 
balanced illumination for the whole area inspected.  
The lower polarizer is set directly on top of the second diffuser. The desired polari-
zation effect is only achieved when a second filter is installed between the sample sub-
ject and the camera. At this prototype phase a laboratory arm was used to hold the se-
cond polarizer, which was rotated until direct light from the LED was blocked. The side 
camera also needs a polarizer in front of it, so a linear polarizer photography filter is 
attached to the front of the lens system. This is a Kood polarizer filter with a 52 mm 
thread. Figure 4.10 shows the LED (D) component at bottom right, diffusing filters (A, 








Figure 4.9 Illumination components for the prototype and final version of polarized illumination:  




The architecture at this phase is very simple and tries only to simulate the later ver-
sion discussed in the next chapter. Figure 4.10 is showing the construction with labels. 
The LED (2, D) is located on top of aluminium cooling plate (1). The cooler was later 
discarded because of the space it consumes and the fact that the LED does not warm up 
detrimentally in this kind of use. The cylinder holder (3) is made of brown matte card-
board.  It  is  taken from a regular tape roll  and has a height of 15 mm. It  is  holding the 
diffuser (4,  A) and the polarization filter  (5,  B) directly on top of it.  The fiber sample 
pool is directly above the filters in this case.  An extra diffuser (C) of 1 mm thick plastic 
is located on top of the LED light to blur the matrix form of the LED source from the 
images. The structure is shown as a simplified scheme in Figure 4.11. Both of the plat-















Figure 4.10 Polarized illumination prototype setup: 1. cooling plate, 













4.4.2 Prototype results 
The results with the prototyping phase of the illumination module are shown in Table 
4.6 and Table 4.7 and discussed below. There was a file corruption error with the tenth 
sample  of  the  top  camera  results,  which  caused  that  row  to  be  empty.  A  rate  of  92%  
success is 2% higher than the rate of polarized illumination in the first tests. The results 
from the side view gave more than 10% improvement from the earlier test. For the first 
time during this thesis also the side camera result was good enough to consider it a suc-
cess. The results are calculated as explained in Section 4.3. 
 
 
Table 4.6 Results for the polarized illumination prototype from top camera 
 Total fibers Found fibers Partials found Ratio 
1 17 16 1 1.00 
2 25 25 0 1.00 
3 14 11 0 0.79 
4 21 18 0 0.86 
5 19 15 1 0.84 
6 22 21 0 0.95 
7 22 19 0 0.86 
8 18 17 1 1.00 
9 19 16 2 0.95 
10 -   - -  -- 
Total 177 158 5 0.92 
 
 
Table 4.7 Side view results of the polarized illumination prototype 
 Total fibers Found fibers Partials found Ratio 
1 21 17 4 1.00 
2 20 19 1 1.00 
3 27 18 4 0.81 
4 12 6 1 0.58 
5 18 12 1 0.72 
6 12 10 0 0.83 
7 14 9 1 0.71 
8 17 13 0 0.76 
9 15 8 1 0.60 
10 19 11 0 0.58 





Evaluating this prototype confirmed that the use of polarized backlight illumination 
would be a suitable choice. In practice it has some challenges related to the mechanical 
design. This causes the need of new structures into the platform to maintain the func-
tionality of the actuators with such new illumination structure. 
 
4.5 Conclusions 
After evaluating different options, the polarized illumination technique qualified as the 
most  suitable  one.  The  ring  light  dark  field  illumination  was  discarded  because  of  the  
side camera problems, LED array dark field because of weak overall performance. The 
side view images of the ring light solution produced defect images by the image pro-
cessing algorithm and resulted in zero recognized fibers. Both of these solutions would 
have been problematic also in terms of the space usage of the light sources. The ratio of 
successfully recognized fibers compared to the total fibers in the images is shown in 
Table 4.6. 
 
Table 4.6 Fiber recognition success of different illumination solutions 
 Top camera Side camera 
Ring light 77% 0% 
LED arrays 37% 57% 
Polarized illumination 90% 66% 
 
Even though the polarized illumination and the need of backlighting cause some 
challenges to be implemented into the platform, it is considered to be the best option 
because of the superior performance. It is also after all easier to build inside the existing 
mechanical and robotic structure compared to LED array lighting. Those large arrays 
would block the actuator movements. Also ring light illumination has some problems 
with the shadows caused by the actuators. 
A rough prototype demonstrating the structure of the new illumination module was 
tested to confirm the functionality of the solution. This system explained in Section 4.4 
gave 92% ratio for the top camera and 78% for side view. After the successful results, 




5 DESIGN OF THE ILLUMINATION MODULE 
The selected illumination method could not be implemented into the current state of the 
platform directly. The lower level of the platform architecture carrying the XY-table 
and the rotary table needed to be modified in order to allow the polarized backlight il-
lumination for the fibers. The important functions such as the movements of the sample 
pool and actuators had to be preserved. These requirements and the resulting illumina-
tion structure for the new module are described. The module is also verified and the 
results discussed in this chapter. 
5.1 Requirements 
Maintaining the platform structure as previously was preferred during the illumination 
design of this thesis. This caused limitations for the size of the new module. It must fit 
the given space and leave space for the actuator movements.  Also the locations of the 
fiber sample pool were preferred to be approximately the same. The requirements of the 
illumination module are defined in this section. 
The space allocation requirements of the new module were simplified. It had to fit 
inside the current platform space simultaneously leaving space for the XY-movements 
of the working plane. The new module would need more space in Z-direction between 
the platform floor and roof. It would be designed maintaining the highest point of the 
system on the same level as the previous rotary table system had. This allows the other 
actuators to keep their full movements as previously. Such design was straightforward 
because the architecture of the platform allowed the simple lowering of the platform 
floor, which holds the rest of the system related to the XY and rotary movements of the 
samples. 
With the previous setup the platform floor is located 92 mm above the laboratory ta-
ble plane that the system stands on. This is also the maximum height of the new illumi-
nation module. Other restrictions in space allocation exist in the XY-oriented space on 
top of the platform floor. The floor is 175mm x 175 mm in area. This includes the area 
used by the support pillars in each corner of the plane, which restrict the movement of 
the XY working plane also.  
The fundamental requirement of the new illumination system and construction was 
to create a new rotary table system that would allow backlighting. Simultaneously, rota-
tion of the fibers without rotating the lower polarization filter is required. Synchronized 
rotation of two filters would be too complex and problematic. The whole module would 
be moved by linear SmarAct SLC-1780 positioners and the fibers rotated with an SR-
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1908 rotary table. The working plane of the new design also needs suitable screw holes 
for attaching of a FemtoTools FT-S micro force sensor on top of it. 
5.2 Construction solutions 
This section addresses the construction solutions designed for the new illumination 
module. Both mechanical and optical solutions are described. 
5.2.1 Mechanical solutions 
The main challenge of the structure was the rotation of the fibers without rotating the 
polarizing filter in front of the LED light. Most of the platform could be maintained as it 
was but parts on top of the XY-table needed changes. Also, some new components 
needed to be added to the system. The behaviour of the actuators would stay the same 
but the illumination and the architecture of the working plane would change.  
To replace the current XY-table support plane and the rotary table sample pool, a 
new  three-layer  XY-construction  was  designed  to  be  installed  on  top  of  the  XY-table  
actuator. This design includes the same rotary table actuator as earlier but it is equipped 
with different attachments. The aluminium fiber cup on top of the rotary table was re-
moved and instead a hollow cylinder (5) was attached to the rotating part of the table. 
The cylinder would hold a disc with a circle hole on top of it, named as the rotary lid 
(8). This hole is designed to hold a transparent glass disc serving as the sample pool.  
The hole in the rotary table structure was used to bring a hollow wire pole (4) 
through it to support a round support disc (6), which would carry the actual illumination 
source. The electricity is brought to the LED source through the hollow pole. The lower, 
static polarization filter and the diffusers would also be located on this plane. This archi-
tecture would be able to keep the illumination and the filters static while rotating the 
surrounding cylinder.  
Two bottom plane (1) and the rotary plane (3) of this new module serve as support. 
The bottom plane holds four support pillars (2) in each corner supporting the rotary 
plane, which holds the rotary table and the working plane (7), which attaches the system 
to the XY-actuators. The wire pole (4) supporting the illumination is attached to the 
bottom plane with an M4 screw through the bottom. The working plane has screw holes 
for attaching of the micro force sensor. 
The  rotary  plane  is  held  on  the  correct  height  by  4  M4  screws  from  the  sides,  at-
tached through the holes in the support pillars. The correct height of this plane is 23 mm 
from the bottom of the module. The plane has an embedding for the rotary table, which 
is 3 mm deep. The drawings of these parts are presented in Appendix A of this thesis in 
more detail. The components of the new module are shown and numbered in Figure 5.1. 
These parts were manufactured at Jonelec Oy, a company in Kangasala, Finland. Figure 







Figure 5.1 The new construction parts for the illumination module: Bottom plane (1), support pillars 






Figure 5.2 New illumination module installed to the platform: Bottom plane (1), support pillars (2), 
rotary plane (3), cylinder (5), working plane (7), rotary lid (8). Parts (4) and (6) are located inside part (5), 
thus not visible in this image. 
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The dimensions of this module are 100x100 mm2 in area in XY plane. This leaves 
space for the XY-actuators to shift the module left and right. The height of the system 
from bottom of the base plane to the surface of the working plane is 72 mm. The highest 
part of the rotary lid is 4.5 mm above this level making the total height 76.5 mm. This is 
less than the distance, which the bottom of the original platform can be lowered. Thus, it 
fulfils the requirements of maximum height of the new module. Now the module may 






Figure 5.3 Installing of the new illumination module to the platform 
 
5.2.2 Optical solutions 
With  the  previous  design  of  the  working  plane  and  rotary  table,  the  cup  of  the  rotary  
table holding the fiber sample, was made of non-transparent aluminium metal. Polarized 
illumination would need the use of backlight illumination. The sample pool would need 
to be transparent as in the illumination research of this thesis. A similar solution as ex-
plained earlier in Section 3.1.4 is selected. A round piece of glass, equipped with a ring 
shaped boundary to hold the sample solution is embedded on the top of the rotating cyl-
inder part. 
Polarized light in this design also required the use of two polarization filters: one in 
front of the illumination source and another in front of the camera lens. The target fibers 
would be located in between these filters. The fibers needed to be rotated in order to 
have their endpoints available for the grippers in correct directions. The two polariza-
tion filters must be set perpendicular to each other in rotating direction to achieve the 
desired illumination effect. Figure 5.3 illustrates the construction of the illumination 






Figure 5.4 Illumination configuration of the designed module  
 
The selected illumination source and filters were the same as described in Section 
4.3.1. 
The inside of the rotating cylinder part was sealed with a layer of black cardboard in 
order to minimize the reflections hitting the side camera view. The cardboard pictured 
in Figure 5.4 on the inside face of the cylinder, had a matte surface and black colour to 
reduce these reflections. A hollow tube was used to hold the filters and only let filtered 











5.3 Verification of the illumination module 
Due to the nature of these tests, quantitative analysis of illumination performance was 
quite difficult. It was challenging to measure the illumination quality with numerical 
indicators.  The  most  important  test  method  in  this  thesis  was  counting  the  amount  of  
correctly threshold and recognized fibers as a ratio out of the total number of individual 
fibers inside the imaged area. This is a very practical approach for the quality measure-
ment. Basically it means using the same methods in recognizing the fibers as would be 
used when the platform was in real use. More theoretical and mathematical indices do 
exist,  but those were left  out as too complicated for this thesis and are not necessarily 
the best indices with a problem of this kind. The results are calculated similarly to the 
earlier results as described in Section 4.3. 
 
5.3.1 Methods and setup 
The final illumination solutions are tested and evaluated basically the same way as 
when the different illumination techniques. The new mechanical parts were installed to 
the existing platform and the lower level of the platform was lowered almost to the bot-
tom plate level. This set the level of the sample cup to the same height as it was with the 
previous structure for other illumination systems. Sample set of ten images were taken 
and analysed. Each image shows a view of the transparent glass slide supporting ran-
dom amount of fibers.   
Both cameras were set up and zoomed so that the circle formed by the edge of the 
fiber cup filled most of the image area. The exposure and aperture settings for each 
camera were optimized visually and by hand because of the complexity of the system 
any mathematical optimum would be very difficult to calculate exactly. The resulting 
image from each camera was aimed to have a good contrast with a dark background 
without changing the settings during the change of fiber samples. Also the power used 
by the LED light was chosen close to the maximum and visually optimized by the user 
to produce a suitably powerful illumination for both cameras. Too much power would 




The final results of the new illumination system are shown in this section. Figure 6.2 
shows  an  example  of  the  performance  of  the  designed  illumination  system.  The  fiber  





Figure 5.2 Top camera view with final illumination design 
 
Table 6.1 Top camera results calculated with final design of polarized illumination 
 Total fibers Found fibers Partials found Ratio 
1 10 5 2 0.70 
2 14 10 2 0.86 
3 15 11 2 0.87 
4 9 6 2 0.89 
5 15 12 2 0.93 
6 19 16 2 0.95 
7 13 6 3 0.69 
8 20 14 2 0.80 
9 13 10 2 0.92 
10 16 12 3 0.94 
Total 144 102 22 0.86 
 
 
The total average success rate of correctly recognized fibers out of total individual 
fibers in the 10 images is as high as 86%. Some of the sample images had a lower rate 
but variance is normal in this kind of problem. The fibers are thin, curled and twisted 
around their axis, which challenges observing them accurately with the vision system in 
question. Sometimes the light does not hit the fiber surface in a straight angle but rather 
sideways. This will make the fibers in these polarized illumination images darker and 
melt into the background of the image, which is also dark or black. The fibers also have 
various proportions especially in thickness and are sometimes seen in the original image 
dark. Those fibers may not be segmented into the correct class by the software. 
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As Figure 6.3 and Table 6.2 show, the side camera results are still weaker than the 
ones from the top camera. This cannot be avoided without compromising much of the 
top camera results. The side camera position causes the polarizing effect of the complete 
system to  be  only  partial.  This  is  a  result  of  internal  reflections  of  the  system and  the  
loss of illumination travelling from the LED light. In this case the side camera and the 
optics it uses have a better ability in capturing light generally than the camera system on 
the top of the platform. This makes the images visually show better lit but is indeed a 





Figure 5.3 Side camera view with final illumination design 
 
 
Table 6.2 Side camera results 
 Total fibers Found fibers Partials found Ratio 
1 8 5 2 0.89 
2 12 7 3 0.83 
3 13 8 1 0.69 
4 8 3 2 0.63 
5 13 10 2 0.92 
6 14 11 1 0.86 
7 9 5 1 0.67 
8 15 10 2 0.80 
9 8 5 0 0.63 
10 13 4 4 0.62 
Total 113 68 18 0.76 
 
The results with the new structure and illumination are even better than with the pro-
totype version, even though some compromises had to been done during the design. 
Other improvements in the design seem to have compensated for those compromises. 
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5.3.3 Summary 
The design shows a good performance and the improvement from the earlier illumina-
tion is remarkable. With this illumination solution, 86% of the fibers were correctly 
recognized from the top camera and 76% from the side camera. During the whole thesis 
work the overall performance has improved even though the top view ratio is less than 
given in the prototype tests (92%). Visually the images have a strong contrast between 
the fibers and the background. This is a significant improvement from the previous il-




6 CONCLUSIONS AND FUTURE WORK 
The conclusions and future work of this thesis work are presented in this chapter. 
6.1 Conclusions 
The illumination design and research performed in this thesis improves the illumination 
of a microrobotic fiber platform. The platform finds paper fibers from the sample imag-
es with a software previously designed. Microactuators are used to place the fibers and 
manipulate them. These actuators are run according to the images produced with two 
cameras. Illumination of this platform was poor for this kind of machine vision system 
and was therefore researched further. 
In the beginning of the thesis work, different illumination strategies were experi-
mented and the weakest ones discarded. Out of the functional solutions, three best were 
compared with each other using a very basic architecture with each of them. These solu-
tions were dark field illuminations using ring light or LED arrays and a polarized back-
light illumination system. Using the fiber recognition algorithm designed for the plat-
form applications, the rate of successfully found fibers was calculated for each image.  
The total ratio of found fibers out of total fibers in the images was used as the nu-
merical value to describe the image quality with each illumination. Results were calcu-
lated for two cameras, top and side view, with each illumination. The calculation result-
ed in ratios described in table 6.1. The ratios were calculated as described in Section 
4.3, where also more accurate calculations are shown. 
 
Table 6.1 Summary of the results from Section 4.3 
 Top camera ratio Side camera ratio 
LED array dark field 0.77 0 
Ring light dark field 0.37 0.57 
Polarized backlight 0.90 0.66 
 
As the results propose, polarized backlight was selected for further research. A sim-
ple prototype was built first to confirm the convenience of the principal ideas of the 
final polarized illumination module. The prototype was tested in similar manner and 
resulted in ratios of 0.92 for top camera and 0.72 for the side view camera. 
The success of the prototype confirmed the continuation of the final module design 
for a polarized backlight system to be implemented to the fiber platform. The challenges 
resulting from the platform space limitation were solved and the structure requirements 




The ratio of the top view with the final structure is 0.86, which is lower than the pro-
totype yield. The overall image quality and the improvements with the side view how-
ever compensate for this fault. The success ratio with the side camera view is 0.76 and 
is the highest performance from this camera. The side view was problematic because the 
camera views the sample in an angle of about 45 degrees, thus light is not traveling di-
rectly. 
Judging by these results, polarized light with the design presented in this thesis is a 
feasible solution. Optimization of the illumination might still be possible, but the new 
illumination is already far superior to the original coaxial illumination of the platform. 
The summary of the results from each phase in the design of the final solution are given 
in Table 6.2. 
 
Table 6.2 Summary of the results during the research on polarized illumination 
 Top camera ratio Side camera ratio 
Polarized illumination test 0.90 0.66 
Prototype 0.92 0.72 
Final result 0.86 0.76 
 
In this problem, the objective is to find the fiber endpoints to be able to grasp them 
with micro grippers. The actual automated grasping was still under research during this 
thesis, but the aim of improving the illumination was reached in this thesis.  
6.2 Future work 
To continue the work of this thesis and the projects related, following aspects may be 
considered. 
6.2.1 Illumination improvements for the platform 
There  were  details  with  the  illumination  of  the  platform,  emerging  during  this  thesis  
work left out of current research. Practically the most important aspect is the platform 
general illumination. This means the illumination of the actuators, which also have to be 
visible by the camera in order to grasp the fibers with them. This was researched insuf-
ficiently in this thesis. Images including these micro gripper jaws and chess board target 
sheets were taken but these targets demand different illumination. A solution for this 










Figure 6.1 Example of polarized illumination showing  
the illumination with other targets than the fibers 
 
The camera setup and image processing software were also under research simulta-
neously. Possible changes in the imaging hardware of the system might cause the need 
of adjustments on the illumination and polarization filtering preferences. For example, it 
is decided that the current top view camera will be replaced with a similar as the side 
view camera was during this thesis. Such modification may need adjustments in the 
diffuse filter strength because of the different optical qualities of the system. The Navi-
tar Zoom 7000 lens has different aperture and focal length preferences, which might 
change the view slightly.  However, the principle of the new illumination module archi-
tecture is feasible with any camera system. 
With the help of image processing, the performance of fiber recognition could be 
further improved. Optimizing the fiber contrast by image processing algorithms, the 
segmenting software would have even better performance. Of course the aspect of com-
putational simplification still needs to be taken into account. 
6.2.2 Fiber bond imaging 
Measuring the fiber bond strength with a micro force sensor would be more accurate 
with the ability to estimate the bonded area of the two fibers. This should happen visual-
ly or otherwise, without breaking of the bond. Polarized illumination may be utilized for 
such estimation. When the polarizers are set in different angle than for the normal fiber 
imaging, they are emphasizing the bonded area instead of the whole fiber. The bonded 
area turns dark in the image while the fibers remain light. 
A research exists stating that the results obtained from an image of the bond are not 
confident as such from polarized illumination. The assumed bonded area can be seen in 
the images without other manipulations but in this research it is shown that only 63% of 
the bond area measurements were confident when compared to a cross-section of the 
bond area. However, by dying another one of the bonded fibers it is possible to improve 
the results. With such procedure, they could be used to quite accurately estimate the 
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B. APPENDIX B – MATLAB FUNCTION FOR FI-
BER SEGMENTATION 
The following function was used to perform the fiber segmentation. The image was read 
in to MATLAB memory and the function was ran with fiber maximum length of 50 
(fibsize parameter set to 50). The last parameter thr was left unused. 
 
 
function [rIm, bgIm, fgIm, sdev, contrast, m1, m2] = findFiberM2(image, 
fibsize, thr) 
% Finds fibers from sample images using Otsu threshold method 
% 
% [rIm, bgIm, fgIm, sdev, contrast] = findFiber(image, fibsize) 
% 
% Parameters: 
% fibsize = particles smaller than this will be filtered 
%   
 
% Crop coordinates for thresholding of smaller area or any area 
figure, imshow(image, []) 
title('Please pick a "small" area with fibers and background') 
impixelinfo 
mask = roipoly(image) ; 
 
%imcrop(image, [a(1) b(1) a(2)-a(1) b(2)-b(1)]) ; 




%% OTSU thresholding of whole image by parameters from cropped area 
tlev = graythresh(cIm(find(mask))) ; % calculates Otsu threshold 
thr = tlev ; 
tIm_p = im2bw(cIm, thr) ; % performs Otsu thresholding 
  
% Same for the whole image 
tIm = im2bw(cIm, thr) ; 
 
%% Removes any smaller particles than fibsize parameter 
clIm = removeTrash(tIm, fibsize) ; 
figure, imshow(clIm, []) 
title('Cleaned thresholded image') 
rIm = clIm ; 
  
%% Morphological closing of the thresholded image to filter small particles 
MIm = bwmorph(rIm, 'close') ; 
figure, imshow(MIm, []) 
title('Morphologically closed thresholded image') 
 
 
 
 
