Abstract-The feedforward multilayer perceptron (MLP) with back-propagation of error is described. Since use of this network requires a set of labeled input-output, as such it cannot be used for segmentation of images when only one image is available. (However, if images to be processed are of similar nature, one can use a set of known images for learning and then use the network for processing of other images.) A self-organizing multilayer neural network architecture suitable for image processing is proposed. The proposed architecture is also a feedforward one with back-propagation of errors; but like MLP it does not require any supervised learning. Each neuron is connected to the corresponding neuron in the previous layer and the set of neighbors of that neuron. The output status of neurons in the output layer is described as a fuzzy set. A fuzziness measure of this fuzzy set is used as a measure of error in the system (instability of the network). Learning rates for various measures of fuzziness have been theoretically and experimentally studied. An application of the proposed network in object extraction from noisy scenes is also demonstrated.
On the other hand, there are some relaxation [2] type algorithms for which parallel implementations are possible, but robustness of these algorithms usually depends on some prior knowledge about the image, which may be difficult to obtain.
With a view to obtaining the output in real time by parallel processing, recent researchers have been trying to develop neural network (NN) [6]-[ 1 11 based information processing systems. Here the basic aim is to emulate the human neural information processing system, thereby making the system artificially intelligent. The approach is highly robust and noise insensitive and hence can be applied even when information is ill defined and/or defectivelpartial.
Neural networks are designated by the network topology, connection strength between pairs of neurons, node characteristics, and the status updating rules. The neurons operate in parallel, thereby providing output in real time. Since there are interactions among all the neurons, the collective computational property inherently reduces the computational task.
A wide variety of neural network [12]-[15] models has been proposed in the literature. Though they share some common features, they differ in structure and details. Among the different models proposed, the following are very popular.
Hopfield's model of associative memory; Kohonen's model of self-organization; Carpenter and Grossberg's model of adaptive-resonance; Multilayer perceptron (MLP) of Rumelthart et al. In this article we will be concerned with the MLP type of NN. The MLP requires several input patterns from different classes for learning [16] , [17] and acts as a multidimensional pattern discriminator (supervised classifier). If the types of images to be processed are of similar nature (i.e., have some common characteristics) then one can train the network with a set of images and use the trained net on future images. However, if the images do not share some common features and a set of images with known targets (may be synthetic images) is not available, this network, as such, may not be used for image processing.
In the present work a self-organizing multilayer neural network architecture in the line of MLP but suitable for image processing is proposed. Unlike MLP, there is no concept of supervised learning in the present case. The learning technique employed is self-supervised, thereby attaining self-organizing capability. To calculate the error of the system, concepts of fuzzy sets are used. Different mathematical models for calculating the error of the system have also been described in this respect. A comparative study on the rate of learning for these models is also done. Given a single input, the system automatically finds out the structure in the input data by selfsupervisionfself-organization. The final output comes in two types only, one with output status 0 and the other with output status 1.
One application of the proposed network is demonstrated here. The network has been employed to extract objects from noisy environments. The simulation study was done using a synthetic image corrupted by N ( 0 , g 2 ) additive noise and a real image. The results obtained are found to be quite satisfactory even when the SNR is as low as 0.75; where the SNR is defined as range of gray levels/a.
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The results obtained show that the extracted objecbs preserve their shapes and boundaries to a great extent, even when the noise level is very high.
FUZZY SETS AND W E I R MEASURES OF INFORMATION
In this section a brief overview on the measures of fuzziness of a fuzzy set is given. (1)
A. Definition
where the support of A is the subset of X defined as
This characteristic function, ~A ( z ) , in fact, can be viewed as a weighting coefficient which reflects the ambiguity in a set, and as it approaches unity, the grade of membership of an element in A becomes higher. 
Another definition of entropy is given by Pal and Pal [22] is with sn(pA(z;)) = pA(Zi)el-pA(z') + (1 -p A ( z i ) ) e p A ( " ' ) .
(10) All the above measures lie in [0, 11 and satisfy properties 1 through 4.
It may be noted that a definition of higher order entropy [H'(A), T 2 1 1 for a fuzzy set A (using both logarithmic and exponential gain functions) has recently been reported [23] which takes into account the properties of collection of supports in the set. Equations (7) through (10) correspond to T = 1. Here we have considered only T = 1, and it will be seen in Section IV that the network structure and the membership function incorporate the properties associated with collection of supports (local information of pixels).
In the following sections we shall use these measures to compute the error or measure of instability of a multilayer selforganizing neural network. Since understanding the working mechanism of the proposed network requires a knowledge of a multilayer perceptron, a brief description of the same follows.
MULTILAYER PERCEFTRON
A concept central to the practice of pattern recognition [17] , [16] is that of discrimination. The idea is that a pattern recognition system learns adaptively from experience and does various discrimination, each appropriate for its purpose. For example, if only belongingness to a class is of interest, the system learns from observations on patterns that are identified by their class labels and infers a discrimination for classification.
One of the most exciting developments during the early days of pattern recognition was the perceptron [24] . This may be defined as a network of elementary processors arranged in a manner reminiscent of biological neural nets which will be able to learn how to recognize and classify patterns in an autonomous manner. In such a system the processors are simple linear elements arranged in one layer. This classical (single-layer) perceptron, given two classes of patterns, attempts to find a linear decision boundary separating the two classes. If the two sets of patterns are linearly separable, the perceptron algorithm is guaranteed to find a separating hyperplane in a finite number of steps. However, if the pattern space is not linearly separable, the perceptron fails and it is not known when to terminate the algorithm in order to get a reasonably good decision boundary. Keller and Hunt [25] attempted to provide a good stopping criterion (may not estimate a good decision boundary) for linearly nonseparable classes by incorporating the concept of fuzzy set theory into the learning algorithm of the perceptron. Thus, a single-layer perceptron is inadequate for situations with multiple classes and nonlinear separating boundaries. Hence the invention of the multilayer network with nonlinear learning algorithms known as the multilayer perceptron (MLP) [8] .
A schematic representation of a multilayer perceptron (MLP) is given in Fig. 1 . In general, such a net is made up of sets of nodes arranged in layers. Nodes of two different consecutive layers are connected by links or weights, but there is no connection among the elements of the same layer. The layer where the inputs are presented is known as the input layer. On the other hand the output producing layer is called the output layer. The layers between the input and the output layers are known as hidden layers. The output of nodes in one layer is transmitted to nodes in another layer via links that amplify or attenuate or inhibit such outputs through weighting factors. Except for the input layer nodes, the total input to each node is the sum of weighted outputs of the nodes in the previous layer. Each node is activated in accordance with the input to the node and the activation function of the node. The total input (Id to the ith unit of any layer is I; = c w i j o j ,
(1 1) j with oj the output of the jth neuron in the previous layer and wij the connection weight between the ith node of one layer and the jth node of the previous layer. The output of a node i is obtained as oi = f ( I i ) , (12) where f is the activation function [8] . Mostly the activation function is sigmoidal, with the form (Fig. 2) The function is symmetrical around 0, and 00 controls the steepness of the function. 0 is known as the thresholdhias value.
Initially very small random values are assigned to the linkdweights. In the learning phase (training) of such a network, we present the pattern X = {xGz}, where x, is the ith component of the vector X, as input and ask the net to adjust its set of weights in the connecting links and also the thresholds in the nodes such that the desired output { t z } is obtained at the output nodes. After this, we present another pair of X and { t t } , and ask the net to learn that association also. In fact, we desire the net to find a simple set of weights and biases that will be able to discriminate among all the inputloutput pairs presented to it. This process can pose a very strenuous learning task and is not always readily accomplished. Here the desired output { t z } basically acts as a teacher which tries to minimize the error.
In general, the output { oz} will not be the same as the target or desired value {itz}. For a pattern p , the error is
where the factor of one half is inserted for mathematical convenience. The procedure for learning the correct set of weights is to vary the weights in a manner such that the error E is reduced as rapidly as possible. This can be achieved by
moving in the direction of negative gradient of E. In other words, the incremental change for a particular pattem p is with dE dE 6'0, 6 . -
As E can be directly calculated in the output layer, for the links connected to the output layer the change in weight is given by
If the weights do not affect the output nodes directly (for links between the input and the hidden layer, and also between two consecutive hidden layers), the factor dE/doj cannot be calculated so easily. In this case we use [8] the chain rule to write
Hence is used to specify that the change in wj; at the (t + 1)th instant should be somewhat similar to the change undertaken at instant t. A few approaches to object extraction using neural networks can be found in [26] - [29] . In addition to these, several authors [30] - [32] have used the multilayer perceptron also for image segmentatiodtexture discrimination. Blanz and Gish [ 301 used a three-layer perceptron trained with a set of similar images for pixel classification. On the other hand, Babaguchi et al.
[31] used a similar concept for histogram thresholding. It is to be noted that all these perceptron-based techniques require a set of images for learning, which may not always be available in real life situations.
IV. SELF-ORGANIZING MULTILAYER NEURAL NETWORK
It has already been mentioned that an MLP, as it is, cannot be used for image segmentatiodobject extraction when only one input image is available. In such cases there will not be enough scope of learning (supervised). For this type of problem it will be appropriate if we can apply some sort of self-supervised [ 171, [16] learning technique. Besides this, for an M x N image if we connect each neuron with every other one, the connectivity will be drastically high. In the following subsections we will be describing a new self-organizing [lo], [ 111, [33] - [36] multilayer neural network model whose basic principles will be similar to the previously described MLP, but will differ structurally and functionally to a great extent.
for the output layer and other layers, respectively. In particular, if then and thus we get for the output layer and other layers, respectively.
It may be mentioned here that a large value of q corresponds to rapid learning but might result in oscillations. A momentum term of aAwj;(t) can be added to increase the learning rate and thus expression (15) can be modified as (23) where the term (t + 1) is used to indicate the (t + 1)th time instant, and a is a proportionality constant. The second term Awji(t + 1) = ~6 j 0 i + a A~j i ( t ) ,
A. Description and Operation of the Network
Before describing the architecture of the network, we need to define a neighborhood system. For an M x N lattice (L), the dth order neighbor, N$, of any element ( i , j ) is defined as
Different ordered neighborhood systems can be defined considering different sets of neighboring pixels of (2, j ) . N1 = {N,,} can be obtained by taking the four nearest-neighbor pixels.
Similarly, N 2 = {N:} consists of the eight pixels neighboring ( i , j ) and so on (as shown in Fig. 3 ). Due to the finite size of the used lattice (the size of the image being fixed), the neighborhoods of the pixels on the boundaries are necessarily smaller unless a periodic lattice structure is assumed. has five links, whereas for N 2 nine links will be associated with every neuron. However, for boundary nodes (pixels), the number of links may be less than INd[ + 1. Every neuron in the output layer is also connected to the corresponding neuron in the input layer. It may be noted that this architecture differs from the standard MLP in two major points: the distribution of links and the feedback connection from the output layer to the input layer. 2) Initialization: The input to a neuron in the input layer is given as a real number in [0, 11 which is proportional to the gray value of the corresponding pixel. Since we are trying to eliminate noise and extract spatially compact regions, all initial weights are set to 1. No external bias is imposed on the weights. Random initialization (of weights) may act as a pseudo noise and the compactness of the extracted regions may be lost. As all the weights are set to unity, the total input (initially) to any node lies in [0, nl] (where nl is the number of links a neuron has); hence the most unbiased choice for the threshold value B (for the input output transfer function, eq. (13) would be n1/2 (the middle most value of the total input range).
3) Operation:
The input value (I;) to any neuron in the ith layer (except the input layer) is calculated using (1 1). The transfer function f (eq. (13)) is then applied to get the output status of the neurons in this layer. These outputs are then fed as input to the next layer. Starting from the input layer, this way the input pattern is passed on to the output layer and the corresponding output states are calculated. The output value of each and every neuron lies in [0, 11.
Here our intention is to extract spatially compact regions through the process of self-organization using only one noisecormpted realization of a scene. The way the network is organized, under ideal condition when the image is not noisy, the output status of most of the neurons in the output layer will be either 0 or 1. But due to the effect of noise the output status of the neurons in the output layer usually will be in [0, 13; thus the status value will represent the degree of brightness (darkness) of the corresponding pixel in the image. Therefore, the output status in the output layer may be viewed to represent a fuzzy set "bright (dark) pixels. " The number of supports of this fuzzy set is equal to the number of neurons in the output layer. The measure of fuzziness of this set, on the global level, may be considered the error or instability of the whole system as this will reflect the deviation from the desired state of the network (considering properties 1 through 4 of subsection II-B). Thus when we do not have any a priori target output value, we can take the fuzziness value as a measure of system error and back-propagate it to adjust the weights (mathematical expressions for this are given later) so that the system error reduces with the passage of time and in the limiting case becomes zero. The error measure, E, can also be taken as a suitable function of a fuzziness measure, i.e., E = g(I), (24) where I is a measure of fuzziness (eqs. (5)-(7), (9)) of the fuzzy set.
After the weights have been adjusted properly, the output of the neurons in the output layer is fed back to the corresponding neurons in the input layer. The second pass is then continued with this as input. The iteration (updating of weights) is continued as in the previous case until the network stabilizes; i.e., the error value (measure of fuzziness) becomes negligible. When the network stabilizes, the output status of the neurons in the output layer becomes either 0 or 1. Neurons with output value 0 constitute one group and those having output value 1 constitute the other group. It may be mentioned here that the scene can have any number of compact regions.
It is to be noted that the system actually does some sort of self-supervised learning and thereby self-organizes and finds out the structure in the input data. Thus for problems such as clustering [17], [16] where there is no concept of a priori teaching, such systems will be of the utmost importance. In self-supervised learning the system learns to respond to "interesting" patterns in the input. In general, such a scheme should be able to form the basis for the development of feature detectors and should discover statistically salient features of the input population. Unlike the other learning methods, there is no a priori set of categories into which the patterns are to be classified. Here, the system must develop its own featural representation of the input stimuli which captures the most salient features of the population of the input pattern. In this context it can be mentioned that this type of learning resembles the biological learning to a great extent.
B. Weight Correction for Different Error Measures
The mathematical derivation for weight updating rules using back-propagation with different fuzziness measures (eqs. (5)-(7) and (9)) are as follows. The derivations are given only for correcting the weights of the links connected to the output layer. For other layers similar expressions, as in the second part of (19), are applicable. If we define the target output { t 3 } as follows:
then this fuzziness measure becomes equivalent to the sum of the squared errors. It may be noted here that dE/do, is not defined when oJ = 0.5 for both ul and uq. Thus, when implementing the algorithm, if o3 takes a value of 0.5 for some node, then movement can be made in any one of the directions by a 
where the linear index of fuzziness is 2 n u1 = -C{min(o,, 1 -os)},
n being the number of neurons in the output layer. Here consider
Thus from (19) we obtain where H is the entropy of a fuzzy set (eq. (7)) defined as For a fuzzy set, we know that the fuzziness value is minimum when the membership values of all the elements are 0 or 1 and maximum when they all are 0.5. So for the network the uq = Ljw (31) error is minimum (i.e., the network has stabilized) when all the output values are either 0 or 1 and is maximum when they all are 0.5 (the network is most unstable). From the previous discussion (eqs. (16), (19), and (40)) we notice that abs(dE/doj) is minimum (= 0) when all the output values are 0.5. Thus, if we use the gradient descent search, the rate of learning is minimum at the most unstable state. Hence, to expedite the learning, it is desirable to make the weight correction large when the network is most unstable (i.e., when all the output values are 0.5). In other words, for a neuron, the weight correction for its links should be maximum when its output status is very close to 0.5 and is minimum when its Such a choice for Awij does not violate the necessary requirements for gradient descent search. In any gradient descent search, the gradient vector determines the direction of movement, while the quantum of movement is controlled by a scalar multiplier which is generally preselected by the user. The magnitude of the gradient vector is not very important as far as the gradient descent search is concerned. In the present case since we are changing only the magnitude of movement, keeping the direction same, it is also equivalent to a scalar multiplication. However, if the scalar multiplier is too small, search would be slow; if it is too large, it may result in oscillation.
Henceforth we will be considering only q = 2. When q = 2, for the logarithmic entropy we get The remaining part of the expression for Awji will be referred to as the learning rate because only that factor is different for different measures of fuzziness.
In the next section we shall investigate the rate of learning under the previously described schemes. 
for the logarithmic entropy ( q = 2), and as
where H is the exponential entropy of a fuzzy set (eq. (9)) with plotted. From the figures it is noticed that for all the error measures, the rate of learning is low when the neurons are very close to stable states (i.e., status value 011) and is high when the neurons are highly unstable (i.e., status value 0.5). The curves are also symmetric around 0.5 of the status value. For linear index of fuzziness the learning rate is constant.
A comparative study of the different curves shows that the learning rate is minimum (for all status values) for the quadratic index of fuzziness and its absolute value is 5 0.5.
For linear index of fuzziness it is constant and is = 1. On the other hand, for entropy measures the rates of learning are high. For status values very close to 0.5, the learning rate is more for logarithmic entropy than that of the exponential entropy, whereas for output values close to 011 the learning rate is less for the logarithmic entropy. In other words, the change in rate of learning for exponential entropy is less than that of logarithmic entropy. So outputs are going to be more noise immune for the exponential entropy than for the logarithmic entropy; but will take more time to converge. Regarding learning rate the following proposition can be made.
Proposition: The learning rate for quadratic index of fuzziness is the minimum. Hence, ln(x -1) < 5 , thus proving the first part.
In order to prove the other part
ln(x-1) < z with x = -.
-oj
The rest of the proof is as in the previous case; hence we have the relation Hence the relation.
To prove the other part or,
1
( 1 -x)el-" -xex < -with
The rest of the proof is as in the previous case and thus we can write 
VI. AN APPLICATION TO OBJECT EXTRACTION
A. The Object Extraction Problem
An application of the proposed network architecture is shown in object extraction (specially from noisy environments) problems. The object extraction problem can be stated as follows: Given a noisy realization of a scene the objective is to estimate the original scene that has resulted in the observation.
To solve the problem a three-layered version of the proposed network with N 2 is used. A neuron thus gets input from nine neurons in the previous layer. The threshold value 0 in this case is 9/2 = 4.5. The input gray levels are mapped in [0, 11 by a linear transformation and is given as input to the network. The network is then allowed to be settled. When the network has stabilized, the neurons having the status values 0 constitute one region type say, object (background), and the remaining neurons with output status 1 constitute another region type, say background (object). Investigation has also been done with N1.
B. Computer Simulation and Results
In order to check the effectiveness of the proposed technique, computer simulation has been done on a synthetic bitonic image (Fig. 6) corrupted by noise. The corrupted versions were obtained by adding noise from N ( 0 , c2) distribution with different values of c (10, 20, 32) . Three noisy inputs are shown in Figs. 7(a), 8(a) , and 9(a). The images are of dimension 128 x 128 and have 32 levels. A simulation study has also been done on a real image of a noisy tank (Fig. 10(a) ).
The noisy tank image is of size 64 x 64 with 64 gray levels. For the simulation study q value has been taken as 0.2.
The objects extracted by the proposed technique with different expressions of error for different noisy versions of the synthetic image are included in Figs. 7-9. Fig. 10 depicts the objects extracted from the noisy tank image with different error models. As a typical illustration, curves (drawn on the same scale) reflecting the (amount of) change of error (i.e., AE) for different error measures with (time) number of iterations for a noisy input image (with c = 20) are depicted in Fig. 12 .
Examining the results, it can very easily be inferred that, as the noise level increases, the quality of the output, as expected, deteriorates, but approximate shapes and outlines are maintained. Comparing results of different error models, it is noticed that outputs with index of fuzziness measures f ' I Fig. 12 . Change of average system error with time for the image in Fig. 8(a) . (lineadquadratic) are better than those obtained by entropy measures ( q = 2). Among the two different entropy measures, the exponential function is found to be more immune to noise. This is possibly due to different learning rates. For a fixed value of 17, the learning rate is low for the indices of fuzziness, whereas it is higher for entropy measures. When the learning rate is high, a particular neuron influences its neighbors to a great extent; thus the noisy elements affect the results strongly. The system thus fails to remove all the noise. Of the two entropy measures the exponential one is more noise immune due to its lower learning rate at the initial stage of learning. A critical examination of the results reveal that the index of fuzziness (both linear and quadratic) is consistently better than entropy measures for maintaining the compactness of the extracted objects. But shapes of objects are better preserved by entropy measures. This observation can be explained as follows: Since for the index of fuzziness, the rate of learning is slow, it smoothes out noises and creates compact regions, while for entropy measures because of rapid learning all noisy pixels may not be removed, particularly when the SNR is very low. On the other hand, entropy measures enable the network to preserve object boundaries as learning rate is very high near the most ambiguous region (03 21 0.5).
The study is carried out with first order (N1) neighborhood system and, as expected, results are not as good as with N 2 .
As an illustration the outputs (for different error measures) corresponding to the input image shown in Fig. 8(a) are depicted in Fig. 1 1. Investigation has also been done for higher values of y. Fig. 12 depicts the variation of average system error (ASE), drawn to scale, with time (number of iterations). A comparative study of the curves reflects the following: The initial ASE's for the entropy measures are much higher than those for the indices of fuzziness. In fact for the quadratic index of fuzziness the initial ASE is the minimum. For all cases the ASE drops to a very low value (close to zero) within a few iterations, which indicates a fast convergence of the system. Note that in each of the four cases the ASE drops to almost the same low value in more or less the same number of iterations, but the initial ASE's for the entropy measures are much higher than those for linear and quadratic indices of fuzziness. Hence the rate of change of the ASE for an entropy measure is much higher than that for either of the indices of the fuzziness. Again, of the two indices of fuzziness, the linear one has a much higher initial value of the ASE, but both of them drop almost to the same low value in more or less the same number of iterations. This indicates that the rate of change of ASE for the linear index of fuzziness is greater than that for the quadratic index of fuzziness. These observations conform to the proposition stated and proved in Section V.
VII. DISCUSSIONS AND CONCLUSION
The limitations of the feedforward multilayer perceptron with back-propagation of error for image processing (segmentatiodobject extraction) have been addressed.
A self-organizing multilayer neural network suitable for image processing applications is proposed in this regard. Each neuron in the network corresponds to an image pixel. A neuron in one layer is connected to the corresponding neuron in the previous layer and the neighbors of that neuron. Neurons in the output layer are also connected to the corresponding neurons in the input layer. The output of the neurons in the output layer has been viewed as a fuzzy set, and measures of fuzziness have been used to model the error (instability of the network) of the system. Various mathematical models for calculation of fuzziness of this fuzzy set have been described. The weight updating rules under each model have been developed. This error is then back-propagated to correct weights so that the system error is reduced in the next stage. A comparative study (both analytical and experimental) on the rate of learning for different error measures is also done.
An application of the proposed architecture has been shown in object extraction problem from noisy environments. The algorithm has been implemented on a set of noisy images, and the approximate shapes and boundaries of the extracted objects are found to be satisfactory even for very low values of SNR, establishing the noise immunity of the proposed technique. Results also show that the rate of learning affects the output, especially when the noise level is very high. The outputs are better for lower learning rates (indices of fuzziness) and deteriorate with increase of rate of learning (entropy measures with y > 2). Thus when the noise level is low, methods with higher learning rates are preferred, but when the noise level is high, lower learning rate will be suitable.
Generalization of this type of self-organizing multilayer neural network for clustering problems raises two issues: how to defne the neighborhood system for higher dimensional feature space and how to take into account the multidimensional input vectors. Solution to the first problem is not difficult to achieve, but the second one needs to be investigated. 
