We review, from the point of view of credit risk management, classical Extreme Value Theory in its one-dimensional (EVT) as well as more-dimensional (MEVT) setup. The presentation is highly coloured by the current economic crisis against which background we discuss the (non-)usefulness of certain methodological developments.
Introduction
It is September 30, 2008, 9.00 a.m. CET. Our pen touches paper for writing a first version of this introduction, just at the moment that European markets are to open after the US Congress in a first round defeated the bill for a USD 700 Bio fund in aid of the financial industry. The industrialised world is going through the worst economic crisis since the Great Depression of the 1930s. It is definitely not our aim to give an historic overview of the events leading up to this calamity, others are much more competent for doing so; see for instance Crouhy et al. [13] and Acharya and Richardson [1] . Nor will we update the events, now possible in real time, of how this crisis evolves. When this article is in print, the world of finance will have moved on. Wall Street as well as Main Street will have taken the consequences. The whole story started with a credit crisis linked to the American housing market. The so-called subprime crisis was no doubt the trigger, the real cause however lies much deeper in the system and does worry the public much, much more. Only these couple of lines should justify our contribution as indeed two words implicitly jump out of every public communication on the subject: extreme and credit. The former may appear in the popular press under the guise of a Black Swan (Taleb [25] ) or a 1 in 1000 year event, or even as the unthinkable. The latter presents itself as a liquidity squeeze, or a drying up of interbank lending, or indeed the subprime crisis. Looming above the whole crisis is the fear for a systemic risk (which should not be confused with systematic risk) of the world's financial system; the failure of one institution implies, like a domino effect, the downfall of others around the globe. In many ways the worldwide regulatory framework in use, referred to as the Basel Capital Accord, was not able to stem such a systemic risk, though early warnings were available; see Daníelsson et al. [14] . So what went wrong? And more importantly, how can we start fixing the system. Some of the above references give a first summary of proposals.
It should by now be abundantly clear to anyone only vaguely familiar with some of the technicalities underlying modern financial markets, that answering these questions is a very tough call indeed. Any solution that aims at bringing stability and healthy, sustainable growth back into the world economy can only be achieved by very many efforts from all sides of society. Our paper will review only one very small methodological piece of this global jigsaw-puzzle, Extreme Value Theory (EVT). None of the tools, techniques, regulatory guidelines or political decisions currently put forward will be the panacea ready to cure all the diseases of the financial system. As scientists, we do however have to be much more forthcoming in stating why certain tools are more useful than others, and also why some are definitely ready for the wastepaper basket. Let us mention one story here to make a point.
One of us, in September 2007, gave a talk at a conference attended by several practitioners on the topic of the weaknesses of VaR-based risk management. In the ensuing round table discussion, a regulator voiced humbleness saying that, after that critical talk against VaR, one should perhaps rethink some aspects of the regulatory framework. To which the Chief Risk Officer of a bigger financial institution sitting next to him whispered "No, no, you are doing just fine." It is this "stick your head in the sand" kind of behaviour we as scientists have the mandate to fight against.
So this paper aims at providing the basics any risk manager should know on the modelling of extremal events, and this from a past-present-future research perspective. Such events are often also referred to as low probability events or rare events, a language we will use interchangeably throughout this paper. The choice of topics and material discussed are rooted in finance, and especially in credit risk. In Section 2 we start with an overview of the credit risk specific issues within Quantitative Risk Management (QRM) and show where relevant EVT related questions are being asked. Section 3 presents the one-dimensional theory of extremes, whereas Section 4 is concerned with the multivariate case. In Section 5 we discuss particular applications and give an outlook on current research in the field. We conclude in Section 6.
Though this paper has a review character, we stay close to an advice once given to us by Benoit Mandelbrot: "Never allow more than ten references to a paper." We will not be able to fully adhere to this principle, but we will try. As a consequence, we guide the reader to some basic references which best suit the purpose of the paper, and more importantly, that of its authors. Some references we allow ourselves to be mentioned from the start. Whenever we refer to QRM, the reader is expected to have McNeil et al. [20] (referred to throughout as MFE) close at hand for further results, extra references, notation and background material.
Similarly, an overview of one-dimensional EVT relevant for us is Embrechts et al. [17] 
(EKM).
For general background on credit risk, we suggest Bluhm and Overbeck [8] and the relevant chapters in Crouhy et al. [12] . The latter text also provides a more applied overview of financial risk management.
Extremal events and credit risk
Credit risk is presumably the oldest risk type facing a bank: it is the risk that the originator of a financial product (a mortgage, say) faces as a function of the (in)capability of the obligor to honour an agreed stream of payments over a given period of time. The reason we recall the above definition is that, over the recent years, credit risk has become rather difficult to put ones finger on. In a meeting several years ago, a banker asked us "Where is all the credit risk hiding?" ... If only one had taken this question more seriously at the time. Modern product development, and the way credit derivatives and structured products are traded on OTC markets, have driven credit risk partly into the underground of financial markets. One way of describing "underground" for banks no doubt is "off-balance sheet". Also regulators are becoming increasingly aware of the need for a combined view on market and credit risk. A most recent manifestation of this fact is the new regulatory guideline (within the Basel II framework) for an incremental risk charge (IRC) for all positions in the trading book with migration/default risk. Also, regulatory arbitrage drove the creativity of (mainly) investment banks to singular heights trying to repackage credit risk in such a way that the bank could get away with a minimal amount of risk capital. Finally, excessive leverage allowed to increase the balance sheet beyond any acceptable level, leading to extreme losses when markets turned and liquidity dried up.
For the purpose of this paper, below we give examples of (in some cases, comments on) credit risk related questions where EVT technology plays (can/should play) a role. At this point we like to stress that, though we very much resent the silo thinking still found in risk management, we will mainly restrict to credit risk related issues. Most of the techniques presented do however have a much wider range of applicability; indeed, several of the results basically come to life at the level of risk aggregation and the holistic view on risk.
Example 1. Estimation of default probabilities (DP). Typically, the DP of a credit (insti-tution) over a given time period [0, T ], say, is the probability that at time T , the value of the institution, V (T ), falls below the (properly defined) value of debt D(T ), hence for institu-
. For good credits, these probabilities are typically very small, hence the events {V i (T ) < D i (T )} are rare or extreme. In credit rating agency language (in this example, Moody's), for instance for T = 1 year, P D A (1) = 0.4%, P D B (1) = 4.9%, P D Aa (1) = 0.0%, P D Ba (1) = 1.1%. No doubt recent events will have changed these numbers, but the message is clear: for good quality credits, default was deemed very small. This leads to possible applications of one-dimensional EVT. A next step would involve the estimation of the so-called LGD, loss given default. This is typically an expected value of a financial instrument (a corporate bond, say) given that the rare event of default has taken place. This naturally leads to threshold or exceedance models; see Section 4, around (29).
Example 2. In portfolio models, several credit risky securities are combined. In these cases one is not only interested in estimating the marginal default probabilities P D i (T ), i = 1, . . . , d, but much more importantly the joint default probabilities,
For this kind of problems multivariate EVT (MEVT) presents itself as a possible tool.
Example 3. Based on models for (1), structured products like ABSs, CDOs, CDSs, MBSs, CLOs, credit baskets etc. can (hopefully) be priced and (even more hopefully) hedged. In all of these examples, the interdependence (or more specifically, the copula) between the underlying random events plays a crucial role. Hence we need a better understanding of the dependence between extreme (default) events. Copula methodology in general has been (mis)used extensively in this area. A critical view on the use of correlation is paramount here. fund losses due to betting against GM stock while piling up on GM debt. The subtitle of the article reads "Will derivatives cause a major blowup in the world's credit markets?" By now we (unfortunately) know that they did! Several quotes from the above article early on warned about possible (very) extreme events just around the corner:
-"... a possible meltdown in credit derivatives if investors all tried to run for the exit at the same time." (IMF).
-"... the rapid proliferation of derivatives products inevitably means that some will not have been adequately tested by market stress." (Alan Greenspan).
-"It doesn't need a 20% default rate across the corporate universe to set off a selling spree. One or two defaults can be very destructive." (Anton Pil).
-"Any apparently minor problem, such as a flurry of downgrades, could quickly engulf the financial system by sending markets into a tailspin, wiping out hedge funds, and dragging down banks that lent them money."
-"Any unravelling of CDOs has the potential to be extremely messy. There's just no
way to measure what's at stake." (Peter J. Petas).
The paper was about a potential credit tsunami and the way banks were using such derivatives products not as risk management tools, but rather as profit machines. All of the above disaster prophecies came true and much worse; extremes ran havoc. It will take many years to restore the (financial) system and bring it to the level of credibility a healthy economy needs.
Example 8 (A comment on "Who's to blame"). Besides the widespread view about "The secret formula that destroyed Wall Street" (see also Section 5, in particular (31) [14] ).
-"The use of VAR to measure risk and to guide trading strategies was, however, only one factor among many which created the dangers of strongly procyclical market interactions. More generally the shift to an increasingly securitised form of credit intermediation and the increased complexity of securitised credit relied upon market practices which, while rational from the point of view of individual participants, increased the extent to which procyclicality was hard-wired into the system" (This point was a key issue in Daníelsson et al. [14] ).
-"Non-normal distributions. However, even if much longer time periods (e.g. ten years)
had been used, it is likely that estimates would have failed to identify the scale of risks being taken. Price movements during the crisis have often been of a size whose probability was calculated by models (even using longer term inputs) to be almost infinitesimally small. This suggests that the models systematically underestimated the chances of small probability high impact events. ... it is possible that financial market movements are inherently characterized by fat-tail distributions. VaR models need to be buttressed by the application of stress test techniques which consider the impact of extreme movements beyond those which the model suggests are at all probable." (This point is raised over and over again in Daníelsson et al. [14] and is one of the main reasons for writing the present paper).
We have decided to include these quotes in full as academia and (regulatory) practice will have to start to collaborate more in earnest. We have to improve the channels of communication and start taking the other side's worries more seriously. The added references to
Daníelsson et al. [14] are ours, they do not appear in the Turner Review, nor does any reference to serious warnings for many years made by financial mathematicians of the miserable properties of VaR. Part of "the going forward" is an in-depth analysis on how and why such early and well-documented criticisms by academia were not taken more seriously. On voicing such criticism early on, we too often faced the "that is academic"-response. We personally have no problem in stating a Mea Culpa on some of the developments made in mathematical finance (or as some say, Mea Copula in case of Example 3), but with respect to some of the critical statements made in the Turner Review, we side with Chris Rogers: "The problem is not that mathematics was used by the banking industry, the problem was that it was abused by the banking industry. Quants were instructed to build (credit) models which fitted the market prices. Now if the market prices were way out of line, the calibrated models would just faithfully reproduce those whacky values, and the bad prices get reinforced by an overlay of scientific respectability! The standard models which were used for a long time before being rightfully discredited by academics and the more thoughtful practitioners were from the start a complete fudge; so you had garbage prices being underpinned by garbage modelling." Or indeed as Mark Davis put it: "The whole industry was stuck in a classic positive feedback loop which no one party could walk away from." Perhaps changing "could"
to "wanted to" comes even closer to the truth. We ourselves can only hope that the Turner Review will not be abused for "away with mathematics on Wall Street"; with an "away with the garbage modelling" we totally agree.
EVT: the one-dimensional case
Over the recent years, we have been asked by practitioners on numerous occasions to lecture on EVT highlighting the underlying assumptions. The latter is relevant for understanding model uncertainty when estimating rare or extreme events. With this in mind, in the following sections, we will concentrate on those aspects of EVT which, from experience, we find need special attention.
The basic (data) set-up is that X 1 , X 2 , . . . are independent and identically distributed (iid) random variables (rvs) with distribution function (df) F . For the moment, we have no extra assumptions on F , but that will have to change rather soon. Do however note the very strong iid assumption. Denote the sample extremes as
As the right endpoint of F we define
also throughout we denote F = 1 − F , the tail df of F .
Trivial results are that
Similar to the Central Limit Theorem for sums
we can ask whether norming constants c n > 0, d n ∈ R exist so that
for some non-degenerate df H and d −→ stands for convergence in distribution (also referred to as weak convergence). Hence (2) is equivalent with
which, for u n = u n (x) = c n x + d n and x ∈ R fixed, can be rewritten as
(We will make a comment later about "∀x ∈ R" above). When one studies extremes, point processes in general (see the title of Resnick [22] ) and Poisson processes in particular are never far off. For instance, note that by the iid assumption,
here BIN stands for the binomial distribution. Poisson's Theorem of Rare Events yields that the following statements are equivalent:
As a consequence of either (i) or (ii) we obtain that, for n → ∞,
and hence we arrive at (4) with λ = − log H(x). Of course, the equivalence between (i) and (ii) above yields much more, in particular
This result is used in EKM (Theorem 4.2.3) in order to obtain limit probabilities for upper order statistics X k,n defined as
indeed, {B n = k} = {X k,n > u n , X k+1,n ≤ u n }. Figure 1 gives an example of B n and suggests the obvious interpretation of B n as the number of exceedances above the (typically high) threshold u n . Time to return to (2): can we solve for (c n , d n , H) for every underlying model (df) F ? In the CLT we can; for instance for rvs with finite variance we know that for all F (discrete,
The situation for EVT, i.e. for (2) to hold, is much more subtle. For instance, a necessary condition for the existence of a solution to (2) is that
Here F (t−) = lim s↑t F (s), the left limit of F in t. In the case of discrete rvs, (5) reduces to
The latter condition does not hold for models like the Poisson, geometric or negative binomial; see EKM, Examples 3.14-6. In such cases, one has to develop a special EVT. Note that (5) does not provide a sufficient condition, i.e. there are continuous dfs F for which classical EVT, in the sense of (2), does not apply. More on this later. At this point it is important to realise that solving (2) imposes some non-trivial conditions on the underlying model (data).
The solution to (2) forms the content of the next theorem. We first recall that two rvs X and Y (or their dfs F X , F Y ) are of the same type if there exist constants a ∈ R, b > 0 so
Theorem 1 (Fisher-Tippett). Suppose that X 1 , X 2 , . . . are iid rvs with df F . If there exist norming constants c n > 0, d n ∈ R and a non-degenerate df H so that (2) holds, then H must be of the following type:
where 1 + ξx > 0.
Remarks (i) The dfs H ξ , ξ ∈ R, are referred to as the (generalised) extreme value distributions (GEV). For ξ > 0 we have the Fréchet df, for ξ < 0 the Weibull, and for ξ = 0 the Gumbel or double exponential. For applications to finance, insurance and risk management, the Fréchet case (ξ > 0) is the important one.
(ii) The main theorems from probability theory underlying the mathematics of EVT are Section A3) which lies at the heart of many (weak) limit results in probability theory, including Gnedenko's Theorem ( (13)) below.
(iii) Note that all H ξ 's are continuous explaining why we can write "∀x ∈ R" in (3).
(iv) When (2) holds with H = H ξ as in (6), then we say that the data (the model F ) belong(s) to the maximal domain of attraction of the df H ξ , denoted as F ∈ MDA(H ξ ).
(v) Most known models with continuous df F belong to some MDA(H ξ ). Some examples in shorthand are:
do not belong to any of the MDAs. These dfs are useful for the modelling of very heavy-tailed events like earthquakes or internet traffic data. A further useful example of a continuous df not belonging to any of the MDAs is
where ξ > 0 and a sufficiently small.
The g-and-h df referred to above corresponds to the df of a rv X =
hZ 2 for Z ∼ N (0, 1); it has been used to model operational risk.
(vi) Contrary to the CLT, the norming constants have no easy interpretation in general; see EKM, Table 3 .4.2 and our discussion on MDA (H ξ ) for ξ > 0 below. It is useful to know that for statistical estimation of rare events, their precise analytic form is of less importance. For instance, for F ∼ EXP(1), c n ≡ 1, d n = log n, whereas
Both examples correspond to the Gumbel case ξ = 0. For F ∼ UNIF(0, 1), one finds c n = n −1 , d n ≡ 1 leading to the Weibull case. The for our purposes very important Fréchet case (ξ > 0)
is discussed more in detail below; see (13) and further.
(vii) For later notational reasons, we define the affine transformations
so that (2) is equivalent with
Although based on Theorem 1 one can work out a statistical procedure (the block-maxima method) for rare event estimation, for applications to risk management an equivalent formulation turns out to be more useful. The so-called Peaks Over Theshold (POT) method concerns the asymptotic approximation of the excess df
The key Theorem 2 below involves a new class of dfs, the Generalised Pareto dfs (GPDs):
where x ≥ 0 if ξ ≥ 0 and 0
Theorem 2 (Pickands-Balkema-de Haan). Suppose that X 1 , X 2 , . . . are iid with df F . Then equivalent are:
(ii) There exists a measurable function β(·) so that:
The practical importance of this theorem should be clear: it allows for the statistical modelling of losses X i in excess of high thresholds u; see also and not just estimate u = VaR α or ES α = E(X | X > VaR α ). Though always quoting
VaR α and ES α would already be much better than today's practice of just quoting VaR.
As explained in MFE, Chapter 6, Theorem 2 forms the basis of the POT-method for the estimation of high-quantile events in risk management data. The latter method is based on the following trivial identity:
Together with the obvious statistical (empirical) estimator F n (u), for F (x) far in the upper tail, i.e. for x ≥ u, we obtain the natural (semi-parametric) EVT-based estimator:
Here β, ξ are the Maximum Likelihood Estimators (MLEs) based on the excesses (X i − u) + , i = 1, . . . , n, estimated within the GPD model (9) . One can show that MLE in this case is regular for ξ > −1/2; note that examples relevant for QRM typically have ξ > 0. Denoting
, the α100% quantile of F , we obtain by inversion of (11), the estimator
Here, Figure 1 ), the number of exceedances above u.
In Figure 2 we have plotted the daily opening prices (top) and the negative log-returns (top) with the negative log-returns below.
these details but apply EVT directly to the data in Figure 2 ; see MFE, Chapter 4 for further refinements of the POT method in this case. Figure 3 contains the so-called (extended) Hill plot:
for some appropriate range K of k-values; see also (19) . It always shows higher variation to the left (small k values, u high) and bias to the right (large k values, u low). The optimal choice of k-values(s) for which ξ n,k yields a "good" estimator for ξ is difficult; again see MFE and the references therein for details Figure 4 shows the POT tail-fit for the loss-tail where a threshold u = 0.024 was chosen, corresponding to (approximately) a 90% quantile. As point estimates we find VaR 99% = 0.068(0.061, 0.079) and ES 99% = 0.088(0.076, 0.119) where the values in parenthesis yield 95% confidence intervals. These can be read off from the horizontal line through 95% intersecting the parabolic-like profile likelihood curves. Note how "well" the POT-based GPD-fit curves through the extreme data points. As stressed before, this is just the first (static!) step in an EVT analysis, much more (in particular dynamic) modelling is called for at this stage. For the purpose of this paper we refrain from entering into these details here.
One of the key technical issues currently facing QRM is Model Uncertainty (MU); we deliberately refrain from using the term "model risk". The distinction is akin to Frank H. Knight's famous distinction, formulated in 1921, between risk and uncertainty. In Knight's interpretation, risk refers to situations where the decision-maker can assign mathematical probabilities to the randomness he/she is faced with. In contrast, Knight's uncertainty refers to situationswhen this randomness cannot be expressed in terms of specific mathematical probabilities.
John M. Keynes (1937) very much took up this issue. The distinction enters the current debate around QRM and is occasionally referred to as "The known, the unknown, and the unknowable." Stuart Turnbull (personal communication) also refers to dark risk, the risk we know exists, but we cannot model. Consider the case ξ > 0 in Theorem 2. Besides the crucial assumption "X 1 , X 2 , . . . are iid with df F ", before we can use (10) (and hence (11) and (12)), we have to understand the precise meaning of F ∈ MDA (H ξ ). Any condition with the df F in it, is a model assumption, and may lead to model uncertainty. It follows from
Gnedenko's Theorem (Theorem 3.3.7 in EKM) that for ξ > 0, F ∈ MDA (H ξ ) is equivalent to
where L is a slowly varying function in Karamata's sense, i.e. L : (0, ∞) → (0, ∞) measurable
Basic notation is L ∈ SV := RV 0 , whereas (13) 
with L as in (13); note that the real (slowly varying) property of L is only revealed at infinity.
The fundamental model assumption fully embodies the notion of power-like behaviour, also referred to as Pareto-type. A basic model uncertainty in any application of EVT is the slowly varying function L. In more complicated problems concerning rare event estimation, as one typically finds in credit risk, the function L may be hidden deep down in the underlying model assumptions. For instance, the reason why EVT works well for Student-t data but not so well for g-and-h data (which corresponds to (13) In order to stress (15) further, we need to understand how important the condition (13) really is. Gnedenko's Theorem tells us that (13) is equivalent with F ∈ MDA (H ξ ), ξ > 0, i.e.
This is a remarkable result in its generality, it is exactly the weak asymptotic condition of Karamata's slow variation in (14) that mathematically characterises, though (13), the heavy-tailed (ξ > 0) models which can be handled, through EVT, for rare event estimation.
Why is this? From Section 3 we learn that the following statements are equivalent:
For ease of notation (this is just a change within the same type) assume that − log H ξ (x) = x −1/ξ , x > 0. Also assume for the moment that d n ≡ 0 in (ii). Then (ii) with c n = (1/F )
which is (16) along a subsequence c n → ∞. A further argument is needed to replace the sequence (c n ) by a continuous parameter t in (16) . Somewhat more care needs to be taken when d n ≡ 0. So F ∈ RV −1/ξ is really fundamental. Also something we learned is that the norming c n = (1/F ) ← (n); here, and above, we denote for any monotone function h : R → R, the generalized inverse of h as
Therefore, c n can be interpreted as a quantile
In numerous articles and textbooks, the use and potential misuse of the EVT formulae have been discussed; see MFE for references or visit www.math.ethz.ch/∼embrechts for a series of re-/preprints on the topic. In the remarks below and in Interludium 2, we briefly comment on some of the QRM-relevant pitfalls in using EVT, but more importantly, in asking questions of the type "calculate a 99.9%, 1 year capital charge", i.e. "estimate a 1 in 1000 year event".
Remarks
(i) EVT applies to all kinds of data: heavy-tailed (ξ > 0), medium to short-tailed (ξ = 0), bounded rvs, i.e. ultra short-tailed (ξ < 0).
(
ii) As a statistical (MLE-based) technique, EVT yields (typically wide) confidence intervals for VaR-estimates like in (12). The same holds for PD estimates. See the
Google-data POT analysis, in particular Figure 4 , for an example.
(iii) There is no agreed way to choose the "optimal" threshold u in the POT method (or equivalently k on putting u = X k,n , see (19) below). At high quantiles, one should refrain from using automated procedures and also bring judgement into the picture.
We very much realise that this is much more easily said than done, but that is the nature of the "low probability event"-problem.
(iv) The formulae (11) and (12) (vi) We recently came across the so-called Taleb distribution (no doubt motivated by Taleb [25] ). It was defined as a probability distribution in which there is a high probability of a small gain, and a small probability of a very large loss, which more than outweighs the gains. Of course, these dfs are standard within EVT and are part of the GEV-family; see for instance EKM, Section 8.2. This is once more an example where it pays to have a more careful look at existing, well-established theory (EVT in this case) rather than going for the newest, vaguely formulated fad.
Interludium 1 (L ∈ SV matters!). As already stated above, conditions of the type (13) are absolutey crucial in all rare event estimations using EVT. In the present interludium we will high-light this issue based on the Hill estimator for ξ(> 0) in (13) . Let us start with the "easiest" case and suppose that X 1 , . . . , X n are iid with df F (x) = x −1/ξ , x ≥ 1. From this it follows that the rvs Y i = log X i , i = 1, . . . , n, are iid with df P (Y i > y) = e −y/ξ , y ≥ 0; i.e.
Y i ∼ EXP(1/ξ) so that E (Y 1 ) = ξ. As MLE for ξ we immediately obtain:
where the pedagogic reason for rewriting ξ n as in the last equality will become clear below.
Now suppose that we move from the exact Pareto case (with L ≡ 1) to the general case (13); a natural estimator for ξ can be obtained via Karamata's Theorem (EKM, Theorem A3.6) which implies that, assuming (13), we have
(To see this, just use L ≡ 1 and accept that in the end, the SV-property of L allows for the same limit. These asymptotic integration properties lie at the heart of Karamata's theory of regular variation). Replace F in (18) by its empirical estimator F n (x) = 1 n # {i ≤ n : X i ≤ x} and put t = X k,n , the kth order statistic, for some k = k(n) → ∞, this yields in a natural way the famous Hill estimator for the shape parameter ξ (> 0) in (13):
(Compare this estimator with (17) in the case where L ≡ 1). In order to find out how well EVT-estimation does, we need to investigate the statistical properties of ξ (H) n,k for n → ∞. Before discussing this point, note the form of the estimator: we average sufficiently many logdifferences of the ordered data above some high enough threshold value X k,n , the k-th largest observation. In order to understand now where the problem lies, denote by E 1 , . . . , E n+1 iid rvs with EXP(1) df, and for k ≤ n + 1 set Γ k = E 1 + · · · + E k . Then using the so-called Renyi Representation (EKM, Examples 4.1.10-12) we obtain:
(Here d = denotes "is equal in distribution"). In order to handle β
n we just need k = k(n) → ∞ and use the WLLN, the SLLN and the CLT to obtain all properties one wants (this corresponds to the L ≡ 1 case above). All the difficulties come from β (2) n where L appears explicitly. If L is close to a constant (the Student-t case for instance) then β (2) n will go to zero fast and ξ (H) n,k inherits the very nice properties of the term β (1) n . If however L is far away from a constant (like for the loggamma or g-and-h (h > 0)) then β (2) n may tend to zero arbitrarily slowly! For instance, for L(x) = log x, one can show that β
Also, in the analysis of β (2) n the various second-order properties of k = k(n) enter. This has as a consequence that setting a sufficiently high threshold u = X k,n either in the BlockMaxima (choice of k) or POT method (choice of u) which is optimal in some sense is very difficult. Any threshold choice depends on the second-order properties of L! Also note that the model (13) is semi-parametric in nature: besides the parametric part ξ, there is the important non-parametric part L.
Interludium 2 (Hill-horror plots). The Hhp-phrase mentioned in Remark (v) above was coined by Sid Resnick and aims at highlighting the difficulties in estimating the shapeparameter in a model of type (13) . The conclusions hold in general when estimating rare (low probability) events. In Figure 5 we have highlighted the above problem for the two models F 1 (x) = x −1 (lower curve in each panel) and F 2 (x) = (x log x) −1 , x sufficiently large, (top curve in each panel). Note that for F 2 (i.e. changing from L 1 ≡ 1 to L 2 = (log x) −1 ) interpretation of the Hill-plot is less clear and indeed makes the analysis much more complicated. In Figure 6 we stress the obvious: apply specific EVT estimators to data which clearly show the characteristics for which that estimator was designed! For instance, lognormal data correspond to ξ = 0 and hence the Hill estimator (19) should never be used (19) for F 1 (x) = x −1 and F 2 (x) = (x log x) −1 (top for n = 1000, bottom for n = 10000). Each plot contains the Hill-plot for the model F 1 , bottom curve,
in this case as it is designed for the (admittedly important) case ξ > 0. Of course, one can easily use methods that hold for all ξ ∈ R, like the POT method. The final Hhp in Figure 7 is more serious: beware of dependence! Even if EVT can be applied for some dependent data (like in this AR(1) case), convergence will typically be much slower than in the corresponding iid case. In Figure 7 we show this for an AR(1) process where Z t are iid, with df P (Z 1 > t) = x −10 , x ≥ 1, hence ξ = 0.1. One can show that the stationary solution to (21) has as tail behaviour
hence also ξ = 0.1. We can now estimate ξ both using the iid data (Z t ) and the dependent data (X t ), and this for increasing parameter ϕ, corresponding to increasing dependence. The conclusion from Figure 7 is obvious. 
see also (7) for the notation used. An immediate consequence from (22) is that the d marginal components converge, i.e. for all j = 1, . . . , d, 
The function C is referred to as an extreme value (EV) copula; its so-called Pickands Representation is given in MFE, Theorem 7.45 and Theorem 3 below. Equivalent representations use as terminology the spectral measure, the Pickands dependence function or the exponent measure. Most representations are easier to write down if, without loss of generality, one first transforms the marginal dfs of the data to the unit-Fréchet case. Whereas copulae have become very fashionable for describing dependence (through the representation (23)), the deeper mathematical theory, for instance using point process theory, concentrates on spectral and exponent measures. Their estimation eventually allows for the analysis of joint extremal tail events, a topic of key importance in (credit) risk analysis. Unfortunately, modern MEVT is not an easy subject to become acquainted with, as a brief browsing through some of the recent textbooks on the topic clearly reveals; see for instance de Haan and Ferreira [15] , Resnick [23] or the somewhat more accessible Beirlant et al. [7] and Coles [11] . These books have excellent chapters on MEVT. Some of the technicalities we discussed briefly for the one-dimensional case compound exponentially in higher dimensions.
In our discussion below, we like to highlight the appearance of, and link between, the various concepts like copula and spectral measure. In order to make the notation easier, as stated above, we concentrate on models with unit-Fréchet marginals, i.e. for i = 1, . . . , n,
The following result is often referred to as the Pickands Representation:
Theorem 3. Under the assumptions above, H in (22) can be written as
where
and S, the so-called spectral measure, is a finite measure on the d-dimensional simplex
where || · || denotes any norm on R d .
The link to the EVT-copula in (23) goes as follows:
As a consequence, the function V contains all the information on the dependence between the d component-wise (limit) maxima in the data. An alternative representation is, for
where H is a df on
x ≥ 0, ||x|| ≤ 1 , and we have the following norming ∀i = 1, . . . , d − 1 :
Again, H above is referred to as the spectral measure. In order to get a better feeling of its interpretation, consider the above representation for d = 2, hence B 1 = [0, 1] and the norming constraint becomes:
Hence (24) and (26) reduce to
Recall that through (24), (26) 
The interpretation of the spectral measure H becomes somewhat clearer through some examples:
(i) If H gives probability 1 2 to 0 and 1, then (27) becomes
, the independent case. This is also reflected in the corresponding copula C in (28):
the independence copula.
(ii) If H is degenerate in 0.5, i.e. gives probability 1 to 0.5, then we become
the comonotonic case.
(iii) When H is "spread out" between these two extreme cases, i.e. if H has a density, say, a whole suite of dependence models can be found. Note however that EV-copulae (in (23)) always have to satisfy the following scaling property:
Typical examples include the Gumbel and the Galambos copulae. (a more technical assumption; ∂ denotes the topological boundary),
The distribution of Θ is called the spectral measure of X. Here || · || is any norm on R d .
One can show that the above holds if and only if
From these conditions the meaning of multivariate RV becomes clear: the radial part of the data, ||X||, decays in distribution like a power (heavy-tailedness), whereas given a high value of the radial part, the "angle" X/||X|| is distributed like Θ. 
+ . This then quickly leads to (for credit risk) natural questions like spillover and contagion; we return to some of these problems in the next section. The reader interested in pursuing the various approaches to conditional extreme value problems for d ≥ 2 can consult Part IV in Balkema and Embrechts [5] or look for the concept of hidden regular variation; on the latter, the work of Sid
Resnick is an excellent place to start. In Balkema and Embrechts [5] , the setup is as follows: 
where P (X ∈ H α ) → 0 for α ↑ 1 and β is a vector of component-wise affine transformations.
Hence H α is a remote subset of R d and consequently, {X ∈ H α } is a rare (or extreme) event on which one conditions. If H α = x ∈ R d : w x > q α for some w ∈ R d \{0} (portfolio weights) fixed, and q α a high quantile level, then (29) yields a natural generalisation of Theorem 2. Part IV in Balkema and Embrechts [5] compares (29) with other approaches to multivariate threshold models for rare events.
MEVT: return to credit risk
At present (April 2009), it is impossible to talk about low probability events, extremes and credit risk, without reflecting on the occasionally very harsh comments made in the (popular) press against financial engineering (FE). For some, FE or even mathematics is the ultimate culprit for the current economic crisis. As an example, here are some quotes from the rather misleading, pamphlet like "The secret formula that Academia was very well aware of the construction's Achilles heel and communicated this on very many occasions. Even in the since 1999 available paper Embrechts et al. [18] we gave in Figure 1 a Li-model type simulation example showing that the Gaussian copula will always underestimate joint extremal events. This point was then taken up further in the paper giving a mathematical proof of this fact; see Section 4.4 in that paper. This result was published much earlier and well-known to anyone working in EVT; see Sibuya [24] .
Note that with respect to this fundamental paper there is some confusion concerning the would be better to refer to it plainly as the normal copula, i.e. the copula imbedded in the multivariate normal df. This is also the way David Li referred to it in his original scientific papers on the pricing of CDOs. The basic idea goes back to the fairly straightforward formula (23) . It is formulae like (23) applied to credit risk which form the basis of Chris Rogers' comments in Example 10 when he talks of "garbage prices being underpinned by garbage modelling". For some mysterious reason, after the "formula" caught the eyes of Wall Street, many thought (even think today; see quotes above) that a complete new paradigm was born.
Though we have stated the comments below on several occasions before, the current misuse of copula-technology together with superficial and misleading statements like in Salmon's blog, prompt us to repeat the main messages again. As basic background, we refer to Embrechts [16] and Chavez-Demoulin and Embrechts [9] where further references and examples can be found. We refrain from precise references for the various statements made below; consult the above papers for more details and further reading.
First of all, the copula concept in (23) we have always stressed, is important for three reasons: pedagogic, pedagogic, stress-testing.
Note that we do not include pricing and hedging! We emphasise "pedagogic" as the copula concept is very useful in understanding the inherent weaknesses in using the concept of (linear) correlation in finance (as well as beyond). For instance, if H is multivariate normal
, with correlations ρ ij < 1, then for every pair of risks (X i , X j ) we have that
so that X i and X j are so-called asymptotically (α ↑ 1) independent. Of course, one could interpret the high quantiles F −1 (α) as VaR α . As a consequence, the multivariate normal is totally unsuited for modelling joint extremes. More importantly, this asymptotic independence is inherited by the Gaussian copula C Ga Σ underlying N d (µ, Σ). As a consequence, every model (including the Li model) of the type
is not able to model joint extremes (think of joint defaults for credit risks) effectively and this whatever form the marginals H 1 , . in it"; recall the way in which the famous baron "bootstrapped" himself and his horse out of a swamp by pulling his own hair.
Also note that, in general, there is no standard time-dynamic stochastic process model linked to the copula construction (23) (or (31)) so that time dependence in formulae like (31) typically enters through inserting (so-called implied) time dependent parameters. As the latter are mainly correlations, we again fall in the Münchhausen caveat that correlation input is used to bypass the weakness of using correlations for modelling joint extremal behaviour. We will not discuss here the rather special cases of Lévy-copulae or dynamic copula constructions for special Markov processes. For the moment it is wise to consider copula techniques, for all practical purposes, essentially as static.
Interludium 3 (Meta-models). We briefly want to come back to property (30) and the copula construction (23) . One of the "fudge models" too much in use in credit risk, as well as insurance risk, concerns so-called meta-models. Take any (for ease of discussion) continuous marginal risk dfs F 1 , . . . , F d , and any copula C, then and C is a t-copula on ν df and covariance matrix Σ, then F is a multivariate Student-t distribution. As models they are elliptical with many useful properties, for instance, all linear combinations are of the same (normal, t) type, respectively. The normal model shows no (asymptotic) tail-dependence (see (30)), whereas the t-model shows tail-dependence, leading to a non-zero limit in (30). On the other hand, because of elliptical symmetry, upper (NE) as well as lower (SW) clustering of extremes are the same. These models have a straightforward generalisation to multivariate processes, the multivariate normal distribution leading to Brownian motion, the t-model to the theory of Lévy processes. If however C and F 1 , . . . , F d in (32) do not fit together within a well-understood joint model, as was indeed the case with the Li-model used for pricing CDOs, then one runs the danger of ending up with so-called meta-models which, with respect to extremes, behave in a rather degenerate way. A detailed discussion of this issue is to be found in Balkema et al. [6] . In the language of MFE, the Li-model is a meta-Gaussian model. Putting a t-copula on arbitrary marginals yields a meta-t model exhibiting both upper as well as lower tail-dependence.
For upper tail-dependence, one can use for instance the Gumbel copula whereas the Clayton copula exhibits lower tail dependence. A crucial question however remains "which copula to use?" and more importantly "Should one use a copula construction like (32) at all?" So extremal risks, so far it does not yield a sufficiently rich dynamic theory for handling complicated (i.e. high-dimensional) credit-based structured products. A better understanding of (M)EVT will no doubt contribute towards a curtailing of over-complicated FE-products for the simple reason that they are far too complex to be priced and hedged in times of stress.
The theory referred to in this paper is absolutely crucial for understanding these limitations of Financial Engineering. It helps in a fundamental way the understanding of the inherent Model Uncertainty (MU again) underlying modern finance and insurance. As a consequence one has to accept that in the complicated risk landscape created by modern finance, one is well advised to sail a bit less close to the (risk-)wind. Too many (very costly) mistakes were made by believing that modern FE would allow for a better understanding and capability of handling complicated credit products based on rare events, like for instance the AAA rated senior CDO tranches.
An area of risk management where (M)EVT in general, and copulae more in particular, can be used in a very constructive way is the field of risk aggregation, concentration and diversification. We look at the problem from the point of view of the regulator: let X 1 , . . . , X d [5] ) are fairly recent. Nonclassical approaches which are worth investigating further are more to be found on the statistical/computational front. We expect for the years to come to see further important developments on Bayesian analysis for extreme event estimation and also on various applications of methods from robust statistics, though the latter may sound somewhat counterintuitive. In the optimisation literature, methodology known under the name of robust optimisation will no doubt become useful. Most of these newer techniques address in one way or another the key MU-issue. A possible paper to start is Arbenz et al. [3] . On the computational side, for the calculation of rare event probabilities, several numerical integration techniques may be used, including so-called low-discrepancy sequences also known as Quasi Monte Carlo methods. Tools which have already been applied in the realm of credit risk modelling are standard Monte Carlo and especially importance sampling techniques. More broadly, rare event simulation is becoming a field on its own with applications well beyond finance and insurance. Suppose X, X 1 , . . . , X n are iid, d-dimensional random vectors with df F and density f . For some measurable set A which is to be interpreted as rare or remote, one wants to calculate
or more generally, for some measurable function h,
The rareness of A in (33) translates into P (X ∈ A) is sufficiently small, so that standard Monte Carlo techniques become highly inefficient. One of the standard tools in use throughout credit risk management is that of importance sampling; we explain the main idea for d = 1 (and this just for ease of notation); we follow Section 8.5 in MFE.
Suppose θ = E(h(X)) = +∞ −∞ h(x)f (x)dx, then the Monte Carlo estimator becomeŝ
For the importance sampling estimator, one looks for an appropriate density function g so that for r = f /g,
h(x) r(x) g(x) dx = E g (h(X) r(X)) , from which one obtainsθ
based on a sample from the g-distribution. The key task now concerns finding an optimal importance-sampling density g so that var θ IS n var θ MC n .
In the case of light-tailed densities f , the standard technique used is known under the name exponential tilting. For some t ∈ R, one defines g t (x) = e tx f (x)/M X (t)
where the moment-generating function
paper, we discuss some of these developments with the current financial crisis as an overall background. Besides giving an overview of some of the basic results in EVT and MEVT, we also address the wider issue of the use, or as some say, misuse, of mathematics and its role in the current crisis. We stress that a trivial reduction of the crisis to a "too much use of mathematics" is misleading at best and dangerous at worst. Risk management is concerned with technical questions, answers to which in part(!) will have to rely on quantitative tools.
In order to avoid a renewed abuse of mathematics, as it was no doubt the case in the credit crisis, end-users will have to understand better the conditions, strengths and weaknesses of the methodology they are working with. We as mathematicians must do better in communicating our findings to the wider public. Or in the words of Ian Stewart: "It is becoming increasingly necessary, and important, for mathematicians to engage with the general public ... Our subject is widely misunderstood, and its vital role in today's society goes mostly unobserved ... Many mathematicians are now convinced that writing about mathematics is at least as valuable as writing new mathematics ... In fact, many of us feel that it is pointless to invent new theorems unless the public gets to hear of them." The current economic crisis puts this quote in a rather special perspective.
