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Abstract
Studies involving large observational datasets commonly face the challenge of dealing with multiple missing values. The
most popular approach to overcome this challenge, multiple imputation using chained equations, however, has been
shown to be sub-optimal in complex settings, specifically in settings with longitudinal outcomes, which cannot be easily
and adequately included in the imputation models. Bayesian methods avoid this difficulty by specification of a joint
distribution and thus offer an alternative. A popular choice for that joint distribution is the multivariate normal
distribution. In more complicated settings, as in our two motivating examples that involve time-varying covariates,
additional issues require consideration: the endo- or exogeneity of the covariate and its functional relation with the
outcome. In such situations, the implied assumptions of standard methods may be violated, resulting in bias. In this work,
we extend and study a more flexible, Bayesian alternative to the multivariate normal approach, to better handle complex
incomplete longitudinal data. We discuss and compare assumptions of the two Bayesian approaches about the endo- or
exogeneity of the covariates and the functional form of the association with the outcome, and illustrate and evaluate
consequences of violations of those assumptions using simulation studies and two real data examples.
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1 Introduction
Missing values are a common challenge in the analysis of observational data, especially in longitudinal studies.
This work is motivated by two research questions from the Generation R Study,1 a large longitudinal cohort
study from fetal life onward. Speciﬁcally, the questions are: (1) ‘‘How is gestational weight associated with
maternal blood pressure during pregnancy?’’, and (2) ‘‘How is gestational weight associated with body mass
index of the oﬀspring during the ﬁrst years of life?’’. Due to the observational nature of the study, there is a
considerable amount of incomplete data, with the particular challenge that missing values do not only occur in the
outcome but also in the baseline and time-varying covariates.
There are several well-established approaches to deal with incomplete data, the most popular being multiple
imputation using chained equations (MICE),2 which are readily available in standard statistical software. MICE
has been shown to work well in many standard settings but may not be optimal in more complex applications,
especially with longitudinal or other multivariate outcomes, which cannot be easily included in the imputation
models for incomplete covariates in an appropriate manner.3 Fully Bayesian approaches provide a useful
alternative in such complex settings, due to their ability to jointly model multivariate outcomes and incomplete
covariates. The most popular omnibus approach in the Bayesian framework postulates a full multivariate normal
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distribution.4 Although this approach, as well as other approaches, is targeted towards a broad range of
applications, in complex settings such as our two motivating research questions, the nature of the data requires
careful consideration of the appropriateness of such standard methods and a more dedicated approach may be
necessary. Especially with time-varying covariates, imputation and analysis become more demanding and, in order
to obtain valid results, require additional considerations about the association between the time-varying covariates
and the outcome. Speciﬁcally, endogenous covariates, i.e. covariates that are inﬂuenced by the outcome, and
covariates that have non-standard functional relations with the outcome, can pose challenges that may or may not
be adequately handled by standard methods, which usually assume linear associations and implicitly assume
exogeneity of the covariates.
In the present paper, we focus on two approaches in the Bayesian framework to deal with covariates that are
missing at random. The ﬁrst approach is described by Carpenter and Kenward.4 The basic idea is to assume a
(latent) normal distribution for each incomplete variable and to connect them in such a way that the joint
distribution is multivariate normal, which allows straightforward sampling to impute missing values. This
approach is a common strategy to implement multiple imputation in longitudinal settings, where it can be used
as the data generating step. The resulting data are then analyzed in a second step with a complete data method, not
necessarily Bayesian. While the multivariate normality assumption creates a convenient standardized framework,
it thereby also implies linear relations between the variables involved, which may not be the case.
The second approach factorizes the joint distribution of the data into a sequence of conditional distributions,
where the ﬁrst conditional distribution can conveniently be chosen to be the analysis model of interest, allowing
simultaneous imputation and analysis within the same procedure. This approach has been described previously for
time-constant covariates3 and we will extend it in the present paper to handle exogenous as well as endogenous
time-varying covariates. The speciﬁcation of separate models for each incomplete covariate requires somewhat
more consideration than the speciﬁcation of a multivariate normal distribution, but makes this approach more
ﬂexible as well as capable of handling non-linear relationships. We will elucidate the capabilities and limitations of
the two approaches with regards to diﬀerent functional forms for, as well as endo- or exogeneity of, time-varying
covariates and demonstrate how the use of an ‘‘oﬀ the shelf’’ approach may be problematic in settings that require
a more tailored approach.
The remainder of this paper is structured as follows. We start with introducing the motivating dataset and
describe in more detail the two research questions from the Generation R Study. In Section 3 we specify the linear
mixed model for time-varying covariates and explore diﬀerent functional forms as well as the issue of endo- and
exogeneity. The two methods of interest are introduced in Section 4, where we will also discuss their implied
assumptions about endo- or exogeneity of the covariates and their ability to handle diﬀerent functional forms.
We return to the Generation R data in Section 5, where we demonstrate how the two methods under investigation
can be applied. A more formal evaluation of the methods follows in Section 6 where we perform a simulation
study. Section 7 concludes this paper with a discussion.
2 Generation R data
The Generation R Study is a population-based prospective cohort study from early fetal life onward, conducted in
Rotterdam, the Netherlands.1 An important ﬁeld of research within the Generation R Study is the exploration of
how the mother’s condition during pregnancy may aﬀect her own health and that of her child. Especially weight
gain during gestation is of interest as it is closely related to the development of the fetus, as well as to pregnancy
comorbidities, such as gestational hypertension, that may adversely aﬀect both mother and child (e.g. Tielemans
et al.5). Children’s growth and body composition, as for instance measured by BMI, is an important determinant
of health throughout childhood and later life. Therefore, current research is concerned with the two questions
stated in Section 1, i.e. the associations between maternal weight (gain) during pregnancy with maternal blood
pressure during pregnancy as well as with child BMI after birth.
To investigate these two research questions, a subset of variables was extracted from the Generation R Study.
The dataset contains information on 7643 mothers who had singleton, live births no earlier than 37 weeks of
gestation, and their children. Each woman was asked for her pre-pregnancy weight (baseline) and to visit the
research center once in each trimester, during which the weight (GW) was measured and the blood pressure taken.
Since women were eligible to enter the study at any gestational age, pre-natal measurements for the ﬁrst and
second trimester are missing for women who enrolled later in pregnancy. Furthermore, there is some intermittent
missingness in the gestational and blood pressure data. There were 3515 women for whom all four weight
measurements were recorded, 3094 for whom three weight measurements were observed, 859 women had two
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measurements, and 175 women had only one measurement of weight. The gestational age at each measurement
(GAGE) was recorded and the time point of the baseline measurement was set to be zero for all women. Systolic
blood pressure (BP) was measured three times in 4755 women, 2403 women had only two measurements of blood
pressure and 477 women just one measurement. For eight women, no blood pressures were recorded. Child BMI
was measured up to 12 times between the ages of 2 weeks and 5 years, with a median of seven observations per
child; 1848 children had no BMI measurements. The child’s age in months (AGE) was recorded at each BMI
measurement and age and sex adjusted standard deviation scores were calculated (BMI). A graphical summary
of the missingness pattern of the gestational weight and systolic blood pressure measurements, and the available
child BMI measurements are given in Figures 1 to 3 in Appendix B available online. The trajectories of GW, BP and
BMI of a random subset of individuals are visualized in Figure 1. Furthermore, we considered a number of potential
confounders: maternal age at intake (AGE_M, continuous, complete), maternal height (HEIGHT, continuous, 0.38%
missing values), parity (PARITY, binary: nulliparous vs. multiparous, 1.27% missing values), maternal ethnicity
(ETHN, binary: European vs. other, 5.59% missing values), maternal education (EDUC, three ordered categories,
9.29% missing values), and maternal smoking habit during pregnancy (SMOKE, three ordered categories, 12.17%
missing values). Maternal BMI (BMI_M) was calculated as gestational weight (kg), measured at time zero, divided
by square height (in m).
Logistic regression of the complete cases showed that missingness in the baseline covariates (except for PARITY)
was associated with some or all of the other baseline covariates. This indicates that missing values are not
completely at random. However, since this study was conducted in the general population, subjects are
relatively healthy and the practical settings are such that it is reasonable to believe that missing values in the
clinical measurements, as for instance GW or BMI, are at random, given the other variables. It could be argued that
missing values in the lifestyle variables, especially in SMOKE, are not missing at random, because mothers who are
smoking might be more inclined not to report it. If this was the case, the mechanism that lead to the missing values
had to be included in the imputation procedure since otherwise results would be biased. However, the assumption
of randomly missing data is untestable, and the missing data mechanism is usually unknown, necessitating
extensive sensitivity analysis. As this exceeds the purpose of this study, we will focus here on randomly missing
data. To make the assumption of randomly missing data more plausible, a number of covariates will be considered
in the analysis model, since omission of relevant predictor variables may be another reason of not randomly
missing data.
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Figure 1. Trajectories of maternal weight, maternal systolic blood pressure, and child BMI for a random sample of mothers and
children from the Generation R data.
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3 Modelling longitudinal data with time-varying covariates
3.1 Framework
A standard modeling framework for studying the relation between a longitudinal outcome and predictor variables
is mixed eﬀects modeling. As in our motivating case studies, often some of these predictors are time-varying. To
facilitate exposition and also for notational simplicity, in the following we only consider a single time-varying
covariate. In particular, for a continuous longitudinal outcome we postulate the following mixed model
yiðtÞ ¼ xiðtÞTbþ fðHsi ðtÞ, tÞTcþ ziðtÞTbi þ "iðtÞ
where yiðtÞ is the observation of individual i measured at time t, b denotes the vector of regression coeﬃcients of
the design matrix of the ﬁxed eﬀects Xi, with xiðtÞ being a column vector containing a row of that matrix, ziðtÞ,
a column vector expressing a row of the design matrix Zi of the random eﬀects bi  Nð0,DÞ, c is a vector of
regression coeﬃcients related to the time-varying covariate si, and "iðtÞ  Nð0, 2yÞ is an error term. Except for time
itself, X does not contain any time-varying covariates. To include s in the linear predictor of y, assumptions about
the relation between the two variables have to be made. These assumptions can be expressed by specifying a
function f ðHsi ðtÞ, tÞ which links the history of the time-varying predictor up to time t,
Hsi ðtÞ ¼ siðtijÞ : 0  tij  t, j ¼ 1, . . . , nsi
 
, to the outcome, where tij is the time of the j-th measurement of
individual i and nsi is the number of measurements of s for that individual.
3.2 Functional forms for time-varying covariates
The choice of an appropriate functional form implies that the following two questions need to be addressed.
Namely, how are si and yi related with regards to their time scales, and which features of si are of interest in the
relation with yi? The ﬁrst question asks whether yi and si have been measured in the same time intervals and
whether their time scales have the same origin and unit. To allow for settings where yi and si have been measured
on diﬀerent time scales, for instance maternal weight during pregnancy and child BMI after birth, we use t to
denote the time scale of yi and ~t to denote the time scale of si. The second question relates to the speciﬁc
application and is reﬂected in the choice of f ðÞ. Choices that represent relevant features of gestational weight
in our two motivating research questions are
f ðHsi ðtÞ, tÞ ¼ siðtÞ ð1Þ
f ðHsi ðtÞ, tÞ ¼ 1ðsiÞ,2ðsiÞ,3ðsiÞ
 T ð2Þ
with
1ðsiÞ ¼ sið~t1Þ  sið ~t0Þ,
2ðsiÞ ¼ sið~t2Þ  sið ~t1Þ,
3ðsiÞ ¼ sið~t3Þ  sið ~t2Þ,
where (1) represents the commonly chosen linear relation between the value of si, e.g. maternal weight, and yi, e.g.
blood pressure, measured at the same time points (i.e. t ¼ ~t). Function (2) represents trimester speciﬁc weight gain,
i.e. the diﬀerence of maternal weight over three given time intervals. In a more general notation, (1) could be
written as f ðHsi ðtÞ, tÞ ¼ sið gðtÞÞ and refer to the value of si at a time point that is speciﬁed by a function g(t), and (2)
could be written as f ðHsi ðtÞ, tÞ ¼ siðg2ðtÞÞ  siðg1ðtÞÞ, where the time intervals are speciﬁed by the functions g1ðtÞ and
g2ðtÞ and may not be the same for all t.
In other applications, it is likely that diﬀerent functional forms will be more appropriate. Such functions may,
for instance, represent cumulative eﬀects or use estimates of random eﬀects associated with the individual
proﬁles of the time-varying covariate. In cases where there is not a speciﬁc functional form of interest or
there is uncertainty about which functional form is most appropriate, multiple functional forms can be
included and shrinkage priors used to reduce correlations between parameters or to select the best suited
functional form.6
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3.3 Endo- and exogeneity
Another characteristic of the relation between a time-varying covariate and the outcome that needs to be
considered is whether the time-varying covariate is exogenous or endogenous. Formally, exogeneity is deﬁned
by the following two conditions7,8
pðyiðtÞ, f ðHsi ðtÞ, tÞjHyi ðtÞ,Hsi ðtÞ, hÞ ¼ pðyiðtÞj f ðHsi ðtÞ, tÞ,Hyi ðtÞ,Hsi ðtÞ, h1Þ
pðsiðtÞjHyi ðtÞ,Hsi ðtÞ, h2Þ
pðsiðtÞjHsi ðtÞ,Hyi ðtÞ, xi, hÞ ¼ pðsiðtÞjHsi ðtÞ, xi, hÞ
8><>:
where h is a vector of parameters and other unknown quantities, with hT ¼ ðhT1 , hT2 Þ and h1  h2, h and where
H
y
i ðtÞ and Hsi ðtÞ denote the history of y and s, respectively, up to, but excluding measurements at time t. By
specifying the functional relation between yi and si to be a function of the history of s, we avoid dependence of yiðtÞ
on future values of si, which is an additional requirement for exogeneity, see Diggle et al.
8 Variables for which
these conditions are not satisﬁed are called endogenous. This may be the case for maternal weight as a predictor
variable for blood pressure. Since both variables are measured in the same individual, they may be subject to the
same unmeasured inﬂuences or causal pathways may be reversed, which often entails endogeneity. In the setting
where maternal weight is considered as a predictor of child BMI, however, the assumption of exogeneity may be
more likely, since the covariate is measured earlier than the outcome and in diﬀerent subjects.
Most common methods for inference, like generalized linear (mixed) regression models, assume covariates to be
exogenous. If that assumption is wrong and the covariate is in fact endogenous, estimates may be biased.8,9
4 Bayesian analysis with incomplete covariates
As introduced in Section 2, the motivating questions from the Generation R Study involve outcomes and
covariates that are incomplete. This holds for both the baseline and time-varying covariates. Hence, to
appropriately investigate the associations of interest, we need to account for missingness. In the Bayesian
framework, missing values, whether they are in the outcome or in covariates, can be imputed in a natural and
elegant manner. A common assumption, which we make here for the outcome as well as the covariates, is that the
missing data mechanism is Missing At Random (MAR), i.e. the probability of a value being unobserved may
depend on other observed values but not on values that have not been observed. In addition, the parameters of the
analysis model are assumed to be independent of the missingness process. Under these assumptions, the
missingness process is ignorable and does not need to be modeled.10 Furthermore, this assumption entails that
explicit imputation of the outcome is not necessary to obtain valid results and we will therefore focus on settings
with incomplete covariates. In this section, we adapt and implement two popular Bayesian approaches for
analyzing data with incomplete covariates, namely, the sequential approach,3,11 and the multivariate normal
approach.4 In particular, we extend the ﬁrst approach to settings with time-varying covariates that may be
exogenous or endogenous. Both approaches model the joint distribution of the complete data and draw
imputations from the posterior full conditional distributions that result from it, but diﬀer in the way the joint
complete data distribution is speciﬁed. These diﬀerences inﬂuence how the two approaches can handle diﬀerent
functional forms as well as exo- vs. endogenous covariates.
We start with some additional notation. As in the motivating data, the time-varying covariate s is assumed
incomplete. Missing values in s occur not only due to missed measurements or drop-out but can also be caused
when the functional form f ðHsi ðtÞ, tÞ depends on values of s that have not been (scheduled to be) measured. We use
si ¼ ðsTi,obs, sTi,misÞT to distinguish between the observed and missing values of s for individual i. Analogously, we
assume two parts for the baseline covariates X on the individual level: xi,obs and xi,mis, which contain the observed
and missing values of xi, respectively. Furthermore, we use the partition X ¼ ðXc, x1, . . . , xpÞ, where Xc denotes the
subset of covariates that are completely observed for all individuals, and x1, . . . , xp are n 1 vectors of those
covariates that contain missing values.
4.1 Sequential approach
The sequential approach to impute missing baseline covariates in models with longitudinal outcomes was
previously presented by Erler et al.3 and will be extended here to incomplete time-varying covariates.
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In our setting, the posterior distribution of interest (and associated joint distribution) is
pðsmis,Xmis, b, hjy, sobs,XobsÞ / pðy, sobs,Xobsjsmis,Xmis, b, hÞ pðsmis,Xmis, b, hÞ
¼ pðy, sobs, smis,Xobs,Xmis, b, hÞ
where h is a vector of unknown parameters, and can be factorized as
pðyjs,X, b, hÞ pðsjX, b, hÞ pðXjhÞ pðbjhÞ pðhÞ ð3Þ
for which all terms can be speciﬁed based on known distributions.
The ﬁrst term in equation (3), i.e. pðyjs,X, b, hÞ, is conveniently chosen to be the analysis model of interest
yiðtÞ ¼ xiðtÞTbyjs,x þ fðHsi ðtÞ, tÞTcþ zyi ðtÞTbyi þ "yi ðtÞ ð4Þ
with random eﬀects b
y
i  Nð0,DyÞ and eyi ðtÞ  Nð0, 2yÞ, and the second factor, representing the imputation model
for the time-varying covariate, can be speciﬁed analogously as a linear mixed model
sið~tÞ ¼ xið~tÞTbsjx þ zsi ð ~tÞTbsi þ "si ð ~tÞ ð5Þ
with bsi  Nð0,DsÞ and esi ð~tÞ  Nð0, 2s Þ. All variance matrices D and parameters 2 are assumed to follow vague
inverse Wishart and inverse gamma distributions, respectively. Inclusion of f ðHsi ðtÞ, tÞ in the linear predictor for yi
allows for a large variety of possibly non-linear relations between yi and si, also when they are measured on
diﬀerent time scales. The joint distribution of the baseline covariates X is often a multivariate distribution of mixed
type variables for which usually no closed form solution is known. It can, however, be speciﬁed as a sequence of
univariate conditional distributions3,11
pðx1, . . . , xpjXc, hxÞ ¼ pðx1jXc, hx1Þ
Yp
‘¼2
pðx‘jXc, x1, . . . , x‘1, hx‘ Þ ð6Þ
with hTx ¼ ðhTx1 , . . . , hTxpÞ, where x‘ denotes the ‘-th incomplete covariate. The univariate conditional distributions
are assumed to be members of the exponential family, extended with distributions for ordinal categorical variables,
with linear predictors
g‘ E x‘jXc, x1, . . . , x‘1, hx‘
   ¼ Xca‘ þX‘1
q¼1
xq‘q
which allows an easy and ﬂexible speciﬁcation in settings with many covariates of mixed type, since each link
function g‘ can be chosen separately and appropriately for x‘. Factorizing the joint distribution of the data as in
equation (3) has the advantage that the parameters of interest, byjs,x, are estimated within each iteration of the
imputation procedure, conditional on the current value of the imputed covariates. The simultaneity of imputation
and analysis leads to a posterior distribution of the parameters, which automatically takes into account the
uncertainty due to the missing values, and no subsequent analysis and pooling, as in the case of multiple
imputation approaches, is necessary. Furthermore, the sequential approach diﬀers from MICE in the
speciﬁcation of the imputation models. MICE requires the speciﬁcation of full-conditional distributions, i.e. to
include all other covariates as well as the outcome in the linear predictor of the imputation models, which is not
straightforward when the outcome is longitudinal, and may lead to imputation models that are not compatible
with the analysis model.4,12
In the speciﬁcation described above, the sequential approach implies exogeneity of si with regards to the
conditions given in Section 3.3, which is demonstrated in Appendix A.1, available online. It can be extended to
endogenous time-varying covariates by jointly modeling the random eﬀects from models (4) and (5) as
b
y
i
bsi
 
 N 0, Dy Dys
Dys Ds
  	
, Dys 6¼ 0
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When b
y
i and b
s
i are correlated, the joint distribution of the random eﬀects pðbyi , bsi Þ is not equal to the product of
the marginal distributions pðbyi Þ and pðbsi Þ anymore and the exogeneity conditions are no longer satisﬁed (for details
see Appendix A.2, available online). The sequential approach can be further extended to endogenous baseline
covariates by relaxing the assumption of independence between the residuals of the covariate and the analysis
model, e.g. by assuming a joint distribution of the residuals and the random eﬀects b
y
i .
4.2 Multivariate normal approach
A popular alternative to handle missing covariates is the multivariate normal approach described in detail by
Carpenter and Kenward.4 The idea behind this approach is to assume (latent) normal distributions for all
incomplete variables and the outcome, and to connect them in such a way that the resulting joint distribution
is multivariate normal, which eases the sampling of imputed values. Speciﬁcation of the joint distribution of the
data is, hence, not based on a sequence but on a chosen multivariate distribution of known type. In our setting, the
posterior distribution of interest can be written and factorized as
pðsmis,Xmis, ~b, ~hjy, sobs,XobsÞ / pðy, s,Xmis,Xobs, ~b, ~hÞ ¼ pðy, s,Xc, x1, . . . , xp, ~b, ~hÞ
¼ pðy, s, x1, . . . , xpjXc, ~b, ~hÞpð ~bj~hÞ pð~hÞ
ð7Þ
where the ﬁrst factor on the right side of equation (7) is assumed to be a multivariate normal distribution, ~b is a
random eﬀect that is associated with y and s, and ~h is a vector of parameters. The multivariate normal distribution
can be constructed by specifying linear (mixed) models for the outcome and incomplete covariates, i.e. the time-
varying and incomplete baseline covariates
yiðtÞ ¼ xyi,cðtÞT ~by þ ~zyi ðtÞ ~b
y
i þ ~"yi ðtÞ
siðtÞ ¼ xsi,cðtÞT ~bs þ ~zsi ðtÞ ~b
s
i þ ~"si ðtÞ
x^i,‘ ¼ xxi,cT ~bx,‘ þ ~"xi,‘, ‘ ¼ 1, . . . , p,
where x
y
i,cðtÞ, xsi,cðtÞ and xxi,c are rows of the matrices Xyc , Xsc and Xxc which are (possibly diﬀerent) subsets of Xc, x^i,‘
denotes the value from a (latent) normal distribution that corresponds to the missing value of the ‘-th incomplete
covariate for individual i, ~by,
~bs and
~bx ¼ ð ~b
T
x1
, . . . , ~b
T
xp
ÞT are regression coeﬃcients, ~zyi ðtÞ and ~zsi ðtÞ are rows of the
design matrices ~Z
y
i and
~Z
s
i of the random eﬀects
~b
y
i and
~b
s
i . Note that the models speciﬁed here are diﬀerent from
the ones in the sequential approach, since here the predictors only contain the completely observed covariates Xc.
The parameters ~b are not the same as the parameters byjs,x, used in the sequential approach. To obtain estimates of
byjs,x that take into account the uncertainty due to the missing values, multiple imputation may be performed. This
involves repeating the imputation a number of times to create multiple imputed datasets, which can then be
analyzed with appropriate Bayesian or non-Bayesian methods. Pooled estimates from frequentist analyses can
be calculated using Rubin’s Rules.13 Although imputation with the multivariate normal approach is valid for
endogenous covariates, this may not be the case for many standard analysis methods that imply exogeneity of the
covariates, which may pose an additional challenge.
To produce the multivariate normal distribution, the models speciﬁed above are then connected through their
random eﬀects and error terms which are assumed to have a joint multivariate normal distribution
~b
y
i
~b
s
i
~exi
264
375  N 0,
~Dy ~Dy,s covð ~byi , ~exi Þ
~Dy,s ~Ds covð ~bsi , ~exi Þ
covð ~byi , ~exi Þ covð ~b
s
i , ~e
x
i Þ ~
x
2664
3775
0BB@
1CCA
where ~Dy and ~Ds denote the covariance matrices of the random eﬀects ~b
y
i and
~b
s
i , respectively,
~Dy,s is a matrix
containing parameters that describe the covariance between the two sets of random eﬀects, and ~
x
is the, usually
diagonal, covariance matrix of the error terms ~exi ¼ ð ~"xi,1, . . . , ~"xi,pÞT.
The error terms of the two longitudinal variables are assumed to be normally distributed as well, and may be
modeled jointly as
~eyi
~esi
 
 N 0,
~
y ~
y,s
~
y,s ~
s
" # !
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where ~
y
and ~
s
denote the covariance matrices of ~eyi and ~e
s
i , respectively, and
~
y,s
is a matrix describing the
covariance between the error terms of yi and the error terms of si. Allowing the error terms of the longitudinal
variables to be correlated allows for more ﬂexibility. Which covariance structure is appropriate, however, depends
on the unknown functional relation between y and s.
The latent normal model for a binary or ordinal covariate xmis‘ with K categories can be written as
x^i,mis‘  1 if xi,mis‘ ¼ 1,
x^i,mis‘ 2 ðk1, k if xi,mis‘ ¼ k, k 2 ð2, . . . ,K 1Þ,
x^i,mis‘ > K1 if xi,mis‘ ¼ k
To keep the model identiﬁed, the variance of x^i,mis‘ has to be ﬁxed, e.g., to one, which complicates sampling of
~
x
. For continuous covariates x^i,mis‘ ¼ xi,mis‘ and no restriction of the variance is necessary.
As in the sequential approach, the use of variable speciﬁc random eﬀects design matrices ~Z
y
i and
~Z
s
i enables this
approach to handle time-varying covariates that are measured on a diﬀerent time scale than the outcome. The
connection of the imputation models by joint random eﬀects and/or error terms, however, implies a linear relation
between the variables. When the relation between yi and si is non-linear, the true joint distribution is not
multivariate normal and does not generally have a closed form.4 The multivariate normal approach may,
hence, be less suitable for applications with non-linear relations.
Since b
y
i and b
s
i are modeled jointly and assumed to be correlated, the conditions for exogeneity are violated,
which can be shown using similar arguments as provided in Appendix A.2, available online for the sequential
approach with correlated random eﬀects. The multivariate normal approach thus implies endogeneity of si.
5 Analysis of the Generation R data
We now return to the Generation R data introduced in Section 2 and demonstrate how to use the two methods
discussed above to investigate the two motivating research questions. As indicated earlier, the ﬁrst question
enables the investigation of the impact of mis-specifying the exo-/endogeneity assumption, while the second
question requires the use of a non-standard functional form.
5.1 Association between blood pressure and gestational weight
Gestational hypertension is a known risk factor for various health outcomes in mothers as well as their children.
One potentially inﬂuential factor for this condition is gestational weight, which will be investigated here. Whilst
there are several papers exploring the relationship of gestational weight gain and the development of hypertensive
conditions during pregnancy, the exact nature and functional form of the relation between these variables have yet
to be explored in detail. Given the information available and the characteristics of the dataset at hand, a
reasonable choice of functional form is to assume a linear relation between gestational weight (GW) and systolic
blood pressure (BP) at the same time points, i.e. f ðHGWi ðtÞ, tÞ ¼ GWiðtÞ. Furthermore, the relation between these two
variables is likely inﬂuenced by many unmeasured factors, which makes the standard assumption of exogeneity for
gestational weight questionable. To investigate how much the estimates may be inﬂuenced by the assumption of
exo- or endogeneity in practice, we performed the analysis twice, once under the assumption that gestational
weight was endogenous, and once under the common default assumption of exogeneity, and compared the results.
Since both longitudinal variables in this application have non-linear evolutions over time, we modeled their
trajectories using natural cubic splines with two degrees of freedom (df) for the eﬀect of gestational age, in the
formulas below represented by NS
ð1Þ
i ðtÞ, NSð2Þi ðtÞ, and eNSð1Þi ð ~tÞ, eNSð2Þi ð ~tÞ, respectively. Taking into account a number of
potential confounding covariates (see Section 2), the model of interest in this application can be written as
BPiðtÞ ¼ ð0 þ bBPi0 Þ þ 1AGE Mi þ 2HEIGHTi þ 3PARITYi þ 4ETHNi þ 5EDUCð2Þi þ 6EDUCð3Þi
þ 7SMOKEð2Þi þ 8SMOKEð3Þi þ ð9 þ bBPi1 ÞNSð1Þi ðtÞ þ ð10 þ bBPi2 ÞNSð2Þi ðtÞ þ GWiðtÞ þ "BPi ðtÞ:
In the sequential approach, we used a linear mixed model to impute missing values of GW, speciﬁcally
GWið~tÞ ¼ ð0 þ bGWi0 Þ þ 1AGE Mi þ 2HEIGHTi þ 3PARITYi þ 4ETHNi þ 5EDUCð2Þi þ 6EDUCð3Þi þ 7SMOKEð2Þi
þ 8SMOKEð3Þi þ ð9 þ bGWi1 ÞeNSð1Þi ð~tÞ þ ð10 þ bGWi2 ÞeNSð2Þi ð~tÞ þ "GWi ð~tÞ
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and speciﬁed the conditional distributions for the missing covariates from equation (6) as linear, logistic and
cumulative logistic regression models. The random eﬀects of the models for GW and BP were modeled jointly as
ðbBPi0 , bBPi1 , bBPi2 , bGWi0 , bGWi1 , bGWi2 ÞT  Nð0,DÞ in the endogenous setting and independently as ðbBPi0 , bBPi1 , bBPi2 , ÞT  Nð0,DBPÞ
and ðbGWi0 , bGWi1 , bGWi2 ÞT  Nð0,DGWÞ in the exogenous setting. Vague priors were used for all parameters. Following
the advice of Garrett et al.,14 we assumed independent normal distributions with mean zero and variance 9/4 for
regression coeﬃcients in categorical models (logistic and cumulative logistic) since that choice leads to a prior
distribution for the outcome probabilities that is relatively ﬂat between zero and one. All continuous covariates
were scaled to have mean zero and standard deviation one, for computational reasons, and the posterior estimates
were transformed back to be interpretable on the original scale of the variables. The endogenous as well as the
exogenous setting was implemented using R15 and JAGS.16 Convergence of the posterior chains was checked using the
Gelman–Rubin criterion.17 The posterior estimates were considered precise enough if theMonte Carlo error was less
than ﬁve percent of the parameter’s standard deviation.18 In the endogenous setting, only 5000 iterations (in each of
three posterior chains) were necessary, while in the exogenous setting 20,000 iterations were required to satisfy this
criterion. Posterior predictive checks were used to evaluate if the assumed model ﬁtted the data appropriately.
In the multivariate normal approach, the imputation models can be speciﬁed as
BPiðtÞ ¼ ð ~BP0 þ ~bBPi0 Þ þ ~BP1 AGE Mi þ ð ~BP2 þ ~bBPi1 ÞNSð1Þi ðtÞ þ ð ~BP3 þ ~bBPi2 ÞNSð2Þi ðtÞ þ ~"BPi ðtÞ,
GWið~tÞ ¼ ð ~GW0 þ ~bGWi0 Þ þ ~GW1 AGE Mi þ ð ~GW2 þ ~bGWi1 ÞeNSð1Þi ð ~tÞ þ ð ~GW3 þ ~bGWi2 ÞeNSð2Þi ð ~tÞ þ ~"GWi ðtÞ,
HEIGHTi ¼ ~HEIGHT0 þ ~HEIGHT1 AGE Mi þ ~"HEIGHTij ,dPARITYi ¼ ~PARITY0 þ ~PARITY1 AGE Mi þ ~"PARITYi ,dETHNi ¼ ~ETHN0 þ ~ETHN1 AGE Mi þ ~"ETHNi ,dEDUCi ¼ ~EDUC0 þ ~EDUC1 AGE Mi þ ~"EDUCi ,dSMOKEi ¼ ~SMOKE0 þ ~SMOKE1 AGE Mi þ ~"SMOKEi
and their random eﬀects and error terms modeled jointly as
~bBPi0 ,
~bBPi1 ,
~bBPi2 ,
~bGWi0 ,
~bGWi1 ,
~bGWi2 , ~"
HEIGHT
i , ~"
PARITY
i , ~"
ETHN
i , ~"
EDUC
i , ~"
SMOKE
i

 T
Nð0, ~DÞ
where the diagonal elements that correspond to PARITY, ETHN, EDUC and SMOKE are ﬁxed to 1, and
~"BPi ðtÞ, ~"GWi ðtÞ
 T  Nð0, ~ðtÞÞ.
Using current versions of the software packages JAGS or WinBUGS19 it is not possible to sample from such a
restricted covariance matrix and we will, therefore, only present results from the sequential approach for the
Generation R applications. These results are presented in Figure 2. The solid line represents the posterior
distribution of the regression coeﬃcients obtained by the sequential approach under the assumption that GW
was endogenous, while the dashed line depicts the corresponding posterior distributions when GW was assumed
to be exogenous. The shaded areas in the tails of the distributions mark values outside the 95% credible interval
(CI). It can easily be seen that the assumption of exo- or endogeneity has great impact on the posterior
distribution. Especially the posterior distribution of the eﬀect of the time-varying covariate, GW, diﬀers
substantially between the two models. While in the endogenous model the posterior mean of this eﬀect was
0.03 with a 95% CI that includes zero [0.01, 0.07], this estimate was 0.30 [0.29, 0.32], when GW was assumed
to be exogenous. Also in other parameters, such as the regression coeﬃcients for HEIGHT, EDUC and the non-linear
eﬀect of GAGE, the posterior distributions diﬀered considerably.
A possible explanation for these diﬀerences is that in the exogenous model the correlation between GW and BP is
only captured in the parameter c whereas in the endogenous model it is split between c and the covariance between
the random eﬀects of the model for BP and GW, i.e. the elements in the upper right quadrant of D. Figure 4 in
Appendix B, available online shows the posterior density of the elements of the matrix D. Most of the parameters
describing the covariance between bGW and bBP estimate the respective covariance to be diﬀerent from zero. The
exogenous model implies that these parameters are zero and does not estimate them. Interpreting the results from
the endogenous model, we may conclude that GW and BP are correlated, but that there is no evidence that changes
in GW cause changes in BP.
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5.2 Association between gestational weight gain and child BMI
Fetal development follows a well researched course which is inﬂuenced by maternal health throughout pregnancy.
Speciﬁcally the eﬀect of gestational weight gain may vary between diﬀerent periods of pregnancy, i.e. diﬀerent
periods of fetal development. Hence, the eﬀect of trimester-speciﬁc weight gain is often a predictor of interest. How
much weight gain is considered healthy varies with maternal BMI before pregnancy (BMI_M) which, therefore,
needs to be considered as predictor variable in this research question. Since GW is observed entirely prior to the
outcome (BMI), it might not be considered to be a time-varying covariate in the narrow sense, i.e. it does not change
throughout the time range of the outcome measurements. Nevertheless, it does change over time and an
appropriate characterization of this change is essential to obtain results that allow meaningful conclusions with
regards to the research question at hand.
We calculated trimester-speciﬁc weight gain as the diﬀerences between weight before pregnancy, 14 weeks of
gestation, 27 weeks of gestation and at (or right before) birth (GESTBIR), and scaled these diﬀerences to reﬂect
weight gain per week. The functional relation between GW and BMI can thus be represented as
f ðHGWi ðtÞ, tÞ ¼ 1ð GWiÞ,2ð GWiÞ,3ð GWiÞ
 T
,
with
1ð GWiÞ ¼ GWiðGAGE ¼ 14Þ  GWiðGAGE ¼ 0Þ
14
,
2ð GWiÞ ¼ GWiðGAGE ¼ 27Þ  GWiðGAGE ¼ 14Þ
27 14 ,
3ð GWiÞ ¼ GWiðGAGE ¼ GESTBIriÞ  GWiðGAGE ¼ 27Þ
GESTBIri  27
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Figure 2. Posterior distributions of the main regression coefficients in the first application, derived by the sequential approach. The
solid (dashed) line represents the endogenous (exogenous) model. The shaded areas mark values outside the 95% credible interval.
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As in the ﬁrst application, we assumed a non-linear evolution of GW over time, which was modeled using a
natural cubic spline for GAGE with 2 df. Also, the trajectories of child BMI, for which age and gender speciﬁc
standard deviation scores (SDS) were used, were non-linear and therefore modeled using a natural cubic spline
with 3 df for AGE, in the formula below represented by NS
ð1Þ
i ðtÞ, NSð2Þi ðtÞ and NSð3Þi ðtÞ. Since GW was measured before
birth and BMI only after birth, we assumed that GW was exogenous in this application.
The analysis model for this research question can be written as
BMIiðtÞ ¼ ð0 þ bBMIi0 Þ þ 1AGE Mi þ 2PARITYi þ 3ETHNi þ 4EDUCð2Þi þ 5EDUCð3Þi þ 6SMOKEð2Þi
þ 7SMOKEð3Þi þ 8BMI Mi þ ð9 þ bBMIi1 ÞNSð1Þi ðtÞ þ ð10 þ bBMIi2 ÞNSð2Þi ðtÞ þ ð11 þ bBMIi3 ÞNSð3Þi ðtÞ
þ 11ð GWiÞ þ 22ð GWiÞ þ 33ð GWiÞ þ "BMIi ðtÞ
The analysis was again performed using the sequential approach, where imputation models for GW and the
baseline covariates were speciﬁed analogous to the ﬁrst application. To reduce correlation between the elements
of c, an elastic net shrinkage hyper-prior for the variance parameters of c was used.20
Results from the analysis of this second research question are presented in Figure 3. Only the posterior
distributions of the parameters relating to BMI_M and GW are shown as these are the parameters of interest
here. It can be seen that children of mothers with higher baseline BMI had higher BMIs as well – an increase
of one kg/m2 resulted on average in a 0.03 SDS higher child BMI (95% CI [0.03, 0.04]). Higher gestational weight
gain during the ﬁrst trimester was associated with higher child BMI (0.23 SDS increase per kg weekly weight gain;
95% CI [0.05, 0.40]). Even though the posterior mean of the eﬀect of weekly gestational weight gain during the
second trimester was slightly higher (0.26), due to the increased uncertainty of this estimate (95% CI [0.08, 0.65]),
there was no evidence of an association with the trajectories of child BMI. There was also no evidence that weight
gain during the last trimester was a relevant predictor of child BMI (0.12; 95% CI [0.09, 0.33]).
6 Simulation study
To evaluate the performance of the two imputation approaches described in Section 4 with regards to mis-
speciﬁcation of the endo- or exogeneity of a time-varying covariate and the bias introduced by mis-speciﬁcation
of the functional form in a more controlled setting, we performed a simulation study in which we compared results
from correctly speciﬁed models with those that are mis-speciﬁed, for data generated in a range of diﬀerent
scenarios and diﬀerent missing mechanisms. Speciﬁcally, the key objectives were
(1) to conﬁrm that both approaches provide unbiased estimates when the models are correctly speciﬁed during
imputation and analysis,
(2) to investigate how mis-speciﬁcation of the endo- or exogeneity inﬂuences the results, and
(3) to explore bias due to mis-speciﬁcation of the functional form, speciﬁcally
. the bias introduced during imputation due to the implied linearity assumption of the multivariate normal
approach when the true functional form is non-linear, and
. the bias introduced when the imputation model as well as the analysis model are mis-speciﬁed as linear.
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Figure 3. Posterior distributions of a selection of regression coefficients from the second application, derived by the sequential
approach. The shaded areas mark values outside the 95% credible interval.
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6.1 Design
We simulated 200 datasets in each of six scenarios that diﬀered in the endo-/exogeneity of the covariate, the
functional form and the model (sequential or multivariate normal) that was used. Common to all scenarios was
that 10 repeated measurements of a normally distributed time-varying covariate and a conditionally normal
outcome variable, with measurements at the same, unbalanced time points, were created. Under the sequential
approach, data were generated with a linear or a quadratic relation between covariate and outcome, where the
covariate was either exogenous or endogenous. For the multivariate normal model (which always generates data
with a linear relation between the outcome and an endogenous covariate), we considered two scenarios with
regards to the correlation of the error terms, where in one scenario the error terms of outcome and covariate
were independent and in the other correlated.
Missing values were created in the time-varying covariate according to two MAR mechanisms, in which the
probability of the time-varying covariate being missing either only depended on the outcome at the same time
point or on the outcome at the same time point as well as the covariate at the previous time point.
Details on the exact setup of the simulation study are given in Appendix C.1, available online.
6.2 Analysis models
Each of the datasets was analyzed using both approaches with diﬀerent assumptions regarding the endo- or
exogeneity of the covariate and the functional form, before values were deleted, and for both missing
mechanisms. The complete dataset was analyzed using function lmer() from the R-package lme415,21 as well as
with the sequential approach. Missing data were imputed and analyzed with the sequential approach, where the
random eﬀects were modeled according to the current assumption of exo- or endogeneity, and the imputation was
repeated twice with the multivariate normal approach (once using the model with independent error terms and
once assuming correlated error terms). Each time, 10 imputed datasets were created by drawing values from the
posterior chains of the incomplete covariate and analyzed analogous to the analysis of the complete data. When
the covariate was assumed exogenous, lmer() was used and the coeﬃcients from the 10 corresponding analyses
pooled using Rubin’s Rules.13 When the covariate was assumed to be endogenous, the sequential approach with
correlated random eﬀects was used and the 10 sets of posterior MCMC chains combined to calculate posterior
summary measures.
An overview of the assumptions and models used can be found in Table 2 in Appendix C.2, available online.
The speciﬁc parameter values that were used are given in Tables 3 and 4 in Appendix C.3, available online.
6.3 Results
First, we found that the sequential approach provided unbiased estimates, when comparing the results from the
analysis of the complete data to the true parameters that were used to generate the data. Second, in all scenarios,
results were very similar for both MAR mechanisms and we will, hence, not distinguish them during the further
description of the results.
Regarding our ﬁrst objective, the comparison of the sequential and the multivariate normal approach when exo-
or endogeneity and functional form were speciﬁed correctly, we found that both approaches were unbiased and their
95% credible intervals had the desired coverage. However, mis-speciﬁcation of the error terms in the multivariate
normal approach as independent had the overall largest impact on the results (estimates were on average half the
value of the estimate from the analysis of the complete data and CIs had 0% coverage). Based on this ﬁnding, we
excluded the multivariate normal approach with independent error terms from further comparisons. Moreover, we
saw that mis-speciﬁcation of an endogenous covariate as exogenous resulted in bias while mis-speciﬁcation of an
exogenous covariate as endogenous did not. This was the case for both approaches, and linear as well as quadratic
(only for the sequential approach) functional form.With respect to our third objective, the simulation study showed
that imputation with the multivariate normal approach (with correlated error terms) in a setting where the
functional form was correctly assumed to be quadratic during the subsequent analysis had the second largest
impact, with a relative bias of approximately 0.8, and resulted in CIs with coverage of close to 0%. The bias that
was added due to mis-speciﬁcation of the functional form as linear during imputation as well as analysis, as
compared to the results from the analysis of the complete data under the same mis-speciﬁcation, was small and
overall comparable between the multivariate normal and the sequential approach. These ﬁndings were the same
irrespective of the exo- or endogeneity of the covariate. Plots of the results from the simulation study as well as a
detailed discussion of these results can be found in Appendix C.4, available online.
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In summary, the results of this simulation study demonstrate the impact that imprudent acceptance of default
assumptions, like exogeneity, linear relations between variables, or (conditioned on random eﬀects) uncorrelated
error terms may have. Plots of the results from the simulation study as well as a detailed discussion of these results
can be found in Appendix C.4, available online.
7 Discussion
Motivated by two research questions from the Generation R study, we investigated two Bayesian approaches to
handle missing covariate data in models with longitudinal outcomes and time-varying covariates. Speciﬁcally, we
compared the multivariate normal approach, a widely known omnibus approach, to the more custom-designed
sequential approach, which we extended to handle endogenous time-varying covariates. The focus of this
comparison was on the ability to take into account diﬀerent functional relations between such covariates and
the outcome, and the suitability for exogenous as well as endogenous covariates.
The analysis of our real data applications illustrated the necessity for methods that allow for complex functional
relations and endogenous covariates. Simulation studies conﬁrmed that in our setting, methods that make the
common assumption of exogeneity of a time-varying covariate provide biased estimates. The assumption of
endogeneity during imputation and analysis, however, did not introduce any bias, which suggests to choose the
endogenous speciﬁcation, e.g., to model the random eﬀects of the outcome and the time-varying covariate
correlated, as a default. The simulation study also demonstrated that imputation with the multivariate normal
approach in settings where the implied assumption of linear associations between variables is violated can be
biased. Furthermore, great care should be taken when assumptions about the correlation structure of the error
terms is made in the multivariate normal approach, as mis-speciﬁcation may result in large bias. Results indicated
that the sequential approach is more robust with regards to this type of mis-speciﬁcation; however, future research
is required to evaluate this further. Overall, the sequential approach performed well and proved to be a suitable
method to impute and analyze longitudinal data with possibly endogenous time-varying covariates.
The ability of the sequential approach to handle various functional forms, and to provide estimates in settings
with endogenous time-varying covariates, can be seen as its biggest advantages. Moreover, it can handle non-linear
associations of baseline covariates and interaction terms involving incomplete covariates without the need of
approximations like the ‘just another variable’ approach or passive imputation via transformation.12,22,23 Even
in settings where there is no single functional form of interest, but several candidate functions, it may be applied in
combination with shrinkage techniques which may help the decision which functional form is most appropriate.
In the present paper, we focused on a single time-varying covariate and ignorable missing data mechanisms;
however, extensions of the sequential approach to accommodate more complex settings are possible. Multiple time-
varying covariates can be added to the linear predictor of the analysis model. Imputation models for the time-
varying covariates could either be speciﬁed assuming independence between diﬀerent time-varying covariates, i.e.
excluding them from each other’s linear predictor, assuming joint multivariate distributions for their random eﬀects
and/or error terms, or by specifying a functional form of one time-varying covariate to be included in the linear
predictor of another covariate, analogous to the speciﬁcation of the analysis model described in Section 3. The
second option may be a convenient choice if a linear relation between the time-varying covariates is a reasonable
assumption. When the missing data mechanism is non-ignorable, this can be taken into account by extending the
speciﬁcation of the joint distribution with terms that either describe the selection mechanism (i.e. the missingness
pattern given the data) or specify how the distribution of the data depends on the missingness pattern.2,4,9
A reason why the multivariate normal approach may be preferred in practice is its availability in software
packages, as, for instance, the R-package jomo24 or REALCOM-impute.25 Those implementations also provide
samplers that can handle restricted covariance matrices. More tailored approaches, like the sequential
approach, usually need to be implemented by hand, which, however, can be done in existing Bayesian software
packages such as JAGS or WinBUGS in a straightforward way. In Appendix C.5, available online, we give example
syntax for both approaches. This syntax can easily be extended to include complete or incomplete baseline
covariates (see also the Appendix of Erler et al.3). Additional example syntax can be provided upon request.
When imputing and analyzing complex datasets, researchers need to deliberate if standard methods that are
easy to apply meet the requirements of the application at hand, speciﬁcally, if the assumptions of those methods
are met. It is our opinion that too often this is not the case and standard approaches are applied even when they
are not adequate. Therefore, we plead for the use of methods that are ﬂexible enough to be adapted to the speciﬁc
characteristics of a problem. In the context of imputation and analysis of longitudinal data with possibly
endogenous time-varying covariates, the sequential approach presented in this paper is such an approach.
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