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1. Introduction
Consider the non-autonomous second order Hamiltonian system{
u¨(t) = ∇ F (t,u(t)), a.e. t ∈ [0, T ],
u(0) − u(T ) = u˙(0) − u˙(T ) = 0, (1.1)
where T > 0, F : [0, T ] ×RN →R satisﬁes the following assumption:
(A) F (t, x) is measurable in t for every x ∈ RN and continuously differential in x for a.e. t ∈ [0, T ], and there exist a ∈
C(R+,R+), b ∈ L1([0, T ];R+) such that∣∣F (t, x)∣∣ a(|x|)b(t), ∣∣∇ F (t, x)∣∣ a(|x|)b(t)
for all x ∈RN and a.e. t ∈ [0, T ].
The corresponding functions ϕ on H1T given by
ϕ(u) = 1
2
T∫
0
∣∣u˙(t)∣∣2 dt +
T∫
0
F
(
t,u(t)
)
dt
is continuously differentiable and weakly lower semicontinuous on H1T (see [1]),where
H1T =
{
u: [0, T ] →RN ∣∣ u is absolutely continuous, u(0) = u(T ) and u˙ ∈ L2([0, T ])}
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‖u‖ =
[ T∫
0
∣∣u(t)∣∣2 dt +
T∫
0
∣∣u˙(t)∣∣2 dt
] 1
2
for each u ∈ H1T . Moreover, one has
(
ϕ′(u), v
)=
T∫
0
[(
u˙(t), v˙(t)
)+ (∇ F (t,u(t)), v(t))]dt
for u, v ∈ H1T . It is well known that the solution of problem (1.1) correspond to the critical points of ϕ (see [1]).
For u ∈ H1T , let u¯ = 1T
∫ T
0 u(t)dt and u˜ = u(t) − u¯. Then one has
‖u˜‖2∞ 
T
12
T∫
0
∣∣u˙(t)∣∣2 dt (Sobolev’s inequality),
‖u˜‖2L2 
T 2
4π2
T∫
0
∣∣u˙(t)∣∣2 dt (Wirtinger’s inequality)
(see Proposition 1.3 in [1]).
It has been shown by the least action principle that problem (1.1) has at least one solution which minimizes ϕ on H1T
in many papers. When F (t, ·) is convex for a.e. t ∈ [0, T ], Mawhin and Willem [1] have studied the existence of solution
which minimizes ϕ on H1T for problem (1.1). For non-convex potential cases, using the least action principle, the existence
of solution which minimizes ϕ on H1T has been researched by many people; for example, see [2–8] and their references.
Inspired and motivated by the results in [4–8], we obtain some new results for problem (1.1) by using the least action
principle.
2. Main results and proof
We ﬁrst recall a deﬁnition due to Wu and Tang [4]:
A function G :RN → R is called (λ,μ)-subconvex if
G
(
λ(x+ y))μ(G(x) + G(y))
for some λ,μ > 0 and all x, y ∈RN . A function is called γ -subadditive if it is (1, γ )-subconvex. A function is called subad-
ditive if it is 1-subadditive. The convex and subadditive functions are special cases of subconvex functions.
Theorem 2.1. Suppose that F (t, x) = F1(t, x) + F2(x), where F1 and F2 satisfy assumption (A) and the following conditions:
(i) F1(t, x) is (λ,μ)-subconvex for a.e. t ∈ [0, T ], where λ > 12 and μ < 2λ2;
(ii) there exist constants 0 r1 < 4π
2
T 2
,r2 ∈ [0,+∞) such that∣∣∇ F2(x) − ∇ F2(y)∣∣ r1|x− y| + r2
for all x, y ∈RN ;
(iii)
1
μ
T∫
0
F1(t, λx)dt +
T∫
0
F2(x)dt → +∞ as |x| → ∞.
Then problem (1.1) has at least one solution which minimizes ϕ on H1T .
Proof. Let β = log2λ 2μ, then β < 2. In a similar way to Wu and Tang [4], by the (λ,μ)-subconvexity of G(·) and assump-
tion (A), one can prove that
F1(t, x)
(
2μ|x|β + 1)a0b(t)
for a.e. t ∈ [0, T ] and all x ∈RN , where β < 2,a0 = max0s1 a(s). Thus it follows from (i) and Sobolev’s inequality that
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0
F1
(
t,u(t)
)
dt  1
μ
T∫
0
F1(t, λu¯)dt −
T∫
0
F1
(
t,−u˜(t))dt  1
μ
T∫
0
F1(t, λu¯)dt −
(
2μ‖u˜‖β∞ + 1
)
a0
T∫
0
b(t)dt
 1
μ
T∫
0
F1(t, λu¯)dt − C1‖u˙‖β2 − C2 (2.1)
for some constants C1 and C2. It follows from assumption (ii),Wirtinger’s inequality and Sobolev’s inequality that
∣∣∣∣∣
T∫
0
[
F2
(
u(t)
)− F2(u¯)]dt
∣∣∣∣∣=
∣∣∣∣∣
T∫
0
1∫
0
(∇ F2(u¯ + su˜(t)), u˜(t))dsdt
∣∣∣∣∣=
∣∣∣∣∣
T∫
0
1∫
0
(∇ F2(u¯ + su˜(t))− ∇ F2(u¯), u˜(t))dsdt
∣∣∣∣∣

T∫
0
1∫
0
r1s
∣∣u˜(t)∣∣2 dt + r2
T∫
0
∣∣u˜(t)∣∣dt  r1
2
T∫
0
∣∣u˜(t)∣∣2 dt + r2T∥∥u˜(t)∥∥∞
 r1T
2
8π2
‖u˙‖22 + C3‖u˙‖2 (2.2)
for all u ∈ H1T and some positive constant C3. It follows from (2.1) and (2.2) that
ϕ(u) = 1
2
‖u˙‖22 +
T∫
0
F1
(
t,u(t)
)
dt +
T∫
0
[
F2
(
u(t)
)− F2(u¯)]dt +
T∫
0
F2(u¯)dt
 1
2
‖u˙‖22 +
[
1
μ
T∫
0
F1(t, λu¯)dt +
T∫
0
F2(u¯)dt
]
− C1‖u˙‖β2 − C2 −
r1T 2
8π2
‖u˙‖22 − C3‖u˙‖2
for all u ∈ H1T , which implies that
ϕ(u) → +∞
as ‖u‖ → ∞ by (iii) because r1 < 4π2T 2 , β < 2 and
‖u‖ → ∞ ⇐⇒ (|u¯|2 + ‖u˙‖22) 12 → ∞.
By Theorem 1.1 and Corollary 1.1 in Mawhin and Willem [1], the proof is completed. 
Theorem 2.2. Suppose that F (t, x) = F1(t, x) + F2(x) satisfying assumption (A) and the following conditions:
(i) there exist k,m ∈ L1([0, T ];R+) and γ ∈ [0,1) such that
∣∣∇ F1(t, x)∣∣ k(t)|x|γ +m(t)
for all x ∈RN and a.e. t ∈ [0, T ];
(ii) there exist constants 0 r1 < 2π
2
T 2
, r2 ∈ [0,+∞) such that
∣∣∇ F2(x) − ∇ F2(y)∣∣ r1|x− y| + r2
for all x, y ∈RN ;
(iii)
1
|x|2γ
T∫
0
F (t, x)dt → +∞ as |x| → ∞.
Then problem (1.1) has at least one solution which minimizes ϕ on H1 .T
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∣∣∣∣∣
T∫
0
[
F1
(
t,u(t)
)− F1(t, u¯)]dt
∣∣∣∣∣=
∣∣∣∣∣
T∫
0
1∫
0
(∇ F1(t, u¯ + su˜(t)), u˜(t))dsdt
∣∣∣∣∣

T∫
0
1∫
0
k(t)
∣∣u¯ + su˜(t)∣∣γ ∣∣u˜(t)∣∣dsdt +
T∫
0
m(t)
∣∣u˜(t)∣∣dt
 2
(|u¯|γ + ‖u˜‖γ∞)‖u˜‖∞
T∫
0
k(t)dt + ‖u˜‖∞
T∫
0
m(t)dt
 3
T
‖u˜‖2∞ +
T
3
|u¯|2γ
( T∫
0
k(t)dt
)2
+ 2‖u˜‖γ+1∞
T∫
0
k(t)dt + ‖u˜‖∞
T∫
0
m(t)dt
 1
4
‖u˙‖22 + C4|u¯|2γ + C5‖u˙‖γ+12 + C6‖u˙‖2 (2.3)
for all u ∈ H1T and some positive constants C4,C5 and C6. It follows from (2.2) and (2.3) that
ϕ(u) = 1
2
‖u˙‖22 +
T∫
0
F
(
t,u(t)
)
dt
= 1
2
‖u˙‖22 +
T∫
0
[
F1
(
t,u(t)
)− F1(t, u¯)]dt +
T∫
0
[
F2
(
u(t)
)− F2(u¯)]dt +
T∫
0
F (t, u¯)dt
 1
4
‖u˙‖22 −
r1T 2
8π2
‖u˙‖22 − C3‖u˙‖2 − C5‖u˙‖γ+12 − C6‖u˙‖2 + |u¯|2γ
[
1
|u¯|2γ
T∫
0
F (t, u¯) − C4
]
for all u ∈ H1T , which implies that
ϕ(u) → +∞
as ‖u‖ → ∞ by (iii) because γ < 1, r1 < 2π2T 2 and
‖u‖ → ∞ ⇐⇒ (|u¯|2 + ‖u˙‖22) 12 → ∞.
By Theorem 1.1 and Corollary 1.1 in Mawhin and Willem [1], the proof is completed. 
Remark 2.1. Theorem 1 in [8] is the direct corollary of our Theorem 2.1. In fact, choosing ε > 0 such that 0 Cαε < 4π2
T 2
,
by Young inequality, one has
C |x− y|α = C |x− y|α · εα · 1
εα
 Cα
(|x− y|αεα) 1α + C(1− α)( 1
εα
) 1
1−α
= Cαε|x− y| + C(1− α)ε− α1−α .
Thus, the condition (ii) of Theorem 1 in [8] implies the one of our Theorem 2.1. In the same reason, with choosing ε > 0 to
satisfy 0 Cαε < 2π2
T 2
, it follows that Theorem 2 in [8] is also the direct corollary of our Theorem 2.2.
Theorem 2.3. Suppose that F (t, x) = F1(t, x) + F2(x) satisfying assumption (A) and the following conditions:
(i) there exist some g(t) ∈ L1([0, T ];R) and some h(t) ∈ L1([0, T ];RN ) such that
F1(t, x)
(
h(t), x
)+ g(t)
for all x ∈RN and a.e. t ∈ [0, T ];
(ii) there exist constants 0 r1 < 4π
2
T 2
, r2 ∈ [0,∞) such that∣∣∇ F2(x) − ∇ F2(y)∣∣ r1|x− y| + r2
for all x, y ∈RN ;
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F2(x)
|x| → +∞ as |x| → ∞.
Then problem (1.1) has at least one solution which minimizes ϕ on H1T .
Proof. By (i) and Sobolev’s inequality, one has
T∫
0
F1
(
t,u(t)
)
dt 
T∫
0
[(
h(t), u¯ + u˜(t))+ g(t)]dt −|u¯|
T∫
0
∣∣h(t)∣∣dt − ‖u˜‖∞
T∫
0
|h(t)|dt +
T∫
0
g(t)dt
−D1‖u˙‖2 − D2|u¯| + D3. (2.4)
for some constants D1, D2 and D3. By (2.2) and (2.4), one has
ϕ(u) = 1
2
‖u˙‖22 +
T∫
0
F1
(
t,u(t)
)
dt +
T∫
0
[
F2
(
u(t)
)− F2(u¯)]dt +
T∫
0
F2(u¯)dt
 1
2
‖u˙‖22 − D1‖u˙‖2 + D3 −
r1T 2
8π2
‖u˙‖22 − C3‖u˙‖ + |u¯|
(∫ T
0 F2(u¯)dt
|u¯| − D2
)
for all u ∈ H1T , which implies that
ϕ(u) → +∞
as ‖u‖ → ∞ by (iii) because 0 r1 < 4π2T 2 and
‖u‖ → ∞ ⇐⇒ (|u¯|2 + ‖u˙‖22) 12 → ∞.
By Theorem 1.1 and Corollary 1.1 in Mawhin and Willem [1], the proof is completed. 
Remark 2.2. Theorem 2.3 is a new result.
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