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Resumen
Por razones de sostenibilidad y estrategia energe´tica, entre otras, existe en la actualidad una tendencia clara hacia el uso de
nuevas formas de obtencio´n, almacenamiento y gestio´n de energı´a, ma´s eficientes y con un cara´cter eminentemente sostenible.
Con este fin, se esta´ investigando sobre sistemas de almacenamiento de energı´a; de los que uno de los ma´s prometedores, en lo
que a capacidad y movilidad se refiere, es el basado en hidro´geno. En el presente trabajo se obtiene un modelo para predecir el
comportamiento dina´mico de una pila de combustible alimentada por hidro´geno, lo cual permitira´ mejorar su control entre otras
aplicaciones. Las variables usadas en esta investigacio´n se han extraı´do de un banco de pruebas real, donde se monitoriza una pila
de combustible mientras se producen variaciones en una carga programable conectada a la salida de la misma. Para realizar este
modelado se opta por estudiar la implementacio´n de un modelo hı´brido basado en te´cnicas de agrupamiento y, posteriormente,
te´cnicas inteligentes de regresio´n con redes neuronales artificiales sobre cada uno de los grupos. La propuesta se ha probado con
dos conjuntos de datos de validacio´n, consiguiendo resultados altamente satisfactorios.
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Abstract
Due to some reasons like sustainability and energy strategy, there is a clear trend using new ways to obtain energy, more efficient
and, usually, renewables. In addition, with other different objectives, many researchs are being carried out on energy storage systems;
one of the most promising, in terms of capacity and mobility, is hydrogen-based. In the present work a model is obtained to predict
the dynamic behavior of a hydrogen fuel cell, which will improve its control. The variables used in this research have been extracted
from a test bench, where a fuel cell is monitored under several load conditions with a programmable load connected to its output.
To perform this model, a hybrid intelligent model was chosen. This kind of models use clustering techniques to divide the data set
and, after that, intelligent regression algorithm with artificial neural networks are used for each group. The proposal has been tested
with two validation data set, obtaining highly satisfactory results.
Keywords: 
1. Introduccio´n
Los problemas derivados de la contaminacio´n y el cambio
clima´tico, cada vez ma´s preocupantes para la sociedad, han lle-
vado a buscar fuentes de energı´a ma´s limpias que las utilizadas
tradicionalmente. Una de las tecnologı´as ma´s prometedoras pa-
ra la hibridacio´n de energı´as basadas en fuentes renovables es
la que se basa en el hidro´geno; ya que es posible su genera-
cio´n mediante electrolizadores y su almacenamiento. Posterior-
mente, con este gas, es absolutamente factible la generacio´n de
energı´a ele´ctrica mediante pilas de combustible (Vivas et al.,
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2018). En este sentido, los sistemas basados en este tipo de dis-
positivos son una fuente de energı´a que surgen como una op-
cio´n esperanzadora debido a: su elevado rendimiento, alta fia-
bilidad en aplicaciones estables, y pequen˜a incidencia ambien-
tal; adema´s de su gran usabilidad en aplicaciones espaciales y
automotrices (Andu´jar and Segura, 2009).
Una pila de combustible es un sistema complejo que con-
siste en una conexio´n en serie de celdas individuales (un stack),
donde la corriente ele´ctrica es producida por una reaccio´n elec-
troquı´mica, junto con todos los sistemas necesarios para su fun-
cionamiento; esto es: filtros y sistemas que acondicionan los
gases involucrados en la reaccio´n (H2 y O2), un sistema de re-
frigeracio´n y, por supuesto, un sistema de control (De las Heras
et al., 2018a). En comparacio´n con otras tecnologı´as limpias,
como la generacio´n eo´lica o fotovoltaica, las pilas de combus-
tible no requieren una ubicacio´n especı´fica para obtener un ma-
yor rendimiento. Adema´s, estos dispositivos son muy respetuo-
sos con el medio ambiente, ya que el resultado de la reaccio´n,
en el caso de las pilas de hidro´geno, es simplemente agua. Las
pilas de combustible de membrana de intercambio de protones
(PEMFC) ofrecen una alta densidad energe´tica y una serie de
ventajas, como su bajo volumen y peso en comparacio´n con
otras tecnologı´as. Las pilas PEMFC funcionan a bajas tempe-
raturas (50oC–100 oC), caracterı´stica que les permite arrancar
ra´pidamente (requieren menos tiempo de calentamiento), lo que
redunda en un menor desgaste de los componentes del siste-
ma y, por tanto, en una mayor durabilidad. Las PEMFC esta´n
disponibles comercialmente en una amplia gama de potencias
(desde pocos Watios hasta varios MW), permitiendo su uso en
un gran nu´mero de aplicaciones (Andu´jar and Segura, 2009).
Por ejemplo, en aplicaciones estacionarias, las pilas de combus-
tible pueden conectarse a la red ele´ctrica (Moreira and da Sil-
va, 2009), instalarse como generadores separados (Kirubakaran
et al., 2009), u operar en vertederos y plantas de tratamiento
de aguas residuales (Paska et al., 2009). Su uso tambie´n es in-
teresante en aplicaciones de transporte, debido a la escasez de
combustibles fo´siles y sus escasos efectos contaminantes (Ber-
toluzzo and Buja, 2011; De las Heras et al., 2018b), o sobre otro
tipo de estaciones mo´viles (Ross, 2003).
Una pila de combustible se comporta dina´micamente como
un sistema no lineal que genera potencia ele´ctrica no regulada
mediante una reaccio´n electroquı´mica. Por tanto, el uso eficien-
te de la energı´a requiere de su regulacio´n (Andu´jar et al., 2011;
Segura et al., 2011). De esta forma, para la aplicacio´n formal de
estrategias de control sobre una pila de combustible es muy im-
portante disponer de un modelo de su comportamiento dina´mi-
co (Amphlett et al., 1995, 1996; Famouri and Gemmen, 2003;
Kim et al., 1995; Van Bussel et al., 1998; Vivas et al., 2018). En
(Hou et al., 2011) se analiza la respuesta de un stack frente a es-
calones de corriente, midiendo la tasa de variacio´n del voltaje,
su valor inicial, el tiempo para alcanzar el estado estacionario y
el factor de resistencia dina´mica. Los resultados de esta inves-
tigacio´n muestran que la respuesta dina´mica de la tensio´n del
stack es diferente frente a aumentos y disminuciones de la co-
rriente (Ziogou et al., 2011), lo que debe tenerse en cuenta a la
hora de establecer un patro´n de prueba para obtener datos de la
pila de combustible.
Es importante poder predecir el comportamiento de las pi-
las de combustible para un uso eficiente de las mismas, por lo
que es deseable obtener un modelo preciso antes de disen˜ar una
estrategia de control. El desarrollo del modelo de un sistema es
una parte fundamental de su estudio, sin embargo, no siempre
se dispone de suficiente informacio´n para obtener un modelo
matema´tico aceptable; en estos casos se debe recurrir a te´cni-
cas de modelado basadas en datos de entrada-salida (Barraga´n
et al., 2014; Lo´pez-Balda´n et al., 2002). En sistemas de control
este proceso es au´n ma´s crı´tico, ya que se requiere un modelo
lo ma´s preciso posible, tanto para realizar ana´lisis en el sistema
(Barraga´n et al., 2015; Gordillo et al., 1997), como para disen˜ar
un controlador adecuado y eficiente (Fontanet et al., 2016; Iri-
goyen and nano, 2013; Ma´rquez et al., 2009).
Una de las formas ma´s eficaces de mejorar el comporta-
miento de un sistema de control, es poder predecir la evolucio´n
de las variables con la suficiente antelacio´n, de tal manera que
permita tomar mejores decisiones. Si se dispone de un conjun-
to de datos de las variables de funcionamiento del sistema, es
posible el empleo de te´cnicas de regresio´n. En este sentido, los
algoritmos de ana´lisis de regresio´n mu´ltiple son usados en di-
ferentes y numerosas aplicaciones (Ghanghermeh et al., 2013;
Calvo-Rolle et al., 2015, 2014; Baruque et al., 2019). Pese a
que, por norma general, no ofrecen una muy buena precisio´n,
son muchos los trabajos y aplicaciones en los que se han em-
pleado estas te´cnicas (Calvo-Rolle et al., 2015; Casteleiro-Roca
et al., 2015; Jove et al., 2018b). Con el objetivo de mejorar la
prediccio´n, como paso previo a la aplicacio´n de te´cnicas de re-
gresio´n, se pueden aplicar te´cnicas de agrupamiento sobre la
muestra de la que se disponga. De este modo, se separan los
datos en subconjuntos, de manera que los grupos resultantes
posean caracterı´sticas en comu´n. Son muchas las aplicaciones
que ofrecen buenos resultados gracias a esta metodologı´a (Jove
et al., 2018c; Macho´n-Gonza´lez et al., 2010; Jove et al., 2018a).
Teniendo en cuenta lo expuesto, en este trabajo se presenta
un modelo de regresio´n para calcular el valor de la tensio´n de
salida de una pila de combustible. El modelo que se propone es
un modelo hı´brido inteligente, aplicando inicialmente te´cnicas
de agrupamiento como paso previo a la regresio´n propiamente
dicha. Concretamente, se utilizara´ un modelo hı´brido basado en
redes neuronales artificiales (ANN) (Garcı´a et al., 2013; Calvo-
Rolle et al., 2013; Garcı´a et al., 2014; Quintia´n et al., 2014;
Quintian Pardo et al., 2012) ya que e´stas permiten obtener un
modelo relativamente simple para recrear con precisio´n siste-
mas no lineales (Alaiz Moreto´n et al., 2011; Rolle et al., 2011).
Este trabajo esta´ organizado de la siguiente manera. Des-
pue´s de esta introduccio´n se explicara´ el caso de estudio, donde
se describira´ el sistema usado para la toma de datos. Posterior-
mente se presentara´ el modelo propuesto, incluyendo la des-
cripcio´n de las te´cnicas que se usara´n, ası´ como el procesado
previo de los datos. En la seccio´n de resultados se explicara´n
con detalle los modelos obtenidos, ası´ como la validacio´n de
los modelos finales. Para terminar este trabajo, se expondra´n
algunas conclusiones y posibles trabajos futuros.
2. Caso de estudio
2.1. Pila de combustible
Una celda de combustible de una pila PEMFC aislada, con-
siste en una capa de electrolito en contacto con un a´nodo y
un ca´todo a cada uno de los lados, ver figura 1. Una pila de
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combustible PEMFC produce energı´a electroquı´mica cuando el
hidro´geno pasa a trave´s del a´nodo, y un gas rico en oxı´geno (o
aire) pasa a trave´s del ca´todo, con un electrolito entre el a´nodo
y el ca´todo que permita el intercambio de carga ele´ctrica (io-
nes) (Andu´jar et al., 2008). La disociacio´n de las mole´culas de
hidro´geno produce el flujo de iones a trave´s del electrolito y una
corriente ele´ctrica a trave´s de un circuito externo. El u´nico resi-
duo generado por este proceso es agua pura. Una sola celda de
combustible produce aproximadamente 1,2 V bajo condiciones
normales de operacio´n. Por lo tanto, para la creacio´n de siste-
mas de mayor potencia, las ce´lulas se deben conectar en serie,
formando una pila o stack.
Figura 1: Diagrama de una pila de combustible.
2.2. Sistema de laboratorio
Los datos utilizados para la realizacio´n de los modelos de
este artı´culo han sido obtenidos mediante distintas pruebas de
laboratorio con una pila tipo PEMFC refrigerada por aire. Ma´s
concretamente, una pila FCgen-1020AVS de Ballard (Ballard,
2018). Este stack fue construido con 80 ce´lulas BAM4G de ba-
se polime´rica (Mehta and Cooper, 2003), cuya membrana es
una la´mina de Nafion 111. El a´nodo y el ca´todo son de carbono
poroso, con un catalizador a base de platino y platino-rutenio
(Ralph et al., 1997). La pila fue ensamblada con placas de gra-
fito, intercaladas entre las finales de aluminio mediante com-
presio´n. La pila FCgen-1020AVS esta´ disen˜ada para proporcio-
nar hasta 3, 4 kW de potencia ele´ctrica estable no regulada, con
45, 33 V y 75 A. Este stack esta´ refrigerado por aire y se utiliza
una configuracio´n dead-ended, por lo que no requiere humidifi-
cacio´n externa del aire ni del hidro´geno. La presio´n de entrada
de hidro´geno puede variar de 1, 16 a 1, 56 bares. El subsistema
oxidante y enfriamiento fue construido segu´n las instrucciones
del fabricante (Ballard, 2009). El sistema se completa con el
funcionamiento los dispositivos individuales que lo componen:
el stack, el subsistema de oxidacio´n y refrigeracio´n, el subsiste-
ma ele´ctrico y la implementacio´n del Balance de Planta (BoP).
El esquema del sistema de laboratorio se muestra en la figura 2,
y una imagen real del laboratorio en la figura 3. Este sistema se
explica de forma detallada en (Segura and Andu´jar, 2015).
2.3. Extraccio´n de datos
Para realizar las pruebas sobre el sistema se utilizo´ una car-
ga electro´nica programable Amrel PLA5K-120-1200. Para re-
gistrar todos los datos del sistema de celdas de combustible y
almacenar los resultados de las pruebas, se implemento´ el siste-
ma de monitorizacio´n descrito en (Segura and Andu´jar, 2015) y
(Segura et al., 2017). En (Li et al., 2011) se establece un mode-
lo te´rmico detallado, basado en ecuaciones diferenciales segu´n
las ecuaciones de conservacio´n de masa y energı´a, para una pila
PEMFC de 16 ce´lulas. En este trabajo tambie´n se demuestran
los efectos de la temperatura sobre el funcionamiento de la pi-
la. Para evitar estos efectos de funcionamiento, el BoP incluye
un sistema de control de temperatura para garantizar que la pi-
la se mantiene en su valor o´ptimo. Adema´s, es necesario tener
en cuenta que el hidro´geno debe ser evacuado perio´dicamente
a la atmo´sfera y reemplazado por hidro´geno fresco mediante
un proceso de purga de acuerdo con el manual del fabricante
(Ballard, 2009).
Figura 2: Stack y BoP para integrar la pila de combustible.
Figura 3: Implementacio´n de laboratorio para probar la pila de combustible
3. Modelo propuesto
El modelo propuesto en este trabajo se muestra de manera
general en la figura 4, donde las entradas son la corriente, la
temperatura y el voltaje medidos por el BoP, y la salida el valor
futuro del voltaje. Con el objetivo de tener en cuenta la dina´mi-
ca del proceso, se han incluido varias entradas con valores del
instante previo de las variables de entrada.
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Figura 4: Esquema ba´sico del modelo
En la figura 5 se muestra el esquema ba´sico interno del mo-
delo general, con la indicacio´n de los retardos para los instantes
anteriores de las variables mencionadas como entradas al mo-
delo hı´brido propuesto. Si se hablara de las sen˜ales en tiempo
discreto, las entradas del Modelo hı´brido serı´an I(k), I(k − 1),
T (k), T (k − 1), V(k) y V(k − 1); mientras que la salida serı´a
V(k + 1).
Figura 5: Propuesta del modelo de prediccio´n del valor de corriente
En la figura 6 se puede ver la estructura interna del Modelo
hı´brido de la figura 5. Dada la respuesta no lineal del sistema
objeto de estudio, para la implementacio´n del modelo hı´brido
se emplean te´cnicas de agrupamiento, con el objetivo de divi-
dir el conjunto de datos empleado en grupos con caracterı´sticas
similares. A continuacio´n se crearon diferentes modelos de re-
gresio´n para cada grupo, con el objetivo de conseguir una mejor
aproximacio´n y, consecuentemente, un mayor rendimiento del
modelo en todo el intervalo de operacio´n.
El nu´mero de grupos se obtiene realizando un barrido con
diferentes configuraciones hı´bridas (variando el nu´mero de gru-
pos), y comprobando la aproximacio´n de los modelos de regre-
sio´n para cada una de las topologı´as. La figura 6 representa un
modelo hı´brido general, con n grupos y en consecuencia n mo-
delos con sus para´metros especı´ficos en cada caso.
Figura 6: Esquema interno del modelo hı´brido.
Para la creacio´n del modelo hı´brido, el proceso general de
modelado se podrı´a dividir en los siguientes pasos:
1. Fase de agrupamiento.
2. Fase de modelado mediante regresio´n para cada grupo
creado.
3. Seleccio´n de los mejores modelos de regresio´n para cada
grupo.
4. Seleccio´n de la mejor topologı´a para el modelo hı´brido
definitivo.
Para la fase de agrupamiento, se ha usado el algoritmo K-
Means con el objetivo de obtener grupos del conjunto de da-
tos inicial que posean caracterı´sticas similares (Casteleiro-Roca
et al., 2017). Durante la fase de modelado de regresio´n, efec-
tuada sobre cada uno de los grupos obtenidos, se emplea K-
Fold con el fin de lograr una aproximacio´n ma´s real en la medi-
cio´n del rendimiento del modelo (Casteleiro-Roca et al., 2018,
2019).
En la figura 7 se muestra el ca´lculo del error empleando K-
Fold. El conjunto de datos de cada grupo se divide K veces,
entrenando K modelos con la misma configuracio´n y, posterior-
mente, se calcula el error para esa configuracio´n con todos los
datos del grupo.
Tal y como se muestra en la figura 7, para cada modelo, los
valores de los errores entre la medida predicha y la medida real
de la salida, son almacenados. Cuando el proceso de validacio´n
finaliza, todos los datos almacenados para un grupo especı´fico
son empleados para probar el modelo, y por tanto poder calcu-
lar su rendimiento. Adema´s, cuando hayan sido sprobadas todas
las posibles configuraciones de los modelos, en te´rminos de re-
gresio´n, se escoge el mejor resultado obtenido para cada grupo,
que tendra´ el error ma´s bajo alcanzado. Se ha de determinar el
nu´mero de grupos para la definicio´n de la topologı´a del modelo
hı´brido. Esta eleccio´n se efectu´a basada en el error global, con-
siderando la cantidad de muestras para todos los agrupamien-
tos, y estimando un error ponderado. La mejor configuracio´n
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para el modelo hı´brido sera´ la que posea un mejor comporta-
miento global.
Figura 7: Entrenamiento mediante K-Fold & seleccio´n del conjunto de datos de
ensayo
3.1. El algoritmo K-Means
El me´todo K-Means se utiliza para crear un determinado
nu´mero de grupos, o clusters, a partir de un conjunto de da-
tos sin etiquetar. La idea es ubicar un nu´mero concreto de cen-
troides en el hiperespacio, de tal modo que aquellos datos que
tengan caracterı´sticas similares estara´n pro´ximos a un mismo
centroide y representara´n un grupo o cluster de datos (Mac-
Queen, 1967; Moody and Darken, 1989). Una vez finalizado
el entrenamiento, y estando por tanto los centroides u´bicados
de forma correcta en el hiperespacio, cada nueva muestra que
llega se compara con los grupos definidos en la fase de apren-
dizaje. Ese nuevo dato se asociara´ al grupo cuyo centroide este´
ma´s cerca en te´rminos de distancia, normalmente la distancia
euclı´dea (Orallo et al., 2004). Este algoritmo posee una fase ini-
cial de entrenamiento, en la que es necesario conocer el nu´mero
de grupos en los que se dividira´ el conjunto de datos del que se
dispone. Esta fase podrı´a ser relativamente lenta, dependiendo
del nu´mero o´ptimo de grupos, ası´ como del taman˜o de los da-
tos; sin embargo, una vez finalizada la fase de entrenamiento, la
asignacio´n del grupo de los nuevos datos es muy ra´pida (Vin˜ue-
la and Leo´n, 2004).
La ubicacio´n inicial de los centroides se escoge al azar. Se-
guidamente se varı´a su ubicacio´n, hasta alcanzar la mayor dis-
tancia entre ellos, en base al siguiente procedimiento:
Cada muestra se asocia al centroide ma´s cercano y se in-
cluye en una lista especı´fica.
Despue´s de probar todas las muestras y ser asociadas a
la lista del centroide correspondiente, se dispondra´ de un
listado de muestras etiquetadas.
La ubicacio´n del centroide se recalcula obteniendo el
centro del conjunto de muestras que se le han asociado.
El procedimiento se repite hasta que los centroides ya no
sufren desplazamiento en los sucesivos ca´lculos.
3.2. Redes Neuronales Artificiales
Una Red Neuronal Artificial, del ingle´s Artificial Neural
Network (ANN), es un algoritmo inteligente que emplea pe-
quen˜as unidades de procesamiento denominadas neuronas. Es-
tas neuronas esta´n interconectadas entre sı´ a trave´s de enlaces,
y cada una calcula una funcio´n teniendo en cuenta las diferen-
tes entradas. Todas las entradas a cada neurona tienen su peso
asignado, y el resultado de la suma de todas e´stas, se introdu-
ce a una funcio´n de activacio´n (Galipienso et al., 2003; Alique
et al., 2000). Las principales caracterı´sticas especı´ficas de las
ANNs es que pueden aprender y generalizar casos de estudio
(Hilera Gonza´lez and Martı´nez Hernando, 2000). Las ANNs
son sistemas inteligentes adaptativos que pueden realizar cier-
tas funciones a trave´s de su entrenamiento. Internamente crean
su propia representacio´n del problema con el entrenamiento y
responden de acuerdo a ciertas situaciones, aunque no hayan
aprendido esa situacio´n especı´ficamente. Por tanto, las ANNs
pueden generalizar a partir de casos anteriores a otros nuevos
(Harston and Pap, 2014).
La funcio´n de activacio´n define el nuevo estado, o salida
de la neurona, como el nivel de excitacio´n (del Brı´o and Moli-
na, 2006). El grado de activacio´n de la neurona artificial, por lo
general, puede variar entre un intervalo concreto (normalmente
[0, 1] o [-1, 1]). Este valor indica el estado de la neurona: inac-
tiva (0 o -1), activa (1) o un estado intermedio entre estos lı´mi-
tes. La topologı´a, o arquitectura, de una ANN esta´ determinada
por la organizacio´n de las neuronas, la disposicio´n entre ellas
y sus conexiones. Esta arquitectura depende de cuatro para´me-
tros principales: el nu´mero de capas en el sistema, el nu´mero de
neuronas de cada capa, la conectividad entre las neuronas y las
funciones de activacio´n (Lo´pez and Ferna´ndez, 2008).
La estructura ba´sica de interconexio´n de neuronas es el Per-
ceptro´n Multicapa. Este tipo de ANN esta´ organizado en varias
capas: entrada, intermedia u oculta, y salida. Una capa es un
conjunto de neuronas cuya informacio´n de entrada proviene de
la misma fuente: las entradas de la ANN para la capa de entra-
da, o la capa anterior para las capas restantes. La salida de las
neuronas de la misma capa tambie´n tiene el mismo destino: la
siguiente capa o la salida de la ANN (en el caso de la capa de
salida). Normalmente, las neuronas de la capa de salida utilizan
funciones de activacio´n especiales dependiendo del uso de la
ANN; para regresio´n, la tı´pica es la funcio´n lineal.
3.3. Procesamiento de datos
El conjunto de datos en esta investigacio´n se recopilo´ uti-
lizando el sistema de BoP descrito en la seccio´n 2. Con este
equipo, se recogieron muestras de dos dı´as diferentes. De estas
pruebas se registraron un total de 774391 muestras, y despue´s
de descartar las mediciones incorrectas, el conjunto de datos se
redujo a 774385 muestras. Dado que el modelo emplea valores
de estados anteriores, fue necesario eliminar las muestras que
no disponı´an de todos los valores de entrada para modelar.
A pesar de que inicialmente se han obtenido 774379 mues-
tras va´lidas, tan solo 1/5 parte de ellas se usaron para entrenar el
modelo hı´brido. Los datos empleados se seleccionaron al azar
para asegurar la generalizacio´n del modelo. Por tanto, se han
usado un total de 154873 muestras en la fase de modelado.
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Asimismo, para la validacio´n final del modelo hı´brido ob-
tenido, se han usado las muestras de otras pruebas diferentes.
Concretamente han sido 4832 las muestras que no se utiliza-
ron en la fase de modelado. Estos nuevos datos se utilizaron en
la fase de validacio´n, y corresponden a dos pruebas diferentes
(1489 muestras en la primera y 3343 en la segunda).
4. Resultados
Los resultados de este trabajo se dividira´n en tres partes di-
ferenciadas: la clasificacio´n, el modelado y la validacio´n.
4.1. Resultados de clasificacio´n
Los grupos se han creado utilizando el algoritmo K-Means
descrito en el punto anterior. Se han creado un total de 9 siste-
mas hı´bridos con diferente nu´mero de grupos (entre 2 y 9), dado
que inicialmente no se conoce el nu´mero o´ptimo de grupos para
el sistema. El algoritmo se ha entrenado con una inicializacio´n
aleatoria de los centroides, y se ha repitido el entrenamiento 20
veces para asegurar la eleccio´n de los mejores centroides fina-
les. El nu´mero de muestras utilizadas en la fase de modelado
para cada uno de los grupos se puede ver en la tabla 1.
Tabla 1: N◦ de muestras en cada grupo creado
Grupo 1 Grupo 2 Grupo 3 Grupo 4 Grupo 5 Grupo 6 Grupo 7 Grupo 8 Grupo 9 Grupo 10
Global 154875
Hı´brido 2 75293 79582
Hı´brido 3 47566 51159 56150
Hı´brido 4 12459 35107 51159 56150
Hı´brido 5 12459 28288 28685 35104 50339
Hı´brido 6 12459 22342 27783 28388 28799 35104
Hı´brido 7 266 12459 22342 27863 28042 28799 35104
Hı´brido 8 266 4875 10292 22342 27863 28043 28799 32396
Hı´brido 9 266 2602 4834 8211 22342 27863 28042 28799 31916
Hı´brido 10 266 2095 2602 5933 8211 22342 27856 28048 28723 28799
4.2. Resultados del modelado
Las redes neuronales utilizadas se han configurado con una
sola capa oculta. La capa de entrada tiene 6 entradas, dos por
cada variable (Corriente, Temperatura y Voltaje), su valor ac-
tual y en su estado anterior; mientras que en la u´ltima capa so´lo
se tiene una salida, el valor de el voltaje resultante del modelo
de prediccio´n. Para la seleccio´n de la mejor topologı´a para ca-
da red neuronal, se han probado varias para cada grupo. En las
diferentes configuraciones se vario´ el nu´mero de neuronas en la
capa oculta entre 1 y 15; utilizando siempre como funcio´n de
activacio´n la de tipo Tangente-Sigmoidal. Para la capa de sali-
da, se eligio´ la funcio´n de activacio´n lineal, ya que es la que se
suele usar para regresio´n como ya se ha mencionado.
Para el entrenamiento de las ANNs se utilizo´ el algoritmo
de optimizacio´n Levenberg-Marquardt; y para finalizar el en-
trenamiento se utilizo´ el me´todo del gradiente descendente uti-
lizando el Error Cuadra´tico Medio, del ingle´s Mean Squared
Error (MSE). Este me´todo de optimizacio´n se utiliza para re-
solver problemas no lineales; en este caso, la obtencio´n de los
mejores para´metros de ajuste de las redes neuronales. Como se
trata de un me´todo iterativo, el me´todo del gradiente descen-
dente es el que selecciona el momento en el que detener las
iteraciones al detectar un mı´nimo en la funcio´n objetivo. Las
mejores topologı´as de ANNs para cada grupo se pueden ver en
la tabla 2.
Tabla 2: Configuracio´n del modelo de regresio´n de cada grupo
Grupo 1 Grupo 2 Grupo 3 Grupo 4 Grupo 5 Grupo 6 Grupo 7 Grupo 8 Grupo 9 Grupo 10
Global ANN11
Hı´brido 2 ANN11 ANN13
Hı´brido 3 ANN14 ANN14 ANN12
Hı´brido 4 ANN14 ANN12 ANN11 ANN11
Hı´brido 5 ANN11 ANN12 ANN14 ANN11 ANN11
Hı´brido 6 ANN13 ANN11 ANN12 ANN11 ANN14 ANN15
Hı´brido 7 ANN11 ANN13 ANN11 ANN12 ANN14 ANN11 ANN15
Hı´brido 8 ANN11 ANN11 ANN12 ANN12 ANN13 ANN11 ANN13 ANN14
Hı´brido 9 ANN11 ANN14 ANN12 ANN12 ANN11 ANN12 ANN11 ANN14 ANN11
Hı´brido 10 ANN11 ANN11 ANN13 ANN11 ANN11 ANN12 ANN11 ANN13 ANN13 ANN14
En la tabla 3 se pueden ver los valores de MSE obtenidos en
cada grupo utilizando la te´cnica de validacio´n cruzada K-Fold
como se ha mencionado anteriormente.
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Tabla 3: MSE para cada grupo individual de los modelos hı´bridos obtenidos
Grupo 1 Grupo 2 Grupo 3 Grupo 4 Grupo 5 Grupo 6 Grupo 7 Grupo 8 Grupo 9 Grupo 10
Global 0,0016
Hı´brido 2 0,0008 0,0022
Hı´brido 3 0,0008 0,0045 0,0008
Hı´brido 4 0,0000 0,0012 0,0593 0,0008
Hı´brido 5 0,0000 0,0010 0,0113 0,0011 0,0023
Hı´brido 6 0,0000 0,0006 0,0023 0,0009 0,0109 0,0010
Hı´brido 7 0,0000 0,0000 0,0006 0,0115 0,0010 0,0066 0,0013
Hı´brido 8 0,0000 0,0000 0,0000 0,0007 0,0021 0,0016 0,0062 0,0012
Hı´brido 9 0,0000 0,0001 0,0000 0,0000 0,0010 0,0028 0,0010 0,0091 0,0012
Hı´brido 10 0,0000 0,0000 0,0001 0,0000 0,0000 0,0006 0,0022 0,0011 0,0016 0,0070
Para calcular la mejor configuracio´n para el modelo hı´brido
se ha tenido en cuenta el nu´mero de muestras en cada grupo.
En la tabla 4 se muestra el valor del error en te´rminos de MSE
ponderado para los modelos hı´bridos.
Tabla 4: Error cuadra´tico medio para cada configuracio´n hı´brida
Global Modelo hibrido (modelos locales)2 3 4 5 6 7 8 9 10
MSE 0,0016 0,0015 0,0020 0,0202 0,0033 0,0029 0,0039 0,0022 0,0027 0,0023
4.3. Procedimiento de validacio´n
Se han utilizado dos conjuntos de datos independientes pa-
ra realizar el proceso de validacio´n de los modelos. La primera
prueba se puede ver en la figura 8, donde el voltaje real medido
esta´ representado con una lı´nea azul punteada, y el predicho por
el modelo con una lı´nea verde continua.
Figura 8: Prueba 1 de validacio´n
Para la segunda prueba, se utiliza un conjunto de datos de
una prueba tı´pica para celdas de combustible. En esta prueba, el
voltaje de salida aumenta progresivamente hasta el valor ma´xi-
mo de disen˜o de la celda, y luego se vuelve a disminuir. En la
figura 9 se muestran tanto los valores reales como los predi-
chos por el modelo para el voltaje de salida. Al igual que en
la anterior, los datos reales con una lı´nea azul punteada, y los
predichos con una lı´nea verde continua.
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Figura 9: Prueba 2 de validacio´n
Para cada una de las pruebas de validacio´n se han calcu-
lado diferentes medidas de error. Se pueden ver resumidas en
la tabla 5, donde se muestra el error cuadra´tico medio (MSE),
el error cuadra´tico medio normalizado (NMSE), el error medio
absoluto (MAE) y el error medio absoluto porcentual (MAPE).
Tabla 5: Errores obtenidos en las pruebas de validacio´n
MSE NMSE MAE MAPE
Prueba de validacio´n 1 0,3944 0,0188 0,0688 0,1179
Prueba de validacio´n 2 0,1154 0,0013 0,0668 0,1375
5. Conclusiones y trabajos futuros
En este trabajo se ha desarrollado un modelo de prediccio´n
para el voltaje de salida de una celda de combustible. Con e´l, se
predice el valor del voltaje un instante posterior al momento de
la prediccio´n. Conocer el valor de las variables con antelacio´n
permite que los sistemas de control puedan ser ma´s eficientes.
En este caso, por ejemplo, el modelo desarrollado permitirı´a
anticipar el control de la celda de combustible ante futuras va-
riaciones.
Se selecciono´ un modelo hı´brido al tratarse de un sistema
no lineal, y despue´s de las fases de modelado y validacio´n se
comprobo´ que los mejores resultados se han obtenido con una
configuracio´n de 2 grupos, con un MSE final de 0,0015. Du-
rante las pruebas de validacio´n, cuya estructura dispone de dos
redes neuronales con 11 y 13 neuronas en la capa oculta respec-
tivamente, se obtuvieron unos valores de error medio porcentual
menores del 0,15 % en las dos pruebas.
Como trabajos futuros se planteara´ tanto el estudio una me-
jor forma de medir el error de los modelos hı´bridos; como la
aplicacio´n de este tipo de modelo creado en un bucle de control
real para comprobar si se puede mejorar el resultado. Adema´s,
se tratara´ de comparar la aplicacio´n de la topologı´a hı´brida obte-
nida en este trabajo con modelos cualitativos basados en reglas;
ası´ como su posible aplicacio´n en tareas de deteccio´n de fallos,
o de creacio´n de sensores virtuales.
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