Using endoscopic video, it is possible to perform 3D reconstruction of the anatomy using the well known epipolar constraint between matched feature points. Through this constraint, it is possible to recover the translation and rotation between camera positions and thus reconstruct the 3D anatomy by triangulation. However, these motion estimates are not stable for small camera motions. In this work, we propose a covariance estimation scheme to select pairs of frames which give rise to stable motion estimates, i.e. minimal variance with respect to pixel match error. We parameterize the essential matrix using a minimal 5 parameter representation and estimate motion covariance based upon the estimated feature match variance. The proposed algorithm is applied to endoscopic video sequences recorded in porcine sinus passages in order to extract stable motion estimates.
Introduction
Minimally invasive surgical procedures are gaining popularity in the medical community for their ability to reduce patient recovery time as well as patient morbidity. For example, endonasal skull based surgeries(ESBS) were shown to reduce the time of operations and the length of patient hospital stay in [1] . However, procedures such as ESBS require a highly accurate understanding of patient anatomy and tool location due to the close proximity of the sinus cavities to the optical nerves and carotid arteries. Figure  1 shows an MRI scan of a patient who underwent ESBS to remove a pituitary macroadenoma that had compressed their left optic nerve. The tumor is dangerously close to the carotid arteries and the optic nerves.
To avoid complications during procedures such as ESBS, surgical navigation systems are used to register tools to a preoperative scan of the patient anatomy. Current systems make use of rigid-body attachments that are fixed to tools and the patient, which are observed by monitoring systems that hang over the surgical theatre. The rigid-body attached to the patient is registered to the preoperative scan via fiducial markers. This registration is then used to estimate the tool positions with respect to the preoperative scan. However, it has been shown that these systems can suffer from as much as 2mm positional error due to poor calibrations [2] . Additionally, during the course of the procedures the rigid bodies attached to the tools can become loose and require a mid-procedure recalibration. In 2002, Shahidi et al. [3] proposed a system for endoscopic camera-CT registration and image-enhanced endoscopy that reported millimeter accuracy using passive optical markers. In 2008, Lapeer et al. [4] revisited the problem of using passive optical markers to perform camera-CT registration and reported that achieving sub-millimeter accuracy remains an open problem when using external markers for tool tracking.
Video based registration methods have the potential to achieve greater accuracy without the need for cumbersome external tracking markers. There have already been several papers which report successful video to CT registration or motion estimation using endoscopic video data. From 2001 to 2004, Higgins et al, [5, 6, 7] published a series of papers that performed video to CT registration for virtual bronchoscopy. In 2005, Burschka et al. [8] presented a system that updates an initial camera-CT registration using scene anatomy extracted from endoscopic video of the porcine sinus. In 2008, Wang et al. [9] presented a system for generating robust estimates of motion from endoscopic video data. However, none of these works address the open question of how to best select images for registration purposes. For feature based methods, selecting frames that are too close can result in camera motion being masked by pixel 1 978-1-4244-5498-3/09/$25.00 ©2009 IEEE match error and choosing frames that are too far apart can greatly reduce the number of matches. Both of these effects can degrade the quality of image-CT registration.
In this work we present a novel method for automatically selecting image frames that results in higher quality motion estimates for feature based algorithms. We apply the methods of [9] to perform 3D reconstructions. We demonstrate the effectiveness of our method in selecting stable motion estimates in simulation and for ex-vivo porcine sinus data.
Motion Estimation and Stability Analysis

Feature Extraction and Motion Estimation
In order to estimate motion, we make use of the framework presented by Wang et al. [9] . First, SIFT features are extracted from video frames using the Vedaldi Matlab [10] implementation of David Lowe's SIFT [11] and then matched using Delponte et al.'s SVD-SIFT matching technique [12] . SVD-SIFT produces a larger number of matches than the more restrictive matching method proposed by Lowe, but these matches are less accurate [12] . To compensate for the less accurate matching methodology, we utilize robust statistical tools to find a maximal set of inliers which can be used to estimate motion between pairs of video frames. We have found that using SVD-SIFT and robust matching produces a much denser feature set for medical images as can be seen in figure 2.
To estimate motion between video frames, we make use of the well known epipolar constraint [13, 14] , which is a homogenous quadratic constraint on corresponding image points. Let p 1 and p 2 be matched homogeneous image points in images I 1 and I 2 , respectively. We denote the epipolar matrix by E such that
for corresponding calibrated image points. We assume that cameras have been calibrated in the following discussion.
We note E can be expressed as E = sk(T ) * R where sk(·) is a function which generates skew-symmetric matrices from vectors and that given E it is possible to recover R and T [13] .
To estimate E from our feature matches, we make use of Wang et al.'s [9] robust kernel based method. This algorithm repeatedly samples random sets of five corresponding points from all detected feature matches and applies a fivepoint estimation algorithm [15] to estimate E. Once a given estimate of E is obtained, the algorithm applies a variable scale kernel to the residual error to estimate how much of the data is explained by the given estimate. This algorithm can be thought of as a generalization of RANSAC and is capable of performing well in situations where data inliers comprise less than 50% of the given data.
Stability Analysis
In this section, we present a method for selecting pairs of frames from a video sequence that give stable motion estimates with respect to pixel match error. In section 2.1, we described how to estimate the epipolar geometry between pairs of images of a rigid scene. However, these estimates are subject to corruption from pixel match error and are in fact unstable for very small motions [16] . [17] presented a method for estimating the covariance of each entry of E with respect to pixel noise, but here we will give a minimal parameterization of E that lets us estimate the stability of the underlying motion estimates directly. We assume that each pixel coordinate is corrupted independently by Gaussian noise.
Since E is a homogeneous constraint on camera motion, we can parameterize E as a function of five parameters, three for rotation and two for translation. We paramaterize rotations via their Lie algebra so(3). Any element of so(3) can be encoded by the the non-zero entries of the upper triangular portion of a skew symmetric matrix, thus we can express any rotation as exp(sk(ω)) with ω ∈ R 3 and exp(·) denoting the exponential map. Since translations can only be recovered from E up to an unknown scale, we can assume that translations are normalized to have unit norm and thus lie on the unit sphere, S 2 . We can map all but a single point(pole) of S 2 onto a 2D plane via a stereographic projection function, φ, [18] which gives a two parameter representation for translations. To fully cover the sphere we pick two different poles and perform two stereographic projections, deciding which projection to use dynamically by checking the distance of a point to a given pole. Thus we can write E as E(ω, x, y) = sk(φ −1 (x, y))exp(sk(ω)) with (x, y) ∈ R 2 , which is a minimal parameter representation.
Using this parameterization, it is possible to estimate 
where J # indicates the Jacobian of (1) with respect to parameter #. Provided that the given estimate of E is a relatively correct estimate, o(E * , p * 1 , p * 2 ) should be very close to zero thus we will drop this term in future calculations.
We wish to express E as a function of the point matches p 1 and p 2 . In order to achieve this result, we will formulate the problem as a least squares estimation using at least five match pairs. Performing least squares gives
This result implies that the covariance of the motion estimates, denoted Λ E , can be expressed as
T where Λ p1,p2 is the stacked covariance matrix of the matches. We will demonstrate in simulation and experiment that seeking to minimize the variance of the motions as a function of the match error variance will improve motion estimation results. We present two criteria for selecting image pairs at the end of section 3.
Simulation
In order to evaluate the effectiveness of our method, we first tested our covariance estimator on simulated data. We randomly sampled points from a 1.5cm 3 volume placed 1cm from the camera, which is on the same order as anatomy that might be commonly found in the ethanoid or sphenoid sinus regions. We then applied a rotation and translations that ranged from 0.1mm to 5mm to the points before applying a perspective projection and adding independent Gaussian noise to the pixel coordinates. Translations were such that the camera moved left, right, up, down, forward and backwards with respect to the sampled points. The pixel noise had standard deviation ranging from 1 pixel to 5 pixel error. In simulation, we found that the stability of the translation estimates depended primarily on the size of the translation and the magnitude of the pixel error. Rotation estimates were highly stable at any magnitude of translation, depending only on the magnitude of pixel error. These results coincide with other stability analyses of epipolar geometry such as [16] . In figure 3 , we present the traces of the ground truth covariance and the mean estimated covariance of noisy data for motion along the X-axis (Y-axis motion appears largely the same). We note that the average estimated covariance seems to indicate stable motion initially, but in actuality these motion estimates are largely incorrect. In this seemingly stable region, motion is estimated to be entirely along the Z-axis as the motion signal is masked by the pixel noise. To ensure that we are computing meaningful variances, we propose that the median pixel motion between matches should exceed three times the standard deviation of the pixel noise. Table 1 shows the average distance of camera translation required to achieve this much pixel motion for various pixel errors and directions of motion. Based upon Table 1 : Mean motion (in millimeters) along a given axis required to achieve median pixel motion greater than 3 standard deviations of pixel noise. Mean motion was computed from 1000 noise trials.
our simulation results, we propose the following criteria for frame pair selection during motion estimation. These criteria seek to maximize the motion estimate stability, while at the same time, maximizing the number of reconstructed feature points.
1. Median pixel motion between matches should be greater than 3 times the standard deviation of pixel error. We use median pixel motion as a metric to avoid bias by very large match errors.
2. For E i,j which relates motion from frame i to frame j we consider E i,j to be stable if
Experimental Results
Data
We tested our method on ex-vivo porcine sinus video. The video was captured using a framegrabber attached to a Storz Telecam, 202212113U NTSC with a zero-degree rigid monocular endoscope. An Optotrak rigid-body was attached to the endoscope and another to the porcine specimen and Optotrack motion estimates of camera position were recorded during video capture. Before the data collection, images of a checkerboard calibration grid were recorded to facilitate camera calibration. Camera calibration was performed using the Matlab Camera Calibration Toolkit from CalTech [19] and the hand-eye calibration between the Optotrak rigid-body and the camera was calculated by solving the AX=XB problem using the method by Park et al. [20] . In this case, the camera was calibrated to within a pixel RMS error of [0.38, 0.37]. The Optotrak/camera configuration had an estimated position uncertainty of the camera center of [1.1, 0.4, 0.1]mm.
Results
We selected a sequence of 165 frames from the porcine video data, which consisted primarily of steady translational motion, and assumed a 5 pixel standard deviation in the pixel match error. Additionally, we augmented our stopping criteria to require that the frame be selected only if there were four consecutive increases to stability measure. This look ahead window helps overcome local minimum caused by errors in motion estimation and additional sources of noise. We compared the motion estimates to those given by the Optotrack system and recorded the mean and median motion errors in table 2. In addition to the adaptive algorithm, we estimated motion by selecting consecutive pairs of frames, pairs which were 5 frames apart, and pairs which were 10 frames apart. Due to the random nature of the inlier selection algorithm, we ran the adaptive frame selection algorithm twice to verify the consistency of the results. For the second trial of adaptive frame selection, the Optotrack estimates reported a mean translation of 1.90mm and a median translation of 1.77mm. These results correspond well with our expected required distance of motion from simulation.
Examining the error results we note that the adaptive frame algorithm, which had a mean baseline of 8.58 frames, the 5 frame pairs and the 10 frame pairs had very similar median translation error. This similarity can be attributed to the smoothness of the motion in the selected video sequence. We would expect that for more erratic motion or motions at different velocities the static frame selection methods would be worse. Additionally, the large discrepancies between the median and mean errors in the fixed frame trials indicate the presence of several motion outliers in the estimation of translation. We also note that the mean translation error of the second adaptive trial is skewed heavily by the presence of a single outlier which corresponded with a translation of only .95mm. Table 2 : Motion error of different frame selection schemes as compared to the Optotrack motion estimates. All errors are reported in degrees.
Rotation
Conclusion
We have demonstrated a novel adaptive algorithm for automatically selecting frames from a video sequence, which results in more accurate and stable motion estimates. Our algorithm is based on a minimal parameter representation of the essential matrix such that we can directly estimate the stability of the underlying motions rather than just the stability of the essential matrix. We have tested the algorithm on challenging medical video data and have shown that our algorithm significantly improves the motion estimate results over statically selecting frames from a given video sequence.
We also noted in the course of this work that using (2) to refine motion estimates often gave very compelling results independent of how the initial motion was estimated. In future work, we would like to further characterize this behavior. Additionally, we feel that the methods presented in this work can be extended to the trifocal tensor and estimating motion between triples of images.
