Abstract. We prove sharp two-sided global estimates for the heat kernel associated with a Euclidean sphere of arbitrary dimension.
Statement of the result
Let S d ⊂ R d+1 be the Euclidean unit sphere of dimension d ≥ 1 equipped with the standard non-normalized area measure σ d . The heat kernel K d t (ξ, η) on (S d , σ d ) is a function of the geodesic spherical distance dist(ξ, η) = arccos ξ, η , and we write it as K d t (·), i.e., K
In this paper we prove the following. Analogous sharp bounds of K d t (ϕ) for large t are well known; one has c ≤ K d t (ϕ) ≤ C, ϕ ∈ [0, π], t ≥ T, for any fixed T > 0. This is also a consequence of our estimates for small t together with the semigroup property.
Theorem 1 leads to sharp bounds for the derivative ∂ ϕ K d t (ϕ). We have the following result which, in particular, confirms the intuitively obvious fact that K d t is strictly decreasing in [0, π]. Corollary 2. Let d ≥ 1 and T > 0 be fixed. There exist constants c, C > 0 depending only on d and T such that for ϕ ∈ [0, π] and 0 < t ≤ T c ϕ(π − ϕ)
,
The spherical heat kernel is an important object in analysis, probability and physics, among other fields. It is the integral kernel of the spherical heat semigroup and thus provides solutions to the heat equation based on the Laplace-Beltrami operator on S d . It is also a transition probability density of the spherical Brownian motion. Clearly, these two facts lead to physical significance and applications.
Surprisingly enough, up to our best knowledge an exact global description of the decisive exponential behavior of K d t (ϕ) for small t has not been established before, except for the simple case d = 1 in which the kernel is just a periodization of the Gauss-Weierstrass kernel. The main reason and obstacle seems to be the geometry of the sphere that has to be taken into account, but technically is not easy to handle. Indeed, intuitively it is clear that the behavior of K d t (ϕ) is very different for small ϕ, where the sphere resembles R d , and close to the antipodal point ϕ = π, to which, roughly speaking, the heat can flow along many geodesic lines.
The most precise global bounds for K d t (ϕ) known so far are only qualitatively sharp. By this we mean that the number 4 in the exponential factors in Theorem 1 is replaced by some smaller and larger numbers in the lower and upper bounds, respectively; see e.g. Theorems 5.5.6 and 5.6.1 in [6] . A sharp estimate for the antipodal point K d t (π) was found by Molchanov, see [10, Example 3.1]. For dimensions d = 2, 3 some partial results in the spirit of Theorem 1, in particular the upper bound, were obtained by Andersson [1] . In this context it is perhaps interesting to note that Nagase [11, Theorem 1.1] found a very precise description of the asymptotic behavior of K d t (ϕ) as t → 0, for small values of ϕ.
In contrast to qualitatively sharp estimates, genuinely sharp heat kernel bounds are usually much harder to prove and appear rarely in the literature; heat kernel estimates on the hyperbolic space [7] is one of these sparse instances. The example of S d shows that this is a difficult problem even for basic and regular Riemannian manifolds. In this connection, it is perhaps worth mentioning the recent papers [3, 4, 8, 9] where such results were obtained for Dirichlet heat kernels related to Bessel operators in half-lines, the Dirichlet heat kernel in Euclidean balls of arbitrary dimension, and the Fourier-Bessel heat kernel on the interval (0, 1). This was achieved by a clever combination of probabilistic and analytic methods.
An interesting aspect of Theorem 1 is its relation with sharp estimates for the ultraspherical, or more generally, the Jacobi heat kernel G α,β t (x, y); see e.g. [12] . Qualitatively sharp estimates for the Jacobi heat kernel were obtained independently in [5] and [12] . Combining our Theorem 1 with the reduction formula derived in [12] , one can prove genuinely sharp bounds for G α,β t (x, y), assuming that α, β ≥ −1/2 and α + β is a dyadic number. This leads to the natural conjecture that [12, Theorem A] holds with c 1 = c 2 = 1/4, that is exactly the same constants in the exponential factors as in Theorem 1, and this for all α, β > −1.
Outline of the proof
The spherical heat kernel K d t (ξ, η) and the associated kernel K d t (ϕ) can be expressed explicitly as series involving spherical harmonics or ultraspherical polynomials, respectively. But these series oscillate heavily and in general cannot be computed, so they are of no use for our purposes. Thus our approach is less direct.
In the first step, we prove Theorem 1 for odd dimensions d = 1, 3, 5, . . .. This is done by exploiting in an elementary, though technically involved, way the recurrence relation
together with the well-known fact that K 1 t (ϕ) is given by a simple positive series
Here W t is the one-dimensional Gauss-Weierstrass kernel
It is worth mentioning that ϑ t (ϕ) can be expressed in terms of θ 3 , one of the celebrated Jacobi theta functions. Notice that (1) readily implies Corollary 2 once Theorem 1 is proved. The formula (1) is a special case of a more general relation satisfied by the ultraspherical heat kernel
where σ 0 (S 0 ) = 2 in case d = 1. The identity (3) follows by a straightforward differentiation of the series expressing G α,α t (x, 1) in terms of ultraspherical polynomials. Both (3) and (1) can be found e.g. in [2, (2.7.13)] and [2, (2.7.15)], respectively, but they were no doubt known earlier, at least as folklore.
In the second step we use the result for odd dimensions to cover all even dimensions d = 2, 4, 6, . . .. This is performed by employing a reduction formula for the Jacobi heat kernel [12, Theorem 3.1] that in our situation implies via (4)
. It is worth noting that this step of the proof can be generalized to deliver an analogue of Theorem 1 in the Jacobi setting, as mentioned in Section 1. Summing up, we split the proof of Theorem 1 into the following two results.
Theorem 2.1. Given N ≥ 0, the estimate of Theorem 1 holds for d = 2N + 1.
The proofs of Theorems 2.1 and 2.2 are given in Sections 4 and 5. In both cases it is enough to show the result for some T , possibly very small, and one can restrict ϕ to (0, π), since K d t (ϕ) is continuous on the closed interval [0, π]. Some preparatory results needed to prove Theorem 2.1 are contained in Section 3.
Notation. In what follows we denote by N = {0, 1, . . .} the set of natural numbers. We write x∧y for the minimum of x and y. Further, we will frequently use the notation X Y to indicate that X ≤ CY with a positive constant C independent of significant quantities. We shall write X ≃ Y when simultaneously X Y and Y X.
Technical preparation
Define differential operators
Observe that L preserves the space of even, entire functions. Let N ∈ N. When writing D, we will often need to specify the variable, and for instance the notation D N z F (vz) will mean that the operator D N is applied to the function z → F (vz). On the other hand, we write
Lemma 3.1. Let F be an even, entire function. Then for N ≥ 1 and v > 0
Here the functions Φ N,j , j = 1, . . . , N , are even and meromorphic in C with poles only at the points of E, and these poles are of order at most 2N − j. Moreover, Φ N,N (z) = (z/ sin z) N .
Proof. When N = 1, (6) is obvious, since
For the induction step from N to N + 1, we apply D z to term number j in (6) and use Leibniz' rule and the case
Since Φ N,j is even and analytic in C \ E, so is the function z → (sin z) −1 Φ ′ N,j (z) appearing here, and its poles are of order at most 2 + 2N − j = 2(N + 1) − j. This means that the second term on the right-hand side of (7) fits in the sum in (6) with N replaced by N + 1. The same is true for the first term on the right-hand side of (7), since z → z(sin z) −1 Φ N,j (z) has poles of order at most 1 + 2N − j = 2(N + 1) − (j + 1) in E. This completes the induction step, because it is easy to verify, also by induction, that Φ N,N (z) = (z/ sin z) N . Lemma 3.1 is proved.
Proof. Since cosh z = ∞ k=0 a k z 2k with a k > 0, we see that L j (cosh)(z) will be of the same form, with coefficients a k,j > 0. Thus L j (cosh)(z) ≥ a 0,j > 0, z > 0, and this implies item (a).
To show (b), we may assume that z ≥ 1 because of (a). By induction L j (cosh)(z) can be seen to be a finite linear combination of terms z −m sinh z and z −m cosh z with m ≥ 1. So |L j (cosh)(z)| e z for z ≥ 1. Proof. The case k = 0 is trivial, so we consider k ≥ 1. Using Lemma 3.1 with F = cosh, we see that for any fixed k ≥ 1
and
for 1 ≤ j < k. Combining this with Lemma 3.2 (a), we see that the kth term of the sum in (8) dominates if v is large enough. This implies the lemma.
We will also need the following modification of Lemma 3.3.
Proof. The case k = 0 is trivial, so let k ≥ 1. Using (8), (9) and Lemma 3.2 (b) we infer that
uniformly in v ≥ 1 and z ∈ (0, π), as desired.
Proof of Theorem 2.1
In order to prove Theorem 2.1, it is enough to show the following, see (1) and (2).
Theorem 4.1. Let N ∈ N be fixed. There exists t 0 > 0 such that
This result is a straightforward consequence of the following two lemmas.
Lemma 4.2. Let N ∈ N be fixed. There exist M 0 , t 0 > 0 and constants c, C > 0 such that
holds for ϕ ∈ (0, π) and 0 < t ≤ t 0 satisfying (π − ϕ)/t ≥ M 0 .
Lemma 4.3. Let N ∈ N be fixed. For any M 0 > 0 there exist t 0 > 0 and constants c, C > 0 such that
holds for ϕ ∈ (0, π) and 0 < t ≤ t 0 satisfying (π − ϕ)/t ≤ M 0 . Observe that if Lemma 4.2 (hence also Lemma 4.4) holds with some M 0 > 0, then it also holds with any larger M 0 and the same t 0 , c, C. This will be frequently used in the sequel without further mention. Furthermore, we have the following straightforward consequence of Lemma 4.4, which will be needed in the proof of Lemma 4.6. Corollary 4.5. Let N ∈ N be fixed. There exists t 0 > 0 such that 
The proofs of Lemmas 4.2 and 4.3 will be given in
, term number N in the above sum is comparable to W t (ϕ)(π − ϕ) −N t −N for ϕ ∈ (0, π) and t > 0. Using the bounds |Φ N,j (ϕ)| (π − ϕ) −2N +j , ϕ ∈ (0, π) for 1 ≤ j < N , we see that the remaining terms are controlled by
uniformly in ϕ ∈ (0, π) and t > 0. Choosing M 0 large enough, we can make term number N dominate, and Lemma 4.4 follows. 
Here ψ/t ≤ M 0 , and by choosing t 0 small we can assume that 0 < ψ ≤ π/2. Then Corollary 4.5 implies that for some t 0 > 0 and all 0 ≤ k < N
Applying Lemma 3.3 (taken with πM 0 /2 instead of M 0 and v = π/(2t)) and making t 0 smaller if necessary, we get
The term with k = N in the sum in (11) is
The terms with k < N in this sum can be made much smaller as t approaches to 0, since they are controlled by e −π 2 /(4t) W t (ψ)t −N −k . It follows that for sufficiently small t 0 > 0
uniformly in ψ ∈ (0, π/2] and 0 < t ≤ t 0 satisfying ψ/t ≤ M 0 . Finally, using the relation e −π 2 /(4t) W t (ψ) ≃ W t (ϕ) for ψ/t ≤ M 0 , we conclude the proof.
Proof of Lemma 4.2.
The case N = 0 is straightforward, so assume that N ≥ 1. We will show that there exists an
uniformly in ϕ ∈ (0, π) and 0 < t ≤ 1 satisfying (π − ϕ)/t ≥ M 1 .
First observe that
Consequently, using Leibniz' rule for D we obtain
Now using Lemma 4.4 and Lemma 3.4 (with v = πn/t) we infer that there exists M 1 ≥ 1 such that
holds uniformly in ϕ ∈ (0, π), 0 < t ≤ 1 and n ≥ 1 satisfying (π − ϕ)/t ≥ M 1 . Summing over n ≥ 2, we get
uniformly in ϕ ∈ (0, π) and 0 < t ≤ 1 satisfying (π − ϕ)/t ≥ M 1 . We now focus on the term with n = 1 in (12) . Using (13) we see that
uniformly in ϕ ∈ (0, π/2] and 0 < t ≤ 1 satisfying (π − ϕ)/t ≥ M 1 . Therefore, in order to prove (12) it is enough to show that
uniformly in ϕ ∈ (π/2, π) and 0 < t ≤ 1 satisfying (π − ϕ)/t ≥ 1.
Using (10) and the estimates
uniformly in ϕ ∈ (π/2, π) and t > 0 satisfying (π − ϕ)/t ≥ 1. Combining this with the relations
we get (14) and hence also (12) . Next, an application of Lemma 4.4 shows that there exists M 2 > 0 such that
uniformly in ϕ ∈ (0, π) and t > 0 satisfying (π − ϕ)/t ≥ M 2 . Finally, combining this with (12) and the fact that e −π 2 /(4t) + e −π(π−ϕ)/t → 0 as t → 0 + and (π − ϕ)/t → ∞, we see that we can find 0 < t 0 ≤ 1 and
uniformly in ϕ ∈ (0, π) and 0 < t ≤ t 0 satisfying (π − ϕ)/t ≥ M 0 . This finishes the proof of Lemma 4.2.
Proof of Lemma 4.3.
Notice that for N = 0 Lemma 4.3 follows in a straightforward way. Therefore we assume N ≥ 1. We first prove that for any M 0 > 0 there exists t 1 > 0 such that
uniformly in ϕ ∈ [π/2, π) and 0 < t ≤ t 1 satisfying (π − ϕ)/t ≤ M 0 .
Almost as in the proof of Lemma 4.6, we let ψ = π − ϕ ∈ (0, π/2] and get
In view of Corollary 4.5, there exists t 1 > 0 such that
Further, using the relation
and Lemma 3.4 (with v = π(2n + 1)/(2t)), we arrive at
, we see that the left-hand side of (15) is controlled by
uniformly in ϕ ∈ [π/2, π) and 0 < t ≤ t 1 satisfying (π − ϕ)/t ≤ M 0 . This shows (15). Finally, combining (15) with Lemma 4.6 and using the fact that e −π 2 /(4t) → 0 as t → 0 + we may choose t 0 > 0 such that
uniformly in ϕ ∈ [π/2, π) and 0 < t ≤ t 0 satisfying (π − ϕ)/t ≤ M 0 .
Proof of Theorem 2.2
The proof reduces to a thorough analysis of a one-dimensional integral. Changing the variable of integration in (5) and using a basic trigonometric identity leads to the formula uniformly in ϕ ∈ (0, π) and 0 < t ≤ T for some fixed T > 0, say T = 1. Moreover, here we can replace the upper limit of integration by π/2, since the essential contribution in the last integral comes from integrating over the first half of the interval, that is (ϕ/2, π/2). This is seen by reflecting ψ → π − ψ and then using the simple bound 1 (t + ψ) N −1 e −π(π−2ψ)/t 1, ψ ∈ (0, π/2), 0 < t ≤ 1.
Changing now the variable of integration ψ = γ + ϕ/2 and then replacing the difference of cosines by a product of sines, we see that it is enough to prove that uniformly in ϕ ∈ (0, π) and 0 < t ≤ 1. Since for such ϕ, t and γ ∈ (0, (π − ϕ)/2) one has cos(ϕ/2) ≃ π −ϕ, t+π −γ −ϕ/2 ≃ 1, sin(γ +ϕ) ≃ (π −ϕ)(γ +ϕ), sin γ ≃ γ, sin(γ +ϕ/2) ≃ γ +ϕ, this task reduces to proving that 
