



Numerical simulations of coupled 
processes in rock fractures 
 
 
zur Erlangung des akademischen Grades eines 
 
Doktors der Naturwissenschaften 
 
von der Fakultät für Bauingenieur-, Geo- und Umweltwissenschaften 











Tag der mündlichen Prüfung:  
12. Januar 2018 
 
Referent: Prof. Dr. habil. Philipp Blum 























To my beloved parents, 
Klaus und Birgit Kling 
 

   Abstract 
      i 
Abstract 
Reservoir models are essential to assess the potential and risks of geothermal energy production. A 
significant limitation of reliable reservoir models is the availability of the required fracture parameters, 
which are often based on simplistic or lacking approaches or require too elaborate experimental setups. 
In order to define realistic fracture properties it is necessary to understand and quantify the underlying 
(often coupled) thermal, hydraulic, chemical and mechanical (THCM) processes by developing 
efficient and practical fracture analysis methods. To address these requirements, three independent 
approaches are introduced in this thesis:  
In study 1, a novel and free web application-based contact mechanical approach, which considers 
elastic and elastic-plastic contact deformations within fractures, is introduced and validated for uniaxial 
laboratory tests on a circular granodiorite fracture. The simulation results show that particularly the 
elastic-plastic model fits well with experimental normal closure results. In contrast to other fast and 
easy-to-apply contact models, both the elastic and elastic-plastic models also consider the realistic 
representation of contact areas (< 2 % at a load of 10 MPa) and heterogeneous local closure. Although 
there is a general resistance to pronounced non-elastic deformation (even at 10 MPa), which is also 
confirmed by the newly derived relative hardness value of 0.14 for granitic rocks, local contact stresses 
confirm the higher validity of the elastic-plastic contact model. 
In study 2, a novel approach based on non-destructive, in situ medical X-ray compute tomography 
(CT) scans is presented, which is appropriate to numerically approximate actual fluid flow in smooth 
fractures with small apertures (< 35 µm). The results are validated by applying flow through 
experiments of a fractured sandstone sample under loading/unloading conditions, which are performed 
simultaneously to the CT scans. Deviations from the experimental fluid flow results are caused by 
inevitable errors during the aperture calibration, rock matrix effects and resolution-caused limitations. 
Despite these deviations, flow simulations indicate significant stress-dependent flow channeling and 
permanent or temporary closure of single channels, whereas more pronounced changes of the flow 
regime must occur at scales below the CT resolution (0.5 × 0.5 × 1.0 mm³). 
In study 3, a phase-field model of hydrothermal quartz growth is applied to investigate the influence of 
sealing geometries on the hydraulic properties of fractures. It is shown that fluid flow in partially 
sealed fractures highly depends on the crystal habit of the precipitated minerals. For more elongated 
(‘needle’) crystal geometries typically crystal bridges evolve, which form distinct flow barriers and 
facilitate the evolution of hydraulic fracture properties resembling a porous media. Based on the flow 
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simulations a novel semi-empirical equation to estimate hydraulic fracture properties of partially sealed 
fractures is established. 
Within the scope of this thesis, three easy-to-apply approaches are introduced, which are the basis for 
further fracture research and can be used for different fracture issues. The web application represents a 
fast and free method, which can be used to study stress-dependent fracture normal closure based on 
conventional surface scanning methods, even for drill core samples. The proposed non-destructive 
medical CT scan approach can be useful, for example, to estimate hydraulic properties of tightly-
closed, chemically altered fractures. The newly established equation in the third study provides a more 
effective alternative to common hydraulic aperture models, which can be used to straightforwardly 
estimate the hydraulic properties of partially sealed fractures. 
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Kurzfassung 
Reservoirmodelle sind unerlässlich, um das Potential und Risiken bei der Gewinnung geothermischer 
Energie zu beurteilen. Eine wesentliche Einschränkung zuverlässiger Reservoirmodelle ist jedoch die 
Verfügbarkeit benötigter Kluftparameter, die oftmals auf allzu einfachen oder auch fehlenden 
Methoden beruhen oder extrem aufwändige experimentelle Aufbauten benötigen. Um passende 
Klufteigenschaften zu definieren, ist es daher nötig, die zugrundeliegenden (oftmals gekoppelten) 
thermischen, hydraulischen, chemischen und mechanischen (THCM) Prozesse zu verstehen und zu 
quantifizieren, indem man wirkungsvolle, aber anwendungsorientierte Methoden zur Kluftanalyse 
entwickelt. Um diese Erfordernisse anzugehen, werden in dieser Arbeit drei voneinander unabhängige 
Herangehensweisen vorgestellt: 
In Studie 1 wird ein kontaktmechanischer Ansatz basierend auf einer neuartigen, frei zugänglichen 
Web-Anwendung, die sowohl elastische als auch elastisch-plastische Kontaktdeformation innerhalb 
der Kluft betrachtet, vorgestellt und anhand von Uniaxialtests an einer kreisrunden Granodiorit-Kluft 
validiert. Die Simulationsergebnisse zeigen, dass insbesondere der elastisch-plastische Ansatz eine 
gute Übereinstimmung mit den Ergebnissen der experimentellen Normalverschiebung aufweist. Im 
Gegensatz zu anderen schnellen und leicht anwendbaren Kontaktmodellen, berücksichtigen sowohl das 
elastische als auch das elastisch-plastische Model eine realitätsnahe Wiedergabe der Kontaktbereiche 
(< 2 % bei 10 MPa Auflast) und das Auftreten ungleichmäßiger lokaler Vertikalversätze. Obwohl ein 
genereller Widerstand gegen ausgeprägte nicht-elastische Deformation (sogar bei 10 MPa) zu 
beobachten ist, was auch durch die neu hergeleitete relative Härte von 0.14 bekräftigt wird, bestätigen 
die lokalen Kontaktbelastungen die höhere Validität des elastisch-plastischen Kontaktmodels. 
In Studie 2 wird eine neuartige Vorgehensweise, basierend auf zerstörungsfreien in situ Scans mittels 
medizinischer Computertomografie (CT), vorgestellt, die sich als geeignet erweist um den Fluidfluss in 
weniger rauen Klüften mit kleinen Öffnungsweiten (< 35 µm) annäherungsweise numerisch zu 
bestimmen. Die Ergebnisse werden anhand von Durchflussexperimenten an einer geklüfteten 
Sandsteinprobe unter Be- und Entlastungsbedingungen validiert, die zeitgleich zu der CT-Scans 
durchgeführt wurden. Abweichungen von den experimentellen Durchflussergebnissen sind bedingt 
durch unvermeidbare Abweichungen während der Kalibrierung der Öffnungsweiten,  durch 
Einflussnahme der Gesteinsmatrix und durch die grobe Auflösung des CT Geräts. Trotz dieser 
Abweichungen, zeigen die Simulationen ein ausgeprägtes lastabhängiges Fließverhalten 
(„Channeling“) und ein permanentes oder vorübergehendes Schließen einzelner Fließwege, wobei 
deutlichere Änderungen des Fließregimes unterhalb der Auflösung (0.5 × 0.5 × 1.0 mm³) der CT-Scans 
zu erwarten sind. 
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In Studie 3 wird ein Phasenfeld-Model für hydrothermalbedingten Quarzwachstum angewandt, um den 
Einfluss der entstehenden Fällungs-Geometrien auf die hydraulischen Eigenschaften von Klüften zu 
untersuchen. Es wird gezeigt, dass der Fluidfluss in teilweise mineralisierten Klüften deutlich abhängig 
vom Kristallhabitus der ausgefällten Minerale ist. Für eher gestreckte Kristalle entwickeln sich 
typischerweise sogenannte „Kristallbrücken“, die ausgeprägte Fließbarrieren bilden und die Bildung 
von hydraulischen Klufteigenschaften begünstigen, die denen eines porösen Medium ähneln. Auf Basis 
der Strömungssimulationen kann eine neuartige semi-empirische Gleichung hergeleitet werden, um die 
hydraulischen Eigenschaften von teilweise mineralisierten Klüften abzuschätzen. 
In Rahmen dieser Thesis werden somit drei einfach anwendbare Methoden vorgestellt, welche die 
Grundlage für weitere Untersuchungen an Klüften darstellen und für verschiedenartige Kluft-
Fragestellungen verwendet werden können. Die Web-Anwendung stellt eine schnelle und frei 
zugängliche Methode dar, die genutzt werden kann, um die druckabhängige Normalverschiebung von 
Klüften basierend auf herkömmlichen Oberflächenscans zu untersuchen. Der vorgeschlagene 
zerstörungsfreie Ansatz für medizinische CT-Scans ist sinnvoll, um beispielsweise die hydraulischen 
Eigenschaften von dicht verschlossenen, chemisch alterierten Klüften abzuschätzen. Die neu 
hergeleitete Gleichung der dritten Studie liefert eine effizientere Alternativlösung zu herkömmlichen 
Modellen, die zur Bestimmung der hydraulischen Kluftöffnungsweite entwickelt wurden, und kann 
genutzt werden, um die hydraulischen Eigenschaften von teilweise mineralisierten Klüften relativ 
unkompliziert abzuschätzen. 
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1.1 Fractures and geothermal energy production 
Geothermal energy represents a natural, renewable and ubiquitous resource, which can meet the base load 
demand and also provides the benefit of the utilization of decentralized, inconspicuous and low-emission 
power plants (Meller et al. 2017). Besides this benefit of indirect use, geothermal energy also stands out 
because of its direct utilization options, where the produced heat energy can be used immediately or in 
cascade for district heating or agricultural and industrial purposes (Rubio-Maya et al. 2015). Although 
there are different theoretical estimations for the potential of geothermal power production in Germany, 
which range between two orders of magnitude (Paschen et al. 2003; BMU 2007; Jain et al. 2015), all these 
studies predict a potential energy supply significantly above the total energy demand (527 TWh) of 2016 
(BNetzA 2017). 
Generally, deep geothermal reservoir types can be distinguished in hydrothermal and enhanced 
geothermal systems, whose applicability always relies on the presence of fractures, which affect the 
hydraulic reservoir properties such as permeability or transmissivity. Typical reservoir types are 
schematically summarized in Fig. 1.1 and explained hereafter. 
One preferred target for hydrothermal energy production are fractured-porous media such as sandstones 
(Fig. 1.1), which can feature high matrix permeability (up to 10-12 m²; Moeck 2014). However, such rocks 
often are associated with facies changes, so that matrix permeabilities can vary by several orders of 
magnitude due to varying grain size distributions, compaction, cementation and the abundance of detrital 
clays (Stober and Jodocy 2009; Singhal and Gupta 2010; Soyk 2015; Weibel et al. 2017). Hence, naturally 
occurring fractures, which can provide additional fluid pathways and enhance the (cumulative) rock mass 
permeability, are often decisive for the feasibility of a geothermal project. Existing fracture systems can 
cause an increase in permeability by several orders of magnitude (Stober and Jodocy 2009; Singhal and 
Gupta 2010). However, pronounced double-porosity (contributions to storativity) and/or double-
permeability (contributions to overall fluid flow) of these aquifers also increase the hydraulic complexity 
of the reservoir (Berkowitz 2002; Singhal and Gupta 2010). 
 
Fractures and geothermal energy production  
2 
 
Fig. 1.1: Examples of naturally and artificially fractured geothermal reservoirs and how these reservoirs can be used 
with respect to their fluid temperatures. 
Further hydrothermal aquifers are provided by karstic and fractured carbonate rocks (Fig. 1.1), which 
make up a major part of the realized geothermal project in Germany (Goldbrunner 2014). In particular, the 
Malm-aquifers of the southern German Molasse basin is the preferred reservoir for direct and also indirect 
geothermal utilization (Goldbrunner 2014). High permeabilities up to 10-11 m² at suitable depths can be 
assigned to the triple porosity of the karst aquifer (Steiner et al. 2014). However, the interaction of 
dissolution conduits, fractures and the matrix-porosity causes highly heterogeneous and complex flow 
fields in these aquifers (Ghasemizadeh et al. 2012; Steiner et al. 2014). Fractures in the fractured karst 
aquifers not only provide an important feature for recent fluid flow, but were also substantial for the 
prehistoric development of karst features by providing flow paths and reactive surfaces for carbonate 
dissolution (Goldscheider and Drew 2007; Ghasemizadeh et al. 2012; Xanke 2017). 
A third type of hydrothermal systems is provided by active deep-reaching faults and/or their fractured 
damage zones (Fig. 1.1), which deliver hot fluids to shallower, more economical depths (López and Smith 
1995; Schmidt et al. 2016; Agemar et al. 2017). Such a fault-zone-related rise of thermal fluids is the basis 
for some geothermal projects (e.g. Bruchsal, Brühl, Insheim and Landau) in the Upper Rhine Graben 
(URG), which is characterized by its complex fault block structures (Sanjuan et al. 2016; Meier 2016). 
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Similar hydrothermal systems theoretically can be found in every tectonically active region, whereas the 
presence of the system does not guarantee an omnipresence of active fault zones, as is evident from 
geothermal projects in the URG (e.g. Bühl, Trebur). Targeted fault zones of these projects were filled with 
secondary minerals (e.g. phyllosilicates, quartz, gypsum or calcite) clogging the fault zones (Enerchange 
2016; Schmidt et al. 2016; Agemar et al. 2017). Generally, the quality of hydrothermal fault systems 
strongly depends on the fault geometry, the stress-field, chemical fluid-rock interactions, mechanical rock 
properties and potential mixing with colder fluids (Curewitz and Karson 1997; Schmidt et al. 2016; 
Agemar et al. 2017). 
It should be mentioned that in reality, not all hydrothermal reservoirs exactly match with a single reservoir 
type seen in Fig. 1.1) and are rather hybrids which reach higher production rates. For instance, the 
exploited hydrothermal fault systems in the URG, such as Bruchsal or Landau, are also located in the 
Buntsandstein aquifer. Fault zones also were the preferred target of many geothermal wells of the karstic 
Malm-aquifers, whereas their impact on productivity is still controversial (Steiner et al. 2014). 
 
 
Fig. 1.2: Geothermal reservoir rock types and the effect of potential reservoir porosities and permeabilities on the 
characterization of the geothermal system types (after Moeck, 2014). 
Enhanced geothermal systems (EGS) are naturally low-permeable reservoirs, which have to be enhanced 
by stimulating existing fractures or by generating new fractures. The stimulation (enhancement) of an 
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EGS strongly depends on the rock type and can be performed hydraulically, with gel-proppant mixtures or 
with hybrid slickwater treatment, which combines both aforementioned approaches (Schulte et al. 2010; 
Zimmermann and Reinicke 2010; Plenefisch et al. 2015). In terms of EGS, Moeck (2014) distinguishes 
between enhanced hydrothermal and petrothermal reservoir types, which are defined by their permeability 
and matrix porosity (Fig. 1.2). Similar to many unconventional hydrocarbon reservoirs, enhanced 
hydrothermal systems exploit low-permeable formations such as tight sandstones, dolomitic or vuggy 
carbonates and disrupted crystalline rocks (Moeck 2014). Petrothermal systems are defined by very low 
porosities and permeabilities (Moeck 2014) so that producible fluids are virtually absent and non-reservoir 
fluid has to be injected (Fig. 1.1). Typical EGS sites are the in situ downhole laboratory Groß Schönebeck, 
which exploits Rotliegend sandstones in the North German Basin (Moeck 2014) and petrothermal EGS 
pilot site Soultz-Sous-Forêt in the French part of the URG, where granitic rocks were hydraulically 
stimulated (Dorbath et al. 2009; Vidal et al. 2015). 
 
1.2 Impacts of rock fractures 
The presence of fractures does not unconditionally imply high production rates, but only indicates 
potential targets. Moreover, reservoir performance strongly depends on the fracture pattern complexity, 
which ideally forms an interconnected fracture network (Singhal and Gupta 2010), and features a 
significant hydraulic and mechanical anisotropy (Zhang and Sanderson 1995; Kulatilake and Panda 2000; 
Dietrich et al. 2005; Blum et al. 2007; Kohl and Mégel 2007; Müller et al. 2010). Understanding this 
fracture-related anisotropy is crucial when planning standardly applied directional drilling programs 
targeting the hydraulically most effective fractures in the reservoir (Nelson 2001; Stober and Jodocy 
2009). 
Apart from that, during the operation of geothermal wells (production or injection), fractured reservoirs 
are highly sensitive to often coupled thermal, hydraulic, chemical and mechanical (THCM) processes. 
Resulting fracture opening or closing and related fracture-matrix interactions, which are highly related to 
the matrix porosity and permeability, can have significant impacts on heat and fluid transfer (Pruess 1983; 
Singhal and Gupta 2010; Heinze and Hamidi 2017) and significantly contribute to the sustainability of a 
geothermal project. 
In addition, there are also security aspects. Rock fractures can be related to potential rock swelling 
mechanisms in clay-sulfate rocks, which can cause a significant uplift of the surface (Butscher et al. 
2016). Of course, such formations are not the primary target for deep geothermal energy production, but 
can be involved during well drilling due to inappropriate planning or surveillance. The shallow geothermal 
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drillings in Staufen and Lochwiller in the URG are examples of this unintended consequence (Fleuchaus 
and Blum 2017). During well drilling, fractures also play an important role concerning lost circulation of 
drilling “muds”, which can infiltrate into intersected permeable reservoirs and implicate economical losses 
and eventual groundwater contaminations (Dannwolf et al. 2014). Furthermore, the fracture propagation 
during hydraulic stimulation theoretically can affect adjacent formations, which do not act as hydraulic or 
mechanical barriers and thus facilitates potential hydraulic short circuits (Dannwolf et al. 2014; Plenefisch 
et al. 2015). Hydraulic stimulations also are associated with stress and strain changes in the rock mass and 
along the fractures themselves (Gaucher et al. 2015; Vogler 2016). These changes can cause a hydro-
mechanically (HM) coupled response of the reservoir, which triggers induced seismic events due to the 
resulting slip of pre-existing fractures (Baisch et al. 2010; McClure and Horne 2011; Vogler 2016). 
Although measured magnitudes of induced seismic events in Germany were relatively low (local 
magnitudes ML < 3.0) compared to events that were induced by salt mining, coal mining or gas 
exploration in the past, higher magnitude events in Basel/Switzerland (ML < 3.4) and St. 
Gallen/Switzerland (ML < 3.5) bequeathed negative connotations (Plenefisch et al. 2015). 
Consequently, numerical models of fractured reservoirs are essential to the execution of geothermal 
projects. Reliable reservoir models reduce capital expenditure and exploration risks and play an important 
role in forecasting, monitoring or preventing potential environmental risks (Gaucher et al. 2015).  
 
1.3 Fractures network models 
As recently stated by Alghalandis (2017) fracture network modelling and subsequent coupled or 
decoupled THCM simulations are a relatively young geoscientific discipline, which however have become 
increasingly important due to the rapid developments in computer sciences. Typically, there are different 
scales of fracture-related problems, which can range from the laboratory scale (single fracture), over the 
local fracture network scale (between 10 and 100 m²) to the superior regional scale comprising entire fault 
network geometries (Faybishenko et al. 2003). Hence, for fractured reservoirs a special focus lies on the 
so-called upscaling, where fracture investigations often are based on small-scale (and short-time) 
laboratory or field tests that have to be extrapolated to assess the entire reservoir (Nelson 2001). However, 
fractured rock masses are often characterized by heterogeneous and complex network structures, which in 
turn comprise a finite number of heterogeneous fractures and fracture sets (Pollard and Aydin 1988; 
Schultz 2000; Nelson 2001; Lei et al. 2017). Thus, Faybishenko et al. (2003) adapted the concept of the 
hierarchical scales subdividing the fracture system in a graded series of subsystems, whereby each 
subsystem affects the next-higher subsystem. The uppermost subsystem in fractured reservoir modelling 
often depends on the study area and implies different model approaches, which can be distinguished as 
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continuum, discontinuum and hybrid multiple-continuum or discontinuum-continuum methods (Dietrich 
et al. 2005; Lei et al. 2017). 
Continuum methods represent the computationally most efficient approach, however require a sufficiently 
large fractured system and the applicability of the representative elementary volume (REV) concept 
(Dietrich et al. 2005). The REV represents the smallest volume of the considered fractured rock mass 
beyond which a studied reservoir parameter remains mostly constant (Min et al. 2004; Dietrich et al. 2005; 
Blum et al. 2007; Müller et al. 2010). Due to size-scaling, anisotropic fracture alignments, single fracture 
properties and spatial clustering, the applicability of the REV is site-specific and relies on the considered 
scale, complexity and heterogeneity of the fractured system (Neuman 1988; Barton 1995; Kulatilake and 
Panda 2000; Min et al. 2004; Blum et al. 2005, 2007; Müller et al. 2010). Nevertheless, finding the REV 
requires more accurate and computationally intensive discontinuum-based methods (Neuman 1988; 
Kulatilake and Panda 2000; Min et al. 2004; Blum et al. 2005, 2007).  
Consequently, there are still two fundamental issues with regard to discontinuum models (Lei et al. 2017): 
The geometrical representation of the local or regional fracture network and the modelling approach to 
solve fully or partially coupled THCM processes. 
1.3.1 Discrete fracture networks 
Computational models, which are generated to reflect representative subsurface fracture geometries and 
patterns, typically are called discrete fracture networks (DFN). Depending on the model dimension (Fig. 
1.3), DFNs typically are described by different geometric properties such as the number of fracture sets, 
fracture density, fracture intensity, fracture spacing, fracture mean length, fracture length distribution and 
fracture orientation (Zeeb et al. 2013b; Alghalandis 2017). 
Accordingly, there are generally four methods to find representative fracture patterns:  
(1) Deterministic DFNs are directly mapped from analogous outcrops by image analysis (e.g. Zeeb et 
al. 2010; Healy et al. 2017; Lei et al. 2017).  
(2) Artificial (stochastic or fractal) DFNs (Fig. 1.3) are commonly generated based on detailed 
fracture surveys providing the relevant statistical parameter of the fracture network (e.g. Blum et 
al. 2005, 2007; Davy et al. 2010; Harthong et al. 2012; Zeeb et al. 2013b; Alghalandis 2017; Lei 
et al. 2017).  
(3) Hybrid approaches are combined artificial-deterministic DFNs, where randomly generated 
fractures are combined with real subsurface fractures derived from borehole logs or seismic 
interpretations (Rogers et al. 2010; Doe et al. 2013).  
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(4) Geomechanical DFNs do not only focus on the reproduction of existing fracture networks, but 
numerically reproduce the entire geomechanical fracture evolution with due regard to the 
geologically-inferred paleo-stress conditions (Lei et al. 2017 and references therein). 
 
 
Fig. 1.3: Example of discrete fracture network (DFN) models containing three fracture sets in 3D and 2D. The 3D 
DFN is generated by using the open source MATLAB-code ADFNE (Alghalandis 2017). The 2D model represents a 
slice of the 3D model reproduced by applying the open-source visualization software ParaView (Ayachit 2015) 
1.3.2 Reservoir simulations 
The choice of an appropriate simulation approach most often relies on the underlying coupled or 
uncoupled (THCM) processes and the scale and complexity of the DFN. Thus, there are various numerical 
codes for DFN-based reservoir simulations (e.g. Jing 2003; Jing and Stephansson 2007; Rutqvist et al. 
2009; Rutqvist 2011; Lisjak and Grasselli 2014; Steefel et al. 2015; Lei et al. 2017). However, most of 
these approaches only consider 2D problems or refer to “loosely coupled problems” as argued by Cacace 
and Jacquey (2017). Such a “loosely coupled” approach, for example, is applied by Rutqvist et al. (2013), 
who combine TOUGH2 for fluid flow, FLAC for rock mechanics and MINC for particle transport to 
simulate stress-dependent solute transport in fractured rocks. Up-to-now, there are only a few applications 
providing a system of fully coupled equations to solve TH(C)M problems in 3D fractured rock masses 
such as GEOS (Vogler 2016; Settgast et al. 2017), GOLEM (Cacace and Jacquey 2017) or REDBACK 
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(Poulet et al. 2017). Furthermore, there are also first computationally intensive rough-walled (RW-)DFN 
simulations, which are applied for (uncoupled)  fluid flow simulations focusing on the interaction of 
heterogeneous fracture flow (Watanabe et al. 2011; Ishibashi et al. 2012; Jing et al. 2017; Kirkby and 
Heinson 2017). 
Due to the computational requirements of RW-DFNs, most DFN simulations still rely on simplified 
approaches, where fractures are considered as continuous “joint elements”, discrete “parallel plates” or 
pipe networks (e.g. Alghalandis 2017; Lei et al. 2017). These approaches require input parameters 
referring to representative hydraulic or mechanical fracture properties. Hence, investigations on single 
fractures are essential to understand fracture hydraulics and to transfer the findings into DFN simulation to 
obtain more reliable simulation outputs. 
1.4 Single fractures 
There are many definitions for the term “fracture” in geosciences, which most often reflects the different 
interests of the authors (Nelson 2001). In this thesis, the term “fracture” refers to the definition of Jaeger et 
al. (2007) and can be described as a discontinuity, which divides an intact rock mass in two parts due to 
brittle failure. In contrast to faults, which can be described as large-scale fractures, only little or no 
transverse displacement occurs along fractures. On a mechanical view, fractures can be subdivided into 
three generic types (Bons et al. 2012):  
• Mode I (also tensile, extension or opening fracture): The displacement vector is perpendicular to 
the fracture plane 
• Mode II (also in-plane shear or sliding fracture): The displacement vector is parallel to the 
fracture plane and parallel to the propagation direction. 
• Mode III (also out-of-plane shear or tearing fracture): The displacement vector is parallel to the 
fracture plane and perpendicular to the propagation direction. 
Mode II and mode III often are summarized as shearing fractures (Bons et al. 2012). In this thesis, mode I 
fractures are called tensile fractures. Fractures, which combine both tensile and shearing characteristics are 
termed hybrid or oblique opening fractures (Bons et al. 2012).  
In fractured reservoirs typically not only a single generic fracture types occurs. Which types occur and 
how these features contribute to the entire fractured system, relies on the tectonic history, the state of 
stress and underlying processes at the time of fracturing (Nelson 2001). Hence, fault- or fold-related 
fractures typically are very complex and form dense networks of both shearing and tensile fractures. In 
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contrast, regional fractures often are tensile and reveal more consistent and simple geometries (Nelson 
2001). 
Additional to their mechanical genesis, Nelson (2001) also classifies fractures by their internal 
morphology and distinguishes between:  
• Open fractures, which are fractures without any deformational or diagenetic material fillings and 
typically have a positive effect on the reservoir permeability (Nelson 2001).  
• Deformed fractures, which are strongly altered due to pronounced shearing so that the fractures 
are filled with gouge, polished (slickensides) or a combination of both and often are associated 
with low fracture permeabilities (Nelson 2001).  
• Mineral-filled fractures, which are extremely common and can be partially or completely filled 
by secondary minerals such as quartz, calcite or sulphides (Nelson 2001). Fractures, which are 
completely filled (or sealed) are called veins and form significant flow barriers (Nelson 2001; e.g. 
Bons et al. 2012).  
• Vuggy fractures, which are caused by fluid-flow related dissolution processes inside the fracture 
and typically indicate an increased fracture permeability (Nelson 2001).  
In rock fracture studies, there is also a further separation between natural (real), artificial (man-made or 
induced) and synthetic (computer-generated) fractures (e.g. Glover et al. 1998). 
1.4.1 Fracture properties 
Although there are many different fracture types, most of these fractures have in common that they consist 
of two opposing surfaces, which are rough to a certain degree and typically form a heterogeneous field of 
voids and contacts. The resulting morphology defines the geometric, mechanical and hydraulic fracture 
properties, which are essential for subsequent (coupled) THCM processes inside the fracture. The most 
important fracture properties are summarized by Hakami (1995) and are listed hereafter. Typically, these 
features are tightly coupled to each other (e.g. Pyrak-Nolte 1996; Pyrak-Nolte and Morris 2000):  
• Aperture: Refers to the varying local distance (void space or gap) in the z-direction of the 
referring fracture and its x-y plane (Fig. 1.4a). Apertures used for DFN simulations or analytical 
solutions typically refer to the mean of the local aperture distribution.  
• Roughness: Refers to the unevenness or smoothness of the fracture surfaces or aperture 
distribution (Fig. 1.4a). There are various roughness parameters used in the geoscientific 
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community (e.g. Belem et al. 2000; Li and Zhang 2015; Kling et al. 2017), whose choice 
generally depends on the subsequent numerical or analytical utilization. Typically, fractures 
comprise a primary (large-scale waviness or undulation) and a secondary (small-scale 
unevenness) roughness component, which can have different effects on fracture flow and 
mechanics (e.g. Tatone and Grasselli 2012a; Zou et al. 2015).  
• Contact area: Refers to those fracture surface asperities, which are in contact (Fig. 1.4a). Contact 
areas are quantified as the ratio of the total area of real contact and the total fracture surface area. 
However, it is difficult to quantify the actual contact area of the rock surface because transitions 
between contacting and non-contacting areas strongly depend on experimental quantification 
methods, numerical contact mechanical models and corresponding fracture morphology 
measurements, which often cause a blurring of actual contacts (Hakami 1995; Dieterich and 
Kilgore 1996). 
 
Fig. 1.4: Example of rough rock fracture with a heterogeneous aperture distribution and contact areas (a) and a 
potential resulting flow field featuring tortuous flow channels (b). Both figures are based on photogrammetric scans 
of an altered granodiorite sample for the Aspö Hard Rock Laboratory (Sweden). The normalized fluid velocities are 
calculated by using the classical local cubic law (LCL) approach (e.g. Brush and Thomson 2003). 
• Channeling / Tortuosity: Refers to the flow pattern inside the heterogeneous aperture field of the 
fracture and directly affects the hydraulic fracture properties. Locally varying flow velocities 
facilitate local paths of least resistance so that most of the fluid flows along preferred and often 
interconnected flow paths (Fig. 1.4b; Tsang 1984; Tsang and Tsang 1989; Hakami 1995; Tsang 
and Neretnieks 1998). Due to the heterogeneity of local apertures, these channels are not straight-
lined, but undulate through the fracture (Fig. 1.4b). The resulting relative deviation from the 
theoretically shortest (straight-lined) flow path is called the geometric tortuosity (Ghanbarian et al. 
2013). How the tortuous channels evolve along the fracture highly depends on the anisotropy and 
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heterogeneity of the aperture field (Nemoto et al. 2009). Channeling also plays a significant role 
for the interconnectivity of different fractures in a DFN (Hakami 1995). 
• Matedness: The matedness refers to the matching of two surfaces and describes their “pattern 
agreeness” or “fitness” (Zhao 1997). Although there are efforts to quantify the degree of matching 
(Zhao 1997), the term “matedness” often represents a descriptive measure, which affects the 
geometrical, mechanical and hydraulic fracture properties (Zhao 1997). For instance, Wu and 
Sharma (2017) indicate an logarithmic increase of mean apertures by progressively shifting 
surfaces of an initially mated fracture. It is worth mentioning that in nature fracture surfaces never 
will match perfectly, since most fracture surfaces experience individual mechanical or chemical 
alteration (e.g. Ogilvie et al. 2006; Schwarz and Enzmann 2013). 
• Spatial correlation: Refers to the length over which a local fracture aperture value (or asperity 
height of a surface) is correlated with its neighbouring aperture (or asperity height) (Tsang and 
Stephansson 1996). Typically, there are various methods to quantify the spatial correlation such as 
statistical variogram or fractal analyses (Hakami and Larsson 1996; Candela et al. 2009). The 
spatial correlation provides information about matedness or mismatch of the fracture (Brown 
1995; Hakami 1995; Hakami and Larsson 1996; Matsuki et al. 2006), but also provides 
information about scale-dependent fracture patterns. Variogram analyses of crystalline rock 
fractures show that correlation lengths typically are below one meter, which restricts upscaling to 
fracture patterns larger than 1 × 1 m² (Hakami and Larsson 1996; Vogler 2016; Vogler et al. 
2016a). During fractal analyses, fracture surfaces are analysed for their statistical self-affinity and 
topothesy correlations, where latter co-determines the surface amplitudes (e.g. Schmittbuhl et al. 
2008; Candela et al. 2009, 2012). For faults and fault-related fracture surfaces, self-affinity scaling 
has been found to be applicable over more than nine orders of magnitude from 5 × 10-5 to more 
than 5 × 104 m, while topothesy correlations only show weak or no clear correlation (Brodsky et 
al. 2011; Candela et al. 2012; Renard and Candela 2017). Furthermore, spatial correlations can 
reflect morphological fracture anisotropies (Candela et al. 2009; Vogler et al. 2016a). 
• Stiffness: Refers to the relationship between fracture surface displacement and applied shear or 
normal loads, and is strongly connected to the mechanical properties and roughness of the fracture 
(Bandis et al. 1983; Hopkins et al. 1987; Hopkins 2000; Pyrak-Nolte and Morris 2000). Generally, 
it can be distinguishes between the normal stiffness and shear stiffness. The normal stiffness can 
be evaluated from normal displacement experiments and describes the ratio of normal stress and 
normal displacement within a certain increment of the resulting stress-displacement curve (e.g. 
Goodman 1976; Campañá et al. 2011). Since the stress-displacement curve typically is non-linear, 
the normal stiffness is often expressed by the initial tangent of the curve (Bandis et al. 1983). The 
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shear stiffness can be evaluated from direct shear tests and represents the slope of the secant 
between the origin of the stress-displacement curve and the peak shear strength (Goodman 1976). 
1.4.2 Determining hydraulic fracture properties 
As mentioned above, most (recent) DFN-based reservoir simulations do or cannot directly account for real 
(rough) fracture geometries. Hence, representative hydraulic fracture properties such as the hydraulic 
aperture (Zeeb et al. 2013b; Alghalandis 2017) or the fracture permeability and transmissivity (Flemisch et 
al. 2017) often are important input parameters for DFN simulations. 
Analytical approaches often are the simplest method to estimate hydraulic fracture properties, but also are 
the most inexact method because they often neglect important hydraulic, mechanical or chemical 
processes, which all are based on more complex rough fracture morphologies (Lang et al. 2016). One of 
the most common empirical approaches is defined by Barton et al. (1985), who defines the hydraulically 
effective aperture ah as 
 = .
 (1.1) 
where am is the (measurable) mechanical aperture and the joint roughness coefficient (JRC) characterizes 
the surface roughness. Additional approaches have followed, which all presume that the hydraulic aperture 
of a fracture mostly rely on few measurable geometric properties (e.g. Louis 1967; Renshaw 1995; 
Zimmerman and Bodvarsson 1996; Souley et al. 2015). Furthermore, various hydromechanical (HM) 
approaches are derived to estimate the stress-dependency of hydraulic fracture properties (e.g. Bandis et 
al. 1983; Ohnishi et al. 1996; Rutqvist and Stephansson 2003; Huo and Benson 2015). Furthermore, there 
are hydraulic aperture equations focusing on chemical alteration, which often rely on pure precipitation or 
dissolution kinetics in idealized “parallel plate” fractures (e.g. Lowell et al. 1993; Noiriel et al. 2007, 
2013; Chen et al. 2014).  
Laboratory experiments have the advantage that they offer a wide range of possible applications, 
particularly when considering coupled or uncoupled THCM processes in single fractures. 
Hydromechanically coupled experiments can be applied to quantify stress-dependent fracture flow, which 
generally decreases with increasing stress (Raven and Gale 1985; e.g. Brown 1987; Hakami and Larsson 
1996; Watanabe et al. 2008, 2009; Huo and Benson 2015; Vogler et al. 2016a; Watanabe et al. 2017). 
Furthermore, using transparent fracture replicas and dyed fluids enables the qualitative description of 
fracture flow during loading (Develi and Babadagli 2015; Babadagli et al. 2015). However, applying such 
replicas can adulterate actual mechanical fracture properties and also neglects potential fracture-matrix 
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interactions. Fully coupled THCM experiments are useful to determine the coupling of mechanical closure 
and dissolution-precipitation processes (Moore et al. 1983, 1994, Morrow et al. 1984, 2001; Polak et al. 
2003; Hilgers and Tenthorey 2004; Yasuhara et al. 2006; Ishibashi et al. 2013; Faoro et al. 2015), however 
are typically time-consuming. Although laboratory experiments are suitable to reveal realistic data, they 
are often expensive or are limited to certain fracture sizes.  
Computational fluid dynamics (CFD) provide an alternative to overcome some of these experimental 
shortcomings. Generally, CFD codes solving the Navier-Stokes equation (NSE) or consistent Lattice-
Boltzmann methods (LBM) are the physically most “exact” methods (Oron and Berkowitz 1998; Brush 
and Thomson 2003; Cardenas et al. 2007; Landry and Karpyn 2012). NSE and LBM methods also capture 
fast, non-laminar flow regimes and related local effects such as eddy formation, which are not uncommon 
in rock fractures (Kohl and Hopkirk 1995; Qian et al. 2007, 2011; Cardenas et al. 2007; Zou et al. 2015). 
Besides pure fluid flow simulations, there are also coupled THC(B) approaches focusing dissolution, 
precipitation or biofilm (B) dynamics on the pore-scale (Yoon et al. 2012; Steefel et al. 2013; Ankit et al. 
2015a; Wendler et al. 2015). However, 3D approaches often require high computation times due to the 
complex fracture morphologies. A further CFD approach is the common local cubic law (LCL), which is 
also known as the lubrication or Reynolds equation. The LCL represents a simplified form of the NSE, 
where 3D aperture geometries are considered as a 2.5D distribution of local parallel plates along the 
fracture plane. However, the classical LCL is only applicable to laminar flow problems (Oron and 
Berkowitz 1998; Brush and Thomson 2003; Zimmerman and Yeo 2013) and often overestimates fracture 
flow (Nicholl et al. 1999; Konzuk and Kueper 2004; Wang et al. 2015). It is worth noting that Wang et al. 
(2015) meanwhile presented a modified LCL approach, which also accounts for tortuosity and roughness 
effects. The big advantages of the LCL are the fast computation times and the potential coupling with 
many mechanical or chemical fracture alteration codes (e.g. Crandall et al. 2014; Lang et al. 2015, 2016; 
Li et al. 2015; Pyrak-Nolte and Nolte 2016). Couplings of potential THCM simulation based on the LCL 
are summarized by Bond et al. (2017) focusing on a THCM experiment on a quartzite fracture (Yasuhara 
et al. 2006). These approaches reveal plausible results, however rely on some “calibration” factors (Bond 
et al. 2017), which indicates that further studies and more sophisticated approaches are necessary. 
Up to now, there is no universal approach, which can be applied to the full spectrum of (often coupled) 
thermal, hydraulic, chemical and mechanical fracture processes. More sophisticated experimental or 
numerical approaches often are too time-consuming or elaborate for practical purposes. Instead, 
approaches are required, which are easy to apply and only rely on few input data that can be obtained from 
ordinary measurement methods.  
Finding appropriate approaches not only is valuable for geothermal energy production, but also is 
significant for other geoscientific disciplines such as hydrocarbon extraction (e.g. oil, gas, coalbed 
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methane), nuclear waste disposal, tunneling, underground fluid storages (e.g. carbon sequestration or 
hydrogen storage), excavation and slope evaluation (e.g. tunneling or landslides) or water supply and 
contaminant hydrogeology (National Research Council 1996). 
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1.5 Objectives 
The objective of this thesis is to find efficient and easy-to-apply methods for fracture studies, which can 
be used to find input parameters for further analytical or numerical (DFN) models. Additionally, another 
focus of the fracture studies is to get fundamental insights into mechanical and chemical fracture alteration 
processes and how these processes can affect fracture flow, which is the basis to understand their complex 
thermal-hydraulic-chemical-mechanical (THCM) coupling under reservoir conditions. Consequently, this 
thesis comprises three separate numerical approaches, which address the following aims: 
(1) In a first step, it is aimed to validate a novel, free and efficient Fast Fourier Transform (FFT)-
based web application for a circular granodiorite fracture. In this context, the question, which 
contact mechanisms (elastic, elastic-plastic or perfectly plastic) govern the normal closure of the 
considered fracture, is addressed 
(2) A further aim is the proposal of a practical approach to combine fluid flow simulations and 
medical X-ray computed tomography (CT) measurements, which are applied to reproduce fracture 
geometries under experimental loading/unloading conditions. 
(3) The last part of this thesis aims to examine how different grades of sealing and sealing structures 
affect fracture permeability. A numerical study based on phase-field models of hydrothermally 
induced quartz growth aims to answer the question whether hydraulic properties of sealing 
fractures can be expressed by more simplified analytical expressions. 
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1.6 Structure of the thesis 
The presented cumulative thesis consists of three individual fracture studies (Chapter 2, 3 and 4), which 
are non-chronologically enclosed. The synthesis in Chapter 5 summarizes and establishes a connection 
between the results and findings of the presented studies. All studies were submitted to peer-reviewed 
(ISI-listed) journals, whereas two of them are already published and one is submitted. 
Chapter 2 contains the third study, “Numerical simulations and validation of contact mechanics in a 
granodiorite fracture”. This study contains the revised manuscript, which is resubmitted to Rock 
Mechanics and Rock Engineering and discusses the validation of physically exact contact models to 
simulate normal closure of a granodiorite fracture under consideration of elastic and elastic-plastic contact 
deformation. In this context, a novel, free and efficient web application is introduced into geoscientific 
research, which also considers fracture geometries derived by high-resolution scans of circular surfaces. 
Simulations results are also compared to an alternative contact model, which is often used for analytical 
treatment. Furthermore, the relative hardness, an essential input parameter for the elastic-plastic contact 
model, is reexamined for granitic rocks. 
Chapter 3 presents the first study “Simulating stress-dependent fluid flow in a fractured core sample using 
real-time X-ray CT data”, which was published in Solid Earth. This study proposes a practical approach 
based on real-time X-ray computed tomography (CT) data to reproduce stress-dependent single phase 
fluid flow in a fractured sandstone sample with low matrix permeability. The simulation approach 
comprises the aperture calibration based on a modification of the simplified Missing Attenuation approach 
and the application of a Navier-Stokes-Brinkman solver to simulate fluid flow though the fractured core 
sample. The flow simulations are validated for a flow-through experiment under loading/unloading 
conditions, which is conducted simultaneously to the CT scans. 
Chapter 4 contains the second study “Fracture flow due to hydrothermally induced quartz growth”, which 
was published in Advances in Water Resources. This study examines how different grades of sealing 
affect fracture permeability by sequentially coupling phase-field models of hydrothermally induced three-
dimensional quartz growth and Navier-Stokes simulations to model geometry-related fluid flow in rock 
fractures. Fluid flow simulations are performed for two types of quartz crystals (compact and elongate), 
which can precipitate in rock fractures. Resulting flow patterns are discussed with regards to their global 
and local influence on fracture flow and how the latter depends on the underlying quartz geometries. 
Finally, Chapter 5 summarizes the major results of the three studies and evaluates the findings in terms of 
their importance for future fracture research and applications in fractured reservoir modelling. In addition, 
pending research questions and proposals based on this thesis are compiled. 
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Numerical simulations and validation of contact 
mechanics in a granodiorite fracture 
Reproduced from: Kling T, Vogler D, Pastewka L, Amann F, Blum P: Numerical simulations and 




Numerous rock engineering applications require a reliable estimation of fracture permeabilities to 
predict fluid flow and transport processes. Since measurements of fracture properties at great depth are 
extremely elaborate, representative fracture geometries typically are obtained from outcrops or core 
drillings. Thus, physically valid numerical approaches are required to compute the actual fracture 
geometries under in situ stress conditions. Hence, the objective of this study is the validation of a Fast 
Fourier Transform (FFT)-based numerical approach for a circular granodiorite fracture considering 
stress-dependent normal closure. The numerical approach employs both purely elastic and elastic-
plastic contact deformation models, which are based on high resolution fracture scans and 
representative mechanical properties, which were measured in laboratory experiments. The numerical 
approaches are validated by comparing the simulated results with uniaxial laboratory tests. The normal 
stresses applied in the axial direction of the cylindrical specimen vary between 0.25 and 10 MPa.  The 
simulations indicate the best performance for the elastic-plastic model, which fits well with 
experimentally derived normal closure data (root-mean-squared error = 9 µm). The validity of the 
elastic-plastic model is emphasized by a more realistic reproduction of aperture distributions, local 
stresses and contact areas along the fracture. Although there are differences in simulated closure for the 
elastic and elastic-plastic models, only slight differences in the resulting aperture distributions are 
observed. In contrast to alternative interpenetration models or analytical models such as the Barton-
Bandis models and the “exponential repulsion model”, the numerical simulations reproduce 
heterogeneous local closure as well as low contact areas (< 2 %) even at high normal stresses (10 
MPa), which coincides with findings of former experimental studies. Additionally, a relative hardness 
value of 0.14 for granitic rocks, which defines the general resistance to non-elastic deformation of the 
contacts, is introduced and successfully applied for the elastic-plastic model.  
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2.1 Introduction 
For many rock engineering issues such as geothermal or hydrocarbon reservoir engineering or nuclear 
waste disposal, the presence of fractures are a crucial factor determining the profitability and safety of 
the project (Blum et al. 2009). Unfortunately, measurements of fracture surfaces or aperture fields are 
taken from core drillings or outcrop analogues under zero-stress conditions so that these fractures 
significantly differ from their in situ reservoir conditions. With increasing depth, rock fractures 
typically are affected by increasing effective stresses and the crustal stress fields (Brace and Kohlstedt 
1980; Heidbach et al. 2010), which alter the fractures under high compressive stresses, compared to 
their surface analogues. Since rock fractures basically consist of two opposing, rough surfaces with 
deformable asperities, increasing effective stresses are associated with a certain fracture closure, which 
in turn affects the fracture properties such as permeability or stiffness (e.g. Goodman 1976; Pyrak-
Nolte and Morris 2000; Blum et al. 2005; Kling et al. 2016; Vogler et al. 2016a). 
Several studies established empirical and theoretical relationships between stress and normal closure 
(e.g. Goodman 1976; Bandis et al. 1983; Barton et al. 1985; Evans et al. 1992; Ohnishi et al. 1996; 
Rutqvist and Tsang 2003; Blum et al. 2005; Huo and Benson 2015). Indeed, these models are 
convenient and fast approaches to approximate the fracture aperture, normal closure or permeability at 
the relevant effective normal stress level. However, they entail uncertainties due to several 
simplifications such as fitting variables or fracture-specific properties, which have to be determined in 
experiments. As a consequence, the most common Goodman (Goodman 1976) or Barton-Bandis (BB) 
models (Bandis et al. 1983; Barton et al. 1985) were found to deviate significantly from experimental 
data and to be insufficient for predicting in situ conditions (Jing et al. 1995; Ohnishi et al. 1996). This 
can partially be attributed to the simplified representations of fracture morphology by these models, as 
the response of a fracture to stress is a 3D problem relying on unique fracture morphologies (Hopkins 
2000). 
3D measurement techniques such as laser scanning, photogrammetry, white light interferometry (WLI) 
or atomic force microscopy (AFM) made rapid progress in the last years and found their way into 
geoscientific fracture analyses ranging from the nanometer to meter scales (e.g. Candela et al. 2009; 
Yasuhara et al. 2011; Seiedi et al. 2011; Candela et al. 2012; Tatone and Grasselli 2012b; Vogler et al. 
2016a; Fischer and Luttge 2017). Furthermore, several methods, which facilitate the morphological 
reproduction of 3D fracture surfaces or aperture fields based on statistical information, have been 
introduced (e.g. Garcia and Stoll 1984; Nolte and Pyrak-Nolte 1991; Méheust and Schmittbuhl 2001; 
Ogilvie et al. 2003; Candela et al. 2009; Co and Horne 2015). 
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Contact models in rock fracture research most often are based on the Hertzian/Greenwood-Williams 
(HGW) contact theories (e.g. Greenwood and Williamson 1966; Brown and Scholz 1985; Yoshioka 
1994a, b; Lespinasse and Sausse 2000), on the Hopkins method (e.g. Hopkins et al. 1987; Hopkins 
2000; Pyrak-Nolte and Morris 2000; Gentier et al. 2013; Pyrak-Nolte and Nolte 2016; Wang and 
Cardenas 2016), straightforward finite element (FE) solutions (e.g. Walsh et al. 2008; Lavrov 2017) or 
on the interpenetration approach (e.g. Brown 1987; Walsh et al. 1997; Power and Durham 1997; Oron 
and Berkowitz 1998; van Genabeek and Rothman 1999; Kim et al. 2003; Watanabe et al. 2005, 2008; 
Matsuki et al. 2006; Nemoto et al. 2009; Liu et al. 2013; Souley et al. 2015). The latter represents the 
least physical approach assuming unconditionally deformable (or overlapping) asperities that are 
merged until the resulting aperture field reaches a predefined threshold such as experimentally 
determined closure or (relative) contact areas. However, this approach is fast, easy to implement and 
can yield reasonable results (e.g. Kim et al. 2003; Walsh et al. 2008). Physically more valid contact 
mechanics are considered by the HGW model. However, similar to the interpenetration approach, the 
HGW model neglects interactions between neighbouring asperities, which can have a significant effect 
on the fracture stiffness and resulting local apertures (Ciavarella et al. 2008; Li et al. 2015). Indeed, 
such interactions are considered in the Hopkins model, however this model presumes a geometrical 
trichotomy into three elastically deformable components, which are represented by the two fracture 
surfaces and cylindrically shaped asperities (Li et al. 2015; Wang and Cardenas 2016; Lavrov 2017). 
In recent studies, boundary element methods based on the elastic half-space approximation (Kalker and 
Randen 1972), often solved using a Fast Fourier Transform (FFT)-based convolution, found its way 
into rock fracture analyses (Table 2.1). The FFT-based convolution method is based on the pioneering 
work of Stanley and Kato (1997), which is considered as the “exact” solution for purely elastic surfaces 
of homogeneous materials, since it maintains original fracture morphologies and accounts for 
interactions between local asperities (Jackson and Green 2011). Furthermore, this method has been 
extended to capture elastic-plastic deformation (e.g. Almqvist et al. 2007; Li et al. 2015; Wu and 
Sharma 2017). An advantage of the FFT-based method (also depending on the solution algorithm) is 
the high computational efficiency (Wu and Sharma 2017) as compared to direct or multilevel 
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Table 2.1: Contact mechanical simulations based on the Fast Fourier Transform (FFT)-based convolution of 
Stanley and Kato (1997) for rock fractures. Applied mechanical properties are the static Young’s modulus E, the 













(2048 × 2048) 
Profilometry 
(12.8 × 12.8 mm²) 
Elastic N/A 
Statistical study on 
contact stresses 
Not done Hansen et al. (2000)  
Artifical novaculite 
fracture 
(1779 × 918) 
Laser-scan 
(50.0 × 89.5 mm²) 
Elastic,  
Elastic-plastic 
E = 70 GPa (Quartzite); 
ν = 0.2 (Quartzite) 
H = 10 GPa (Quartz) 







Li et al. (2015) 
Synthetic quartzite 
fracture 
(256 × 256, 
1024 × 1024) 
Fractal surface 
(1.0 × 1.0 cm²) 
Elastic 
E = 95.6 GPa (Quartz) 
ν = 0.08 (Quartz) 
Simulation of 
pressure dissolution 
Verified by other 
pressure 
dissolution models 
Lang et al. (2015) 
Synthetic rock fracture 
(1024 × 1024) 
Fractal surface 
(0.5 × 0.5 m²) 
Elastic 
E = 20 - 65 GPa 
ν = 0.15 
Stiffness evolution 






Lang et al. (2016) 
Synthetic (homo- and 
heterogeneous) shale 
fracture 
(128 × 128) 
Gaussian surface 
(1.3 × 1.3 mm²) 
Elastic,  
Elastic-plastic 
E=20-60 GPa (Shale) 
ν = 0.25 (Shale) 





Wu and Sharma 
(2017) 
       
Until now, FFT-based convolution methods are only applied in few rock mechanical studies and only 
by considering rectangular fractures (Table 2.1), which can be ascribed to the intrinsically periodic 
nature of the underlying FFT. The studies in Table 2.1 indicate several advantages of this method such 
as determining contact stresses and areas, aperture distributions and the coupling with flow or reactive 
transport simulations. However, none of these studies performs a validation of their computational 
methods by using explicit, experimentally derived normal closure data. Furthermore, except for the 
pure numerical study of Hansen et al. (2000), all these studies consider synthetic fracture surfaces 
or/and homogeneous rocks such as quartzite or shale. However, when considering geothermal energy 
production (e.g. enhanced geothermal systems, EGS) or nuclear waste disposal, where site-specific 
fractures are typically obtained from core drillings during the prospection and exploration phase, 
particularly heterogeneous rocks such as granites or granodiorites play an important role. In order to 
reproduce representative down-hole fracture geometries, physically valid contact models are required, 
which are valid for heterogeneous rocks and which are also applicable for aperiodic (circular) fracture 
surfaces. Hence, there still are three major questions concerning the FFT-based convolution method: 
(1) How accurate does the method reproduce actual stress-dependent normal closure based on fracture 
surface scans of a (circular) core sample? (2) Is the underlying assumption of a homogeneous material 
also applicable for heterogeneous granitic rocks? (3) And what is the actual advantage of the proposed 
approach in contrast to other common models such as the interpenetration or the Barton-Bandis model? 
Furthermore there is still the question if an elastic contact model is sufficient to simulate fracture 
closure as stated by Wang and Cardenas (2016) or not? 
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2.2 Material and experiments 
2.2.1 Experimental setup 
The rock fracture (Specimen B) and experimental data used for the numerical simulations are adopted 
from a previous fracture study (Vogler 2016; Vogler et al. 2016b, 2018). The artificial tensile fracture 
is generated perpendicular to the axes of a granodiorite core-samples (122 mm in diameter) obtained 
from the Grimsel Test Site (GTS) located in the Swiss Alps. The rock sample mainly consists of 
quartz, alkali feldspar, plagioclase and phyllosilicates (especially biotite, Fig. 2.1) with grain sizes 
between 3 and 8 mm.  
 
 
Fig. 2.1: Photo (left) and rendered 3D photogrammetry scan (right) of the fracture bottom. Darker minerals along 
the fracture photo are mostly biotite. 
Normal closure rates are taken from a dry uniaxial compression test (Vogler et al. 2018). 
Experimentally determined closure data from sensors are corrected for the theoretical elastic 
deformation of the bulk material to obtain fracture closure data with varying applied normal loads. The 
theoretical deformation of the specimen is estimated with rock mass parameters obtained from separate 
compression tests on intact rock specimens from the same borehole. The corrected experimental data 
represents the stress-dependent fracture closure. The closure experiments start at a normal stress σn of 
0.25 MPa, which incrementally increases up to 10 MPa. The pre-loading of 0.25 MPa of the fracture is 
required to avoid that initial seating and mating processes affect the normal closure measurements. The 
corrected normal closure is assumed to represent the change in mean mechanical aperture between 0.25 
MPa (meaning that normal closure = 0.0 mm) and subsequent loading increments until reaching the 
maximum stress of 10 MPa (Rutqvist and Stephansson 2003).  
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2.2.2 Experimental setup 
The fracture surfaces are scanned before the closure experiment using a high-resolution 
photogrammetric ATOS Core 3D scanner (GOM GmbH, Germany), with a calibrated measure 
accuracy between 9 and 27 µm. This accuracy can vary for more complex (rough and/or 
heterogeneous) surfaces. Due to the mineralogical heterogeneity of the rock sample (Fig. 2.1), which 
could cause irregular backscattering of the light, the surfaces were coated with a non-reflecting, white 
thin-film of a few microns before scanning in order to avoid reflectivity effects (Vogler et al. 2017, 
2018). For the simulations presented in this study, the point clouds of the photogrammetry scans (Fig. 
2.1) are matched with GOM Inspect software, which results in some initial overlapping contacts (i.e. 
normally a minimum of three contact points, which are used to consider the zero-stress surfaces as 
“balanced”) due to the underlying matching algorithm. Afterwards, the matched stl-files of the surfaces 
are transferred to a Cartesian coordinate system by using MATLAB resulting in a grid resolution of 0.1 
× 0.1 mm² in the x,y-plane. Finally, the aperture field is calculated by determining the difference 
between the local asperity heights of the upper and lower surfaces. This initial aperture field is then 
simplified to a composite fracture surface (Fig. 2.2a), where opposite surfaces only touch at a single 
point as also assumed by Li et al. (2015) and Lang et al. (2016) revealing the typical lognormal 
aperture distribution with a mean mechanical aperture am of 711 µm (Fig. 2.2b). 
 
 
Fig. 2.2: Spatial representation (a) and histogram (b) of the initial aperture distributions of fracture (Specimen B) 
with the mean mechanical aperture am and its standard deviation sa. Apertures >1 mm are excluded to ease 
comparison. 
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2.2.3 Material properties 
The numerical contact models only require the following three material properties (Fig. 2.3): (1) static 
Young’s Modulus E, (2) Poisson ratio ν and (only for the elastic-plastic model) and (3) indentations 
hardness H. 
The elastic material properties of the intact granodiorite are estimated from uniaxial compression tests, 
which yield a static Young’s modulus E between 10-12 GPa (Vogler et al. 2018) Since there are no 
explicit measurements of the Poisson ratio, a Poisson ratio of 0.03 is assumed in this study, which is 
similar to the value determined by Keusen et al. (1989) for other Grimsel Granodiorite samples. 
However, it is found in previous contact mechanical studies that deviations from the actual Poisson 
ratio have only small effects on the simulations (Hyun et al. 2004; Pei et al. 2005). Although the 
sample-specific E is determined through uniaxial compression tests on the Grimsel granodiorite, values 
from the literature are collected to define a reasonable range of E for the sensitivity analysis (Table 
2.2). 
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10-12     Vogler et al. (2018) 
       
Material properties are also taken for quartz as the theoretical uppermost material boundary (in regards 
to stiffness) by assuming that the asperities are only in contact along quartz grains representing the 
dominant rock-forming mineral (30 %) besides feldspars (55 %) of the granodiorite (Keusen et al. 
1989; Wehrens et al. 2017). Furthermore, the extensively investigated Westerley granite and a 
granodiorite sample from another testing location of the GTS, whose mechanical properties lie in 
between the experimental and quartz data are taken into consideration. 
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Indentation hardness values, which typically describe the resistance against non-elastic deformation 
(Brown and Scholz 1986), are obtained from literature data. There are several hardness studies about 
quartz, which illustrate how relative hardness can vary due to the choice of the indentation hardness H 
(Table 2.2). Only for the Westerley granite directly related, possible input parameters (E, ν, H, Table 
2.2) were found in literature (Swain and Lawn 1976), where Vickers indenter tests reveal an 
indentation hardness of H = 4.9 GPa. Similar high indentation hardness values for granitic rocks are 
also found for common monumental stones, where H typically ranges between 4.8 and 8.1 GPa (Fig. 
2.4; Amaral et al. 2000; Zichella et al. 2017). Significantly lower hardness values between 
approximately 1.8 and 2.6 GPa are found for granites from the “Lucky Friday” mine, which is located 
within the Coeur d’Alene mining district (Jung et al. 1994). This variability of potential rock hardness 
values is caused by several factors such as grain size, mineral anisotropy, mineral impurities, porosity, 
measurement method (e.g. after Vickers, Knoop or Berkowich) and, in particular for granodiorites, on 
the rock forming minerals (e.g. Yoshioka 1994a, b; Amaral et al. 2000; Zichella et al. 2017), which 
exacerbates the selection of a representative hardness value. 
However, by using the aforementioned full “Lucky Friday” data set, Momber (2015) recently derived 
an empirical equation that linearly correlates the indentation hardness H and the uniaxial compressive 
strength UCS (R² = 0.97) and can be written as follows 
 = 20.2 + 277 (2.1) 
Since the indentation hardness H was not determined in this study, the correlation between H und UCS 
provides a reasonable means for estimating a representative hardness value for the granodiorite. 
2.3 . Contact mechanics 
2.3.1 Material properties 
The basic idea behind the Fast Fourier Transform (FFT)-based convolution method was introduced by 
Stanley and Kato (1997), who focused on elastic contact mechanics. Plasticity was subsequently 
introduced, for example by Almqvist et al. (2007). The FFT-based approach constitutes a boundary 
element method (BEM) that allows faster computation of the contact models than for example the 
solution of the full elastic problem in the finite element method (Hyun et al. 2004; Pei et al. 2005) or 
other BEMs such as multi-level summation (Polonsky and Keer 1999). In this study, the FFT-based 
convolution method is incorporated into a novel web application, which is developed concurrent to this 
study by Pastewka (http://contact.engineering/) and accounts for elastic and for elastic-plastic 
deformation of contacting fracture asperities. Accordingly, resulting simulation results afterwards are 
Contact mechanics  
26 
referred to as the numerical simulations, which can be subdivided into the elastic (EL) or elastic-plastic 
(EP) model. The applied workflow of the elastic and elastic-plastic models is summarized in Fig. 2.3 
and the theory is elucidated in the following subchapters. Furthermore, Fig. 2.3 depicts an alternative 
interpenetration model, which is explained in the last subchapter.  
 
 
Fig. 2.3: Workflow of the adaption process for the Fast Fourier Transform (FFT)-based elastic (EL) and elastic-
plastic (EP) models and the interpenetration models (IP) including the required data input, the schematic contact 
models and the final data output. Four approaches for the IP models are applied differing by their initial aperture 
field a0(x,y) and closure data (IP1-IP4). Closure data derived by the Barton-Bandis (BB) model facilitate the 
choice of a0(x,y) at σn = 0 MPa. Experimental closure data require the potential initial composite fracture surface 
at σn = 0.25 MPa. 
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2.3.1.1 Elastic model 
The elastic model (EL) simulates the frictionless and dry contact of two surfaces, where the two 
surfaces can be equivalently represented by a rigid rough composite surface, which is in contact with a 
deformable, planar half-space (Johnson 1985). Although, the fracture surfaces are mineralogically 
heterogeneous, the deformable half-space is assumed to be homogeneous, but its deformation response 
is governed by representative bulk properties of the granodiorite. 
Consequently, the elastic (EL) contact deformation model solves the equations of linear elasticity for 
an infinite elastic half-space during contact loading (Love 1929; Johnson 1985). The condition at 
contact is that of an impenetrable wall, whose hardness is assumed to be infinite to prevent non-elastic 
contact deformation. The elastic properties of the half-space are governed by E*, which describes the 
effective Young’s Modulus (often also called contact or reduced modulus) of the two surface materials 
and is defined by the reciprocal of 
∗ =  +  =    (2.2) 
where E1 = E2 = E is the Young’s Modulus and ν1 = ν2 = ν is the Poisson of the matrix material, which 
is supposed to be equal for both fracture surfaces (Greenwood and Williamson 1966; Johnson 1985). 
In this study, only displacements normal to the surface are considered. Any cross-coupling between 
normal and in-plane displacements is ignored. This approach is exact for Poisson numbers of ν = 0.5, 
where normal and in-plane displacements decouple, but errors for other ν are typically small. 
Furthermore, the local normal closure u(x,y) is linearly related to the local surface stresses σn(x,y). This 
linear relation can be generally expressed through a Green’s function 
, !" = # $ − &, ! − !&"'(&, !&")′)!′  (2.3) 
Many different solution procedures are proposed for Eq. 2.3 such as direct summation (Kalker and 
Randen 1972) and multilevel summation (Polonsky and Keer 1999). Our FFT-based solution makes 
use of the fact that the convolution with the Green’s function G in Eq. 2.3 becomes a product in 
reciprocal (Fourier) space. Equation 2.3 then reads 
+,- , ,. = $/,-, ,.'+(,-, ,." (2.4) 
where the quantities with a tilde are the Fourier transform of the respective quantities in Eq. 2.3. In Eq. 
2.4, qx and qy are the wavevectors in reciprocal space, i.e. qx = 2π/λx where λx is the respective length of 
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the corresponding wave. Since we operate on a discrete set with Nx × Ny data points, our Fourier 
transform becomes the discrete Fourier transform, which we compute with an FFT algorithm. In the 
discrete Fourier transform, both real and reciprocal space are sampled at discrete points x = iLx/Nx and 
qx = 2πk/Lx, where Lx is the linear size of the fracture and i as well as k run from 0 to Nx – 1, Calculating 
Eq. 2.4 is then a simple multiplication so that all the complexity of solving the non-local, long ranged 
elastic interaction is absorbed in the FFT. This approach is extremely fast because highly efficient, 
optimized “fast” Fourier transform implementations exist. 
The Green’s function G(x,y) or $/(qx,qy) depends on the problem to be solved. We here employ a 
regularized version of the classical Boussinesq-Cerutti expression (Love 1929; Johnson 1985) that is 
appropriate for half-spaces unbounded (nonperiodic) in the plane of contact. The Boussinesq-Cerutti 
solution is the solution for point loading that provides a divergent closure u(x,y) at the point of loading. 
We regularize this divergence by assuming a constant load over a rectangular area (Kalker and Randen 
1972; Johnson 1985) corresponding with the area of a mesh grid cell in the topography map that 
describes the aperture of the fracture. Equivalent Green’s functions were also derived for periodic 
systems (e.g. Amba-rao 1969; Persson 2001; Barbot and Fialko 2010) or atomic lattices (Campañá and 
Müser 2006; Pastewka et al. 2012). The FFT is intrinsically periodic, but can be used to compute the 
response of a nonperiodic system by employing a padding region (Hockney 1970; Pastewka and 
Robbins 2016). Essentially, the padding region decouples the periodic images by introducing an 
auxiliary spatial region that experiences zero pressure σn. The size of this region must be at least equal 
to the linear dimension of the active computational domain, such that a surface load in the active region 
does not influence its own periodic image. 
The constrained conjugate gradients algorithm of Polonsky and Keer (1999) is used to solve for the 
mixed boundary problem of having no penetration inside the contacting area as well as vanishing 
surface pressure σn outside. Contacts are represented by those grid points (apertures) touching the half-
space (Fig. 2.3) so that the summation of the scaled grid points reveals the (real) contact area Ar, while 
non-contacting grid points are local apertures am(x,y). 
2.3.1.2 Elastic-plastic model 
In general, solving the elastic-plastic (EP) contact problem is equivalent to the elastic (EL) approach, 
however requires an additional parameter input. Whether the material’s response to stress is elastic or 
plastic most widely can be assigned to the indentation hardness H of the material. Based on the 
previously described code for purely elastic contact deformation, the plastic problem can be 
implemented by introducing a constraint of the maximum local stress σn(x,y) in the algorithm of 
Polonsky and Keer (1999) so that σn(x,y) cannot exceed H. Hence contacts, which are subjected to 
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plastic deformation, cannot exceed the hardness of the (softer) material (Almqvist et al. 2007). Non-
elastic deformation occurs as soon as the normalized local contact stress exceeds H. Since stresses in 
the elastic calculation scale with E*, the only (dimensionless) material parameter entering the elasto-
plastic calculations is H/E*. In the elastic-plastic model, plastic (or non-elastic) contact deformation is 
simplified by an interpenetration of the deformable half-space (Fig. 2.3), meaning that resulting local 
apertures ≤ 0 mm are considered as contacts. Strictly speaking, the concept of perfectly plastic 
deformation at contacts is not physically valid for most technically relevant rock fractures in the upper 
Earth’s crust. However, since no considerable pronounced brittle deformation or even fracturing was 
found under the experimentally applied range of normal stresses, the simplified assumption of an 
elastic-plastic model can be assumed to be representative for the studied experiment. 
2.3.2 Model comparison 
The often applied, but physically simplified interpenetration (IP) model approach is used to emphasize 
the advantages of the numerical simulations especially in terms of morphological deviations such as 
aperture distribution or contact areas. In the IP model, local apertures of an initial aperture field are 
homogeneously reduced until reaching a specific threshold (Fig. 2.3). Apertures, which become ≤ 0 
mm are generalized to a local contact area by assuming that the overlap of asperities reproduce both 
elastic and non-elastic deformation (Watanabe et al. 2008). There are different thresholds, when 
applying the IP model, represented by experimentally or analytically derived normal closure data (e.g. 
Walsh et al. 2008; Li et al. 2015; Souley et al. 2015), by contact area estimation methods (Nemoto et 
al. 2009) or by coupling fluid flow simulations in order to reproduce flow through experiments 
(Watanabe et al. 2008). In this study, the IP models are realised by applying both experimentally and 
analytically derived normal closure data. 
One common analytical approach to estimate normal closure is based on the empirical hyperbolic 
stress-displacement relationship proposed by Goodman (1976). This assumption provides the basis for 
the Barton-Bandis’ (BB) empirical model (Bandis et al. 1983; Barton et al. 1985), where the fitting 
variables of Goodman’s model are replaced by the initial fracture normal stiffness (kn,0) and the 
maximum possible normal closure (un.max) so that the stress-dependent normal closure can be written as 
 = 01231,45 6171,89:;  (2.5) 
A similar approach is also used by Li et al. (2015) to verify their numerical models, however without 
having explicit data of kn,0 or un,max. The initial normal stiffness (kn,0) used in this study is derived from 
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the first stress increment (0.25 to 0.5 MPa) and is about 5.06 MPa/mm. The maximum possible closure 
(un,max) is set to 300 µm (Bandis et al. 1983; Matsuki et al. 2008; Li et al. 2015). 
Based on the BB model two scenarios are considered: IP1-BB that uses the original, computationally 
matched surface with at least 3 (overlapping) contacts and, as applied by Li et al. (2015), IP2-BB that 
uses the resultant single-point-contact aperture field, which is also used for the numerical simulations. 
Additionally, two scenarios are considered, which are based on initial aperture fields, derived from the 
elastic (IP3) and elastic-plastic (IP4) models at 0.25 MPa as well as the experimentally derived closure 
data. IP3 and IP4 are introduced for better comparison of the resulting aperture distributions to discuss 
the advantages of the numerical simulations. The computations of the interpenetration models are 
performed by using a purpose-built MATLAB code (Version R2015b). 
Furthermore, a second analytical model is employed to fit the experimental data, which is necessary to 
check the performance of the numerical simulations. This is necessary, since fitting the hyperbolic BB 
model still reveals significant disagreements with the experimental data. In this study, the alternative 
model is called the “exponential repulsion model” (ERM). The ERM implies that the contact normal 
stiffness (kn = dσn/dam) is proportional to the normal stress σn itself, which was also found 
experimentally (e.g. Bandis et al. 1983; Swan 1983; Berthoud and Baumberger 1998).  
Recent investigations into the elastic contact of rough surfaces yield a simple expression, which has 
been confirmed numerically and is commensurate with this experimental evidence. Benz et al. (2006) 
suggest that compressing asperities on rough surfaces leads to an exponential repulsion. The authors 
present evidence from surface force apparatus experiments and earlier calculations by Hyun et al. 
(2004). Additionally, Pei et al. (2005) show additional numerical evidence for an exponential 
relationship between normal stress σn and normal closure u. Hence, Persson (2007) derived this 
relationship by using his scaling theory of contact mechanics. The result is the compact expression 
(Persson 2007; Yang and Persson 2008) 
'( = <=∗>? @ A8BC8DE  (2.6) 
comprising the dimensionless variables β and γ (Persson 2007; Pastewka et al. 2013), the effective 
Young modulus E*, the areal root-mean-squared roughness hrms and the mean mechanical aperture am 
of the composite fracture surface. Both variables β and γ only depend on the spectral properties of the 
composite fracture surface (Persson 2007). Numerical and analytical studies indicate that the 
dimensionless constant γ in Eq. 2.6 can have values between approximately 0.4 and 0.5 (Pei et al. 
2005; Persson 2007; Yang and Persson 2008; Campañá et al. 2011; Akarapu et al. 2011; Almqvist et 
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al. 2011). The root-mean-squared roughness hrms is equivalent to the common Sq roughness parameters 
and can be derived by 
ℎGH = I∑ A8-,.":,KL:LK   (2.7) 
where am(x,y) represents the local mechanical aperture and Nx/y accounts for the number of grid cells of 
the fracture surface. It should be mentioned that for surface analyses (e.g. for am or hrms) the sample 
edges are excluded to prevent influences of non-representative asperities caused by the fracturing 
procedure or scanning artefacts. 
Finally, the stress-dependent mean aperture can be calculated by rearranging Eq. 2.6 so that 
'(" = −MℎGHNO @ 01P∗E  (2.8) 
Based on this equation, the respective normal closure in this study can be calculated by the difference 
of the mean mechanical aperture am at 0.25 MPa and resulting am values at higher normal stresses. 
2.4 Results and discussion 
Numerical simulations are applied by assuming both an elastic and an elastic-plastic constitutive 
relation. Since possible input parameters for the fracture are not unequivocal, elastic (EL) and elastic-
plastic (EP) simulations are performed for different material properties. No general relative hardness 
for granitic rocks is found in literature so that the first part of this study briefly explains the derivation 
of a representative hardness value based on Eq. 2.1. Finally, the numerical results are compared to the 
interpenetration (IP) model scenarios to examine the advantages of EL and EP models. 
2.4.1 Model input (relative hardness) 
To find a representative relative hardness for granitic rocks, indentation hardness values for 114 
granitic samples are derived by using Eq. 2.1 and are related to their respective effective Young’s 
moduli (Fig. 2.4; Swain and Lawn 1976; Keusen et al. 1989; Leith et al. 1991; Tuğrul and Zarif 1999; 
Katz et al. 2000; Aydin and Basu 2005; Přikryl 2006; Ceryan 2008, 2015; Sousa 2014)). These data 
also contain weathered granitic rocks, where the chemical alteration results in lower static Young’s 
moduli (E < 20 GPa) similar to the granodiorite sample. In case that no Poisson ratio was available for 
the single samples, ν was assumed to be 0.25. Using different values of ν (± 0.05) to calculate E* 
according to Eq. 2.1 produces negligible deviations (≤ 3 %). 
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Fig. 2.4: UCS-related indentation hardness (H) changing with the effective Young's modulus E* based on 
literature data for 114 granitic rocks. An upper limit for H is represented by the value range derived for 11 “very 
hard” granitic monumental stones with boundaries representing the averaged 25th and 75th percentiles of the 
sample scanlines (Amaral et al. 2000; Zichella et al. 2017). Granitic rocks that are also considered in Table 2.2 
are highlighted for comparison. 
The data points indicate that the indentation hardness increases with increasing E*. However, most of 
the calculated indentation hardness values are lower than those of monumental stones (H < 4.8 GPa). 
For a first-order approximation of the relative hardness a linear regression crossing the origin is 
supposed to be sufficient (Fig. 2.4). Accordingly, it can be assumed that granitic rocks as well as our 
sample should have a relative hardness H/E* of approximately 0.14, which corresponds to the slope of 
the regression line (Fig. 2.4). 
Although, there are some uncertainties in the derived relative hardness (R² = 0.68), H/E* = 0.14 also 
matches quite well with H/E*≈ 0.1 for many crystalline ceramics or glasses (Oliver and Pharr 1992; 
Tan and Cheetham 2011) and shows good resistance to plastic (or non-elastic) deformation. Even very 
hard minerals such as corundum reveal a similar relative hardness of H/E*≈ 0.13 (Oliver and Pharr 
1992). Predominantly non-elastic deformation would be facilitated by H/E* values significantly smaller 
than 0.1 as found for softer rocks such as shales (Wu and Sharma 2017).  
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2.4.2 Model results 
Three scenarios are simulated within the scope of this study: (a) Elastic contact deformation (Fig. 2.5a) 
for different Young’s moduli (E = 11 to 95 GPa,), (b) elastic-plastic deformation (Fig. 2.5b) for 
identical relative hardness (H/E* = 0.14) and different Young’s Moduli (E = 11 to 95 GPa,) and (c) 
elastic-plastic deformation (Fig. 2.7) for identical Young’s moduli (E = 11 GPa), however for different 
relative hardness values (H/E* = 0.02 to 0.3). All simulated closure values represent the difference 
between the simulated mean mechanical aperture am at 0.25 MPa and the resulting am at subsequent 
loading steps up to 10 MPa. 
The three simulation scenarios show that both the elastic (EL) and elastic-plastic (EP) numerical 
simulations generally reproduces the characteristic non-linear behaviour of the closure curve being 
typical for rock fracture closure (e.g. Bandis et al. 1983; Barton et al. 1985; Pyrak-Nolte and Morris 
2000; Huo and Benson 2015). In order to check the single performances of the simulation scenarios an 
ideal fitting curve through the experimentally derived closure data is required. For this purpose, the 
Barton-Bandis (BB) model (Eq. 2.5) is fitted to the experimental curve (R² ≈ 1) by adjusting the initial 
fracture stiffness (kn,0 = 3.33 MPa/mm) and the maximum possible fracture closure (un,max = 293 µm). 
While fitted un,max is similar to the assumed value (293 µm) the kn,0 is lower (5.06 MPa/mm) indicating 
lower stiffness values at normal stresses < 0.25 MPa. 
The numerical results for pure elastic deformation (Fig. 2.5a) yields good model performance for lower 
normal stress (σn < 5 MPa), however indicates an overestimation at higher stresses (σn > 5 MPa; Fig. 
2.5b and Fig. 2.7). Root-mean-squared errors (RMSE) between the simulated curves and the fitted 
ERM range between 8 µm and 11 µm. The model performance improves with increasing Young’s 
modulus. Thus, the best fit (RMSE = 8 µm) is found for the high Young’s modulus of quartz (E = 96 
GPa). However, at the highest normal stress (σn = 10 MPa) the error (overestimation) between 
experimental and simulated results is about 8 % for quartz and even 17 % for the experimentally 
derived Young’s modulus. 
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Fig. 2.5: Comparison of experimental and simulated normal closure for (a) the elastic contact models with 
different Young’s-moduli derived from Table 2.2 and (b) for the elastic-plastic model by applying different 
Young’s moduli and the empirically derived relative hardness H/E* = 0.14. The model performance is 
represented by the root-mean-squared error (RMSE) relative to a fitted Barton-Bandis (BB) model with kn,0 = 
3.33 MPa/mm and un,max = 293 µm (according to Eq. 2.5). 
More pronounced deviations are found for the elastic-plastic (EP) models (RMSE between 9 and 19 
µm) by using the relative hardness (H/E* = 0.14) derived for granitic rocks (Fig. 2.5b). For the EP 
models, the model with the experimentally derived Young’s modulus exhibits the lowest error (RMSE 
= 9 µm) throughout the tested normal stress range with a maximum error of about 11 % at 10 MPa, 
which decreases with increasing Young’s modulus (e.g. ≤ 1% for E = 96 GPa). Unlike the EL models 
(Fig. 2.5a), where differences in the normal closure curves can be attributed to the value range of the 
applied Young’s moduli, the results of the EP model suggest different relations. In this context, the EP 
model (Fig. 2.5b) shows that for Young’s moduli ≥ 34 GPa and H/E* = 0.14, the simulated curves 
deviate by maximal 7 µm from each other and significantly from the experimental results at lower 
normal stresses (< 7 MPa). Compared to the EL model, the EP model indicates a significant stiffening 
for earlier loading stages of the fracture, which can be ascribed to a more pronounced contact 
formation during pre-loading (where σn < 0.25 MPa). The more pronounced, early contact formation is 
facilitated by the plastic collapse of few initial contacts, which promptly reach the threshold value 
defined by the relative hardness. While the lower Young’s modulus (E = 11 GPa) still facilitates 
further significant elastic deformation (in combination with local plastic yielding) along existing 
contacts, even Young’s moduli as low as 34 GPa are sufficient to significantly decelerate further 
closure. 
Both, the elastic and elastic-plastic models (Fig. 2.5) show that that the experimentally derived 
Young’s modulus (E = 11 GPa) reveals the closest agreement with experimental closure. Nevertheless, 
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there still remains the question, which approach is more valid, the elastic (EL) or the elastic-plastic 
(EP) approach?  
Indeed, the elastic (EL) model for quartz (E = 96 GPa) yields slightly better simulation results than the 
elastic-plastic (EP) model based on the experimentally derived Young’s modulus (E = 11 GPa, H/E* = 
0.14), however there two main arguments raising doubts about the validity of this EL model: (1) 
Quartz is a major constituent of the granodiorite, however the validity of the EL model implies that 
contacts along the fracture only occur at quartz grains. In fact, gouge material analyses of granodiorites 
(Vogler et al. 2016a) indicate that contacts should include all rock forming minerals. (2) The relatively 
high Young’s modulus presupposes intact quartz grains, whereas microstructural analyses show that 
the Grimsel granodiorites typically possess an interconnected network of microcracks (Schild et al. 
2001), which should reduce the actual Young’s modulus of quartz (Zimmerman 1985).  
 
 
Fig. 2.6: Normalized local contact stresses over the fracture surface at a normal stress σn of 10 MPa for the elastic 
(a) and elastic-plastic (b) model based on the experimentally derived Young’s modulus (and relative hardness 
H/E* = 0.14). 
Hence, the EP model appears to be the physically more realistic approach. This becomes clear, when 
considering the (normalized) local contact stresses at a normal stress of 10 MPa for the EL model with 
the experimentally derived Young’s modulus (Fig. 2.6a), which indicates that local contact stresses are 
in excess of the plastic yield criterion (H/E* = 0.14). Local stresses would be even higher for the EL 
model based on quartz properties, which exhibits fewer contacts being pressurized. Considering the 
stress distribution of the EP model (Fig. 2.6b), there is a significant amount of contacts (approximately 
55 %) with H/E* = 0.14, where non-elastic deformation of the microscopically small contacts can be 
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expected. This assumption is encouraged by the observation of occasional, tiny gouge material, which 
was found after unloading the sample. 
 
 
Fig. 2.7: Comparison of experimental and simulated closure for the elastic-plastic contact model using identical 
Young’s moduli and different relative hardness values. The model performance is represented by the root-mean-
squared error (RMSE) relative to a fitted Barton-Bandis (BB) model with kn,0 = 3.33 MPa/mm and un,max = 293 
µm (according to Eq. 2.5). 
Since elastic-plastic deformation is likely, EP simulations are also performed for different possible 
hardness values derived from Table 2.2, where H/E* = 0.3 of the Westerley Granite also reflects the 
upper limit shown by the scatter of empirical data in Fig. 2.4. Additionally, simulations are also 
exemplarily performed for a very low relative hardness (H/E* = 0.02), ascribing a pronounced but 
unlikely non-elastic behaviour of the fracture. Fig. 2.7 shows that the resulting closure increases with 
increasing hardness. At first sight, this finding appears to disagree with the results of Wu and Sharma 
(2017), where the total closure increases with decreasing hardness values. However, as mentioned for 
Fig. 2.5b significant plastic deformation occurs at pre-loading stresses below 0.25 MPa so that further 
closure is restricted by the stiffening of the fracture due to the earlier accumulation of contacts with 
decreasing hardness values. Thus, more plastic rock parameters (i.e. H/E* > 0.02) cause a more 
pronounced stiffening due to the faster accumulation of contacts. Indeed, errors of the “plastic” fracture 
are very low (< 1 %) at high normal stresses (σn = 10 MPa), however are more significant (up to 12 %) 
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for lower stresses (σn < 6 MPa) Since the EL model implies a theoretically infinite relative hardness, it 
is not surprising that increasing relative hardness values of the EP model slowly approximates the 
results of EL model curve (cf. Fig. 2.5a). Indeed, the scatter of the empirical data indicates that relative 
hardness values such as H/E* = 0.3 are not unlikely, however this value exceeds the supposed upper 
limit of the surface (H/E* = 0.12 to 0.2, Table 2.2), when assuming that only quartz minerals are in 
contact. Thus and in accordance with the simulation results, the estimated relative hardness of 0.14 can 
be assumed to be representative in this study. However, comprehensive relative hardness studies based 
on appropriate experiments are recommended for future research. 
2.4.3 Model comparison 
In comparison with the (non-fitted) empirical Barton-Bandis (BB) model (Eq. 2.5), the root-mean-
squared errors (RMSE) of the numerical elastic-plastic (EP) models are similar (Fig. 2.8) so that both 
approaches fit well with the experimental results. Particularly at normal stresses > 5 MPa the BB 
model indicates increasing conformance with the experiment, while the EP model performs better at 
lower stresses (< 5 MPa). In contrast to the BB model, the introduced, analytical “exponential 
repulsion model” (ERM, Eq. 2.8), which solves the geometrical dependence of the contact problem, 
requires a fitting (R² = 0.99) with the elastic (EL) model to estimate the variables γ = 0.34 and β = 0.27 
for the previously assessed roughness hrms = 192 µm, and thus reveals identical deviations as the EL 
model. It should be mentioned that both fitting parameters are sufficient for the fracture discussed in 
this study. For other fractures, the variables can differ due to their dependence on fracture topography, 
where the latter depends on the rock type and grain sizes (e.g. Ogilvie et al. 2006) as well as the 
fracture mode (e.g. Candela et al. 2009). In a second step, hrms is additionally adjusted to the 
experimental data by maintaining γ and β so that hrms = 176 µm (R² 0.98, RMSE = 7 µm). Deviations 
between the fitted and theoretical hrms (∆hrms = 16 µm) and γ (∆γ = between 0.06 and 0.16) values can 
be assigned to both, the validity of the ERM only for elastic contact deformation and uncertainties of 
hrms, which can be affected by artefacts of the fracturing method. 
Deviations of both the elastic-plastic (EP)model and the BB model can be ascribed to several 
concurrent shortcomings such as (a) simplifications of non-elastic contact deformation, (b) the 
experimental uncertainties during the back-calculation of the closure, (c) surface scan uncertainties due 
to the resolution and the application of coating (d) the mineralogical heterogeneity of the granodiorite, 
which can affect the fracture closure as found by Wu and Sharma (2017) and (e) additional mating of 
the fracture due to shearing and rotating at early stress stages, which is not captured by the model as 
previously also discussed by Li et al. 2015. Although, the fracture is located fairly perpendicular to the 
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cylinder axis, even a very small inclination of the fracture could cause notably lateral movements 
affecting the experimental closure curve. 
 
 
Fig. 2.8: Comparison of closure values derived by applying the elastic (EL) model, elastic-plastic (EP) model and 
the Barton-Bandis (BB) model for normal closure (Eq. 2.5). The model performance is represented by the root-
mean-squared error (RMSE) relative to a fitted Barton-Bandis (BB) model with kn,0 = 3.33 MPa/mm and un,max = 
293 µm (according to Eq. 2.5). 
Since the mean closure data alone do not confirm the quality of the numerical simulations, resulting 
apertures are discussed here. Unfortunately, no direct in situ aperture measurements are available for 
the experiment. Hence, the numerical results of the EP model are assumed as a benchmark for the most 
exact representation of the local apertures. Fig. 2.9a describes the development of the stress-dependent 
mean mechanical aperture am of the EL and EP models, the four interpenetration scenarios (IP1-BB, 
IP2-BB, IP3 and IP4) and mechanical apertures calculated by the best fitting ERM (hrms = 176 µm). 
Considering the Barton-Bandis (BB)-based models (IP1-BB and IP2-BB) there are notable deviations 
to the EL and EP results (Fig. 2.9a). The deviations of IP1-BB and IP2-BB indicate that the BB model 
combined with the interpenetration approach is not able to properly capture stress-dependent fracture 
closure. Particularly the large overestimation of the IP2-BB model as also applied by Li et al. (2015) 
indicates that early deformation and collapses of the initial contacts play an important role for the 
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subsequent stress-dependent behaviour. By contrast, IP3 and IP4 reveal similar evolutions of stress-
dependent mean apertures (Fig. 2.9a). The best fit with the elastic-plastic models is represented by IP4, 
which for that reason is used for subsequent comparisons on the local scale (Fig. 2.9b, Fig. 2.10 and 
Fig. 2.11). Notably, the (fitted) analytical ERM approach still is close to the curves of simulated elastic 
and elastic-plastic models. Hence, the ERM, which only depends on geometrical and elastic properties 
(E*), represents a practical alternative to approximate stress-dependent fracture closure as well as 
aperture evolution and should be reexamined in future studies. 
 
 
Fig. 2.9: Aperture evolution (a) of the fracture for the elastic (EL) and elastic-plastic (EP) models and four 
interpenetration scenarios (IP) using the Barton-Bandis model (IP1-BB, IP2-BB) or experimental closure data 
(IP3, IP4). IP1-BB and IP2-BB start with a hypothesized initial composite surface at 0 MPa. IP3 (and IP4) are 
based on aperture distributions at 0.25 MPa normal stress received from the EL (and EP) model. Aperture 
distribution histograms at 10 MPa (b) are shown for the EL and EP models and the IP4 model. 
Conforming with the basic idea, the interpenetration model (IP4) reflects its uniform aperture closure 
by shifting the initial histogram of the aperture distribution towards smaller apertures (Fig. 2.9b). 
Although IP4 is based on the aperture fields of the elastic-plastic model at 0.25 MPa, the histogram 
shape of the initial composite surface is observed (Fig. 2.2b), indicating that the simulated “pre-
experimental” contact deformations only have negligible effects. Although there are significant 
differences of simulated normal closure, both the numerical elastic (EL) and elastic-plastic (EP) results 
at 10 MPa indicate similar mean apertures and aperture distributions as well as fundamental stress-
dependent aperture changes inside the fracture (Fig. 2.9b). With increasing stresses the aperture 
distributions of the numerical simulations become slightly truncated, more right skewed and also reveal 
longer tails. The increasing right skewness of the aperture distribution curve indicates that local closure 
inside the fracture must be heterogeneous. This finding also agrees with experimental observations of 
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stress-dependent fracture closure using in situ X-ray computed tomography (CT) scans (Muralidharan 
et al. 2004; Huo and Benson 2015) and also emphasizes the validity of EP model. 
 
 
Fig. 2.10: (a) Local closure u(x,y) representing the difference of the aperture fields am(x,y) at σn = 0.25 MPa and 
σn = 10 MPa for the elastic-plastic (EP) model. Local closure data at σn = 10 MPa and local aperture data at σn = 
0.25 MPa in the cutout of are used to describe (b) the heterogeneous relative closure of local apertures. A relative 
closure of 1 indicates the complete closure of the aperture. 
Referring to this heterogeneity of local closure, Fig. 2.10a shows for the elastic-plastic (EP) model that 
the most significant local closure (u = 250 to 300 µm) occurs in regions with larger initial apertures. A 
similar relationship between initial local aperture sizes and magnitudes of stress-dependent closure is 
also observed for CT-based laboratory tests (Huo 2015), which show that absolute local closure tends 
to increase linearly with increasing initial aperture size. Based on a cutout, Fig. 2.10b reveals that the 
smaller the initial aperture size, the larger is the range of possible closure. Hence, the local closure also 
depends on the vicinity to zones with contact areas, where local contact stresses are concentrated and 
contact mechanics significantly affect neighboring areas. In such zones, the relative local closure is 
highly heterogeneous and follows an exponential trend (Fig. 2.10b). Hence, the increasing right 
skewness of the aperture distribution (Fig. 2.9b) can be explained by more pronounced closure of larger 
apertures, which was also observed by Huo and Benson (2015), and the incomplete, more 
heterogeneous closure of smaller apertures. 
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Fig. 2.11: (a) Evolution of the relative contact area of the elastic and elastic-plastic contact model compared to 
the interpenetration model IP4. (b) Additionally, the spatial contact area distributions of the elastic and elastic-
plastic models at 10 MPa are compared to the results of IP4 (b). 
Considering simulated contact areas, IP4 show a non-linear increase of contact areas up to 15 % (Fig. 
2.11a, Table 2.3). Indeed, contact areas of this magnitude were experimentally observed (e.g. Nolte et 
al. 1989; Nemoto et al. 2009; Huo and Benson 2015), but should be considered cautiously due to 
uncertainties of the applied experimental methods such as the resolution of the CT-based imaging 
techniques, the penetration depth of applied casting materials or the finite thickness of the impression 
materials. Instead, a high-resolution optical method has shown for roughened calcite and quartz 
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surfaces at normal stresses up to 10 MPa that contact areas can be significantly below 1 % and reveal a 
stress-dependent linear increase of contact areas (Dieterich and Kilgore 1996). A linear increase of 
accumulated contact areas is also observed for the EL and EP models, where relative contact areas are 
significantly below 2% (Fig. 2.11a). However, while maximum relative contact areas for the fracture 
are about 1.6 % for the EP model, the EL model only reveals half of it (0.8 %). On a local view (Fig. 
2.11b), contact areas of the numerical simulations (EL and EP) are more scattered as the 
interpenetration models that form more compact “island structures” along regions of low apertures (Pei 
et al. 2005). Accordingly, the elastic-plastic (EP) model indicates a transition state between the elastic 
(EL) model and interpenetration model (e.g. IP4, Fig. 2.11b). In accordance with the experimental 
finding of Dieterich and Kilgore (1996), the linear increase of contact areas indicates that the non-
linear closure curve or stiffening of the fracture can be assigned to the rearrangement of local stress 
along newly closed, expanding and coalescing contact zones, which decelerate further closure. 
The key results for the most reliable fracture-closure models (EL, EP and IP4) are summarized in Table 
2.3. The main advantages of the EP model are the higher validity with the experimental results and the 
higher physical reliability, which is emphasized by the more realistic evolution of contact areas and the 
consideration of heterogeneous local closure. Furthermore, the numerical simulations only require 
surface scans and reliable material properties (E, υ, H), which can easily be obtained even for closure 
simulations of multiple fractures, because the only requisite are standard experiments such as uniaxial 
compression tests on representative (intact) matrix material. In contrast, normal closure analyses of 
multiple fractures with the interpenetration model would require closure data (e.g. IP3 or IP4) or 
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Table 2.3: Summary of the simulation requirements and results for the numerical elastic (EL) and elastic-plastic 








Input    
Closure experiment required No No Yes 
Real material properties necessary Yes Yes No 
Output    
Closure root-mean-squared error [μm] 11 9 0 
Physically valid local stresses No Yes - 
Heterogeneous local closure Yes Yes No 
Maximum contact areas at 10 MPa [%] 0.8 1.6 14.6 
Mechanical apertures am at 10 MPa [μm] 323 305 336 
Standard deviation sa at 10 MPa [μm] 615 615 623 
Relative roughness sa/am [-] 1.9 2.02 1.85 
 
From a quantitative point of view, there are differences of the aperture histogram shapes (Fig. 2.9b), 
however deviations in the mean mechanical apertures am and their standard deviations sa of the 
numerical results and IP4 are minor (Table 2.3). In comparison with the initial standard deviation (sa = 
624 µm) of the composite surface (Fig. 2.2b), sa of the EL and EP models decreases by approximately 
9 µm after applying 10 MPa, while sa of IP4 only decreases by 1 µm (Table 2.3). Such a decrease of sa 
is also observed by in situ CT scans, where sa is 61 µm lower after applying 10 MPa on a sandstone 
fracture (Muralidharan et al. 2004). It has to be mentioned that calculated mean mechanical apertures 
am considered in this study, also comprise larger apertures at the boundary of the fracture, which 
implicate a systematic overestimation of am. Hence, am (at 10 MPa) is also calculated for rectangular 
cutout, which does not involve these boundaries, indicating for the three scenarios significant lower am 
(between 177 and 195 µm) and sa (between 184 and 189 µm) revealing a relative roughness of about 1. 
Thus, applying the discussed fracture properties (sa and am) in order to estimate hydraulic properties 
with simple empirical approaches (Kling et al. 2017 and references therein) would not show any 
significant differences between the three models. However, actual fracture flow typically depends on 
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the contact areas (e.g. Zimmerman et al. 1992; Zimmerman and Bodvarsson 1996; Oron and Berkowitz 
1998) and local apertures forming a connected and tortuous channel network (e.g. Tsang 1984; Kling 
et al. 2016). In this context, Dapp et al. (2012) show that using an equivalent numerical simulation 
approach for elastic contact deformation of a rough surface instead of an IP model significantly affects 
the scale-dependent percolation behaviour. Hence, the local differences of the numerical simulations 
(EL and EP) and the interpenetration model (IP4) could also affect subsequent simulations considering 
reactive or non-reactive transport (e.g. Bodin et al. 2003; Kosakowski 2004; Walsh et al. 2008; Zhao et 
al. 2011; Lee et al. 2015) and multiphase problems (e.g. Chen and Horne 2006; Yang et al. 2013; 
Develi and Babadagli 2015; Ye et al. 2015), where contact areas and local apertures play an important 
role. Another advantage of the numerical simulations is that they provide information about local 
contact stress, which is important for reactive transport simulations, where pressure-dissolution can 
play a significant role (e.g. Lang et al. 2015, 2016; Li et al. 2015). Thus, the elastic-plastic (EP) model 
is recommended due to its model performance and the physically more valid treatment of local contact 
stresses. However, for simple (non-reactive) fracture flow studies and in the case of hard rock samples 
such as studied here, the elastic (EL) model is expected to reveal similar results due to the slight 
deviations of the simulated aperture and contact distributions. 
2.5 Conclusion 
A Fast Fourier Transform (FFT)-based contact mechanical simulation approach for a circular 
granodiorite fracture was validated, considering the general and local stress-dependent closure 
behaviour of the fracture, which provided the following key findings: 
• The results for the elastic-plastic contact model fit well with experimentally derived closure 
data. Although it is often presumed for hard rock samples such as granodiorite that an elastic 
model is sufficient, local contact stresses along the fracture indicate that non-elastic 
deformation cannot be neglected. Nevertheless, stress-dependent aperture evolution indicates 
that both the elastic and elastic-plastic model should reveal similar results, when considering 
subsequent single-phase flow studies. However, the elastic-plastic model is recommended 
particularly for subsequent fracture studies focussing coupled thermal-hydro-mechanical-
chemical (THMC) simulations as well as for softer rock samples such as many evaporites (e.g. 
limestone, halite and anhydrite) or mudstones.  
• The performance of the elastic-plastic models mostly depends on the appropriate choice of 
material properties such as Young’s modulus and indentation hardness. It was found that the 
choice of the experimental Young’s modulus (E = 11 GPa) reveals the best results. Using too 
high values (E >> 11 GPa) leads to a larger mismatch between numerical and experimental 
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results. Additionally, a theoretical relative hardness of 0.14 for granitic rocks was derived, 
which was found to be applicable for the granodiorite fracture in this study.  
• In comparison with  often applied analytical and interpenetration models, the elastic-plastic 
model has the advantage that it reproduces heterogeneous local closure and provides contact 
areas significantly below 2 % even at normal stresses of 10 MPa, which agrees well with 
experimental observations from literature. 
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Simulating stress-dependent fluid flow in a 
fractured core sample using real-time X-ray CT 
data 
Reproduced from: Kling T, Huo D, Schwarz JO, Enzmann F, Benson S, Blum P (2016): Simulating 




Various geoscientific applications require a fast prediction of fracture permeability for an optimal 
workflow. Hence, the objective of the current study is to introduce and validate a practical method to 
characterize and approximate single flow in fractures under different stress conditions by using a core-
flooding apparatus, in situ X-ray computed tomography (CT) scans and a finite-volume method solving 
the Navier–Stokes–Brinkman equations. The permeability of the fractured sandstone sample was 
measured stepwise during a loading–unloading cycle (0.7 to 22.1 MPa and back) to validate the 
numerical results. Simultaneously, the pressurized core sample was imaged with a medical X-ray CT 
scanner with a voxel dimension of 0.5 × 0.5 × 1.0 mm³. Fracture geometries were obtained by CT 
images based on a modification of the simplified missing attenuation (MSMA) approach. Simulation 
results revealed both qualitative plausibility and a quantitative approximation of the experimentally 
derived permeabilities. The qualitative results indicate flow channeling along several preferential flow 
paths with less pronounced tortuosity. Significant changes in permeability can be assigned to temporal 
and permanent changes within the fracture due to applied stresses. The deviations of the quantitative 
results appear to be mainly caused by both local underestimation of hydraulic properties due to 
compositional matrix heterogeneities and the low CT resolution affecting the accurate capturing of sub-
grid-scale features. Both affect the proper reproduction of the actual connectivity and therefore also the 
depiction of the expected permeability hysteresis. Furthermore, the threshold value CTmat (1862.6 HU) 
depicting the matrix material represents the most sensitive input parameter of the simulations. Small 
variations of CTmat can cause enormous changes in simulated permeability by up to a factor of 2.6 ± 
0.1 and, thus, have to be defined with caution. Nevertheless, comparison with further CT-based flow 
simulations indicates that the proposed method represents a valuable method to approximate actual 
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permeabilities, particularly for smooth fractures (< 35 µm). However, further systematic investigations 
concerning the applicability of the method are essential for future studies. Thus, some 
recommendations are compiled by also including suggestions of comparable studies. 
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3.1 Introduction 
Naturally and artificially induced hydromechanical coupling is essential for the understanding of many 
geologic processes within the Earth’s crust and for the successful realization of a wide range of 
geoscientific applications. A more detailed overview about these applications such as geothermal 
energy generation, nuclear waste disposal or hydrocarbon production is presented by Rutqvist and 
Stephansson (2003). Since there are different phenomena of direct and indirect hydromechanical 
coupling in geosciences, this study only deals with the direct solid-to-fluid coupling, which is defined 
as the stress-induced changes in fluid dynamics (Wang 2000). 
In the past, the stress dependency of fracture permeability and its hysteretic behavior due to stepwise 
loading and subsequent unloading were investigated by various authors (e.g. Snow 1965; Gangi 1978; 
Kranz et al. 1979). Various empirical models were developed that approximate stress-dependent 
fracture permeability by adding roughness-based variables to the common cubic law approach (Gangi 
1978; Witherspoon et al. 1980; Walsh 1981; Gale 1982; Swan 1983; Bernabe 1986a; Zimmerman et al. 
1992; Huo and Benson 2015). However, flow in rough fractures is governed by several additional 
morphology-related features, such as the grade of connectivity, variations in tortuosity, flow separation 
and stagnant zones (Tsang 1984; Konzuk and Kueper 2002), that are hard to quantify empirically.  
Hence, numerical simulations that allow the implementation of much more sophisticated physical 
solution approaches and boundary conditions represent a powerful tool in modern geosciences. 
Accordingly, there is an immense number of computational fluid dynamics (CFD) studies concerning 
different topics such as single-phase and multi-phase flow (Sahimi 2011), natural (Crandall et al. 2010) 
and artificial fractures (Brush and Thomson 2003) or fractured porous media (Landry and Karpyn 
2012). The same applies to CFD methods, which are most frequently represented by finite- difference, 
finite-element, lattice gas and lattice Boltzmann methods (Madadi and Sahimi 2003). In particular, the 
lattice methods are suggested by Madadi and Sahimi (2003) as the ideal computational base for 
arbitrary geometries. In addition to that, the finite-volume method has been increasingly and 
successfully used to simulate fracture flow in the last few years (Brush and Thomson 2003; Al-Yaarubi 
et al. 2005; Crandall et al. 2010; Huber et al. 2012; Schwarz and Enzmann 2013). However, in practice, 
solving three-dimensional (3-D) mathematical models such as the Navier–Stokes equation with these 
methods can be computationally elaborate so that many simulations prefer simplified flow models such 
as the “local cubic law” approach (Oron and Berkowitz 1998; Konzuk and Kueper 2002; Brush and 




Table 3.1: Numerical simulations of stress-dependent single-phase fracture flow considering the sample and 
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Various studies concerning numerical simulations of stress-dependent fracture flow in core-scale 
dimensions have been performed until now. Table 3.1 provides a chronological list of previously 
performed studies. All these simulations focus on dynamic changes of fracture permeability due to 
loading conditions. However, they do not address residual changes as a result of mechanical 
deformation within the fracture, which can be addressed by subsequent unloading. Except the study by 
Watanabe et al. (2008), who highlight qualitative insights into the flow structures, all other studies in 
Table 3.1 quantify and intend to validate simulated fracture flow. In a subsequent study which is not 
listed in Table 3.1, Watanabe et al. (2009) applied a similar (non-quantitative) procedure for other 
fracture types. By contrast, quantification of fracture flow was performed by Indraratna et al. (2015), 
who performed CFD simulations based on initial laser-scanning measurements, where the flow model 
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is coupled with a deformation criteria simulating fracture closing. Similar, but more simplified, 
deformation procedures were performed for statistically derived aperture distributions (Pyrak-Nolte 
and Morris 2000), profilometer measurements (Kim et al. 2003), laser-scan data (Watanabe et al. 2008, 
2009; Nemoto et al. 2009) and a conceptual 2-D model (Liu et al. 2010). Furthermore, Dicman et al. 
(2004) described changes in aperture distribution by combining laboratory data and stochastic 
approaches. Considering this study and further information provided in Table 3.1, most of the used 
fracture geometries can be assumed to be not directly correlated to the actual fracture geometries under 
loading conditions used for validation. For this reason, more recent studies introduced X-ray computed 
tomography (CT) that enables the scanning of in situ conditions during the experiment within the 
sample and creates “real-time” images of the fracture (Watanabe et al. 2011, 2013).  
In the past, in situ imaging of experiments based on CT technologies was applied to a wide range of 
studies including geomechanical behavior of fractures (Re and Scavia 1999), evaluations of triaxial 
tests (Vinegar et al. 1991; Ge et al. 2001; Feng et al. 2004; Ren and Ge 2004; Lenoir et al. 2007; Zhou 
et al. 2008), shear tests (Tatone and Grasselli 2015), sand production experiments (Santos et al. 2010) 
as well as various single-/multi-phase core-flooding experiments in fractured and unfractured rocks 
(Schembre and Kovscek 2003; Rangel-German et al. 2006; Shi et al. 2009; Perrin and Benson 2010; 
Watanabe et al. 2011; Krevor et al. 2012; Pini et al. 2012; Oh et al. 2013; Pini and Benson 2013; Huo 
and Benson 2015). CT technology generally represents a 3-D non-destructive method to image 
material contrasts in high resolution and, therefore, is well suited to reproduce dynamic processes in 
situ and in “real time”. Detectable material contrasts can be caused by significant changes in density, 
such as the transition from solid to air, or chemical composition affecting the X-ray attenuation. In this 
study, the term “real time” refers to a non-continuous but stepwise imaging of a sample being 
subjected to a dynamic process.  
Comparing other appliances such as industrial, micro- or synchrotron-based CTs, medical CT scanners 
admittedly operate with the lowest resolutions. However, they generally have the advantage of lower 
scanning times and are more flexible in terms of sample/equipment weights and sizes (Watanabe et al. 
2011). Currently, medical CT scanners represent the most economical option to conduct such 
experiments and also provide, particularly in regard to their importance in medicine, a good 
accessibility.  
The central issue concerning CT measurements and fractured rocks is given by the aperture calibration 
based on measured material contrasts. Considering a transect perpendicular to the fracture plane, there 
are generally four methods to calibrate apertures caused by the fracture-related density anomaly 
(Ketcham and Carlson 2001; Ketcham et al. 2010). (1) The peak height (PH) method is based on the 
gap between the idealized matrix density and the negative peak of the anomaly, which was successfully 
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applied by Watanabe et al. (2011) but typically is more applicable for homogeneous materials 
(Ketcham et al. 2010). The PH method requires a careful calibration. 2) The missing attenuation (MA) 
method, which integrates the entire anomaly area, was meanwhile refined for smaller apertures and can 
also be used for heterogeneous rocks and, theoretically, does not require calibration (Huo et al. 2016). 
(3) The full-width-half-maximum (FWHM) method uses the midpoint between matrix and peak value; 
however, it is only applicable to larger apertures (Ketcham 2010) and less accurate than the MA 
method (Van Geet and Swennen 2001). (4) The inverse point-spread function (IPSF) method 
represents a hybrid between PH and MA methods and iteratively reconstructs fractures by using an 
IPSF accounting for the blurring of the CT image. Indeed, IPSF method is well suitable to calculate 
apertures and also is applicable for heterogeneous materials. However, this method is computationally 
expensive due to the complex numerical deconvolution (Ketcham et al. 2010). Indeed, Watanabe et al. 
(2011) introduced a useful method to simulate stress-dependent fluid flow based on CT images and in 
fracture-scale before. However, their method revealed several limitations: (A) simulations are very 
sensitive to image noise due to the core holder; (B) the aperture calibration that is based on the PH 
method needs a careful and very time-consuming calibration; and (C) the applied CFD simulation 
relies on a simplified fluid dynamics represented by the “local cubic law” approach. Particularly for 
field work, where time often plays a significant role, a functional approach without time-consuming 
operation procedure and costly equipment can be an asset. Thus, a method would be necessary that 
only requires a fast CT scan of a pressurized dry sample to predict fluid flow under predefined 
boundary conditions.  
The objective of this study is therefore to propose a practical approach based on real-time X-ray CT 
data to numerically validate and reproduce stress-dependent single-phase fluid flow in a fractured 
sandstone sample. This simulation approach consists of (1) an aperture calibration approach for 3-D 
simulations based on a modification of the simplified MA method (MSMA) and (2) a sophisticated 
simulation method that accounts for fracture and matrix flows by solving the Navier–Stokes–Brinkman 
equation. To demonstrate the effectiveness of this method and to also indicate the transferability to real 
reservoir rocks such as an enhanced geothermal system (EGS), a fractured low-permeable sample is 
used. In the present study, the fluid flow is simulated under loading and unloading conditions to prove 
the extent to which it is possible to reproduce flow characteristics and residual fracture changes. 
Imaging is performed by simultaneously conducting medical CT scans and core-flooding experiments, 
allowing the validation of the simulated results. Furthermore, current simulations are compared to 
corresponding studies (Watanabe et al., 2011, 2013) providing various insightful recommendations for 
the successful implementations of future CT-based CFD simulations. 
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3.2 Material and Methods 
3.2.1 Sample 
In this study a Zenifim sandstone is used, which was obtained from the former (unproductive) 
hydrocarbon prospection well Ramon-1 located in the central Negev area in southern Israel (Fig. 3.1). 
The rock belongs to the sea marginal deposits of the arkosic Zenifim Formation (Precambrian age) and 
originates from 1770 m below surface. Additional information on geology and stratigraphy can be 
obtained by Weissbrod and Sneh (2002). According to Huo and Benson (2015), who used the same 
sample in their study, the sample is sedimentologically classified as an immature feldspathic 
greywacke. The sample is composed of poorly sorted and rounded grains with a mean grain size of 0.2 
mm. The matrix is cemented by quartz resulting in low mean permeability of 5.92 × 10-19 m² and 
porosity of 2.5 to 3.9 % with a bulk density of 2,490 kg m-3 (mercury injection capillary pressure 
(MICP) analysis). However, microscopic analyses (Huo and Benson 2015) and visible fine laminations 
with a thickness of a few millimeters, which dip towards the core axis, indicate a significant porosity 
heterogeneity within the core. 
 
 
Fig. 3.1: Top view of the fractured Zenifim sandstone with a diameter of 5.0 cm and a length of 6.7 cm. 
The utilized rock sample is a continuously cylindrical core sample with a length of 6.7 cm and a 
diameter of 5.0 cm (Table 3.1, Fig. 3.1). Before the coupled experiments, the sample was bisected 
along the core axis by generating a saw-cut fracture intersecting the previously mentioned laminations 
resulting in a discontinuity, which can be described as a (mated) smooth-walled and relatively tight 
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fracture. It should be noted that abrasion processes and local grain disruptions due to the sawing 
process result most likely in some minor artifacts along the fracture surface. 
3.2.2 Experiment 
An aluminum core holder was used for the core-flooding experiment (Fig. 3.2). This experimental 
setup is based on the a porosity heterogeneity study by Perrin and Benson (2010) and was modified 
and successfully adapted for core-flooding experiments in porous (Pini et al. 2012) and fractured rocks 
(Huo and Benson 2015). The fractured core is positioned in an aluminum core holder with alternating 
interlayers of Viton rubber, heat-shrinkable Teflon and nickel foil that can also be seen on the CT 
image (Fig. 3.3). For further technical details please refer to Huo and Benson (2015), who used the 
same experimental setup. 
 
Fig. 3.2: Schematic setup of the core-flooding apparatus for single phase (N2) flow experiments (after Huo and 
Benson (2015)). 
Permeability measurements of the core sample are based on the steady-state method. After saturating 
the encapsulated sample with nitrogen (N2), three different flow rates (12, 16 and 20 mL min
-1) are 
successively applied. A constant pore pressure of 2.1 MPa is applied to suppress the slippage effect. 
Hence, the applied low flow rates and corresponding small pressure drops reveal a linear relationship 
indicating laminar fluid flow. Hence, in this study the fluid can be treated like an incompressible fluid 
and permeability can be determined by using Darcy’s law (Huo and Benson, 2015).  
According to this, permeabilities are determined under stepwise changes of effective stress (σ’). Here, 
σ’ is defined as the difference between applied confining pressure and pore pressure. In order to 
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characterize stress dependency of the fractured sample comprehensively, changes in σ’ represent a full 
loading–unloading cycle. Following this, σ’ is increased stepwise from 0.7 MPa (2.1, 3.5, 5.5, 11.0 
MPa) to 22.1 MPa under loading conditions and, subsequently, are decreased by applying equivalent 
stress intervals. 
Contemporaneously, the core holder is positioned in a medical X-ray CT scanner (General Electric Hi-
Speed CT/I X-ray computed tomography) to reveal “real-time” images of the sample for every stress 
stage. Scans were performed at an energy level of 120 keV, a tube current of 200 mA and a display 
field of view of 25 cm. We use CT scans to obtain an x−y resolution in the plane of 0.5 × 0.5 mm² and 
a slice thickness of 1 mm resulting in corresponding voxel dimensions. As a result of the CT scans 
each voxel is assigned to a specific CT number in Hounsfield units (HU). Furthermore, at each stress 
stage, multiple (five) scans are conducted and averaged afterwards, representing a practical method to 
reduce the random noise of CT scans by 50 % as extensively discussed by Huo et al. (2016) and Pini et 
al. (2012). 
3.2.3 Image processing 
The geometry of the model is based on the averaged, multiple CT scan revealing a cylindrical set with 
a total dimension of 256 × 256 × 68 voxels that still contains the multilayer construction of the core 
holder as well as the filter plates of the fluid in- and outlet. Full processing is performed by using a 
customized MATLAB code. After reading the five data sets, every CT scan is resampled to an 
isotropic voxel size (one voxel of 0.5 × 0.5 × 1.0 to 16 voxels of 0.25 × 0.25 × 0.25 mm³) required for 
a proper computation of the CFD program. Subsequently, the five scans are averaged to a single image 
(Fig. 3.3). In a further step, geometric information stored by single CT numbers of the (resampled) 
voxels are transformed voxel-wise to according geometric (local apertures) and hydraulic (local 
permeabilities) properties being essential for the flow simulations. The corresponding calibration 
approach is explained fully in the next paragraph. Finally, the core holder and filter plates are 
numerically cropped based on known core dimensions and obvious density contrasts, resulting in a 
final sample dimension of 194 × 194 × 258 voxels. Note that marginal voxels of the sample are directly 
affected by the adjacent core holder so that the processed sample is slightly smaller than expected (200 
× 200 × 268 voxels). 
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Fig. 3.3: The computed tomography (CT) image of the rock sample with a rescaled voxel dimension (0.25 × 0.25 
× 0.25 mm³). The upper filter plate, the units of the core holder and lamination of the sample are highlighted in 
orange. The fracture is indicated by a dotted purple line. 
Aperture calibration is based on the phenomena that the presence of (low-density) air or nitrogen, as 
used in this study, in a homogeneous rock matrix reduces CT numbers of voxels containing present 
voids. Considering a fractured homogeneous rock along a cross section perpendicular to the fracture 
plane, the resulting density contrasts can be perceived as a more or less pronounced anomaly 
depending on fracture width. Thus, an aperture calibration method (MA method) was developed by 
Johns et al. (1993) assuming that all X-ray attenuation is conserved in the CT image and that local 
apertures can be derived by integrating the available density anomalies. Dispersion of X-ray 
attenuation and partial volume effects can cause an expansion of the anomaly over adjacent voxels that 
gather this “missing attenuation” (Johns et al. 1993) and, in particular for larger fractures, represent a 
large portion of the entire anomaly. According to that, Johns et al. (1993) suggested a calibration-based 
linear relationship between aperture width and the integral of the full measured anomaly which was 
subsequently confirmed in several fracture aperture studies (Keller 1997; Bertels et al. 2001; Van Geet 
and Swennen 2001; Vandersteen et al. 2003; Ketcham et al. 2010; Weerakone and Wong 2010; 
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Heriawan and Koike 2015; Huo and Benson 2015) and physically established by Huo et al. (2016). 
Accordingly, the linearity between missing attenuation (CTMA) and fracture aperture a can be simply 
described as 
QRS = 	 ∙ 	 (3.1) 
where the constant C is given by the slope of the calibration line. Furthermore, CTMA is defined as 
QRS = V QAW − QX"LXY  (3.2) 
where CTi represents the CT number of the voxel along the cross section affected by the missing 
attenuation and N localizes the considered voxel. In this study, CTmat represents an idealized global 
threshold value for the matrix material assuming a homogeneous rock matrix as also assigned in 
previous studies (Johns et al. 1993; Keller 1997; Keller et al. 1999). Indeed, using a global CTmat is a 
simplified assumption and provides additional errors particularly for heterogeneous rocks (Keller 
1997) but is sufficient for the intended straightforward purposes of this study. Usually, heterogeneous 
rocks would require the usage of local CTmat values (e.g. Huo et al. 2016) which would result in a large 
number of possible simulation results and would not improve the validity of the presented results. 
CTmat is determined by averaging the single modes of all CT numbers at every pressure stage, assuming 
that the most frequent CT number dominates the matrix of the rock sample. Our results reveal a matrix 
number of CTmat = 1862 HU, which is in line with other CT-based sandstone studies (Vinegar et al. 
1991; Akin and Kovscek 2003; Kling et al. 2016). 
Careful calibration with different spacers (0.19, 0.29, 0.41, 0.52 mm) within the fracture indicates a 
slope of the linear calibration line of 5890 ± 38.3 HU mm-1 (Fig. 3.4, after Huo et al. 2016). According 
to Eq. (3.1) and (3.2), apertures can therefore be calculated by 
 = 	 ∑ QAW − QX"LXY5890	 ± 	38.3	/`` (3.3) 
As a consequence, Eq. (3.3) (with N > 1) can be used to describe local apertures along the fracture; 
however, it is not practical to model the entire core sample. Typically, the MA in voxels adjacent to the 
voxel containing the fracture depends on rock type and aperture size (Huo et al. 2016). Considering 
several cross sections through the fracture used here indicates that occasional local apertures affect 2 – 
3 voxels, where the vast majority (≥ 99 %) of the attenuation is captured by the central voxel causing a 
local but marginal information loss. Hence, assuming that the main information about fracture aperture 
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is stored in one voxel, we define N = 1, which also benefits the calculation of apertures for every single 
voxel of the core sample. However, it is worth mentioning that the applied calibration method would 
get more and more erroneous with increasing fracture widths. However, whether a fracture is large or 
not is also coupled to the CT resolution; thus, the voxel-wise calibration would cause artifactual 
apertures in the adjacent voxels actually representing the matrix and also would underestimate 
apertures in the voxels containing the fracture. In this study, most voxels containing the fracture range 
between 1700 and 1820 HU, suggesting that calculated (and summarized) apertures of each aperture 
cannot exceed 0.15 mm and most widely are significantly smaller than 0.1 mm. This corresponds to 
Huo and Benson (2015), who determined mean apertures between 0.025 and 0.031 mm. Negative 
apertures due to CTi > CTmat as a result of the heterogeneity of the matrix or due to remaining image 
noise are defined as “zero apertures” with a = 0 mm. 
 
 
Fig. 3.4: Calibration based on a total of 380 points at each spacer in order to apply the missing attenuation 
method. The circles with the red dot represent the medians for every spacer while smaller circles without dot are 
outliers. The thin and thick blue lines show 25 % confidence intervals and 75 %, respectively. The dashed line 
corresponds to the regression line of all calibration points. The solid line corresponds to the adjusted regression 
line used for further aperture calculations by neglecting an apparent aperture (0.08 mm) caused by the fracture 
roughness (after Huo et al. 2016). 
Although this strategy does not describe the basic intention of the common MA method, it provides a 
convenient solution to include data for the entire core and also enables integrations of regions with 
higher porosity within a homogenous matrix material where fluid inclusions should decrease CTmat. 
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Hence, voxels representing sections of the matrix with significant porosity should reveal lower CT 
numbers (CTi < CTmat) so that these voxels, in simplified terms, are treated as equivalent apertures. 
These equivalent apertures represent the effective hydraulic diameter, which can be applied to 
characterize tube-like fluid flow in porous media (Debbas and Rumpf 1966), and describes these tubes 
as rectangular ducts comprising the same area as the tubes (Janna 2010). Since simulating fluid flow 
does not work only with aperture information, each voxel has to be assigned to a potential hydraulic 
property. Assuming laminar flow and that fluid flow within the core is mainly controlled by fracture 
properties, the “cubic law” approach (Boussinesq 1868; Snow 1965) is chosen to derive appropriate 
local permeabilities (KMA) based on the MSMA aperture calibration, which is defined as 
aRS = 12 (3.4) 
3.2.4 Simulation 
Fluid flow within the processed CT scan image is simulated using the FlowDict module of the 
multidisciplinary commercial GeoDict® program package (Math2Market, Kaiserslautern, Germany), 
which has been developed to predict (microstructure-based) physical material properties (Pfrang et al. 
2007). In the past, GeoDict was successfully applied to several studies with geoscientific background 
concerning fluid flow or particle tracking in fractured as well as porous media (Khan et al. 2012; 
Schwarz and Enzmann 2013; Pudlo et al. 2014; Leu et al. 2014; Rücker et al. 2015). The utilization of 
the FlowDict module is based on three basic prerequisites: (1) a 3-D voxel-based image of a permeable 
object, (2) experimental parameters such as mass flow and flow direction and (3) an incompressible 
Newtonian fluid. Indeed, the used fluid (N2) is actually a compressible fluid but can be treated as an 
incompressible fluid due to experimental boundary conditions (e.g., pore pressure, flow rates) as 
mentioned earlier. FlowDict only supports two simulation types: predicting the mean fluid velocity 
based on pressure drop boundary conditions and vice versa. Afterwards, entire sample permeability can 
be derived by applying Darcy’s law (only for considering laminar flow). 
In this study, fluid flow simulations are based on an explicit finite-volume method that solves the 
Navier–Stokes–Brinkman equation according to Iliev and Laptev (2004). The governing equation 
comprises both incompressible isothermal flow in pure fluid regions represented by the Navier–Stokes 
equation and flow in solid (matrix) regions defined by hydraulic properties represented by the 
Brinkman extension of Darcy’s law (Iliev and Laptev 2004): 
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tAGu.´H	wAx
 (3.5) 
∇ ∙ e = 0 (3.6) 
where µ is the fluid viscosity, ρ the fluid density, P represents fluid pressure and u is the 3-D velocity 
vector. Furthermore, the reciprocal local permeability Kx
-1 represents locally assigned permeability 
based on the aperture calibration (x = MA), in voxels representing the solid matrix (x = solid) and 
further materials such as filter materials (x = filter). Equation (3.5) outlines the momentum 
conservation which contains viscous forces, an advective acceleration term, the Brinkman extension to 
Darcy’s law and the applied pressure gradient. Concurrently, the continuity equation (Eq. 3.6) 
describing the conservation of mass has to be valid. In order to solve the pressure–velocity 
relationship, a guess-and-correct procedure represented by the Semi-Implicit Method for Pressure-
Linked Equation (SIMPLE) algorithm (Patankar and Spalding 1972) is implemented.  
Fluid flow is simulated parallel to the core axis for nitrogen at 50 °C with respective values for density 
(1.2 kg m-3) and viscosity (1.9 × 10-5 Ns m-2). The simulations compute the velocity field for the given 
pressure drop using periodic boundary conditions on the computational box and Dirichlet boundary 
conditions for the pressure. Pressure drops for each stage of σ’ are arbitrarily defined by measured 
values obtained for a flow rate of 16 mL min-1. Ksolid (5.92 × 10
-19 m2) were obtained by MICP analysis 
(Sect. 2.1). In addition, in order to stabilize the simulation and to provide homogeneous in-/outflow as 
experimentally accomplished by filter plates, two artificial filter plates with Kfilter = 1 × 10
-10 m² are 
attached to the inlet and outlet according to the experimental setup (cf. Fig. 3.3). Indeed, hydraulic 
properties of these filter plates are also included into flow simulations and associated permeability 
calculations; however, affectations can be assumed to be negligible due to the proportionally small 
extent of the filter plates (194 × 194 × 5 voxels) compared to the sample dimensions (194 × 194 × 258 
voxels). 
Simulations are terminated by either reaching the accuracy criterion (ratio of current to former 
calculated permeability during iteration) of 1.5 × 10-4 or exceeding 106 iterations. Simulations are 
performed with a high-performance computer containing four Interlagos processors (64 cores) with 
512 GB of total RAM. Dependent on available capacity (24 or 48 cores in this study) and aperture 
calibration, computation time of a single simulation ranges between 2 and 4 h. 
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3.3 Results and discussion 
3.3.1 Simulation 
In this section, only the results of the simulations are discussed. For more detailed discussion and 
analysis on the experimental results, which particularly emphasize the hydraulic and geometric 
properties of the fracture as well as the applicability of empirical models, we refer to Huo and Benson 
(2015). However, some of their findings are discussed in the context of the quantitative and qualitative 
simulation results presented in this study. 
Qualitative results mainly highlight the visualization of fluid flow simulations that can be used for flow 
path analysis. In contrast, quantitative results refer to fluid volumes for the different stress stages that 
can be directly validated by corresponding core-flooding experiments and are compared to the 
effectiveness of other simulation approaches. 
Visualizations of all simulation results indicate that principal fluid flow in the core is governed by a 
few preferential flow channels along the fracture plane that are partially interconnected (Fig. 3.5). 
Differentiating fluid flow simulations for single stresses shows the expected stepwise closure of the 
fracture and containing channels. This becomes clear for considering changes in local fluid flow with 
changes in effective stress. Applying loading conditions indicates a significant decrease in connectivity 
and local permeabilities within most parts of the fracture. In reverse, the same is observed for 
unloading conditions. This behavior is in line with an increasing (decreasing) percentage of contact 
areas and an increase (decrease) of smaller apertures due to loading (unloading) presented by Huo and 
Benson (2015). Furthermore, applying unloading conditions includes the re-increase of connectivity 
and permeability due to the opening of several channels and branches. However, some channels and 
especially branches remain closed or disconnected as a result of irreversible deformation (Fig. 3.5). 
Hence, it can be assumed that changes in fracture connectivity can be directly related to the strength of 
the present asperities (Pippan and Gumbsch 2010; Huo and Benson 2015). Accordingly, plastic 
deformation and brittle failures along asperity tips cause irreversible changes that are associated with 
the permanent local closings and constrictions as also depicted by Fig. 3.5. Elastic deformation can be 
assumed to be most widely reversible and facilitates local reopenings. 
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Fig. 3.5: Changes in 3-D fluid flow only along the fracture plane due to closing during loading conditions (from 
0.7 to 22.1 MPa) and due to reopening caused by unloading conditions (from 22.1 to 0.7 MPa) by applying 
forward modeling with an explicit finite volume method solving the Navier–Stokes–Brinkman equation. Fluid 
flow is visualized by fluid velocity per voxel normalized by the maximum fluid velocity at the given pressure 
stage. Fluid velocity increases from red to yellow. Velocity fields of the initial and residual pressure stage (0.7 
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Fig. 3.6: Changes in 3-D fluid flow sample due to closing (A and B) during loading conditions (from 0.7 to 22.1 
MPa) by applying forward modeling with an explicit finite volume method to solve Navier–Stokes–Brinkman. 
Flow visualizations comprise fracture as well as matrix flow. Fluid flow is visualized by fluid velocity per voxel 
normalized by the maximum fluid velocity at the given pressure stage. Fluid velocity increases from purple to 
red. Absolute changes in fluid flow (|A-B|) are shown in the lower part. Most changes occur within the fracture. 
Absolute changes increase from purple to red. A schematic perspective is included for better 3-D orientation. 
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Furthermore, additionally enhanced fluid flow is observed in single parts within the matrix (Fig. 3.6). 
Comparing with the CT image (Fig. 3.6) indicates that this flow occurs along laminations containing 
darker matrix voxels with CTi < CTmat according to Eq. (3.3). In homogeneous media CTmat simply 
should represent the predominant mineral phase. In fact, the rather heterogeneous sandstone in this 
study is dominated by quartz (detrital grains and cement) but is also enriched in feldspar. This feldspar 
component predominantly consists of plagioclase with minor alkali feldspars (Weissbrod and Sneh 
2002). Although there are compositional differences, quartz and plagioclase typically reveal similar 
and, compared to most other minerals, relatively low CTi values (Ketcham 2005; Tsuchiyama et al. 
2005). Thus, the assumed CTmat (1862.6 HU) most widely can be ascribed to these dominant mineral 
phases. Hence, regions with significantly lower CTi values are caused by significant porous regions. 
This porosity heterogeneity is also observed in thin sections (Huo and Benson 2015; Huo et al. 2016). 
Nevertheless, the simulated overall matrix permeability can be assumed to be rather low, which is also 
clarified by carefully examining the propagation of the pressure fields corresponding to the predefined 
bulk matrix permeability of 10-19 m². Concurrently, propagation of the pressure fields also reinforces 
the assumption that major fluid flow occurs along the fracture. Furthermore, comparing absolute 
changes in fluid flow (Fig. 3.6) due to loading between the lowest (0.7 MPa) and the highest (22.1 
MPa) pressure stage indicates that most changes within the sample occur along the fracture plane while 
the simulated matrix flow remains nearly equal. Unfortunately, core permeability is derived by solving 
the Navier–Stokes–Brinkman equation for the measured pressure drop over the entire sample (as stated 
in Sect. 2.4), which prevents the quantification of the matrix permeability. Due to the missing 
appropriate validation experiments and the negligible matrix flow, possible fracture–matrix interaction 
is not further discussed in this study and can be considered as uninfluential artifacts of the matrix 
material. Nevertheless, the MSMA method can provide a promising approach to simulate such issues, 
especially considering laminated sandstones, which were experimentally investigated in the past 
(Clavaud et al. 2008; Karpyn et al. 2009; Grader et al. 2013). Indeed, this method can be erroneous for 
heterogeneous rocks such as granite, but Watanabe et al. (2011) found that affectations of locally 
resulting non-real apertures in the matrix are marginal. 
In contrast to qualitative analysis, quantitative results of the simulation significantly differ from 
expected results (Fig. 3.7a). Although there are significant deviations, quantitative results exhibit 
several characteristics also observed in the experiment (Huo and Benson 2015) such as (weakened) 
hysteretic behavior, discernible decreases of permeability with increasing pressure and subsequent 
reactivation of fluid paths under unloading conditions. A first simple (straightforward) simulation is 
based on an aperture calibration that applies a global CT number for the matrix material (CTmat = 
1862.6 HU) as introduced in Sect. 2.3. Additionally, two further simulations are based on modified 
CTmat values. For the latter, the standard deviation of the voxels is considered. Commonly, image 
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quality of CT scans can be affected by random noise caused by imprecisions during CT image 
reconstruction (Pini et al. 2012; Huo et al. 2016) or by the reduction of X-ray intensity due to the 
presence of metal filters to reduce beam hardening (Ketcham and Carlson 2001; Watanabe et al. 2011; 
Nakashima and Nakano 2014). As a result of the induced noise, Huo et al. (2016) ascertained a mean 
standard deviation of ±17.7 HU for each of the voxels. Thus, two “worst-case” scenarios are 
considered by implementing the terms CTmat ±17.7 HU as input parameters for model calibration of 
these scenarios to account for uncertainties in CTmat.  
 
Fig. 3.7: (a) Measured and simulated permeabilities of the entire core sample versus effective stress. Simulation 
results are obtained by forward modeling (cf. Eq. 3.3) and by changing CTmat according to the mean standard 
deviation of the CT measurements (cf. Eq. 3.7) and (b) corresponding deviations between experimental and 
simulated permeabilities indicating a systematic error. 
Considering the simple modeling approach, the simulated permeabilities are in the range of minimum 
and maximum measured permeabilities. However, the permeabilities are clearly underestimated (up to 
a factor of 0.3) at lower σ’ and significantly overestimated (up to a factor of 7.1) at higher σ’. As a 
result, slopes of the stress-dependent permeability curve diminishes for lower σ’ under loading as well 
as unloading conditions, which consequently contributes to a declined hysteresis area compared to 
experimental results. This reduction of hysteresis area indicates that intensity of fracture closing 
derived from CT images appears to be depressed. Possible explanations for this observation are 
discussed hereinafter.  
Comparing the deviation between predicted and observed results indicates that there appears to be a 
systematic error affecting the simulation results (Fig. 3.7b). Of course, this could be caused by 
uncertainties of the pressure drop measurements during the experiment. However, permeabilities 
calculated by considering pressure drop uncertainties indicate deviation by a maximum factor of 1.2 
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and a minimum factor of 0.9 at the lowest loading stage (Huo and Benson 2015). Most factors of other 
pressure stages are about 1.0 so that this uncertainty seems to be negligible. Counterchecking of the 
model input data and boundary conditions showed that the error of the simulation mainly relies on the 
aperture calibration. For that reason, we tested the sensitivity of the simulation focusing constants 
(slope and CTmat) and shape of the calibration line.  
Varying the slope (5980.2 HU mm-1, according to Eq. 3.3) between ±1 and 5 % hardly reveals any 
effect on the hysteresis except a very slight shift along the ordinate. This should be explained by very 
low apertures within the fracture, as represented by mean apertures between 0.025 and 0.031 mm as 
shown by Huo and Benson (2015), so that changes within the slope hardly affect apertures at the 
considered scale.  
Furthermore, in order to be valid and as introduced in Sect. 2.3, the MSMA method requires a linearity 
of the calibration line as reinforced by a careful calibration according to Huo et al. (2016) who also 
physically derived the linear relationship which justifies the extrapolation of apertures as performed 
here. 
An additional factor that can contribute a major part to the simulated deviations is represented by CTmat 
describing an averaged threshold value for the matrix material. Being apparent from Fig. 3.3, there are 
significant material heterogeneities within the sample. While darker voxels (with CTi < CTmat) can be 
assumed to contain more porous regions as discussed above, there are also significant brighter voxels 
(with CTi > CTmat). These significantly higher CT (partially CTi > 1900 HU) values can be ascribed to 
the local accumulation of alkali feldspars, typically revealing much higher CT values (up to 100 HU) 
than quartz due to the high attenuation of potassium (Ikeda et al. 2000). Thus, locally present alkali 
feldspar in a voxel can cause a local underestimation or even closing of the calibrated local aperture 
according to Eq. (3.3), most likely making a significant contribution to the underestimation of 
permeabilities at lower pressures (cf. Fig. 3.7a).  
Additionally, this local underestimation can be reinforced by an inappropriate choice of the threshold 
value CTmat, which also implies some uncertainties. Hence, we focus here on the sensitivity of the 
simulations caused by uncertainties in CTmat. Thus, CTmat is varied by the uncertainties provided by 
random noise by including the averaged standard deviation (±17.7 HU). Adding the standard deviation 
(+17.7 HU) to CTmat indicates that simulated results at lower σ’ are shifted towards the experimental 
data while results at higher σ’ significantly overestimate the measurements. The opposite happens for 
CTmat −17.7 HU, where simulations rather approximate measurements at higher σ’ and strongly under 
estimate measurements at lower σ’. According to Eq. (3.3) and Fig. 3.4 this is obvious since a higher 
CTmat causes the calibration of larger apertures and, therefore, partially opens new flow channels by 
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ascribing apertures that are zero for non-adjusted CTmat. Vice versa, non-adjusted channels are 
constricted or closed by slightly tighter apertures applying a lower CTmat. Hence, the simulation results 
are highly sensitive to changes in CTmat. Modifying CTmat just by +17.7 HU increases simulated 
permeabilities up to a mean factor of 2.6 ±0.1. In contrast, reducing CTmat by −17.7 HU diminishes 
simulation results up to a mean factor of 0.3 ±0.02. Hence, the simulated results that contain the 
standard deviation of the CT scan are able to cover the full range of experimental values. However, the 
latter also clearly demonstrate that the used simulation is unable to explicitly reproduce the measured 
permeability hysteresis. Indeed, the simulations can be fitted by varying CTmat within the mentioned 
range but the compression and resulting strain on the fine-grained sample as well as the evaluation of 
the single images do not endorse such a proposal.  
A further reasonable explanation for the deviations of the simple simulation approach (with CTmat = 
1862.6 HU) from the experimental hysteresis is the presence of potential sub-grid-scale features. This 
means that variations in the fracture topography most likely are significantly below the CT resolution 
(0.5 × 0.5 × 1.0 mm³) so that the actual roughness cannot be captured accurately. Thus, in addition to 
compositionally caused underestimation of local apertures, the resolution-caused generalization of 
these features per voxel underestimates experimental permeabilities at lower stresses due to a reduction 
in actual (sub-grid-scale) connectivity. While at higher stresses the permeability is overestimated by 
suggesting generalized flow paths. Actually, it can be assumed that there is a significant amount of 
contact areas within the single voxels causing sub-scale inhibition of fluid flow or connectivity. 
Therefore, the transferred fracture roughness represents only an approximation of a finer and more 
complex flow pattern within the smooth fracture where connectivity and tortuosity can be assumed to 
play a more significant role. 
3.3.2 Comparison 
As stated above (Table 3.1), several authors have published stress-dependent fluid flow studies based 
on variously derived fracture geometries and numerical approaches. Until now, medical CT data and, 
thus, most untreated input data were solely applied by Watanabe et al. (2011; 2013). In their first study 
(Watanabe et al. 2011), the authors used an aluminum core holder for core-flooding experiments on 
tensile single-fractured (SF for single fracture) and naturally double-fractured (MF for multiple 
fractures) granites. In Fig. 3.8a simulated permeabilities resulting from their approach are compared to 
the results of this study (only loading conditions are shown). As one might expect, measured 
permeabilities of the four core-flooding experiments decrease with increasing σ’. Although both rock 
types, Zenifim sandstone and granite, reveal similar matrix permeabilities (10-18 to 10-19 m²), fluid flow 
experiments with the fractured sandstone obtain higher permeabilities (between 10-14 and 10-15 m²) than 
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granite experiments (between 10-15 and 10-17 m²). Typically, mean apertures of mated tensile fractures 
in Inada granite should decrease from 0.071 to 0.065 mm, applying loading from 10 to 100 MPa 
(Watanabe et al. 2008). Mean apertures of the sandstone sample are significantly lower and range 
between 0.031 and 0.024 mm (Huo and Benson 2015). Nevertheless, with increasing stresses, 
hydraulic apertures of the granite fracture decrease from 0.009 to 0.003 mm (Watanabe et al. 2008) 
while hydraulic apertures of the sandstone fracture decrease from approximately 0.030 to 0.005 mm 
(Huo and Benson 2015). These significant hydraulic differences of the samples appear to be caused by 
higher tortuosity as described by Tsang (1984) due to a higher roughness of the tensile granite fractures 
as compared with the smooth sandstone fracture. In addition, this dependency between fluid flow and 
tortuosity is reinforced by considering CFD-based flow visualizations of the granite sample, indicating 
a highly tortuous network of flow channels along the fracture (Watanabe et al. 2011). 
 
 
Fig. 3.8: Comparison of experimental and simulated data of the sandstone sample with results obtained from the 
literature using CT technology to realize simulations (Watanabe et al., 2011, 2013). Literature data are based on a 
three granite core samples with a single tensile fracture (SF), multiple, natural fractures (MF) and a single tensile 
fracture measured by using an improved core holder (SF PEEK). Furthermore, the effectiveness of the 
simulations is shown in (b) as factors, describing the discrepancy between each simulated and corresponding 
experimental permeability value, versus the normalized effective stresses depending on the highest stress stage 
applied during the associated experiment. 
In order to clarify the effectiveness of the compared simulation approaches, discrepancies between 
simulated and experimental permeabilities of each sample are plotted as factors against the normalized 
effective stress in Fig. 3.8a. It can be seen that simulated permeabilities of the SF sample are 5 (at 5 
MPa) to 116 times (at 50 MPa) higher than predicted by the experimental data, while simulations based 
on the MF sample overestimate experimental results by a factor of 30 (at 5 MPa) and 106 (at 50 MPa). 
Chapter 3 
      69 
Overestimations are supposed to be primarily caused by image noise due to the core holder causing 
“non-zero apertures” and, in consequence, extended flow paths within the fracture and the matrix 
(Watanabe et al. 2011). Considering the three simulation scenarios conducted within the scope of this 
study, experimental permeabilities are over- or underestimated ranging between a minimum factor of 
0.1 and a maximum factor of 20. Considering only the simple simulation approach (with CTmat = 
1862.6 HU) numerical results show a maximum overestimation by a factor of 7.1 and a minimum 
underestimation by a factor of 0.3. Accordingly, the MSMA method appears to reveal slightly better 
simulation results than Watanabe et al. (2011), although the considered fracture is significantly smaller 
which indicates an effective noise reduction by applying multiple scans. However, in a subsequent 
study Watanabe et al. (2013) improved their approach (Fig. 3.8a) with an adjusted experimental setup 
on a granite containing a single tensile fracture (SF PEEK) by using a carbon fiber reinforced polyether 
ether ketone (CFR PEEK) core holder. Applying the PEEK core holder significantly reduced the image 
noise and revealed nearly concurrent experimental and simulated results.  
Accordingly, the introduced MSMA method represents a further approximating step for successful 
CFD simulations but also exposes current limitations. Although applying the method with a global 
CTmat affirm a loss in accuracy as predicted by Keller (1997) for smooth fractures (< 35 µm), 
simulation results still are valuable to approximate actual permeabilities in such fractures. Indeed, 
compositional heterogeneities provide inaccuracies as also predicted by Keller (1997) but are not so 
dominant that they cause a complete loss of information, as indicated by the kinematics of several 
reproducible flow channels. Nevertheless, inaccuracy is provided not only by compositional 
heterogeneities but also by sub-grid-scale features, particularly regarding higher confining pressure 
and, thus, closing local apertures. 
Focussing on our own experiences and including the pioneering research by Watanabe et al. (2011; 
2013), we provide the following recommendations for future medical CT-based fracture flow studies: 
• The determination of more detailed pore data of the matrix, especially when considering 
heterogeneous porous rocks, is done by introducing additional MICP measurements and 
technologies such as micro-CT, environmental scanning electron microscopy (ESEM) or 
nuclear magnetic resonance (NMR) spectrometry. Additionally, an upscaling of micro-CT data 
to core scale and coupling this matrix with a medical CT-based aperture distribution of the 
fracture would provide more realistic pore-geometry data for simulating fracture–matrix flow 
interaction.  
• Before fracture flow experiments start, some “blank tests” should be considered. Core-flooding 
experiments of the unfractured core sample can provide additional information about the actual 
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hydraulic properties of the matrix. Furthermore, scans of the unstressed fractured sample with 
a PEEK core holder (to reduce the beam hardening effect) can be used to detect image noise, 
which is caused by the metal core holder used in common core-flooding experiments as 
presented by Watanabe et al. (2013). In this study, image noise cannot be explicitly assigned to 
the core holder and is most widely due to the imperfections of the CT image reconstruction as 
also stated for equivalent experimental setups (Pini et al. 2012; Huo et al. 2016). However, an 
additional affectation due to the core holder cannot be excluded so that a “blank test” would be 
very beneficial. Since both mentioned noise sources create random noise in the CT image both 
quality improvement methods, the PEEK core holder and the multiple scan method, should be 
tested for their effectiveness. Ideally, both methods should be combined to diminish 
affectations of both possible noise sources. However, PEEK core holder technology was only 
successfully applied for maximum confining pressure between 36 and 50 MPa at room 
temperatures (23 °C; Ito et al. 2013; Watanabe et al. 2013) and, thus, is a useful option for 
experiments focussing on similar conditions. Typically, the strength of PEEK strongly depends 
on temperature (Searle and Pfeiffer 1985) and the chemical composition of the fluid used for 
the experiment (Pritchard 1994) and, thus, appears to be challenging for experiments that 
simulate reservoir conditions or processes in the deeper Earth’s crust. Additionally, this study 
is based on low voxel resolutions (0.5 × 0.5 × 1.0 mm³) generalizing the area, which is covered 
by the voxel, to a single aperture value. Thus, high-resolution fracture measurements such as 
laser-scanning or profilometer measurements should be helpful to detect the effect of 
generalized fracture morphologies within the voxel scale by comparison with unstressed 
“blank test” data.  
• Typically the common MA method is used to determine apertures only perpendicular to the 
fracture plane, rather favoring 2-D aperture distributions. Despite that, the MSMA indicates a 
good transferability of present apertures to a 3-D problem favored by the tightness of the 
studied fracture with mean apertures between 0.031 and 0.024 mm, where the fracture-caused 
anomaly predominantly affects the voxel containing the fracture. However, with increasing 
fracture width it becomes more likely that the anomaly also affects adjacent voxels and the 
aperture calibration becomes invalid. Thus, the applicability of the introduced method should 
be validated for additional scenarios: (1) for different fracture widths where apertures must be 
smaller than the x−y resolution of the CT scan; (2) for different fracture types such as smooth 
and rough fractures or tensile and shear fractures; (3) for different materials highlighting the 
influence of different heterogeneities caused by the mineralogical composition or porosity; (4) 
for different applicable x−y resolutions provided by medical CT scanners (e.g., 0.2 × 0.2 or 0.3 
× 0.3 mm²). However, most of the suggested scenarios depend on each other and should be 
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critically considered. In addition, a similar procedure is recommended for the PH method used 
by Watanabe et al. (2011) to underline the scope of applications and limitations of both 
methods. 
• In this study, aperture calibration is based on the general assumption of a linear relationship 
between MA and aperture width (e.g. Keller 1997; Bertels et al. 2001; Van Geet and Swennen 
2001) and, thus, on a crude spacer calibration (with four spacers ≥ 0.2 mm). However, 
Mazumder et al. (2006) found a significant nonlinear relationship by applying an optimized 
MA approach to minimize affectations due to heterogeneities of their coal sample. They found 
that the slope of the line significantly increases with decreasing apertures (< 0.25 mm). 
Therefore, future studies should focus on a more accurate spacer calibration, particularly with 
spacers < 0.1 mm, which corresponds to many apertures under confining pressure.  
• In order to validate qualitative fluid flow, new contrast agents should be introduced. 
Conventionally used iodine was shown to cause beam hardening effects that exacerbate the 
interpretation of flow paths within the fracture (Watanabe et al. 2011). Meanwhile, sodium 
polytungstate Na6H2W12O4) was proposed as a promising contrast agent for hydrological CT 
experiments by significantly reducing the undesirable beam hardening effect (Nakashima 
2013; Nakashima and Nakano 2014). Alternatively, further technologies such as positron 
emission tomography could be applied (Kulenkampff et al. 2008; Fernø et al. 2015). 
3.4 Conclusions 
An alternative method to simulate fluid flow in a fractured porous core sample under loading and 
unloading conditions based on medical CT measurements was introduced. Simulation results reveal 
qualitative plausibility but also reveal shortcomings considering quantitative results. Generally, the 
proposed method is able to approximate experimentally derived permeability data even in smooth 
fractures (< 35 µm); however, it merely indicates the stress dependency of fracture permeability.  
Qualitative results reveal satisfactory accordance with the well-established flow channeling approach, 
indicating that major flow is governed by several preferential flow paths along the fracture with less 
pronounced tortuosity. The simulations reproduce temporal and permanent closing of some flow 
channels due to increasing effective stress, causing significant changes in connectivity and associated 
permeability.  
Despite the quantitative deviations, the simulated permeabilities indicate stress dependency of the 
sample represented by a slight decrease in permeability with increasing effective stress and even imply 
hysteretic behavior. Besides minor calibration errors, the deviations are mainly caused by 
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compositional heterogeneities of the matrix material and resolution-caused limitations. The former 
facilitates underestimation of local hydraulic properties, while the latter prevents an accurate capturing 
of sub-grid-scale features. Both error sources affect the reproduction of actual connectivity playing an 
important role in smooth fractures. Furthermore, the simulation is very sensitive to the choice of an 
adequate threshold value CTmat (1862.6 HU in this study). Small deviations from the ideal CTmat (±17.7 
HU in this study) can cause enormous changes in simulated permeability by up to a factor of 2.6 ± 0.1. 
Thus, CTmat has to be defined with caution and can cause additional problems for rocks with significant 
mineralogical heterogeneities.  
Nevertheless, the comparison with an analogous CT-based CFD study by Watanabe et al. (2011) 
reveals that the introduced MSMA approach can be a valuable method to analyze quantitative and 
qualitative fracture flow. Considering the aforementioned comparative study a list of recommendations 
for future research is compiled, including a systematic investigation concerning different experimental 
and model setups, rock types, fracture modes as well as validation techniques. 
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Fracture flow due to hydrothermally induced quartz 
growth 
Reproduced from: Kling T, Schwarz J-O, Wendler F, Enzmann F, Blum P (2017): Fracture flow due to 




Mineral precipitations are a common feature and limitation of initially open, permeable rock fractures 
by forming sealing structures or secondary roughness in open voids. Hence, the objective of this 
numerical study is the evaluation of hydraulic properties of fractures sealed by hydrothermally induced 
needle and compact quartz growth. Phase-field models of progressive syntaxial and idiomorphic quartz 
growth are implemented into a fluid flow simulation solving the Navier–Stokes equation. Flow 
simulations for both quartz types indicate an obvious correlation between changes in permeability, 
fracture properties (e.g. aperture, relative roughness and porosity) and crystal growth behavior, which 
also forms distinct flow paths. Thus, at lower sealing stages initial fracture permeability significantly 
drops down for the ‘needle fracture’ forming highly tortuous flow paths, while the ‘compact fracture’ 
records a considerably smaller loss. Fluid flow in both sealing fractures most widely is governed by a 
“parallel plate”-like cubic law behavior. However, the ‘needle fracture’ also reveals flow 
characteristics of a porous media. A semi-theoretical equation is introduced that links geometrical (am) 
with hydraulically effective apertures (ah) and the relative fracture roughness. For this purpose, a 
geometry factor α is introduced being α = 2.5 for needle quartz and α = 1.0 for compact quartz growth. 
In contrast to most common ah-am-relationships this novel formulation not only reveals more precise 
predictions for the needle (RMSE = 1.5) and the compact fractures (RMSE = 3.2), but also exhibit a 
larger range of validity concerning the roughness of the ‘needle’ (σ/am = 0–2.4) and the ‘compact 





In the Earth's crust, rock fractures are responsible for the fluid flow and mass transfer. They can be 
tectonically or anthropogenically (e.g. excavation damage, hydraulic stimulation) induced and 
contribute decisively to the permeability of rocks as a benefiting or limiting factor depending on the 
geoscientific matter. While geoscientific applications such as tunnelling or nuclear waste disposal 
require best possible fluid tightness of the host rock, particularly reservoir engineering projects (e.g. 
geothermal energy, hydrocarbons or water supply) aim for permeable pathways facilitating high fluid 
productivity. In general, fluid flow in fractures relies on miscellaneous hydraulic properties (e.g. 
roughness, tortuosity or connectivity) that most widely are controlled by the geometry of the fracture 
and its grade of closure (Tsang 1984; Hakami and Larsson 1996). Fracture closure and geometry in 
turn are closely related to the fracture history, which, especially under subsurface conditions, quite 
often underlies thermal-hydrological-chemical-mechanical (THCM) couplings. However, to provide 
reliable THCM models, e.g. to assess formation permeability, a deeper understanding of binary 
couplings is required. The most important binary couplings concerning single fractures in rocks are 
HM and HC processes as reviewed by Tsang (1991). In particular, HM processes were extensively 
studied in the past (Kling et al. 2016; Vogler et al. 2016b), not least because of the straightforwardness 
of required boundary conditions that are predefined by hydraulic and mechanical fracture properties 
(Rutqvist and Stephansson 2003), but also due to the availability of several imaging methods as 
summarized by Huo et al. (2016). In comparison, the description of HC couplings is less investigated 
due to the complexity of occurring chemical processes. 
In general, HC couplings can be caused by physicochemical (Yasuhara et al. 2006; Cohen et al. 2008; 
Chi and Xue 2011) or biochemical processes such as microbially induced mineral precipitation (De 
Muynck et al. 2010; Cuthbert et al. 2013; Mountassir et al. 2014). The latter increasingly has become 
the focus in recent times, especially for engineered applications such as the reconsolidation of building 
stones (De Muynck et al. 2010) or grouting of contamination pathways (Cuthbert et al. 2013). 
Nevertheless, the present study solely addresses physicochemically driven fluid-fracture interactions, 
where hydraulic properties of a fracture typically evolve with time in response to either fracture 
sealing, wall-rock dissolution or coupled sealing/dissolution processes (Dijk and Berkowitz 1998; 
Singurindy and Berkowitz 2005; Lang et al. 2015; Pandey et al. 2015). In order to limit the major field 
of this study merely the influence of pure sealing processes as a limiting factor on fracture permeability 
is investigated. In this study, the term ‘sealing’ is defined by the ratio of the present solid volume and 
the initial non-solid (fluid) volume in the interior of an open fracture. 
In this context, particularly quartz represents the dominating phase in most hydrothermal fluids and 
therefore facilitates the precipitation of respective mineral modifications in the case of silica 
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supersaturation due to mixing, cooling or depressurisation (Fournier 1985). Thus, hydrothermally 
induced precipitation of quartz in fractures does not only play an important role in the formation of 
epithermal mineral systems (Dong et al. 1995; Moncada et al. 2012). It also can be a considerable 
feature when exploiting geothermal energy (Fischer et al. 2003) or hydrocarbons (Laubach 1988; 
Nelson 2001) from fractured reservoirs, as scaling during the extraction process of fluid within the 
pipes (Gunnarsson and Arnórsson 2005) or as clogging of permeability when subsequently reinjecting 
the cooled down fluid in the subsurface (Horne 1982). 
When considering progressive quartz sealing in fractures, most permeability models still maintain 
parallel plate approaches combined with rate law based kinetic models (Lai et al. 1985; Robinson and 
Pendergrass 1989; Malate and O’Sullivan 1992; Lowell et al. 1993; Pandey et al. 2015). However, 
mineralization processes inside the inherently rough fractures can cause an additional roughening 
within the fracture voids, so that actual fracture geometries significantly differ from the supposed 
parallel plate approach. Typically, there are four types of sealing that are explicitly described by Bons 
et al. (2012): (1) Antitaxial, (2) unitaxial (unidirectional), (3) syntaxial (or bitaxial/bidirectional) and 
(4) ataxial (or stretched) growth. The present study only refers to the most prominent sealing process in 
the Earth's crust (Ankit et al. 2015b): syntaxial sealing, where growing crystals coalesce after starting 
from both fracture walls of an open fracture. 
Experiments studying the relation between hydrothermal conditions and quartz growth in fractures are 
sparse (Tenthorey et al. 2003; Okamoto et al. 2010; Okamoto and Sekine 2011; Saishu et al. 2014). 
These experiments provide some indications about quartz textures forming at the given conditions. 
However, none of them addresses a direct relationship between apparent sealing and permeability 
reduction. Fortunately, experimental conditions and crystallographic analysis of quartz textures by 
Okamoto and Sekine (2011) provide sufficient information to reproduce and validate hydrothermal 
quartz growth by using a three-dimensional phase-field approach (Wendler et al. 2015). Wendler et al. 
(2015) not only were able to reproduce the quartz textures of the experiment, but subsequently also 
found indications how silica supersaturation of the simulations affects crystal habits. While higher 
supersaturations (S = 3.6) tend to form compact and contiguous (elongate-blocky) quartz 
morphologies, lower supersaturations (S = 1.8) favor a more isolated growth of rather elongate-slender 
crystals. In the present study, these respective growth types are termed as compact (for elongate-
blocky) and needle (for elongate-slender) quartz. It should be mentioned that the needle quartz 
described here does not correspond to the classical (crystallographic) acicular habit, but rather 
represents slender prismatic crystals. Both growth types can be natural sealing features occurring in the 
Earth's crust. For instance, needle-like quartz textures are found in quartzite fractures of the geothermal 
exploratory site at Long Valley Caldera (USA), where fractures have a hydrothermal sealing 
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background (Fischer et al. 2003). Compact quartz textures are common features and most widely 
described in the context of epithermal mineral deposits (Dong et al. 1995; Christie et al. 2007; 
Moncada et al. 2012; Shimizu 2014). 
Both, compact and needle quartz have in common that the idiomorphic crystals typically require a low 
degree of silica supersaturation below Smax ≈ 3.5–3.7 (Fournier 1985; Okamoto et al. 2010; Saishu et 
al. 2014; Shimizu 2014). Typically, silica supersaturations in natural reservoirs are between 1.1 and 
approximately 10 (Ross et al. 1994; Putnis et al. 1995; Hilgers et al. 2004). Exceeding Smax causes a 
more rapid nucleation of crystallization seeds so that primarily blocky (microcrystalline) crystals 
dominate the fracture (Saishu et al. 2014). Unfortunately, only little is known about in situ 
supersaturations and idiomorphic quartz crystal shapes found in naturally sealed fractures. In fact, it is 
hard to generalize a direct relationship between the amount of supersaturation and crystalizing quartz 
textures. Quartz crystals growth not only depends on silica supersaturations, but also depends on 
various other factors such as the amount and nature of further dissolved chemical species (Okamoto et 
al. 2010), kinematics of the fracture (Ankit et al. 2015b; Lander and Laubach 2015) or the grain size 
diameter (Wendler et al. 2015) and mineralogy of the host rock (Okamoto and Sekine 2011) resulting 
in a variety of possible quartz habits and phases in natural fractures (Dong et al. 1995; Bons et al. 
2012; Moncada et al. 2012). 
According to that, there is a wide range of possible morphologies within sealed or partly sealed 
fractures that can have an additional effect on the anyway existing inherent roughness of natural 
fractures. In particular, sealing specific features such as “crystal bridges” (Laubach et al. 2004), 
intercrystalline porosity (Gale et al. 2010) or the roughness of diverse growth fronts can significantly 
affect fracture permeability, but are also hard to quantify until now (Nelson 2001). Thus, numerical 
crystal growth models such as phase-field models (PFMs) can overcome this limitation by delivering 
realistic developing structures. 
Hence, the objective of this study is to examine how different grades of sealing affect fracture 
permeability, assuming two cases with different crystal growth habits. This numerical study is based on 
a phase-field model introduced by Wendler et al. (2015) simulating hydrothermally induced three-
dimensional growth of needle or compact quartz crystals. Progressive sealing stages are used as input 
for fluid flow simulations delivering information about intrinsic flow conditions of the different flow 
patterns. Emphasis is placed on the progressive growth of the two quartz modifications and their global 
and local influence on fluid flow and hydraulic properties focusing on fracture aperture, porosity and 
roughness. Empirical models such as the cubic law and the Kozeny–Carman equation are applied to 
obtain direct relationships between fracture permeability and hydraulic properties especially for 
partially sealed fractures. 
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4.2 Methods 
4.2.1 Phase-field modeling 
In the past, many numerical methods such as purely kinetic front tracking (Bons 2001), cellular 
automaton models (Lander et al. 2008; Lander and Laubach 2015) or continuum-based reactive 
transport models (Li et al. 2008) were used to simulate different fracture sealing scenarios. However, 
recently, phase-field models (PFMs) have become a common tool in material sciences to simulate the 
evolution of complex geometries such as solidification of melting, grain growth, crack propagation or 
solid-state sintering (Moelans et al. 2008). In comparison to other simulation approaches, PFMs excel 
by sophisticated thermodynamic implementations capturing the transition between multiple phases and 
also enable a three-dimensional depiction of the simulated structures. PFMs focus on the numerical 
reproduction of mineralization processes in rock fractures at the scale of the mineral crystal grains that 
consider a physically profound scenario including interface kinetics, thermodynamic driving forces 
such as the supersaturation of the fluid and the influence of interface energy. Thus, in geosciences, 
PFMs have been proven to correctly capture the dynamics of crystal growth for various growth 
scenarios such as single olivine crystals in the Fe-Mg-system (Miura 2013), monomineralic thin-film 
growth (Hubert et al. 2009; Wendler et al. 2011), uni- and bitaxial crack-sealing processes (Ankit et al. 
2013, 2015b) as well as experimentally based syntaxial fracture sealing (Ankit et al. 2015b; Wendler et 
al. 2015). 
The basic ideas behind PFMs is to introduce an additional, smooth indicator field ϕα(x,t) (the phase 
field) in the simulation domain that captures the actual position of each phase α (Qin and Bhadeshia 
2010). The index α indicates the liquid phase and the differently oriented crystalline phases, so that ϕ = 
ϕα(α = 1…N) is the set of all existing phases. ϕα is defined in the interval [0, 1], and interfaces are 
given by a steep transition from the exterior (ϕα = 0) to the interior (ϕα= 1) of the phase. The driving 
force for the crystallization from solution is derived here from a local minimization of the Helmholtz 
free energy F(ϕ, c, T), which additionally depends on the mole fractions c = ci of all species and the 
temperature T. Mathematically, the free energy functional can be formulated as the spatial integral of 
interface and bulk energy contributions over the numerical domain Ω, 
y = z {|}~, ∇~" + 1} ~" + ~, , Q" )Ω  (4.1) 
where ε controls the (small) interface width, and a(ϕ, ∇ϕ) and w(ϕ) together constitute the interface 
free energy. The bulk free energy density f(ϕ, c, T) considers the thermodynamic stability of solid and 
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fluid. It is defined as an interpolation of the individual Helmholtz free energy densities of the local 
coexisting phases, whereas the difference of the free energy between two phases results in a driving 
force for crystallization. 
In Eq. (4.1), the gradient energy a(ϕ, ∇ϕ) incorporates the anisotropic evolution of the crystal facets in 
equilibrium, comprising information about the solid-liquid interface tension and the capillary 
anisotropy. The latter determines the crystal shape under equilibrium conditions, the Wulff shape. The 
addend w(ϕ) = w(ϕ1,ϕ2,...ϕN) denotes a multidimensional potential-type function, which adds an energy 
penalty for the interfaces (0 < ϕα< 1) and, hence stabilizes a transition of constant width (Wendler et 
al., 2015). 
The evolution equations for each phase field are derived from Eq. (4.1) by demanding a monotonous 
decrease of the free energy in time. This means that the rate of change of ϕα must be negatively 
proportional to the variational derivative of F with respect to ϕα, giving the following set of N 
equations (Allen-Cahn equations) 
} ϕ = ~, ∇~" 2 y − ;
= ~, ∇~" |} |∇ ∗ ~, ∇~"∇ − 
~, ∇~"  − 1} 
~" − 1Q  − . 
(4.2) 
Here, a Lagrange multiplier λ establishes the necessary constraint of the volume fractions ϕα. The 
prefactor ω(ϕ, ∇ϕ) is an anisotropic kinetic coefficient, which accounts for the lattice-plane dependent 
difference in attachment kinetics of quartz and, thus represents the orientation dependency of growth 
rates. The kinetic coefficient of the solid-liquid transition was adapted to previous dissolution 
experiments for the system under consideration (Okamoto et al. 2010). 
In general, the phase field Eq. (4.2) is numerically solved together with a diffusion-advection equation 
for the silica concentration, which induces a bidirectional coupling to the Navier-Stokes equation for 
fluid flow. Thus, this results in the formulation of a microscale reactive transport model, where the 
shape of the growing crystals is governed by the superposed effect of the anisotropy of kinetics and 
surface energy (Sekerka 2005) as well as basic chemical kinetics. Within the scope of this study, 
formerly simulated structures for syntaxial quartz growth of needle as well as compact crystal habits 
are adopted from (Wendler et al. 2015) by applying identical input parameters. The authors and 
references herein present a detailed review of the applied PFM. 
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Nevertheless, it was found that under the given supersaturation and flow conditions the effect of silica 
depletion in the fluid is very small, so that we can omit the concentration equation and assume a 
constant supersaturation (Wendler et al. 2015). Hence, in this study we apply a unidirectional coupling 
where crystal growth effects the flow field, not vice versa. 
 
 
Fig. 4.1: Upper panel: phase-field model (PFM) of needle quartz sealing of a planar fracture with 300 grains. 
Initial aperture was 80 µm with average grain size 7 µm. Lower panel: top view on the evolving 3D liquid surface 
filling the fracture at time steps according to upper panel. (A) Needle quartz growth creates rough surfaces (∼7% 
sealing). (B) Development of crystal bridges that are visible as holes (∼13% sealing). (C) At the final stage, 
porosity decreases down to 1.5% and pore channels are formed (∼95% sealing). 
Wendler et al. (2015) calibrate and validate the adapted model by incorporating hydrothermal flow-
through experiments mimicking sealing of artificial sandstone and metachert fractures (Okamoto and 
Sekine 2011). Hence, boundary and fluid conditions (with a silica supersaturation of S = 3.6), except 
the initial fracture widths, are equivalent to the validation study by Wendler et al. (2015). However, 
differences in simulated crystal habits that are a consequence of different seed crystal sizes also imply 
differences in crystal sizes so that compact quartz tends to be more voluminous than needle quartz. 
Thus, in order to obtain representative fracture sealing where progressive fluid flow behavior should be 
governed by crystallization induced roughness, the initial planar fracture for needle quartz growth (grid 
resolution 150 × 150 × 80, voxel dimension 13 µm3) is smaller than for compact quartz (grid resolution 
300 × 300 × 160 µm³, voxel dimension 23 µm3). Each fracture surface contains the same number of 
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initial quartz ‘seeds’ (150 grains) mimicking a quartziferous rock with respective mean diameters of 7 
µm (for needle quartz) and 55 µm (for compact quartz). 
4.2.2 Computational fluid dynamics 
Computational fluid dynamics (CFD) are used to solve and analyse potential fluid flow behavior in the 
sealing fractures. The qualitative results of the simulations for needle and compact quartz are 
exemplarily illustrated in Fig. 4.2, where fluid enters at the visible left plane and enters at the opposite 
side. CFD simulations are performed for different stages of sealing based on the fracture geometries 
provided by PFM. 
 
 
Fig. 4.2: Geometry of a planar fracture sealed by needle (A) and compact (B) quartz crystals at intermediate 
stages of respective sealing processes. CFD derived fluid flow field based on the quartz habit are visualized 
respectively (C and D). Red colors indicate high fluid flow velocity, whereas bluish colors denote low fluid flow 
velocity. Fluid flows from the left (W-axis) along the length (L-axis) direction.  
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The flow in the open (non-solid) regions of the fracture is described for viscous, incompressible fluids 
and stationary flows. Conservation of momentum (Eq. 4.3) and conservation of mass (Eq. 4.4) can be 
written as the stationary Navier-Stokes equation (NSE) in the pressure-velocity formulation: 
−c∆ + f ∙ ∇" +	 ∇? = Ln (4.3) 
∇ ∙  = 0 (4.4) 
In Eqs. (4.3) and (4.4),  represents the fluid velocity, p is the pressure, µ is the dynamic viscosity of 
the fluid, ρ denotes fluid density and fNS is the force density. The simulations compute the velocity field 
for a given pressure drop using periodic boundary conditions on the computational box and a Dirichlet 
boundary condition for the pressure. At the solid-to-fluid interface the no-slip boundary condition is 
applied considering adhesive forces between the two phases implying locally: 
|o(AG. = 0 (4.5) 
The NSE (Eqs. 4.3 and 4.4) are solved by using an explicit finite volume (EFV) method employing 
either the SIMPLE (Patankar and Spalding 1972) or the SIMPLEC method (Van Doormaal and 
Raithby 1984). Simulations are performed by using the commercial, voxel-based GeoDict 
(Math2Market GmbH) software package, which implements the mathematical requirements while 
enabling full parallelization of calculations. 
In a post-processing step, GeoDict computes the permeability by default according to Darcy's law from 
the simulated velocity field (Kehrwald 2004; Schulz et al. 2005). However, Darcy's law is based on the 
permeability of a homogenous, porous medium so that the resulting permeability represents the entire 
computational domain. Hence, in order to consider only the exclusive permeability arising from the 
interconnectivity of local fracture voids, an adjusted form of Darcy's law is applied as outlined in 
Section 2.3. Admittedly, using the permeability as a measure for the hydraulic properties is more 
suitable for porous media, whereas Zimmerman and Bodvarsson (1996) correctly proposed the 
transmissivity as the more appropriate parameter for rock fractures. Nevertheless, ‘fracture 
permeability’ is standardly used for various macroscale models dealing with e.g. reservoir 
characterization (Nelson 2001; Toublanc et al. 2005; André et al. 2006), wellbore leakage (Huerta et al. 
2016) or hydromechanical processes (Rutqvist et al. 2013b). Since the expected results of this study are 
intended to contribute to such issues, the hydraulic results are also presented as permeability. 
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The simulations are carried out for a fluid with the physical properties of water at a temperature of T 
= 20 °C and the respective values for density and dynamic viscosity (Fluid pressure p = 31 MPa) 
representing similar conditions as used for well tests at several geothermal fields such as the Icelandic 
Krafla (Bodvarsson et al. 1984) or the Mexican Los Azufres site (Benson et al. 1987). Pressure drops 
across the fracture length are set to 0.1 Pa for compact quartz and 2.8 Pa for needle quartz so that 
resulting Reynold's numbers are about 1.0 for the initial planar fracture and even lower for further 
stages to maintain laminar flow conditions. The simulation termination criteria are set to end the 
simulation when either an accuracy (ratio of current permeability and previously iterated permeability) 
of 1 × 10−5 is reached or after 105 iterations. The simulations are performed on a 32-core, 64-bit Intel 
Xeon server with 512GB of shared RAM. With this configuration and predefined discretization a 3D 
fluid flow simulation is performed in less than 30 min for both quartz types. 
4.2.3 Fracture permeability 
As mentioned above, an adjusted form of Darcy's law is applied to evaluate the simulated fracture 
permeabilities. In general, Darcy's law represents a special case of the incompressible, creeping, 
stationary Stokes equation (Whitaker 1986) and is written as 
 =  ∙ c ? (4.6) 
to ascertain the volumetric flow rate Q (in m³/s) based on the bulk permeability k (in m²) of the 
medium, its cross-sectional area A (in m²), dynamic viscosity µ (in Pa·s) and a pressure gradient (∂p/∂x 
in Pa·m−1). By assuming laminar flow, Q can also be described as a linear function of the (superficial) 
Darcy velocity + (in m·s−1) in the whole flux surface which is represented by the computed mean 
velocity within the computational box: 
 = + ∙  (4.7) 
Hence, the CFD code derives the permeability k of the medium by combining Eqs. (4.6) and (4.7) so 
that 
 = c+? ⁄  (4.8) 
However, for each sealing fracture evolving in time a correction for the increasing amount of solid 
precipitate is required. Based on the assumption of a lateral continuation along the fracture plane 
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fracture flow rather depends on the interstitial velocity〈v〉within the non-solid regions which by 
definition is the ratio of the computed Darcy velocity + and the effective porosity ne so that the fracture 
permeability K can be written as 
a = 	〈〉c? ⁄ " = 	 cOm? ⁄ " (4.9) 
Thus, the effective porosity ne, which can be described by the ratio of the ‘liquid voxels’ volume to the 
total fracture volume, can be applied to correct the permeabilities computed by the GeoDict. 
4.2.4 Fracture apertures 
Fluid flow in single fractures most often is approximated by the well-known cubic law (CL) 
representing the one-dimensional, vertical integration of the Stokes equation (Brush and Thomson 
2003; Zimmerman and Yeo 2013; Wang et al. 2015). When applying the cubic law 
 = 12c ? (4.10) 
the fracture is approximated by a pair of smooth parallel plates separated by a uniform mechanical 
aperture a (in m) while W (in m) represents the fracture width perpendicular to the flow direction. 
Analogous to Darcy's law Eq. (4.6), the CL reveals a simple relationship between the flow rate, a 
‘transmissivity term’ and a potential gradient. Due to the equivalency of the ‘transmissivity terms’ in 
Eqs. (4.6) and (4.10) the transmissivity Τ of the fracture thus is equal to 
Τ =  = ³12  (4.11) 
where Τ is proportional to the cube of the aperture. Since this study however focusses the fracture 
permeability K, Eq. (4.11) requires a further simplification by assuming A = W · a so that the fracture 
permeability K can be expressed by 
a = 12 (4.12) 
However, natural fractures typically do not behave like parallel plates with a uniform aperture a. 
Instead, fracture surfaces reveal a certain roughness that can be more or less significant and causes 
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deviations from the parallel plate approach. Therefore, a can be described by an equivalent aperture am 
which is defined as a mean of the local apertures along the rough fracture planes (Brown 1987; 
Zimmerman and Bodvarsson 1996). There are various synonyms for am in literature such as 
mechanical, geometrical or macroscopic aperture (Neuville et al. 2010). Unfortunately, the term 
“mechanical” implies a kinematic background. In order to avoid this misleading, in this study am is 
defined as the mean aperture which is equivalent to the chemical aperture introduced by Wen et al. 
(2016) which refers to the mineral volume change. Indeed, am represents a practical reference value to 
describe the relative position of both surfaces, however neglects existent aperture patterns or hydraulic 
features such as turbulence contributing significantly to actual fracture flow (Tsang 1984). Hence, the 
effective hydraulic aperture ah is introduced, which directly relates to the actual fluid flow through the 
fracture (Zimmerman and Bodvarsson 1996) and can be seen as the aperture of a virtual ‘parallel plate’ 
fracture that is required to allow a certain volumetric flow rate. Typically, the hydraulic aperture ah is 
smaller than am on the (global) fracture scale, but can also be occasionally larger when considering 
local values along the discretized fracture plane (Neuville et al. 2010). Thus, several empirical 
correction factors are introduced to account for e.g. the fracture roughness and to scale down global am 
values (Louis 1972; Witherspoon et al. 1980). Over time, several authors established different 
correlations between ah and am, based on either the joint roughness coefficient (Barton et al. 1985; 
Olsson and Barton 2001), the fractal geometry (Drazer and Koplik 2002), the Z2-value (Zhao et al. 
2014) or the relative roughness (Lomize 1951; Louis 1972; Patir and Cheng 1978; Brown 1987; 
Zimmerman et al. 1991; Amadei and Illangasekare 1994; Renshaw 1995; Barton and de Quadros 1997; 
Matsuki et al. 1999; Rasouli and Hosseinian 2011; Xiong et al. 2011; Xie et al. 2015). In this study, we 
focus on the relative roughness (σ/am) depending on the (averaged) mean aperture am of a fracture and 
its standard deviation σ. In the past, several equations were derived for chemically unaffected fractures 
that are summarized in Table 4.1. These equations often represent valuable approaches to approximate 
actual ah values, however also reveal individual limitations and do not provide a universal solution for 
permeability prediction (Souley et al. 2015). Among others, these limitations most widely rely on the 
fact that these models agree with study-specific fractures, which do not cover the full range of possible 
roughness features such as anisotropy, spatial correlation or tortuosity. For this reason, Zimmerman 
and co-authors (Zimmerman et al. 1992; Zimmerman and Bodvarsson 1996), for instance, introduce an 
additional term based on contact areas improving their previous approach (Table 4.1, Zimmerman et al. 
1991) for tortuosity. 
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Table 4.1: Summary of formulations to describe hydraulic apertures (ah) based on mean apertures (am) and the 
relative roughness depending on the standard deviation (σ) of am caused by the unevenness of the fracture 
surfaces. The originally cubic notations of the equations, which directly refer to the fracture transmissivity, are 
depicted by their cube root, which is more convenient to calculate fracture permeabilities of this study. 
Equation Annotations  Fracture type Reference 






A depends on fractal dimension (FD) 
where A=2.7 to 3.22 for FD =2.5 to 2.0 
Sand coated plates  
Rough concrete plates 
Natural granite fractures  
 
 
Numerical fractal model  
Lomize (1951) 
Louis (1972) 




 ≈  I1 − ¡ ∙ exp 2− @A80 E;    
B and C depend on Peklenik number γ, 
roughness (σ/am) or fractal dimension 
(FD): 
 
Typically: B=0.9 and C=0.56 (for γ=1, 
σ/am = 1.3 to 2.0) 
For γ≠1, σ/am ≠ 1.3–2.0 or FD= 2.0–2.5: 





Numerical fractal model 





 ≈  I@1 − 1.5 0A8 E    
 Idealized mathematical 
(sinusoidal and saw-tooth) 
fracture models 
Zimmerman et al. 
(1991) 
 ≈ A8I5¥.¦@986 E§.     Synthetic fractal model Amadei and Illangasekare (1994) 
 ≈ A8¨25 698 ;. 
  
 Theoretical equation based on 
stochastics of aperture 
distributions 
Renshaw (1995) 
 ≈  ¨1 − .5¥.©@9864 E.ª 
    
Revised Lomize-equation (Lomize 
1951) with an initial standard deviation 
σ0 to include mechanics. However, also 
works for σ0 = σ. 
Tensile granite fracture (Scan) Matsuki et al. (1999) 
 ≈  I«1 − ¬ 0A8­    
D = 1.0 
 
 
D ranges between Dmin = 1.0, Dmean = 
2.25 and Dmax = 3.7. 
Replicas of a split sandstone 
and natural granite fracture 
 
Synthetic statistical model 





 ≈  I0.94 − 5.0 0A8     Tensile sandstone fracture Xie et al. (2015) 
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From the PFM simulation data, the mean aperture can be calculated as the ratio of the integrated 
overall non-solid volume and the 2D fracture plane (e.g. for needle quartz: width (W) × length (L) 
= 150 × 150 µm²). This is fully equivalent to averaging of local apertures. In order to determine the 
distribution of local apertures along the fracture the vertical summation of all non-solid voxels for each 
mesh element over the fracture plane is required. The global hydraulic aperture ah is computed from 
each CFD model by using Eq. (4.10) based on the volumetric flow rate Q. The latter is calculated by 
areal integration of all fluid velocity components in the free-flow voxels, perpendicular to a slice of the 
simulation box that is, in turn, perpendicular to the pressure gradient. Here, by implementing ah into 
Eq. (4.12) reveals, that calculated permeabilities are in good accordance with simulated permeabilities 
derived by Eq. (4.9). 
Local hydraulic apertures are calculated based on Eq. (4.10) taking account of the local volumetric 
flow rates and pressure gradients for each mesh element of the fracture plane. The local flow rate is 
determined by vertically summing up simulated local flow velocities and multiplying the single sums 
with their respective cross sectional areas (e.g. voxel face area × number of non-solid voxels). Local 
pressure gradients also are determined by vertically averaging all simulated pressure values in the fluid 
voxels. Finally, local gradients are derived by differentiating between the single local pressures and 
their respective neighboring pressures along the global flow direction. 
4.3 Results and discussion 
This section is split in three parts, namely in (1) an overview about the global fracture properties and 
hydraulics, (2) a careful consideration of fracture properties at local scales and (3) the discussion of 
possible interconnections to global hydraulic properties. Different stages of sealing are represented as a 
function of dimensionless (numerical) time steps, since this study only focusses on the effect of 
different fracture geometries and does not consider time-dependent growth kinetics of the crystals. 
Otherwise, the time steps can be multiplied with t0 = 1162 s (Wendler et al. 2015) to infer the physical 
times from the respective simulation steps (∼10.0 days for ‘needle quartz’, ∼7.7 days for compact 
quartz). 
4.3.1 Global fracture hydraulics 
The results of fluid flow simulations show a distinct negative correlation between progressive fracture 
sealing and permeability evolution (Fig. 4.3). However, the intensity of this correlation depends on the 
hydraulic properties (Fig. 4.4 and Fig. 4.6) which in turn rely on growth characteristics of the quartz 
phase. The most prominent impacts of the crystal shape are (I) the different velocities at which the 
fracture is closed, (II) the influence on corresponding fracture permeabilities (Fig. 4.3 and Fig. 4.4) and 
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(III) the formation of locally different aperture geometries (cf. Fig. 4.2) or fracture porosities (Fig. 4.4). 
To avoid cumbersome terms, the fractures that are sealed by needle or compact quartz in the following 
are termed ‘needle fracture’ and ‘compact fracture’, respectively. 
 
 
Fig. 4.3: Relative evolution (in percent) of fracture sealing and permeability caused by needle or compact quartz 
growth. 
For both fractures maximum hydraulically effective sealing (less than 1% of initial permeability)is 
reached when approximately 95% of the fractures are filled with quartz, which for both fractures 
applies after similar growth intervals (∼7.7 days) (Fig. 4.3). Hence, both growth scenarios of needle 
and compact quartz should be comparable although there are different initial fracture and crystal 
dimensions. The varying rates of fracture sealing most widely can be subjected to the growth behavior 
of the different quartz crystals. While needle quartz preferably grows vertical, compact quartz also 
features more significant lateral growth, where some crystals are overgrown. Thus, at the beginning 
several compact quartz crystals are obstructed by neighboring crystals, which in turn need more time to 
fully evolve over the enhanced growth area (Fig. 4.2). Such a growth competition is also observed by 
Hilgers et al. (2004) for syntaxial growth of ‘compact’ alum crystals. 
The initial decrease in permeability is more pronounced for the ‘needle fracture’ than for the ‘compact 
fracture’ (Fig. 4.3). After 20% of sealing, the ‘needle fracture’ exposes less than 20% of its initial 
permeability, but the ‘compact fracture’ still disposes more than 40% (Fig. 4.3). Since both fractures 
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are equally sealed with respect to their initial fluid volume, this effect cannot be attributed to the 
differences in initial aperture. Instead, this effect can be attributed to the different crystal habits and 
their growth behavior within the fractures. According to the different parallel plate models initial 
permeability of the ‘needle fracture’ (4.0 × 10−10 m²) is significantly smaller compared to the ‘compact 
fracture’ (7.1 × 10−9 m²). However, with progressive sealing the permeability of the ‘needle fracture’ 
drops by nearly 5 orders of magnitude to a minimum permeability of 5.6 × 10−15 m² (Fig. 4.4A). The 
residual permeability of the ‘compact fracture’ even attains a lower value of 1.7 × 10−16 m² 
corresponding to a drop by almost 8 orders of magnitude (Fig. 4.4B). Both fractures exhibit an 
approximately exponential decrease in permeability in the initial stage of sealing as also observed for 
mechanical fracture closure (Huo and Benson 2015; Kling et al. 2016) (Fig. 4.4). The main 
permeability reduction of the ‘needle fracture’ occurs at the initial sealing stages (t < 125); however its 
slope significantly decreases with ongoing sealing (cf. Fig. 4.3). In contrast, major permeability 
reduction of the ‘compact fracture’ occurs at later stages (t > 375) where permeability abruptly 
decreases. 
 
Fig. 4.4: Time evolution of simulated permeabilities and porosities for needle and compact quartz sealing. 
Empirical permeability models are also shown. 
The different behaviors in permeability reduction significantly refer to differences in the morphology 
of the sealing structures due to needle or compact quartz crystallization. Compact quartz typically 
forms contiguous growth fronts growing against each other resembling two rough fracture walls that 
are closed mechanically. This growth behavior is also reflected by the initially slow decrease in 
permeability and the abrupt drop once both growth fronts meet each other where most voids are rapidly 
closed (Fig. 4.4). On the contrary, randomly orientated growth of isolated needle quartz forms void 
structures resembling a porous medium. With increasing length, single quartz crystals meet each other 
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and establish a mesh of randomly orientated bridge structures. Both, the growth of isolated crystals as 
well as the resulting formation of bridges implicate all permeability-reducing factors described by 
Tsang (1984): fast fracture closure (or sealing); a decrease in connectivity by forming fewer flow 
channels; and an increase in tortuosity by forming additional barriers. Accordingly, the initial 
permeability-reduction is more pronounced for the ‘needle fracture’ than for the ‘compact fracture’ 
(Fig. 4.4), however levels off as soon as sealing is inhibited by missing space for further free growth. 
The fact that the ‘needle fracture’ rather resembles a porous medium is not only represented 
qualitatively e.g. by Fig. 4.1, but also becomes evident when applying the Carman–Kozeny (CK) 
equation (Carman 1937). The CK equation typically describes the porosity-permeability relationship of 
a packed bed of solids, and within the scope of this study is applied in its classical form: 
a = ¯ O³ (4.13) 
where fracture permeability K relates to the porosity n, Kozeny's (geometry) coefficient c and the 
specific surface area S (crystal-surface area / bulk volume). In order to determine surface areas of the 
quartz crystals, a marching cubes algorithm (Newman and Yi 2006) of the Python image processing 
tool ‘scikit-image’ is added to the PFM code. Kozeny's coefficient c was introduced as an empirical 
correction value for the shape of the channels conducting the fluid through the porous medium. 
However, Mortensen et al. (1998) found that c also can be described analytically as a function of 
porosity assuming two equivalent model approaches containing circular or rectangular tubes. 
Assuming polygonal void geometries for the sealing fractures, this study only refers to the circular 
tubes model, for which coefficient c can be written as follows 
¯ = °4cos |13 cos |O 8

´ − 1 + 43 ´ + 4µ
. (4.14) 
Based on this, the KC equation (Eq. 4.13) and the hydraulic aperture related cubic law (Eq. 4.12) were 
applied for both, ‘needle’ and 'compact fractures’ (Fig. 4.4). Results for the ‘needle fracture’ indicate 
that both equations fit simulated permeabilities quite well. In particular, the good fit with the KC 
equation (Eq. 4.13) reflects the porous structure of the fracture geometry after sealing starts. However, 
both permeability models appear to underestimate permeability significantly at later sealing stages. 
Here, the fracture is almost closed and features a significant increase in tortuosity (cf. Fig. 4.1), but 
also forms isolated areas of fluid within the quartz crystals. Hence, the deviations most probably are 
caused by the effective porosity ne values to determine simulated permeabilities, which are based on 
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the respective bulk fluid volumes, so that the isolated pore surfaces factor into Eq. (4.9) and 
overestimate actual permeabilities. Analytically derived Kozeny's coefficients c range between a 
minimum value of 0.17 and 0.40 with decreasing sealing, while c for natural porous media typically 
range between 0.22 and 0.24 (Mortensen et al. 1998)(Mortensen et al., 1998). In contrast, the KC 
approach does not reproduce the permeabilities of the ‘compact fracture’, while cubic law results 
almost coincide (Fig. 4.4B). These deviations are caused by the closing mechanism of the two growth 
fronts forming rather locally varying flat to irregular plates than a bundle of capillary tubes. Instead, a 
capillary tubes model representing a porous medium was applied to calibrate Kozeny's coefficients c. 
In fact, c should be significantly higher to fit CK equation for the ‘compact fracture’, which requires a 
geometrical correction as e.g. applied for also KC-based “equivalent channel models” in the past 
(Walsh and Brace 1984; Bernabe 1986b). 
4.3.2 Local hydraulic fracture properties 
Before considering hydraulic properties as commonly used area-related averaged (global) values, the 
local hydraulic fracture properties are carefully discussed. This is important, since fluid flow strongly 
depends on the spatial distribution and correlation of aperture sizes (Hakami and Larsson 1996; 
Schwarz and Enzmann 2013). In other words, fractures theoretically can have similar average apertures 
am and standard deviations σ, however different distributions of voids and contact areas affecting the 
spatial alignment (e.g. connectivity or tortuosity) of flow channels. 
For this reason, the 2D spatial distributions of the local apertures (SDA) (Fig. 4.5A and B) as well as 
the fluid flow rates are considered (Fig. 4.5C and D). Complementary to these spatial representations, 
respective statistical aperture size distributions (ASD) are given for further details as histograms (Fig. 
4.5E and F). Exemplarily, the SDAs, local flow rates and ASDs are considered for the ‘needle’ and 
‘compact fractures’ at 20% fracture sealing (Fig. 4.5). 
The results indicate that the flow behavior within both fractures significantly depends on local 
apertures und related flow paths and thus is directly related to the crystal habit of the sealing phase. In 
the case of needle quartz (Fig. 4.5A), several areas exist where crystals approached by forming high 
angular bridge structures. The presence of bridges causes a distribution of locally accumulated contact 
areas (‘Swiss cheese pattern’) that form effective barriers for fluid flow and result in adjacent large 
downstream areas, where fluid flow is significantly reduced (Fig. 4.5C). Such bridging structures are a 
widespread features in many permeable fractures and were most widely found in sedimentary rocks 
such as sandstones, dolostones and mudstones as calcitic or silica fracture fillings (Lander and Laubach 
2015). However, these bridge structures arise from localized cement accumulations disconnected by 
areas of thin veneers of cement (Laubach et al. 2004). It was found that porosity as well as connectivity 
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of such fracture sealing highly depend on the initial aperture width of the pre-sealed fracture (Laubach 
et al. 2004; Gale et al. 2010). Especially, for fracture apertures > 0.1 mm bridges are slim enough to 
provide sufficient pore connectivity (Gale et al. 2010). Hence, the simulations for the ‘needle fracture’ 
can provide first insights into the hydraulics of such natural sealing structures. 
 
Fig. 4.5: Spatial distribution of local apertures (A, B), spatial distributions of flow rates (C, D) and aperture size 
distributions for the local mean (am,local) and hydraulic (ah,local) apertures (E, F) for needle (left) and prismatic 
quartz (right). Both simulations are at 20% fracture sealing. The dotted blue line (E and F) describes the aperture 
(am,initial) of the respective initial (parallel plate) fracture. Fluid is injected (C, D) at the lower W-axis and flows 
along the L-axis. 
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For the ‘compact fracture’ bridging most widely occurs only towards the end of the sealing process 
being in accordance with (nearly) simultaneous coalescence of the growth fronts as discussed in 
Section 3.2. Considering the fracture at 20% sealing neither bridges nor contact areas are developed 
(Fig. 4.5B). Nevertheless, regions with a lower aperture built bottlenecks for fluid flow and cause the 
development of flow anisotropy (Fig. 4.5D), where enhanced fluid flow occurs along preferred less 
resistant pathways (channels). 
Accordingly, ASDs of the local geometrical and hydraulically effective apertures (Fig. 4.5E and F) 
expose that the mode of the hydraulically effective apertures is smaller than the mode of geometrical 
aperture distribution (ãm). In contrast to mechanically induced aperture distributions, which typically 
are described as lognormal, gamma or truncated normal distributions (Renshaw 1995; Oron and 
Berkowitz 1998), both sealing fractures reveal a negatively skewed (non-normal) aperture distribution, 
while hydraulic apertures are somewhat lognormal distributed. Hence, the ASDs illustrate that in parts 
the number of local hydraulic apertures (ah,local) even exceed the number of larger geometrical apertures 
(where am, local > ãm). Locally values for ah,local even exceed the initial aperture of the parallel plates. 
Accordingly, in some parts of the fracture more fluid is conducted than it is anticipated by the cubic 
law which assumes ah ≤ am. This shows that hydraulics within apertures is not entirely defined by the 
local geometries and pressure gradient, but also depends on the properties of surrounding fracture 
parts. This was also concluded by Neuville et al. (2010) for rough fracture models without a sealing 
component. However, this finding does not affect the flow properties on the global scale of rough 
fractures (equivalent to the means of the ASDs), where am typically remains larger than ah. 
For this reason, the 2D spatial distributions of the local apertures (SDA) (Fig. 4.5A and B) as well as 
the fluid flow rates are considered (Fig. 4.5C and D). Complementary to these spatial representations, 
respective statistical aperture size distributions (ASD) are given for further details as histograms (Fig. 
4.5E and F). Exemplarily, the SDAs, local flow rates and ASDs are considered for the ‘needle’ and 
‘compact fractures’ at 20% fracture sealing (Fig. 4.5). 
4.3.3 Global hydraulic fracture properties 
The results for mean (am) and hydraulic apertures (ah) agree with theoretical expectations (Fig. 4.6A 
and C) where ah ≤ am. Contemporaneously, this decrease in apertures is coupled with an increase in 
relative roughness (σ/am). The initial increase in relative roughness for both fractures is highly related 
to the formation of the euhedral faces of the quartz crystals causing a decrease in am and - with ongoing 
crystal evolution - an increase of unevenness reflected by a significant increase of the standard 
deviations σ of am. Particularly, this becomes obvious for the ‘needle fracture’ where free growth of the 
quartz crystals establishes “Manhattan skyline” -like fracture surfaces, so that σ/am is highly 
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pronounced (for t = 0–100). While the rates of increase in roughness for the ‘needle fracture’ mitigate 
with ongoing sealing, due to the filling of previously formed interspaces, rates for the ‘compact 
fracture’ are more constant reflecting the growth fronts (Fig. 4.6A and C). 
 
 
Fig. 4.6: Comparison of time-dependent development (A and C) of average hydraulic (ah) and mean apertures 
(am) for needle and compact quartz discerned from the phase-field and fluid flow simulations. The red line 
represents results for the semi-theoretical equation introduced in this study (cf. Eq. 4.19). Additionally, hydraulic 
apertures are compared to the range of further ah–am–relationships (cf. Table 4.1) directly (A and C) and absolute 
by the root-mean-square error (RMSE, B and D). The light grey RMSE bar for the (Zimmerman et al. 1991) 
equation is comprised for the sake of completeness but not competing since the authors explicitly discussed the 
shortcomings of this equation in subsequent papers (Zimmerman et al. 1992; Zimmerman and Bodvarsson 1996) 
and even enhanced it. 
Considering the increasing deviations of ah from am indicates that there should be a direct relationship 
to the progressive changes in relative roughness, but these changes also appear to implicate further 
changes of properties such as tortuosity and connectivity. Hence, to find a direct relationship between 
mean and hydraulic apertures several assumptions are made. As stated in Section 2.4 (Louis 1972; 
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Witherspoon et al. 1980) both aperture types are directly correlated to the reciprocal of a correction 
factor (f) considering roughness-related friction: 
2 ;
 = 1 (4.15) 
This friction factor must be one (f = 1) in the case of two parallel plates with zero roughness (σ/am) so 
that am = ah. However, f must be larger one to account of roughness and to correct am (Witherspoon et 
al. 1980). Hence, an initial simplified correction factor (fI) is predefined by 
· = 1 + ' (4.16) 
However, Patir and Cheng (1978) found that friction not only depends on simple roughness, but also 
depends on the shape of contact areas having a direct effect on tortuosity, and introduced the Peklenik 
number (Peklenik 1967) to correct the roughness for the directionality of contact areas (cf. Table 4.1). 
Thus, a new geometry factor α is introduced and implemented in Eq. (4.16) resulting in another 
preliminary friction factor fII: 
·· = 1 + ¸ ' (4.17) 
According to Eq. (4.15) there has to be a total positive correlation between (ah/am)
3 and (1/f) However, 
replacing the actual friction factor f by the theoretically derived, preliminary fII (Eq. 4.17) indicates a 
significant non-linear relationship (Fig. 4.7). In order to obtain the total positive correlation two 
assumptions are made: (1) the curves of the data points for both fractures have to conform and (2) the 
following power law relationship is valid: 
1 = 2 1··;

 (4.18) 
By fitting both curves of the fractures (Fig. 4.7) by the unknown α (Eq. 4.17) and b (Eq. 4.18), it is 
found that the geometry factor is about α = 2.5 for the ‘needle fracture’ and α = 1.0 for the ‘compact 
fracture’ with common exponent b = 4.5. Subsequently, Eqs. (4.15), (4.17) and (4.18) can be combined 
to obtain following relationship between ah and am 
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 =  21 + ¸ ';

 (4.19) 
Calculated hydraulic apertures (ah) by applying Eq. (4.18) and predefined input parameters are 
depicted in Fig. 4.6A and C. As was expected, the derived ah values for both fractures are in line with 
the simulated ah values. Larger deviations are observed for the final sealing stages of the ‘compact 
fracture’. This seems to be due to merging of both surfaces offering a significant transition of the 
fracture morphologies. The transition from an open, rough to a porous-like, bridged fracture also 




Fig. 4.7: Calibration function fitting the ratios of hydraulic (ah) and mean apertures (am) as well as the reciprocal 
friction factor (fII). The latter is based on fracture roughness and a respective geometry factors (α) according to 
Eq. (17). Fitting is performed by excluding outliers which are below the 10th and above the 90th percentile of 
cumulative ratios of the logarithmized input parameters for needle and compact quartz growth. 
 
Typically, values for the friction factors (f) range between 1.04 and 1.65 for chemically unaffected, 
rough fractures (Witherspoon et al. 1980). This applies for the initial sealing phase (t = 0 to ∼90) for 
the ‘needle fracture’ and until the merging-phase (t = 0 to ∼400) for the ‘compact fracture’. 
Accordingly, f-values confirm the assumption that partly sealed ‘compact fractures’ hydraulically 
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behave like tensile fractures without a sealing component. However, with ongoing sealing, f-values 
increase to a maximum of 18.3 (‘needle fracture’ ) and 4.7 (‘compact fracture’ ). Hence, the formation 
of highly tortuous flow paths in sealing fractures causes f-values that are significantly higher than those 
of tensile fractures. The extraordinary high f-values (f ≫ 5) of the ‘needle fracture’ can be ascribed to 
the pronounced 3D tortuosity of the flow paths (cf. Fig. 4.1) due to the capillary structure of the void 
pattern (as compared to with ‘compact fracture’ or tensile fractures). 
For comparison and demonstration of the new equation (Eq. 4.19), several congeneric empirical ah–
am–relationships (Table 4.1) are applied and also depicted by their summarized range of possible 
results (Fig. 4.6A and C). These equations are applied to the full range of available fracture properties, 
except for three approaches (Zimmerman et al. 1991; Xiong et al. 2011; Xie et al. 2015), where the 
functions become discontinuous, if σ/am exceeds its range of validity (cf. Table 4.2). The results of 
these equations indicate a general overestimation of the resulting ah values, particularly for the ‘needle 
fracture’ (Fig. 4.6A and C). Although Fig. 4.6C does not indicate significant deviations between the 
used formulations for the ‘compact fracture’, root-mean-square errors (RMSE) are similar or even 
higher than RMSEs of the ‘needle fracture’ (Fig. 4.6B and D), which can be ascribed to an artefact due 
the scaling of the ordinate. Indeed, RMSEs are determined for the full range of calculated values as 
long as the functions are continuous, however can also be restricted due to their theoretical range of 
validity, according the fracture roughness (Table 4.2). In this study, values for σ/am vary from 0 to 2.4 
for the ‘needle fracture’ and from 0 to 1.8 for the ‘compact fracture’ so that maximum roughness 
values are significantly higher than predefined for most other equations. Thus, limitations of the prior 
equations are not only caused by the validity of σ/am, but are also linked to fact that these models are 
calibrated for different chemically unaffected fracture types (e.g. idealized, synthetic, artificial or 
natural fractures, cf. Table 4.1) and therefore are valid only for specific fracture geometries. 
The equation introduced in this study (Eq. 4.19) takes account of different geometries by comprising a 
constant geometry factor α. Thus, the geometry factor for ‘compact quartz’ (α = 1.0) indicates that the 
moderately irregular geometries, evolving within the fracture, effectively are negligible. Fracture flow 
appears to rely only on the surface roughness. In contrast, the ‘needle fracture’, requires a significantly 
higher geometry factor (α = 2.5) accounting for additional effects besides the surface roughness. This 
correction appears to be related to the heterogeneous growth fronts forming geometry-related flow 
paths which significantly differ from the ‘compact fracture’. Thus, the high geometry factor appears to 
be linked to more pronounced tortuosity which in turn is directly linked to the presence, amount and 
shape of contact areas (Patir and Cheng 1978; Zimmerman et al. 1992). This link to tortuosity would 
also explain why the ‘compact fracture’, which do not feature any pronounced tortuous flow paths, 
exhibits a geometry factor (α = 1.0) similar to potential zero-tortuosity factors. Based on their 
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definitions (Ghanbarian et al. 2013), geometrical as well as hydraulic tortuosity values should 
approximate a value of one for nearly straight flow paths. Unfortunately, there are no information 
about either geometrical or hydraulic tortuosity of the simulated fractures to proof weather the 
geometry factor only represents a correction factor for tortuosity. However, a direct link between α and 
tortuosity appears to be questionable due to the observation of morphological changes during sealing. 
Hence, there should also be a change in tortuosity with progressive sealing in particular for the ‘needle 
fracture’. Therefore, it seems to be more likely that the factor α can be associated with an additional 
correlation of further variable fracture and/or fluid properties that have not been considered yet. 
Table 4.2: Theoretical or reported ranges of validity concerning relative roughness for previous (cf. Table 4.1) 
and new equations to predict hydraulic apertures of fractures. 
Equations Range of validity of relative roughness (σ/am) 
Lomize (1951) 
Louis (1972) 




Patir and Cheng (1978) 1.111–1.786 
Zimmerman et al. (1991) < 0.816 
Amadei and Illangasekare 
(1994) 
< 1.0 
Renshaw (1995) < 1.0 * 
Matsuki et al. (1999) < 2.441 * 
Xiong et al. (2011) < 0.939 
Xie et al. (2015) < 0.434 * 
Current study 
0–2.386 (needle quartz) 
0–1.789 (compact quartz) 
* Describes minimum roughness (σ/am) before hydraulic apertures become unrealistic (ah < 0µm). 
4.3.4 Implications for geoscientific applications 
Precipitation of mineral phases can play an important role particularly for the engineering of naturally 
fractured rock formations. This issue is unambiguous and easy to handle for completely sealed 
fractures, where preferential flow paths are clogged and form non-permeable hydraulic barriers 
(Nelson 2001). However, partially sealed fractures are significantly more challenging. Nelson (2001) 
even goes so far and depicts such rock features as “the nemesis of flow prediction and quantification in 
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fractured reservoirs”. This becomes clear, when considering conventional analytical upscaling 
approaches or numerical flow models based on discrete fracture networks (DFN), where the hydraulic 
aperture or fracture permeability is a necessary input parameter (Blum et al. 2005; Zeeb et al. 2010). Of 
course, required hydraulic properties also could be approximated by only accounting for the mean 
aperture am or (if possible) by incorporating one of the already existing, roughness-related correction 
terms (cf. Table 4.1), but should be treated with caution. As shown in Fig. 4.6, accounting only for am 
may works well for ‘compact fractures’ (with < 60% of sealing). In comparison, the ‘needle fracture’ 
reveals deviations in mean apertures and simulated hydraulic apertures up to a factor of one, which 
causes deficiencies in permeability prediction of approximately 10−2 m². Significant deviations are also 
observed for hydraulic apertures that are calculated by traditional models using the relative roughness. 
Thus, applying Eq. (4.19) in particular is recommended for ‘needle fractures’. Fractures are ubiquitous 
in almost all solid rocks and often contribute to rock mass permeability so that sealing structures can be 
an issue of for various tasks (Laubach 2003). Quartz, which is central in this study, is a typical mineral 
occurring in fractures, however not uncommonly forms different paragenetic associations as shown for 
various underground laboratories in crystalline rocks (Schill et al. 2016). Even so, Eq. (4.19) should be 
applicable or a good approximation as long as the present minerals also form adequate sealing 
morphologies. As mentioned in the introduction of this study, the findings of this study can have 
economical, technical or environmental aspects concerning the feasibility of exploiting naturally 
fractured geothermal (Meller et al. 2017) or hydrocarbon reservoirs (Nelson 2001). An overestimation 
of permeability also could affect decision making, concerning permeability control or groundwater 
control methods (e.g. grouting, water curtains or drainage pumps) as hydraulic barriers, whose 
functionality is essential for underground repositories hosting natural gas, oil or nuclear waste 
(Kjørholt and Broch 1992; Kim et al. 2011; Li et al. 2017). Especially in grout penetration of tunnels, 
dams and foundation works the cubic law still is a common method in fractured rocks to optimize 
workflows (Hernqvist et al. 2012; Stille et al. 2012; Kvartsberg and Fransson 2013), so that an 
adequate description of the hydraulic rock properties is the basis for the penetrability of the grout 
material and quality of the barrier (Stille et al. 2012). 
Fortunately, Eq. (4.19) theoretically only requires two measured values (am and σ) which, depending 
on the fracture size, can be derived from outcrop/core images, thin sections or optical high resolution 
borehole logging tools. Since aperture estimation appears to be challenging for ‘needle fractures’, the 
applicability of Carman-Kozeny (CK) equation (Eq. 4.13) represents a practical alternative to deduce 
the theoretical hydraulic aperture (ah) from the calculated permeability (K). By applying Eq. (4.14) to 
derive Kozeny's coefficient (c), there remain two parameters, where the porosity n and the specific 
surface area (S) could be obtained by preparing dyed thin-sections and applying the methods proposed 
by Rabbani et al. (2014; 2016), Rabbani and Ayatollahi (2015) and Rabbani and Jamshidi (2014) and 
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references therein. However, applicable thin-sections have to represent the unimpaired morphology of 
the partially sealed fracture, which could be a challenging task during preparation. Furthermore, the 
proposed evaluation methods may have to be re-examined for ‘needle fracture’ patterns since these 
methods were developed for porous rocks. 
4.4 Conclusions 
A numerical study is presented to determine hydraulic properties for fractures under two types of 
fracture sealing, which both typically occur in natural rock fractures: needle and compact quartz 
growth. The simulations are performed by applying a phase-field model of syntaxial and idiomorphic 
quartz growth into a fluid flow simulation solving the Navier-Stokes equation. The results provide 
insights into different sealing stages and consequent changes in permeability. The main conclusions of 
this study can be summarized as follows: 
(1) Permeabilities of partially sealed fracture significantly depend on the crystal growth behavior 
evolving in the fracture voids. Due to the significant impact on the tortuosity of fracture flow - 
especially at lower sealing stages and even at identical relative sealing - the drop of fracture 
permeability K is particularly pronounced for the ‘needle fracture’ compared to the ‘compact 
fracture’. 
(2) The simulations indicate that fracture flow in ‘compact fractures’ most widely is governed by 
the cubic law. Fluid flow in ‘needle fractures’ can be described by both, the cubic law and the 
Kozeny-Carman equation. The latter is caused by the capillary tubes structures made up by the 
isolated crystal growth that resembles a porous medium. 
(3) Typical structures evolving in the ‘needle fracture’ are crystal bridges. Results of this study 
provide further indications how such bridges in natural fractures can affect fluid flow behavior 
in the case of geoscientific utilization. 
(4) A semi-theoretical equation (Eq. 4.19) is successfully introduced describing the relationship 
between mean (am) and hydraulic aperture (ah) as well as relative roughness (σ/am). In order to 
account for different crystal habits a geometry factor α is introduced being 2.5 for needle 
quartz and 1.0 for compact quartz. This geometry factor α appears to be related to the 
tortuosity of the fluid flow paths. 
(5) In contrast to most common ah-am-relationships the new equation reveals a larger range of 
validity concerning the roughness of the ‘needle’ (σ/am = 0–2.4) and the ‘compact fractures’ 
(σ/am = 0–1.8). However, previous equations were validated for mechanically-induced 
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fractures. Reversely, the new equation still has to be validated or falsified for other fracture 
types. 
(6) Eq. (4.19) can be a more effective alternative to common hydraulic aperture models to achieve 
the successful realization of rock engineering projects in partially sealed fractured rocks. 
In this study, only pure quartz sealing within a fracture idealized by two parallel plates is considered. 
Future studies are encouraged to conduct simulations starting with rough initial fracture surfaces or 
adapt the model to additional prominent fracture sealings such as calcite or sulphide mineralization 
(Nelson 2001). Furthermore, growth rates along the fracture can be heterogeneous depending on the 
flow velocity and/or coupled sealing/dissolution processes due to concentration gradients and will be 
taken into account in future work. Supplementary, the coupling of in situ imaging techniques such as 
X-ray computed tomography as presented by Tokan-Lawal et al. (2017) and core-scale natural sealing 
structures (e.g. as presented by Fischer et al. (2003)) can provide additional insights into naturally 
grown sealing geometries. 
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Fractured reservoir simulations, which are often based on a discrete fracture network (DFN) model, 
typically rely on one-dimensional, but representative fracture properties. Hence, fundamental 
understanding of coupled fracture processes but also practical and efficient methods are required to 
define these parameters, particularly for geothermal energy production. Both of these requirements are 
addressed in this thesis and findings are discussed hereafter separately: 
Methods 
In the first study, a novel Fast Fourier Transform (FFT)-based web application is introduced and 
validated, which considers both elastic and elastic-plastic contact deformation to reproduce normal 
closure based on high-resolution fracture surface scans. Simulations are validated for uniaxial 
laboratory tests on a granodiorite fracture with applied stresses between 0.25 and 10 MPa. In 
comparison with the experimental results, a root-mean squared error (RMSE) of about 9 µm indicates 
the higher validity of the elastic-plastic model. The RMSE of the elastic model is slightly higher (11 
µm) and indicates more pronounced deviations from the experimental results (up to 17 %) with 
increasing normal stress. Errors of the elastic-plastic model can be related to experimental and surface 
scan uncertainties, to the mineralogical heterogeneity of the fracture material and to minor sliding or 
shearing during early fracture mating. Although the elastic-plastic model shows a lower RMSE value, 
no significant differences between the general normal closures and mean apertures are found for both 
the elastic and elastic-plastic models, indicating a general resistance of hard granodiorite fractures to 
significant non-elastic deformation at the applied stresses. However, stress distributions along the 
fracture emphasize that the elastic-plastic model is more appropriate particularly for subsequent fluid 
flow or transport studies, which rely on the resulting local aperture and contact patterns that differ from 
the elastic model. The application of the elastic-plastic model is of particular importance when 
studying softer rocks such as many evaporites (e.g. limestones, anhydrite and halite) or mudrocks (e.g. 
claystones and shales). In this context, study 1 reveals that the performance of the models relies mostly 
on the appropriate choice of the governing material properties represented by the Young’s modulus and 
the indentation hardness. Hence, the introduced web application represents a useful, fast, free and easy-
to-apply toolbox to simulate stress-dependent normal closure of fractures and also provides two-
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dimensional output files such as pressure or aperture distributions for subsequent fracture studies. 
Additionally, the web application is also able to consider circular fractures as considered in this study 
and thus is also applicable on drilling core scans. In comparison to interpenetration models, which are 
often used for fast normally closed fractures, the web application incorporates physically more exact 
contact mechanics and their impact on neighboring regions. 
For fracture analyses, which do not only rely on normal closure problems, a practical approach is 
proposed in the second study. This approach allows a coupling of fluid flow simulations with in situ 
images of fractured rocks by using common medical X-ray computed tomography (CT) data. 
Validating this approach with CT scans of a fractured rock sample under loading/unloading conditions 
shows that the proposed method is useful to approximate experimentally derived flow through results. 
However, this new approach merely indicates the expected hysteretic curve shape of the stress-
dependent fracture permeability, for the following reasons: (1) Calibration errors, which result from the 
choice of an appropriate threshold value defining the density of the non-fractured matrix material, 
where only 1 % deviation can cause permeability differences by up to 2.6 orders of magnitude. (2) 
Additionally, this material parameter presumes a perfectly homogeneous matrix, instead of 
compositional heterogeneities such as pores or potassium-enriched minerals, which implicates local 
deviations. (3) The major reason for the deviations from the ideal hysteretic behaviour can be ascribed 
to the coarse resolution (0.5 × 0.5 × 1.0 mm³) of the CT scans, which is not able to capture sub-voxel 
features that significantly contribute to fracture flow and contact mechanical changes. Nevertheless, 
comparison with an analogous CT-based simulation approach reveals that the presented alternative 
approach is competitive and theoretically less time-consuming. However, it is applicable only to 
tightly-closed fractures with very small apertures (< 35 µm). 
The third study sheds light onto the geometry-related hydraulic behaviour of partially sealed fractures, 
which up-to-now is one of the great unknown in fractured rock research. Hydrothermally induced 
quartz growth is simulated by using a phase field model and then Navier-Stokes flow simulations are 
performed to reveal laminar flow behaviour for different stages of the sealing process and for two types 
of typical fracture sealing. This method provides comprehensive information about the local and 
general hydraulics of sealing fractures, which are discussed in the following subchapter. Since this 
method is also computationally expensive and elaborate, a semi-theoretical equation to estimate the 
hydraulic aperture ah of partially sealed fractures is introduced based on the simulation results. This 
novel equation is based only on the mechanical aperture am and relative roughness σ/am and a geometry 
factor α, which accounts for different crystal habits. In this study, α is found to be 2.5 for elongated 
(needle) quartz structures and 1.0 for more compact quartz crystals. In contrast to other existing ah-am-
relationships, this equation explicitly applies for sealing fractures since it accounts for the internal 
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crystal geometries and also works for sealing structure specific relative roughnesses > 1. Hence, this 
equation provides a more effective alternative to define hydraulic input parameters for numerical and 
analytical fractured rock models. 
Fracture properties 
Based on the web application results in study 1, it is shown that contact areas of the hard granodiorite 
fracture even at normal stresses of 10 MPa represent less than 2 % of the total fracture area, which 
agrees well with experimental observations from literature. Larger experimentally derived contact 
areas (> 10 %), which are often reported in literature, are commonly affected by scale-dependent 
limitations of the measurement methods. Resulting contacts typically are microscopically small and 
locally clustered features, which do however still offer open interspaces. How the contacts behave, 
typically depends on the hardness of the fracture surface. In the web application, this hardness is 
represented by the relative hardness (ratio of the indentation hardness and the effective Young’s 
modulus), which is around 0.14 for the granodiorite fracture and other granitic rocks. Softer rocks such 
as many evaporites or mudstone should have hardness values significantly below 0.1. Furthermore, it is 
shown that aperture distributions become more right skewed with increasing stresses due to the 
heterogeneous local displacements, which are related to the initial aperture size. In this context, 
absolute local displacements are more pronounced for initially larger apertures. However, relative 
aperture changes are more heterogeneous for initially smaller apertures, which are affected by adjacent 
contact deformations. 
Fluid flow simulations in study 2 indicate that significant flow channeling also occurs in smooth and 
tightly-closed fractures. In such fractures fluid flow is governed by few preferred flow channels with 
less pronounced tortuosity. Some of these channels can be closed temporarily or permanently under 
loading/unloading conditions. These flow channels contribute significantly to the overall core 
permeability (between 10-15 and 10-13 m²), while the matrix permeability is significantly lower (5 × 10-
19 m²). However, simulation results indicate that fracture geometries below the CT resolution 
significantly contribute to the stress-dependent permeability hysteresis. This finding is in line with 
Study 1, which shows that stress-dependent contact evolution and local closure significantly depends 
on the small-scale roughness of the fracture. 
The phase-field model for hydrothermally induced quartz growth in study 3 shows that fluid flow 
significantly depends on the crystal habit evolving in partially mineralized (or sealing) fractures. 
Especially at a low relative sealing, the presence of elongated (‘needle’) crystals facilitates more 
pronounced decrease in fracture permeability (e.g. 20 % of the initial permeability at 20 % sealing) as 
compared to the presence of more compact mineral habits (e.g. 40 % of the initial permeability at 20 % 
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sealing). It is shown that isolated growth of ‘needle quartz’ fractures facilitates an early development of 
crystal bridges. These bridges form pronounced barriers for fluid flow, which contribute to a more 
pronounced tortuosity of the intrinsic flow channels and reduces fracture permeability. In this context, 
the growth of ‘needle quartz’ facilitates the formation of tubes structures resembling a porous media so 
that fracture flow can be described by the Kozeny-Carman equation for porous media. In contrast, fluid 
flow in ‘compact quartz’ fractures is governed only by the cubic law, which is also valid for ‘needle 
quartz’ fractures as long as the newly derived ah-am-relationship is applied. 
In the present thesis, three valuable and efficient approaches are introduced to solve coupled problems 
in fractured rocks and to provide useful input parameters for discrete fracture network (DFN) models. 
Particularly, for industrial purposes easy-to-apply methods are required, which is also considered by 
the new approaches:  
• The free web application-based numerical contact model (study 1) allows for the fast and 
physically exact calculation of normal closure and only requires reliable material parameters 
and surface scans derived from customary scan devices. 
• The approach proposed in study 2 indicates applicability for tightly-closed fractures, which for 
example revealed significant chemical alteration along contacts. Such fractures require non-
destructive methods to capture their interior, which theoretically can be utilized in many local 
hospitals, where medical X-ray CT devices are basic equipment. 
• The semi-empirical equation presented in study 3 allows the user to estimate the hydraulic 
aperture for sealing fractures with geometries similar to the ones considered in this study. This 
method also only requires a few input parameters, which can be approximated for real fractures 
by using thin sections or image log analyses. 
5.2 Perspective and Outlook 
One of the main limitations of the current study is that the introduced approaches are only applied to a 
limited number of fractures and on the laboratory scale. However, flow in fractured rock masses not 
uncommonly is governed by larger fractures up to the (multiple) meter scale (e.g. Blum et al. 2007; 
Müller et al. 2010; Zeeb et al. 2010). Hence, a comprehensive multi-step fracture evaluation approach 
is required, which contains:  
(1) The mapping and evaluation of analogous fracture networks. 
(2) Finding the necessary input parameters based on the detection, evaluation and (if 
necessary) the upscaling of single surface data. 
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(3) Combining information gained from (1) and (2) into a representative discrete fracture 
network (DFN) model for further numerical treatment. 
 
While there are some useful applications concerning (1) (e.g. Zeeb et al. 2013a; Healy et al. 2017) and 
(3) (e.g. Blum et al. 2005; Alghalandis 2017), an appropriate application for (2) is still missing. This 
gap could be closed by adopting a single fracture evaluation approach, which is split into three parts: 
(1) Fracture mining: Since fractures and their geometry typically depend on the tectonic history 
of the target area, field data of analogous fractures derived from outcrops are the basis for 
fracture analyses. Non-contacting surface scanners have been proven to be a useful tool to 
capture the full fracture roughness even on field-scale (e.g. Candela et al. 2009; Tatone and 
Grasselli 2012a), but often lack flexibility due to their size and their complex configuration 
requiring a tripods, a laptop and a generator. First tests performed with a portable (handheld) 
3D scanner (Go!SCAN 3DTM, Creaform GmbH), indicate a more flexible alternative to scan 
fracture surfaces in the field although powerful energy sources and processing equipment are 
required. A further alternative could be open-source photogrammetry based on customary 
digital or smartphone cameras and open-source photogrammetry software such as VisualSFM 
as utilized by Wernecke and Marsch (2015). The authors found that this approach is able to 
reproduce the large-scale roughness (or general topography), but in contrast to scanning 
devices as the one used in study 1 cannot capture small-scale roughness. One solution to this 
issue could be a local downscaling after image processing based on the statistical (or fractal) 
properties of the surfaces by using fractal or multifractal interpolation methods (e.g. Sun 
2012a, b). 
(2) Fracture evaluation: The primary problem involving fracture evaluation is that fracture scans 
in nature often only provide information of a single surface of the complete fracture, which is 
an issue particularly for shearing fractures, which can reveal a significant hydraulic anisotropy. 
For shearing fractures, it is shown that hydraulic anisotropy is partially related to the statistical 
properties of the single surfaces and resulting aperture distributions (Matsuki et al. 2006). In 
order to solve this issue, Matsuki et al. (2006) apply scans of a single tensile fracture (1.0 × 0.2 
m²), where the scanned surfaces are shifted computationally to represent a shearing fracture. 
This approach is often assumed to be equivalent to real shear fractures (Watanabe et al. 2009), 
but neglects the different underlying breakage mechanisms (Morgan et al. 2013; Vogler et al. 
2017). An open question still remains, whether there is any correlation between scans of real 
shearing (mode II and III) fracture surfaces (e.g. Vogler et al. 2016a, 2017) and resulting 
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aperture distributions. Finding such correlations can be used to generate representative (and 
upscaled) 2D aperture distributions, which also reflect the actual hydraulic anisotropy. Up-to-
now shearing-induced anisotropy is only considered for synthetic fracture surfaces (Candela et 
al. 2009). Existing codes, which directly generate synthetic aperture distributions, typically 
only reproduce isotropic fractures (Nolte and Pyrak-Nolte 1991; Co and Horne 2015). A useful 
tool to investigate the statistical fracture properties could be the introduced web application 
(study 1), which is also able to evaluate the direction-dependent statistical properties of 
fracture scans and aperture fields. Finding new methods to produce synthetic (anisotropic) 
aperture distributions would also facilitate multi-fracture analyses in the subsequent fracture 
processing step to evaluate the range of the simulated fracture property.  
(3) Fracture processing: Multiple (natural or synthetic) fracture geometries can be the basis for 
subsequent Monte-Carlo simulations assessing the impact of the different surface 
morphologies on required DFN input parameters such as hydraulic and mechanical aperture or 
the normal stiffness. In order to solve that issue, an advanced version of the source-code used 
in the web application in study 1 can be useful. As shown in previous studies this approach 
could be enhanced by adding subsequent fracture unloading (Li et al. 2015), compositional 
fracture surface heterogeneities (Wu and Sharma 2017), local cubic law (LCL) simulations 
(Lang et al. 2015, 2016; Wu and Sharma 2017) or the modified LCL (Wang et al. 2015) and 
reactive transport approaches pressure dissolution and precipitation of quartz (Lang et al. 2015, 
2016) or calcite (Crandall et al. 2014). Furthermore, multi-phase flow models such as the 
invasion-percolation approach could be implemented to estimate the relative permeability or 
capillary pressure-saturation relationships, which are also important for many other 
geoscientific issues such as carbon sequestration, hydrocarbon recovery or contaminations with 
nonaqueous phase liquids (NAPLs) (Yang et al. 2013). The aim should be a “Swiss Army 
knife” providing a variety of fracture properties for different purposes. 
Since the first subitem (fracture mining) is not always possible due to missing outcrops or 
measurement techniques, a comprehensive database, which summarizes analogous fractures and their 
properties, could be supportive for many geoscientific projects. In the last years, a vast number of 
fracture studies have been published in literature. In such a database, these data could be compiled 
according to the fracture type (e.g. tensile, shearing fracture), scale, rock type and locality, quantitative  
and qualitative roughness parameters (cf. Li and Zhang 2015), (universal and direction-dependent) 
statistical properties (cf. Candela et al. 2009), grain sizes affecting resulting topography (e.g. Ogilvie et 
al. 2006; Chen et al. 2017) and mechanical properties such as the Young’s modulus of the rock and its 
hardness. Such a database would not only provide an uncomplicated procedure to acquire analogous 
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fracture data to generate potential synthetic surfaces, but also could be helpful to better understand 
generic relationships. However, most of the available rock fracture studies focus on a few rock types 
such as different granites, sandstones, shales and micritic limestones. In order to comprise the full 
geological spectrum this list could be enhanced by independent fracture studies including oolitic 
limestones such as the Jurassic Hauptrogenstein and conglomerates of the Rotliegend, which both 
represent potential source rocks for geothermal energy production in Germany (Stober and Jodocy 
2009; Zimmermann and Reinicke 2010). Furthermore, only less is known about quantitative 
indentation hardness values (Vickers or Knoop method) of the different rock types as required for 
elastic-plastic normal closure simulations. Such parameter studies can also comprise investigations of 
correlations with portable material testing methods such as the Schmidt rebound hammer, Equotip ball 
rebound tester, Duroscopes or the needle penetrometer (e.g. Viles et al. 2011; Ulusay and Erguler 
2012). 
One major shortcoming of this thesis is that all the investigated fracture processes are based on the 
assumption that fluid flow most widely occurs in the rock fractures and under laminar flow conditions. 
However, in reality flow and particularly transport processes can be affected by advection, dispersion, 
adsorption, matrix diffusion and several chemical reactions (Bodin et al. 2003; Huber et al. 2012; Zhao 
et al. 2012). Hence, combined positron emission tomography and computed tomography (PET/CT) 
should be used to investigate fracture-matrix interactions and transport behaviour. While CTs image 
the solid medium, PETs image fracture and matrix flow, where radionuclides act as a tracer (e.g. 
Kulenkampff et al. 2008; Fernø et al. 2015). PETs allow the investigation of potential stress-dependent 
fracture-matrix interactions as numerically investigated by Zhao et al. (2012) and allow to consider 
rock heterogeneity effects such as lamination or intersecting fractures. Based on the PET data and the 
recommendations presented in study 2, new CT-based model approaches can be developed to 
numerically reproduce transport processes in fractured-porous media. 
Since CTs image density contrasts, this technique could be additionally used to reproduce reactive 
transport phenomena such as the precipitation of dense galena minerals, which are also observed in 
sealing fractures of the Buntsandstein in the Upper Rhine Graben (Vidal et al. 2015). In order to ensure 
distinct density contrasts due to local mineral precipitation, monomineralic porous quartz ceramics 
resembling sandstones (e.g. Casalino et al. 2005) can be used for first test experiments. 
Concerning study 3 further phase-field models and corresponding crystal growth experiments are 
required for other common fracture sealings such as calcite, barite or gypsum. Furthermore, 
simulations in study 3 are performed for an idealized parallel plate fracture. Crystal growth simulations 
between two rough surfaces as presented by Ankit et al. (2015) could refine the semi-empirical 
equation. Based on these simulations, it could also be further pursued to find out if the recent equation 
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is applicable for a locally corrected local cubic law in (rough) sealing fractures. Last but not least, the 
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