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Abstract
This manuscript introduces the problem of prominent
object detection and recognition inspired by the fact that hu-
man seems to priorities perception of scene elements. The
problem deals with finding the most important region of
interest, segmenting the relevant item/object in that area,
and assigning it an object class label. In other words,
we are solving the three problems of saliency modeling,
saliency detection, and object recognition under one um-
brella. The motivation behind such a problem formulation
is (1) the benefits to the knowledge representation-based vi-
sion pipelines, and (2) the potential improvements in em-
ulating bio-inspired vision systems by solving these three
problems together. We are foreseeing extending this prob-
lem formulation to fully semantically segmented scenes with
instance object priority for high-level inferences in various
applications including assistive vision. Along with a new
problem definition, we also propose a method to achieve
such a task. The proposed model predicts the most im-
portant area in the image, segments the associated objects,
and labels them. The proposed problem and method are
evaluated against human fixations, annotated segmentation
masks, and object class categories. We define a chance level
for each of the evaluation criterion to compare the pro-
posed algorithm with. Despite the good performance of the
proposed baseline, the overall evaluations indicate that the
problem of prominent object detection and recognition is a
challenging task that is still worth investigating further.
1. Introduction
The computer vision community has come a long way in
detection and recognition of objets. Comparing the current
achievements to the robot visual obstacle avoidance tech-
niques in early 80s [13], they all have one thing in common,
that is, they are inspired by the human vision system. In
the annals of computer vision history, different techniques
Machine-generated caption: It’s graffiti on a cloudy day!
Figure 1. An example image, the most important object selected
by human, fixation points, and a caption generated by a machine
using a neural translation technique to motivate the necessity of
knowing the key element in a scene.
and approaches have been explored for object detection and
recognition. To date, we are capable of detecting and rec-
ognizing all the objects in a scene using semantic segmen-
tation techniques [12]. With a high degree of accuracy, we
can localize and recognize the objects of interest using effi-
cient object localization and recognition methods [15, 16].
There is, however, one question to be answered in any scene
understanding problem, particularly when reasoning is in-
volved. That is, “What is the importance of each object in
the scene?”
Moving towards answering this question, we first tackle
an easier problem involving the key/prominent object of the
scene. We here define the problem of prominent object de-
tection and recognition. We, however, foresee extending the
problem formulation to all the object instances in the scene.
Why the prominent object is important? Let us play a
game, that is, given an image, make a story. To make a story
from an image, intuitively speaking, we often identify the
key subject and build our story around it by taking the other
elements into account. For example in case of Figure 1, one
may write, “John, who is a talented motor-racer, decided to
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spend the weekend. . .” That is, given the image, we realize
the story should be around a person and his abilities as a
motorcyclist. In other words, prior to any imagination and
reasoning, we are using our ability to identify the prominent
object.
In many high-level inferences that involve knowledge
representation (KR) from images, identification of the key
visual element can be of benefit. Examples of such infer-
ences can be found in applications, including, image cap-
tioning [22], creative image caption generation [10], vi-
sual question answering [1], etc. It is worth noting that
there exists end-to-end neural techniques for such appli-
cations, which should not be confused with the KR-based
techniques. Nonetheless, such end-to-end techniques are
not necessarily successful in key object identification as de-
picted in Figure 1, where the displayed caption is generated
by a neural translation technique [19].
To address the question: “Where is the most important
element/object in the scene?”, the computer vision commu-
nity has defined the task of saliency modeling, determining
the locations a person pays attention to, and saliency detec-
tion, segmenting the most important object independent of
the object type. Given the nature of the problem we are for-
mulating in this paper, it is necessary to revisit these two
questions under one umbrella. To achieve this end, we are
solving the problem of finding, segmenting, and naming the
most important object in the scene.
Problem formulation: Given an image, determine the
most influential item in the scene in terms of region of in-
terest, pixel-level extent (segmentation), and object type. In
other words, we are looking forward for an algorithm that
finds, segments and outputs the class label of the only one
object that is the most influential item in the scene.
How does the proposed problem relate to assitive vi-
sion and robotics? The robot vision and active vision
pipelines have been exploiting the concept of priority in
perception by saliency-based pipelines for curtailing excess
information and speeding up information processing. The
same concept is also employed in obstacle aversion devices
for visually impaired. We are, however, moving towards
a new age of assistive techniques, relying on higher-level
inferences, where a system can provide descriptions of the
scene and gives recommendations. This necessitates us re-
visiting the existing pipelines, where the proposed problem
formulation benefits the next generation of algorithms that
rely on high-level inferences.
Our contribution. The main contribution of current
manuscript is revisiting the problem of saliency model-
ing and detection in conjunction with object recognition to
identify and recognize the most prominent object in a scene.
We, thus, introduce a model that 1) finds the most important
area in the image, 2) segments the most relevant object in
that area, and 3) associates a class label with the segmented
object. We evaluate the proposed method using a data, con-
sisting of human fixations, object segmentations, and class
labels.
2. Related studies
There are three main research areas that the current prob-
lem relates to. Each of these areas have provided solutions
to one or two subtasks of the current problem. We briefly
discuss them in this section.
Saliency research. The two aspects of saliency research,
1) saliency modeling, and 2) saliency detection, are associ-
ated with the problem of estimating the importance of image
regions and segmenting important objects, respectively.
In saliency modeling, the human fixations are used as a
measure of attention and importance. The saliency mod-
eling is also recognized as fixation prediction. It can be
translated to predicting a distribution that best matches hu-
man fixation density maps. The literature is replete with
saliency models which going through is out of the scope
of this paper. We thus refer the readers to review papers,
e.g. [3].
On the other hand, saliency detection algorithms are
dealing with segmenting the most important object. The
algorithms in this class are often solving a classification
problem to assign a binary label to pixels. The algorithms
of saliency detection are well compared and detailed in [2],
we thus avoid going through all of them here.
While part of the community may consider these two re-
search areas different, they are highly related. The most
relevant work to us is [11], which signifies this connection.
They study the connection between fixations and segmenta-
tion with several saliency databases. Then, they propose a
pipeline from fixations to salient objects by combining the
techniques from the two aforementioned areas. Contrary to
us, their method, akin to other saliency detection methods,
does not produce any fixation density maps as a measurable
output.
There is, however, a significant difference between the
proposed baseline in this paper and the typical methods of
saliency research. That is, the saliency problem formula-
tion, which does not require the saliency methods to pro-
duce any class label, is different from ours.
Object proposal and classification. The research in
proposing locations prone to contain objects and labeling
those locations with object classes is a well studied and
established domain. The main motivation behind object
proposals is avoiding exhaustive search methods such as a
sliding window in object detection pipelines. In the early
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Figure 2. Overall overview of the proposed pipeline.
days, the object proposal techniques were a separate pre-
processing step. Recently, the tendency has been towards
integrated pipelines by formulating the object proposal and
detection as a multi-tasking problem, e.g., [6]. Despite the
object proposal-based detectors are capable of providing se-
ries of areas of interest and their associated object class la-
bels, they are not capable of discriminating the items based
on their importance, i.e., all the detected objects are consid-
ered equal.
In object detection pipelines, an alternative approach to
the object proposal methods is saliency-based techniques.
These approaches, which are the connecting bridge between
saliency research and object detection, initially compute a
saliency map using a saliency modeling technique and per-
form a visual search starting from the maximally salient
area, e.g., using a winner-take-all approach as described
in [8]. These approaches have been favored for efficient ob-
ject detection and localization in neuromorphic computing,
e.g. [9]. The saliency-based search techniques are capable
of providing object importance. Nonetheless, they are not
capable of segmenting the object of interest. Consequently,
similar to object proposals, to localize the objects, they need
to evaluate several hypothetical bounding boxes and rely on
some non-maximal suppression operations.
While the saliency-based object detection pipelines do
not require segmentation, adding segmentation criterion
will reduce the necessity for multiple bounding-box eval-
uations by providing one exact region. Our proposed base-
line is thus different from the saliency-based object detec-
tion pipelines because it is extended with the segmentation
criterion.
Semantic segmentation. Assigning each pixel of the im-
age a class label is recognized as semantic segmentation.
There exist numerous research papers which are addressing
this problem, e.g. [12]. Going through the semantic seg-
mentation methods in details is beyond the scope of this ar-
ticle. There is one major difference between semantic seg-
mentation and the problem defined in this paper. That is,
semantic segmentation does not consider the importance of
the segmented objects. In other words, the semantic seg-
mentation algorithms provide a pixel-level segmentation of
labeled items/objects in a scene, but they are not able to dif-
ferentiate between their importance.
Furthermore, there is a conceptual difference between
our proposed method and semantic segmentation tech-
niques. Most of the semantic segmentation algorithms ini-
tially obtain an object score and build the semantic segmen-
tation around it, which mimics a top-down pipeline. We,
however, build the proposed baseline algorithm around a
bottom-up approach in which the important area is identi-
fied by saliency and the shape grouping takes place prior to
object detection.
3. Method
Figure 2 depicts an overall overview of the proposed
baseline model. The model follows a hierarchal vision
pipeline. That is, the processed image is first decomposed
into features via convolutional neural networks (CNNs).
The features are used in a randomly weighted feedforward
network (RFNN) to identify the most salient area in the im-
age. The saliency distribution and features are then used to
segment the extent of the salient object. The extent of the
segmented object is used as a region of interest (ROI) for
object recognition after that. In the rest of this section, we
explain the details of this pipeline.
Convolutional layers. The pipeline consists of two
streams of convolutional neural networks, which are shar-
ing their weights. The convolutional layers follow the
VGG16 [20] architecture. The input to the saliency predic-
tion stream consists of images with various resolutions cor-
responding to an image pyramid of sizes {800×600, 400×
300, 224×224}. The input to the object detection stream is
resized to the standard VGG16 input of 224× 224.
Saliency detection and segmentation. The saliency de-
tection pipeline relies on a fixation prediction pipeline in
order to detect the most salient area of the input image and
exploits a Conditional Random Field (CRF)-based segmen-
tation scheme to detect the extent of the most salient object.
In other words, we first perform a saliency modeling, aka
fixation prediction, in order to find the most salient area.
The information of the salient area is used in conjunction
with the image features to segment the most salient object.
Saliency modeling. To identify the salient region,
we employ a saliency modeling pipeline using randomly
weighted feedforward neural networks. We, thus, define
the saliency as S = p(y|x,m), where y corresponds to
pixel-level saliency of an image, x and m correspond to
image features and locations, respectively. Under inde-
pendence assumption, the saliency is boiled down to S =
p(y|x)p(y|m). Building on top of the iSEEL [21] frame-
work, we employ an ensemble of neural predictors. Hence,
p(y|x) =
∑
j
max(0, tanh(yj |uj(x))), (1)
where yj is the prediction from the output of the jth
neural saliency predictor in the ensemble and uj(·) is a
mapping function. To estimate the saliency, a mapping
based on Randomly-weighted Feedforward Neural Network
(RFNN) [18] is used. In particular, we employ Extreme
Learning Machines (ELM) [7]. That is, to train each ensem-
ble, having a set of training sample pairs {(xn, yn)}Nn=1 ⊂
Rk ×Rm, and the neural responses of an ensemble yj,n for
a sample input xn defined as,
yj,n = uj(xn) =
L∑
i=1
γj,if(ωj,i · xn + bj,i), (2)
where for the jth ensemble, L is the number of hidden neu-
rons, f(·) is a nonlinear activation function, γj,i is the out-
put weight, ωj,i ∈ Rk is the input weight vector, and bj,i is
the bias of the ith hidden node, we can estimate the output
weight γi through Moore-Penrose psudoinverse while the
input weights and bias are chosen randomly. In the matrix
form, this is expressed as Γ = H†Y, whereH ∈ RN×L is
the matrix form of the activation functions.
Motivated by the usefulness of spatial priors in saliency
modeling, we define p(y|m) ∼ N (µ,Σ), where µ is mean
andΣ is the diagonal covariance matrix, estimated from fit-
ting a 2D-Gaussian distribution to the human eye fixation.
For this purpose, we used the Toronto database [4].
Salient object segmentation. Once we have determined
the most salient area in a given image, the extent of the
present object is determined. To achieve this end, we em-
ploy a Conditional Random Field (CRF) using saliency map
and features from CNNs. In other words, we are formu-
lating a binary labeling problem as an energy minimization
where saliency contributes to the unary term and neural fea-
tures are used to measure pairwise similarities between the
pixels.
Defining an image array I with M pixels in terms of M
random variables, I1, . . . , IM , we assign every pixel a label,
Ii ∈ L, such that L = {0, 1}, where 0 indicates non-object
and 1 indicates object. The labeling is achieved by mini-
mizing:
E(I,S,F) =
M∑
i=1
Φ(Ii, Si) +
∑
i,j∈Ei
Ψ(Ii, Ij , Fi, Fj), (3)
whereΦ(·) is a unary energy function andΨ(·) is a pairwise
energy function, Si corresponds to the saliency of the ith
pixel obtained by up-pooling the saliency map of the image,
Fi is associated with the CNN responses of the ith pixel
after a up-pooling layer, and Ei is the set of neighboring
pixels of i. The unary term is then defined as
Φ(Ii, Si) = δIi,1(1− Si) + δIi,0Si, (4)
where δ·,· is the Kronecker delta function. The pairwise
energy function is
Ψ(Ii, Ij , Fi, Fj) = 1− δIi,Ije−‖Fi−Fj‖, (5)
and it is designed to penalize neighboring pixels with dif-
ferent labels. It also castigates the pixels that have the same
labels with respect to the dissimilarity of their features. The
higher the pixels’ dissimilarity is, the higher the penaliza-
tion is. Following the steps of CRF-based segmentation
techniques, we employ the binary optimization method of
Rother et al. [17] in order to infer the extent of the salient
object in an eight-connected pixel array setup.
Object detection. In the proposed framework, the ob-
ject detection pipeline employs spatial pyramid pooling,
where after the convolutional layers a spatial pooling layer
maps the responses of the region of interest into the fully-
connected (FC) layers. In our implementation, we use the
special case of pyramid pooling with one pyramid level in
consistency with the Fast R-CNN [6] implementation. To
determine the region of interest, we utilize the result from
CRF-based segmentation and determine the most campact
bounding box around the connected component. The in-
formation of this ROI is given to the spatial pooling layer
for feeding the suitable feature vector to the fully-connected
layers.
Training. The training of the proposed framework is per-
formed in multiple stages. The training stages are 1) learn-
ing to detect objects, and 2) training to find the important
areas.
Training the object detector. The object detector in our
framework is similar to the Fast R-CNN network with no lo-
cation regression. Thus, instead of training an object detec-
tor from scratch, we adopt the necessary layers from the pre-
trained Fast R-CNN network. The weights from the VGG16
are then shared between the several network streams.
Training the saliency predictor. The saliency prediction
is carried out by an ensemble of randomly-weighted feed-
forward network. Thus, having the weights of the VGG16
networks fixed, we learn the output weights of each neural
unit in the ensemble from an eye fixation database. Please
consult iSEEL model [21] for more details. The segmenta-
tion is formulated as a semi-supervised CRF energy mini-
mization that relies on the saliency prediction.
Why not to fine-tune the whole pipeline together? While
in theory it is possible to formulate the above pipeline as
a multi-task problem, there exists one practical difficulty.
That is, the data for the training of the pipeline as a multi-
task problem is small. As will be discussed later, we have
only 850 images suitable for evaluating the defined prob-
lem. It is also worth noting that we are introducing a simple
and effective baseline method.
4. Experiments
Data. Evaluating a saliency-based model that predicts the
most salient region of interest, segments the associated ob-
ject, and assigns a class label to it, requires data that pro-
vides priority of objects in semantically segmented images.
To the best of our knowledge, the best suitable exist-
ing data is a subset of the SSOS [11] dataset, consisting of
850 images of the PASCAL VOC 2010 [5] dataset. This
subset provides eye fixations from 8 subjects in a free-
viewing task, where each image has been presented for 2
seconds with recalibration between every 25 images. Each
image has full contextual segmentation for all the objects
and items in the scene. The most salient object is also iden-
tified via a mouse click experiment by 12 independent sub-
jects. For an object, the saliency value is defined by di-
viding the total number of received clicks to the number of
Figure 3. Center-bias. Left: Mean Eye Position (MEP), Middle:
the normal distribution fitted to the fixation positions of the ob-
servers, used as chance model for fixation prediction, Right: Av-
erage Annotation Map (AAM) from segmentation ground truth.
subjects. The total number of segmented object categories
is 459 including the 20 object class categories of PASCAL
VOC 2010.
Evaluation protocol. Our problem formulation requires
us to find important regions, segment the associated objects
in those regions, segment and classify them. The data used
in the evaluation provides a ground truth for importance in
terms of human fixations, the segmentation of objects and
their class labels. Thus, to evaluate how well a model finds
important areas, we rely on saliency modeling metrics. We
chose the Normalized Scanpath Score (NSS) [14] to mea-
sure the consistency between human and machine. Having
the set of observers’ fixation locations, {(xfi , yfi )}Ni=1, and
a saliency map S, the NSS is defined as,
NSS =
1
N
N∑
i=1
S(xfi , y
f
i )− µS
σS
, (6)
where µS is the mean and σS is the standard deviation of
the saliency map.
The quality of segmentation is evaluated in terms of the
Fβ-measure, which is a weighted harmonic mean with a
non-negative weight, β. The Fβ-measure is a metric that
summarizes the traditional precision and recall metrics into
one as follows:
Fβ =
(1 + β2)Precision ·Recall
β2Precision+Recall
. (7)
Following the saliency segmentation techniques and sur-
veys [2], we use β2 = 0.3. We will also include the pre-
cision and recall values in order to understand the model’s
shortcoming better.
The evaluation of detected object class categories is car-
ried out in terms of accuracy, ACC = (TP + TN)/N ,
where N is the total number of object instances, TP and
TN are the true positive and true negative detections, re-
spectively.
It is worth noting that the object proposal and detection
algorithms rely on mean precision because they are retriev-
ing as many instances of an object class as possible. We are,
however, interested in the most important object. The accu-
racy metric is, thus, sufficient in the current problem setup.
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Figure 4. Object instances: the number of top referenced most im-
portant object instances in the image set.
We further complement accuracy with confusion matrices
for gaining a better understanding of the performance of the
pipeline.
Analysis of data and chance level. To obtain an insight
about the underlying statistics of this database, we analyzed
some of the properties of the existing data in order to es-
tablish a chance level for the evaluation protocol. We com-
puted the mean eye position of the observers. We further-
more fitted a 2D normal distribution, N (µ,Σ), to the nor-
malized fixation points of all the observers, where the mean
isµ = (0.0119, 0.0324) and the diagonals of the covariance
matrix Σ are σ1 = 0.09 and σ1 = 0.1, respectively. As in-
dicated in Figure 3, there exists a strong center bias in the
data. It is thus not surprising that evaluating the estimated
2D normal distribution against users’ fixations produces an
NSS value 1.432. We chose this performance as the chance
level performance for the NSS score.
We conducted a similar analysis using the Average An-
notation Map (AAM), akin to [2], in order to build a chance
model for the segmentation task. As depicted in Figure 3,
there is a high tendency for having an object positioned in
the center of the image. The performance of a chance model
for segmentation task is Fβ = 0.36.
We also analyzed the distribution of object category in-
stances among the most important objects in the images.
The results are summarized in Figure 4. From 459 object
classes, instances of only 25 of the classes are identified
as the most important object, with class category “person”
having been chosen 178 times as the most influential object
in the whole image set. Thus, the chance classifier for the
database performs at ACC = 0.21.
Model NSS
Human upper-bound 3.09
Proposed model 2.05
Chance 1.43
Table 1. The performance of baseline in predicting the region of
interests in terms of consistency with human eye fixations.
Model Fβ Prec. Rec.
Proposed model 0.51 0.68 0.41
Chance 0.36 0.35 0.58
Table 2. The assessment of the segmentations produced for the
most important object in the scene. Fβ , precision (Prec.), and
recall (Rec.), are reported.
Model ACC
Proposed model 0.83
Chance 0.21
Table 3. The overall accuracy of object detection.
5. Results
Table 1 summarizes the performance of the proposed
model in predicting the correct region of interest in terms
of NSS. The proposed model performs clearly better than
chance. There is, however, a significant gap between the
proposed model and the human upper-bound performance.
Table 2 reports the Fβ performance for the segmenta-
tions generated by our model. While the performance of the
proposed method is above chance, there exists room for im-
provements in this task. Having a closer look into the mean
value of precision and recall reveals that in comparison to
the chance model on the average 1) the proposed segmen-
tation has fewer false positive, and 2) the proposed model
under-segments the objects. Overall the precision and re-
call values indicate that the accuracy of the segmentation
pipeline has to be improved in order to reduce the number
of misses and increase the true positive rate, while prevent-
ing false positive detections.
The third performance criterion to check is the accuracy
of the object class category detection, summarized in Ta-
ble 3. We further complemented this results with the con-
fusion matrix for more detailed results. Figure 5 presents
the confusion matrix. As depicted, several object class cat-
egories are identified well. Nonetheless, a small number
of class categories are not recognized. The reason is that
we are relying on Fast R-CNN detector capable of detect-
ing only the 20 object categories of PASCAL VOC. On the
other hand, the prominent objects necessarily do not be-
long to this subset 20 object classes even though belong to
a larger subset of the 459 contextually annotated items.
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Figure 5. Confusion matrix of detection.
Visual examples. Figure 6 visualizes several examples of
the output of the proposed model and the ground truth data.
We chose a variety of scenarios where the method works
well or breaks. In general, the segmentation algorithm in the
proposed framework produces false positive areas affecting
the overall performance of the algorithm.
The second noticeable problem is predicting the impor-
tance of the objects mistakenly. This often happens when
the saliency prediction algorithm fails. For instance, in the
fourth row of Figure 6, we observe that despite the object
is associated with a correct label, it is not the most promi-
nent object of the scene. Comparing the fixation prediction
maps to the ground truth, we can even observe the slight
difference in the importance of the objects visually. In case
of the third row, the method is incapable of differentiating
the importance of buses.
The incorrect region of interest detection and segmenta-
tion can affect the object detection result. This phenomena
is evident in the fifth and sixth rows of Figure 6. Eventu-
ally, the object detector may make a mistake in associating
the correct class label to an item as we can observe in the
last two rows.
6. Discussion
In this paper, we revisited the problem of saliency and
object recognition to formulate the research problem of the
most prominent object detection and recognition. We pro-
posed a simple deep learning-based method that can be
used as a baseline for further research. The performance of
the proposed method was evaluated in terms of consistency
with human fixations, most important object segmentation,
and the detected object class label.
Do we need a new problem formulation? The three do-
mains of (1) saliency modeling, (2) saliency detection, and
(3) object recognition are saturated by various algorithms.
Most of the recent state-of-the-art algorithms for each prob-
lem are achieving close to human performance in each of
these tasks. From a bio-inspired vision system perspective,
we are, however, still far from emulating a primate vision
system and its full cognitive powers. Just thinking about
how each of us detect and recognize the objects in our sur-
rounding environments, is a good motive to revisit all of
these individual problems under one umbrella.
Furthermore, as already discussed in the introduction
section, the nature of KR-based vision solutions benefits
from the information that can be obtained by solving the
prominent object detection and recognition problem first.
Does segmentation help? Advocates of saliency-based
object search techniques may argue that the segmentation is
not necessary. This may be partially true depending on the
purpose of the object detection. The requirement for seg-
mentation becomes, however, a necessity when the object
detection is an input to an inference pipeline that requires
reasoning about the relation of objects and their pixel-wise
extent as in semantic segmentation applications.
Are 850 images enough? We are using 850 images as
a test set. The training data can, however, be obtained
from other sources like the PASCAL (for object detec-
tion), MIT1003 (for saliency modeling), and MSRA10k
(for saliency segmentation). Thus, while the 850 images
are enough to test an algorithm, the lack of data to cover
all the three ground-truth types with the same input stim-
uli makes solving the problem a challenge for fully super-
vised methods. This further leaves room for fair evaluation
of semi-supervised methods in conjunction with supervised
methods and gives us a better understanding about the gen-
eralization power of the supervised methods.
What about time to detect and efficiency? Time to de-
tect and efficiency (in terms of the number of computations
and the used energy) are other important factors to measure.
They indicate how easily a method can be employed in a
real-time scenario. In this manuscript, we are, however, fo-
cusing on the problem formulation and introduction rather
than benchmarking methods and techniques for solving it.
We, thus, leave these questions to be addressed later.
Future research direction. We are expecting the future
research direction should focus on extending the data to-
wards priority of all the instances of objects in the scene
and scaling up the amount of data.
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Figure 6. Visual examples: Rows 1-2: correct detections. Rows 3-4: correct detection, but incorrect most important object. Rows 5-6:
wrong important region of interest and wrong detection. Rows: 7-8: correct region of interest, incorrect object detection.
7. Conclusions
In this paper, we introduced the problem of prominent
object detection and recognition and defined a baseline al-
gorithm for it. The challenge is in finding the most impor-
tant region of interest, segmenting the relevant item/object
in that area, and assigning it an object class label.
The proposed method follows a feed-forward bio-
inspired vision system pipeline using deep-learning-based
features as the main ingredient. The pipeline is modular
and trained in multiple stages. We avoid fine-tuning on the
evaluation dataset. The output of the pipeline includes: a
predicted fixation density map, the most important item’s
segment, and the detected class label. Thus, the method’s
output is evaluated against three types of ground-truth data,
including, human fixation points, the human annotated seg-
mentation masks, and object labels.
Despite the good performance of the proposed baseline,
the overall evaluations indicate that the proposed problem is
a challenging one. Solving this challenging problem can 1)
help us getting closer to emulating primate vision systems,
and 2) benefit the visual inference pipelines with KR-based
engines.
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