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Topological electronic phases in graphene
SUMMARY
Graphene is a two dimensional material made of single layer of carbon atoms arranging
into  a  honeycomb  lattice.  It  can  be  synthesized  by  variety  of  methods  as  exfoliation,
chemical vapor deposition or organic polymerization. Its electronic properties are not the
ones  of  an  insulator  nor  a  metal,  being  usually  known  as  a  zero  gap  semiconductor.
Electrons in graphene behave as massless Dirac fermions, having a zero effective mass.
The Dirac equation that governs electrons turns graphene into a material that can easily
develop topological states due to Berry phase effects of the Dirac points. Such topological
states  of  matter  are  characterized  for  having  properties  which  are  independent  on  the
defects  and imperfections  that  the material  might have.  The two dimensional nature of
graphene makes it specially suitable to inherit properties from other materials by proximity
effect,  as  superconductivity  or  magnetism.  In  this  thesis  we will  explore  by  means  of
theoretical techniques how graphene can show topological insulating states by combination
of  magnetic  fields,  electron-electron  interaction,  spin  orbit  coupling,  exchange  and
superconducting proximity effects.
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RESUMEN
Grafeno  es  un  material  bidimensional  hecho  de  una  monocapa  de  átomos  de  carbono
formando una red honeycomb. Puede ser sintetizado mediante diferentes métodos como
exfoliación, deposición química de vapor y polimerización. Sus propiedades electrónicas
no son las de un metal ni las de un aislante, siendo conocido como un semiconductor de
gap cero. Los electrones en grafeno se comportan como fermiones de Dirac, teniendo cero
masa  efectiva.  La  ecuación  de  Dirac  que  gobierna  los  electrones  en  grafeno  hace  que
grafeno sea un material que puede mostrar facilmente estados topológicos debido a efectos
de fase Berry de los puntos de Dirac. Estos estados topológicos están caracterizados por
tener propiedades que son independientes de los defectos e imperfecciones que el material
puede tener. La naturaleza bidimensional del grafeno hace que sea especialmente adecuado
para  obtener  propiedades  de  otros  materiales  por  efecto  de  proximidad,  tales  como
superconductividad o  magnetismo.  En esta  tesis  exploraremos  usando técnicas  teóricas
como grafeno puede mostrar  estados aislantes topológicos  por combinación de campos
magnéticos,  interacciones  electrón-electrón,  acoplo  espín  órbita,  exchange  o  efectos  de
proximidad superconductora.
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RESUMO
Grafeno  é  un  material  bidimensional  feito  dunha  monocapa  de  átomos  de  carbono
formando unha rede honeycomb. Pode ser sintetizado mediante diferentes métodos como
exfoliación,  deposición  química  de  vapor  e  polimerización.  As  súas  propiedades
electrónicas  non  son  as  dun  metal  nen  as  dun  aislante,  sendo  coñezido  como  un
semiconductor de gap cero. Os electróns en grafeno compórtanse como fermións de Dirac,
tendo cero masa efectiva. A ecuación de Dirac que governa os electróns en grafeno fai que
grafeno sexa un material que pode mostrar facilmente estados topolóxicos devido a efectos
de  fase  Berry  dos  puntos  de  Dirac.  Estos  estados  topolóxicos  da  materia  estan
caracterizados por ter propiedades que son independentes dos defectos e imperfeccións que
o  material  pode  ter.  A natureza  bidimensional  do  grafeno  fai  que  sexa  especialmente
adecuado para obter propiedades doutros materiais por efecto de proximidade, tales como
superconductividade  ou  magnetismo.  Nesta  tese  exploraremos  usando  tecnicas  teóricas
como  grafeno  pode  mostrar  estados  aislantes  topolóxicos  por  combinación  de  campos
magneticos,  interaccións  electrón-electrón,  acoplo  espín  órbita,  exchange ou efectos  de
proximidade superconductora.
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ANEXO: RESUMEN EN ESPAÑOL
El modo de vida actual depende fuertemente de los recursos informáticos. No solo a nivel
personal  e  industrial  los  ordenadores  han automatizado muchas  de  nuestras  tareas,  sino
también a nivel de investigación fundamental los recursos de computación han cambiado las
reglas  del  juego.  Técnicas  de  imagen  en  medicina  no  invasivas  que  permiten  localizar
cánceres, técnicas de caracterización de materiales y compuestos no destructivas, detección
de alta precisión tanto en óptica, materia condensada, física de altas energías; todas ellas
dependen de que los componentes electrónicos sean cada vez más precisos, mas potentes y
más baratos. Pero no solo el control de la carga constituye todo el juego, también el control
del  espín  de  los  electrones  es  un  ingrediente  clave  como  muestra  todo  el  auge  de  la
espíntrónica y como lleva siéndolo en memorias no volátiles. Por otro lado, descubrimientos
recientes sugieren que el futuro de la computación se encontrará en la computación cuántica,
que permite implementar algoritmos que no se pueden implementar en los circuitos clásicos,
tales  como  el  algoritmo  de  Shor.  La  computación  cuántica  puede  abrir  una  ventana  a
problemas que hoy en día son irresolubles debido a que su complejidad es demasiado grande
para resolverlos con los recursos que disponemos. Con ese objetivo,  diferentes sistemas
físicos han sido propuestos para actuar como qubits, y uno de los grandes esfuerzos llevados
estos  últimos  años  es  encontrar  el  sistema  ideal  para  ello.  Históricamente,  la  industria
electrónica  se  ha  basado  fuertemente  en  silicio,  y  el  control  de  su  dopaje,  pureza  y
miniaturización ha permitido la evolución tecnológica de estos últimos cincuenta años. Sin
embargo, tal mejora se ha ido ralentizando debido a la proximidad con el límite atómico, por
lo que la mejora sistemática llevada a cabo hasta ahora está llegando a sus límites. El futuro
industrial,  social  y  tecnológico  vendrá  determinado  por  si  encontramos  el  modo  de
sobrepasar tal límite, un salto conceptual y cualitativo es la única solución.
En los últimos años un nuevo participante ha entrado en el juego, materiales flexibles y con
apenas unos átomos de espesor: los materiales bi-dimensionales y en particular, grafeno.
Grafeno  es  un  material  bi-dimensional  hecho  de  una  monocapa  de  átomos  de  carbono
formando una red de panel de abeja.  Puede ser sintetizado mediante diferentes métodos
como exfoliación, deposición química de vapor y polimerización. Grafeno es un material
que muestra movilidades electrónicas extremadamente altas, lo que lo ha convertido en un
candidato para la industria electrónica. Sin embargo, sus propiedades electrónicas no son las
de  un  metal  ni  las  de  un  aislante,  siendo  conocido  como  un  semiconductor  de  salto
energético cero. Esta característica hace que sea fácilmente dopado mediante efecto campo,
pudiendo crear portadores tipo P o N simplemente aplicando una diferencia de potencial.
Por otro lado, debido a que carbono es un elemento ligero, la relajación de espín en grafeno
es pequeña, lo que lo convierte en un buen candidato para transporte de espín y efectos de
espín. 
La estructura electrónica de grafeno puede ser comprendida a través de la estructura de
bandas del sistema, donde se observa que el nivel de Fermi cruza las bandas en dos puntos
aislados del espacio recíproco: los puntos K y K' de la zona de Brillouin. Los electrones en
grafeno se comportan como fermiones de Dirac, teniendo cero masa efectiva. La ecuación
de Dirac que gobierna los electrones hace que grafeno sea un material que puede mostrar
fácilmente estados topológicos debido a efectos de fase Berry de los puntos de Dirac. En
particular,  cada  punto  de  Dirac  contribuye  con  una  fase  Berry  de  pi,  lo  que  hace  que
perturbaciones capaces de abrir salto energético creen un sistema aislante con números de
Chern de valle no nulos. Dependiendo de las simetrías del sistema, cada valle y espín puede
contribuir con números de Chern con signo opuesto o igual, dando lugar a diferentes estados
topológicos. El pequeño acoplo espín órbita sugiere que estados electrónicos topológicos en
grafeno van a ser débiles dado que normalmente involucran efectos relativistas. En esta tesis
mostramos que estados topológicos pueden ser realizados sin espín órbita, convirtiendo a
grafeno en un sistema ideal, aun al ser ligero.
Los estados topológicos están caracterizados por tener propiedades que son independientes
de los defectos e imperfecciones que el material pueda tener, y aparecen en los llamados
aislantes topológicos. El ejemplo primordial de estado topológico que puede aparecer en
diferentes materiales que muestren un gas bi-dimensional de electrones es el denominado
efecto Hall cuántico. Este estado electrónico está caracterizado por mostrar mesetas en la
conductancia Hall, que están asociados a la cuantización de la carga. En particular presenta
una conductancia perfecta, los electrones no pueden rebotar simplemente porque no tienen
espacio de fase finales, convirtiéndolo en un conductor unidimensional perfecto. Ejemplos
aun más sugerentes de estados topológicos son aquellos que involucran super-conductividad
y dan lugar a los llamados super-conductores topológicos. Estos últimos son especialmente
atractivos,  ya  que  permiten  realizar  en  materia  condensada  estados  de  Majorana,  que
muestran  propiedades  de  entrelazamiento  no  triviales,  lo  que  permite  utilizarlos  como
bloques básicos para computación cuántica.
La naturaleza bi-dimensional del grafeno hace que sea especialmente adecuado para obtener
propiedades de otros materiales por efecto de proximidad, tales como super-conductividad o
magnetismo. Tal efecto ocurre cuando una capa de grafeno que está en proximidad con otro
material adquiere propiedades electrónicas del otro, debido a que los electrones de grafeno
pueden realizar transiciones virtuales al material, dando una contribución a su Hamiltoniano
efectivo. Este método es especialmente sugerente para inducir efectos que el grafeno usual
no tiene, tales como super-conductividad o desbalance de sub-red. Este juego que permite
controlar los diferentes efectos en la estructura electrónica simplemente depositando grafeno
en diferentes sustratos confiere una versatilidad inigualable para controlar sus propiedades
electrónicas.
En esta tesis exploramos, usando técnicas teóricas,  como grafeno puede mostrar estados
aislantes  topológicos  por  combinación  de  campos  magnéticos,  interacciones  electrón-
electrón, acoplo espín órbita, intercambio o efectos de proximidad super-conductora. Los
métodos  de  calculo  empleados  están  basados  en  modelos  de  enlace  fuerte,  donde  la
estructura  electrónica  de  grafeno  es  capturada  mediante  orbitales  pz  de  los  átomos  de
carbono.  Perturbaciones  al  Hamiltoniano  inicial   tales  como  magnetismo  o  super-
conductividad  son  capturadas  a  través  de  intercambio,  emparejamiento  efectivo  o  auto-
consistencia.  Los  diferentes  modelos  son  resueltos  numéricamente  utilizado  diferentes
técnicas tales como diagonalización exacta, funciones de Green, resolviendo ecuaciones de
Dyson o mediante el método de polinomios con núcleo. Interacciones electrón-electrón son
capturadas  a  nivel  campo  medio  y  resueltas  numéricamente.  Los  diferentes  estados
topológicos  son  caracterizados  a  través  de  sus  invariantes  topológicos  calculados
numéricamente.
En  primer  lugar  discutimos  el  modelo  en  el  espacio  real  más  simple  para  grafeno,  y
mostramos  como  la  ecuación  de  Dirac  aparece  de  forma  natural  a  bajas  energías.  La
naturaleza bipartita de la red de panel de abeja da lugar a estados electrónicos que no están
directamente relacionados con la dispersión lineal, pero cuyo origen es geométrico. Esos
estados  son  estados  electrónicos  localizados,  y  su  existencia  se  debe  a  la  estructura
matemática de las redes bipartitas, que dan lugar a estados de cero energía cuando existen
más nodos de una sub-red que de la otra. Estos estados localizados aparecen por ejemplo en
bordes zigzag,  donde todos los átomos que se encuentran en el  borde pertenecen a una
misma sub-red.  Estos  estados  localizados  en  los  bordes  son vulnerables  a  interacciones
electrónicas,  y  modelos  teóricos  sugieren  que  los  bordes  de  grafeno  zigzag  se  vuelven
magnéticos desarrollando una separación de espín. Tal efecto de interacción mostrará juego
con efecto de espín órbita, y determinara las propiedades de conducción del sistema a muy
bajas temperaturas. Otro ejemplo de des-compensación de sub-red es no en un borde, si no
en la zona maciza de grafeno bi-dimensional, cuando un átomo de hidrógeno es depositado.
Los átomos de hidrógeno se unen de forma covalente a carbono, creando un estado ligante y
anti-ligante  entre  el  orbital  pz  del  átomo  de  carbono  que  está  debajo  y  el  hidrógeno,
haciendo que tal orbital no sea accesible por los electrones a baja energía. De esta forma,
átomos de hidrógeno depositados en grafeno crean local des-compensación de sub-red, y se
cree que pueden dar lugar a magnetismo. Precisamente este estado magnético de un átomo
de hidrógeno en grafeno es el que será estudiado para dar lugar a estados de Shiba. 
Moviéndonos hacia las fases topológicas, empezaremos con una introducción al efecto Hall
cuántico  en  grafeno,  que  es  totalmente  diferente  al  de  otros  gases  bi-dimensionales  de
electrones, debido a la ecuación de Dirac efectiva de baja energía. Una de las diferencias
más importantes es que en grafeno los niveles de Landau no están equi-espaciados, y su
dispersión es diferente para electrones y para huecos. Esta ultima característica permite que
a través del efecto Hall cuántico en grafeno se pueda crear un efecto Hall cuántico de espín
a  través  de  efecto  Zeeman con  un campo magnético  en  el  plano.  El  efecto  del  campo
magnético no solo ocurre a nivel libre electrón, si no que debido a que el campo magnético
bloquea la energía cinética de los electrones, la zona maciza de grafeno tiende a desarrollar
orden magnético. Tal orden magnético depende del modelo de interacción electrón electrón
que se considere. En particular, interacciones locales dan lugar a orden antiferromagnético
entre las dos sub-redes abriendo un salto energético en la zona maciza y de borde a llenado
mitad,  que  es  lo  que se ha observado experimentalmente.  El  juego entre  separación de
Zeeman y orden antiferromagnético será el objetivo de uno de los capítulos.
Una fase topológica equivalente al efecto Hall cuántico, pero con la importante diferencia de
que no es necesario un campo magnético externo es el efecto Hall cuántico anómalo. En esta
fase,  que  también  posee  simetría  temporal  rota  debido  a  orden  magnético  interno,  la
conductividad Hall es finita y topológicamente protegida. Genéricamente, el efecto cuántico
anómalo Hall requiere de dos ingredientes: orden magnético interno y acoplo espín órbita.
En el  caso de grafeno,  uno de los modelos mas sencillos  que da lugar a una fase Hall
cuántico anómala consiste en aplicar un intercambio uniforme y acoplo espín órbita tipo
Rashba, que se origina de forma natural debido a la simetría de espejo rota. Tal modelo se
realiza naturalmente en grafeno depositado sobre un aislante ferromagnético, o un aislante
con orden antiferromagnético en capas donde una de las capas interacciona fuertemente con
la monocapa de grafeno. En esta fase, grafeno desarrolla un salto energético y cada valle
contribuye con un número de Chern de 1,  dando lugar  en total  a dos estados de borde
topológicamente protegidos.
Una nueva fase es la denominada efecto Hall cuántico de espín, que puede ser comprendida
como dos estados Hall cuánticos con signos opuestos para cada canal de espín. En esta fase,
la zona maciza del sistema es de nuevo aislante, mientras que los bordes presentan estados
helicoidales, donde cada estado lleva direcciones de propagación opuestas, siendo cada uno
el  compañero  de  simetría  de  inversión  temporal  del  otro.  Estos  estados  ya  no  están
caracterizados por el número de Chern si no por diferentes invariantes topológicos. En el
caso de que exista simetría de inversión temporal, el invariante se denomina Z2, y para que
dé lugar a un aislante topológico es necesario efectos de espín órbita. Uno de los modelos
que muestra este estado topológico es la monocapa de grafeno con espín órbita intrínseco,
realizando lo que se denomina modelo de Kane y Mele. Al contrario que en el efecto Hall
cuántico, en esta fase los estados de borde no están protegidos contra toda perturbación, solo
contra aquellas que no rompan simetría de inversión temporal. El otro ejemplo de efecto
Hall  cuántico  de  espín  no  involucra  acoplo  espín  órbita  y  es  el  que  mencionamos
anteriormente:  efecto  Hall  cuántico  con  acoplo  Zeeman.  En  esta  fase  el  invariante
topológico  se  denomina  número  de  espín  de  Chern,  y  los  estados  de  borde  sin  salto
energético están protegidos contra todas aquellas perturbaciones que no creen mezcla de
espín. 
Desde un punto de vista experimental la situación es la siguiente. El efecto Hall cuántico en
grafeno es fácilmente observable en muestras con suficiente movilidad. El efecto cuántico
anómalo en grafeno todavía no ha sido medido, pero se han reportado medidas de anómalo
no cuantizado. El efecto Hall de espín por campo magnético ha sido observado mientras que
por espín órbita no ha sido medido. Diferentes geometrías de islas y cintas de grafeno con
bordes zigzag de muy alta calidad han sido creados por polimerización orgánica, y salto
energéticos en los estados de borde han sido observados. Proximidad de grafeno a diferentes
materiales ha sido probada, tanto abriendo salto energéticos triviales en nitruro de boro,
como induciendo intercambio en aislantes magnéticos o induciendo super-corrientes a través
de contactos super-conductores. Deposición de átomos en grafeno con un microscopio de
efecto  túnel  ha  sido mostrada,  y  la  separación  energética  del  estado localizado ha  sido
medido, así como la estructura electrónica predicha teóricamente.
El  juego entre  acoplo espín órbita  e  interacciones  en la  fase Hall  cuántica de espín  de
grafeno da lugar a efectos no triviales. En principio, perturbaciones que rompen simetría de
inversión temporal deberían destruir la fase cuántica espín Hall  intrínseca.  Sin embargo,
debido a simetría C3 y de reflexión en un capa de grafeno, existe una simetría adicional que
protege la fase topológica, que es la simetría de rotación de espín a lo largo del eje z. Esta
simetría no aparece en otros compuestos con espín órbita que posean estructuras diferentes.
Debido a esta simetría adicional, los estados sin salto energético de borde están protegidos
contra orden magnético, siempre que este no mezcle la proyección en el eje perpendicular al
plano. Sin embargo, el espín órbita crea anisotropía magnética en el eje del sistema, dando
lugar a que el eje fácil sea en el plano, abriendo un salto energético en los estados de borde.
Control  de  la  dirección  de  los  momentos  locales  mediante  un  campo  magnético  o
intercambio  mediante  proximidad  permiten  cambiar  el  estado  de  metal  unidimensional
helicoidal a aislante, creando un gran efecto de magneto-resistencia.
Las  interacciones en grafeno no solo son importantes en estados localizados que tienen
bloqueada su energía cinética si no también en la zona maciza cuando la densidad de estados
aumenta. En el caso de efecto Hall, los niveles de Landau crean picos en la densidad de
estados,  en  particular  los  cuatro  niveles  de Landau cero crean una densidad de estados
divergente a llenado mitad. En esta situación, la interacción RKKY de la red de grafeno
tiende a hacer el sistema anti-ferromagnético y aislante, coherente con los experimentos. Esa
misma  fenomenología  es  obtenida  resolviendo  de  forma  auto-consistente  el  modelo  de
Hubbard en campo medio. Sin embargo, acoplo Zeeman del espín al campo magnético hace
que el sistema pueda sufrir una transición hacia un estado ferromagnético. Resolviendo el
campo  mediante  un  formalismo  no  co-lineal  hemos  probado  que  tal  transición  de
antiferromagnético a ferromagnético ocurre sin cerrar el salto energético electrónico de la
zona maciza, con un estado intermedio de magnetización torcida anti-ferromagnético. En
ese estado intermedio el sistema es aislante de borde, y será especialmente importante para
la propuesta de estados de Majorana ligados que presentaremos.
Aparte del efecto Hall, otras fases con números de Chern no triviales pueden ser generadas
sin campo magnético. Anteriormente comentamos que en general para obtener un aislante
anómalo  Hall  es  necesario  acoplos  de  espín  órbita,  que  en  grafeno  son  pequeños.  Sin
embargo, efecto Hall anómalo puede ser obtenido en sistemas sin efectos relativistas, en
aquel caso en que la estructura magnética sea no co-planar. La razón para esto es que si no
existe un plano que contenga a los espines del sistema, el Hamiltoniano muestra quiralidad
de espín no nula, lo que da lugar a velocidades anómalas en los electrones de conducción.
De  hecho,  estructuras  no  co-lineares  de  espín  se  pueden  transformar  mediante  una
transformación unitaria en acoplos tipo espín órbita. Un ejemplo de estructuras magnéticas
no coplanares son los esquirmiones, estructuras magnéticas topológicas, protegidas contra
fluctuaciones  magnéticas,  que  aparecen  en  capas  delgadas.  Experimentos  recientes
mostraron que grafeno puede ser depositado en estos sistemas. Teniendo en cuenta el efecto
de proximidad mediante un Hamiltoniano efectivo hemos probado que grafeno en contacto
con  esquirmiones  desarrolla  una  fase  Hall  anómala  cuántica,  que  el  salto  energético
topológico se abre a acoplos arbitrariamente pequeños, y que no depende de como sea la red
de esquirmiones. Además, en caso de que grafeno esté fuera de llenado mitad, el sistema
mostrará una respuesta anómala en sus electrones de conducción, siendo máxima cuando el
potencial químico toque el punto de Dirac.
En  general,  las  propuestas  convencionales  de  efecto  Hall  cuántico  anómalo  involucran
sistemas que tienen un intercambio neto, es decir que son ferromagnéticas. Para grafeno y
sistemas  bipartitos,  las  interacciones  suelen  generar  orden  antiferromagnético  a  llenado
mitad. Sin embargo, hemos demostrado que efecto Hall cuántico anómalo se puede obtener
en una red de panel de abeja antiferromagnética, si tanto la simetría de rotación de espín
como la simetría de inversión espacial están explícitamente rotas. Además, ese mecanismo
no solo se aplica a la monocapa, si no que también es realizado en bicapa y tricapa, dando
lugar a aislantes de Chern con invariante 2 y 3 respectivamente. En estos dos últimos casos,
la  simetría  de  inversión  espacial  se  puede  romper  de  forma  controlada  aplicando  un
potencial  externo, dando lugar a un sistema en el que se puede controlar eléctricamente
transiciones entre aislante de Chern y aislante trivial.
El magnetismo da lugar a fases no triviales no solo a nivel libre electrón, si no también
cuando  el  magnetismo  compite  con  super-conductividad.  En  sistemas  normales,
magnetismo  y  super-conductividad  son  dos  órdenes  que  son  antagonistas  naturales.
Mientras  que  uno  crea  estados  singlete,  rompe  espontáneamente  U(1)  y  da  una  masa
efectiva al fotón, el otro crea campos magnéticos en el espacio y tiende a crear estados alto
espín. Sin embargo, existe un caso muy sencillo donde ambos órdenes interaccionan, que es
cuando  una  impureza  magnética  se  encuentra  en  contacto  con  un  super-conductor.  Las
propuestas  usuales  consisten  en  depositar  átomos  magnéticos  tales  como  metales  de
transición en super-conductores convencionales como plomo. Nuestra propuesta consiste en
usar como impureza magnética el estado de des-compensación de sub-red que se crea en
grafeno cuando un átomo de hidrógeno es depositado en grafeno. La super-conductividad es
inducida  mediante  proximidad,  como  ha  sido  demostrado  recientemente  en  varios
experimentos. Este juego entre impurezas magnéticas y super-conductividad da lugar a lo
que se conoce como estados de Shiba, y en los casos convencionales depende esencialmente
del intercambio de la impureza y de la densidad de estados del metal en el estado normal.
Sin embargo, en grafeno la densidad de estados es nula a llenado mitad, lo que invalida la
derivación convencional. De hecho, demostramos que los estados de Shiba que aparecen en
grafeno con hidrógeno no siguen las reglas de dispersión convencionales, y que su energía
depende del emparejamiento super-conductor inducido, al contrario que los casos usuales.
Esto  hace  que  estados  de  Shiba  en  grafeno  sean  controlables  mediante  temperatura  y
mediante dopado electrostático. Estos estados sobreviven cuando varios hidrógenos existen
en el sistema, caso en el que se genera una banda de Shiba sin salto energético. En el caso de
que  el  espín  órbita  sea  tenido  en  cuenta,  la  anterior  banda  abre  un  salto  energético
topológico, dando lugar a estados de Majorana ligados en los bordes.
Las propuestas de Majoranas suelen involucrar acoplo espín órbita,  ya que para obtener
salto energéticos tipo p-onda sin espín a través de super-conductividad s-onda es necesario
tanto  magnetismo como mezcla  de  espín,  de lo  contrario  no existe  canal.  En esta  tesis
probamos  que  acoplo  espín  órbita  no  es  necesario  para  obtener  super-conductores
topológicos,  sino  que  la  topología  de  valle  de  grafeno  y  magnetismo  no  colineal  son
suficientes. El ejemplo mas sencillo consiste pensar en la propuesta de estados de Majorana
que involucra un aislante topológico y un super-conductor. En ese caso, los estados de borde
helicoidales  dan lugar  a  un  emparejamiento  super-conductor  tipo  p  efectivo  cuando  los
electrones efectúan efecto túnel  en un super-conductor tipo s.  Tales canales  helicoidales
aparecen también en la propuesta de cuántica de espín Hall con campo magnético citada
anteriormente,  y no involucran efectos relativistas.  Usando esos estados helicoidales,  un
super-conductor tipo p-onda aparece en la interfaz entre grafeno cuántico Hall  y un super-
conductor trivial.  En la interfaz entre grafeno, el  super-conductor y el  vacío,  estados de
Majorana  aparecen.  Sin embargo,  los  canales  helicoidales  siguen existiendo en aquellos
bordes  que  no  están  en  contacto  con  el  super-conductor,  de  forma  que  los  estados  de
Majorana se des-localizan. Un caso todavía más interesante es cuando la capa de grafeno
está en estado antiferromagnético en lugar de ferromagnético. En esa situación el borde es
aislante,  sin  embargo,  debido a  la  proximidad con el  super-conductor,  estados sin  salto
energético  aparecen  en  la  interfaz  entre  el  super-conductor  y  grafeno.  De  hecho,  estos
estados  no  son inherentes  al  efecto  Hall  cuántico,  si  no  que  también  aparecerían  en  la
interfaz  con  una  red  de  panel  de  abeja  anti-ferromagnético  sin  campo  magnético.  La
existencia de esos estados es debido a una topología débil del número de Chern de valle, que
permite que estados de borde sin salto energético existan en caso de que la mezcla de valle
sea  pequeña,  y  su  naturaleza  matemática  es  análoga  a  los  solitones  de  Jackiw-Rebbi.
Utilizando  esos  estados  de  interfaz  sin  salto  energético  como  punto  inicial,  el  salto
energético topológico se abre rompiendo simetría de conjugación y de rotación de espín. La
primera está naturalmente rota por el campo magnético, mientras que la segunda se rompe
moviendo el sistema hacia la fase Hall con magnetismo torcido, mencionada anteriormente.
De  este  modo,  la  fase  magnética  torcida  Hall  es  la  idónea  para  crear  los  estados  de
Majorana, dado que estos quedan totalmente localizados. La detección de los estados de
Majorana  se  puede  llevar  a  cabo  utilizando  un microscopio  de  efecto  túnel  para  medir
anomalías  a  potencial  cero.  Una  prueba  más  específica  consiste  en  medir  el  patrón  de
Fraunhofer de la corriente crítica, ya que cuando los estados de Majorana están en el sistema
estos contribuyen como un fondo que da una corriente crítica no nula para cualquier desfase
entre super-conductores. Es importante recalcar que las técnicas experimentales actuales han
probado que tanto magnetismo en grafeno Hall, como proximidad super-conductora, como
alta  transparencia  de  las  interfaz  se  pueden  obtener,  proveyendo todas  las  herramientas
necesarias para nuestra propuesta.
La estructura electrónica de grafeno permite hacer ingeniería de fases topológicas con un
gran abanico de posibilidades, gracias a los puntos de Dirac del sistema, No obstante, otros
sistemas bi-dimensionales también poseen estructuras electrónicas similares al grafeno. El
ejemplo más conocido son los dicalcogenuros, semiconductores que pueden ser exfoliados
en monocapas y que muestran grandes efectos relativistas en su espectro. Sin embargo, estos
sistemas no admiten modelos tan sencillos como grafeno, siendo normalmente necesario
emplear técnicas de primeros principios para obtener sus propiedades electrónicas. Nosotros
mostramos  que  empleando  un  procedimiento  denominado  Wannierización  es  posible
obtener modelos de enlace fuerte a partir de una estructura electrónica complicada, de una
forma sistemática. Utilizamos estos modelos para estudiar efecto Hall cuántico en diferentes
materiales bi-dimensionales, mostrando como los dicalcogenuros muestran un espectro de
niveles de Landau relativista con simetría de valle rota. Por otro lado, esta técnica también
permite  estudiar  sistemas  de  estructura  electrónica  compleja  tales  como  óxidos,  donde
aplicamos la misma metodología. En particular, mostramos como un cierto óxido basado en
plata muestra una estructura electrónica de baja energía equivalente a la de grafeno, pero
cuyos electrones provienen de un sub-espacio dz2 en lugar del pz. Además, un óxido similar
realiza una red de panel de abeja antiferromagnética,  de forma que si esta es puesta en
proximidad  con  un  super-conductor  daría  lugar  a  un  super-conductor  topológico
unidimensional, gracias al salto energético que se abre con el espín órbita en los estados de
interfaz.  Este  resultado  abre  la  puerta  a  crear  estados  de  Majorana  en  óxidos
antiferromagnéticos  aislantes,  gracias  a  los  estados  solitónicos  anti-ferromagnético  con
super-conductor.
Con el objetivo de hacer los resultados de esta tesis fácilmente reproducibles, hemos creado
un  paquete  computacional  denominado  Quantum  Honeycomp.  Este  programa  permite
calcular  estructura  electrónica  de  modelos  de  enlace  fuerte  en  diferentes  geometrías:
sistemas finitos, infinitos en una o mas direcciones, permite introducir interacciones a nivel
campo medio, calcular invariantes topológicos e implementa el método del polinomio con
núcleo para estudiar en segundos sistemas de miles de átomos. El programa, escrito en una
combinación de Fortran y Python para la parte numérica, y usando la librería gtk para la
interfaz de usuario, permite reproducir en segundos muchos de los resultados discutidos en
esta tesis. Quantum Honeycomp fue desarrollado para sistemas Linux, es código abierto y
puede ser descargado por cualquiera. En esta tesis mostramos también varios ejemplos de su
uso, reproduciendo resultados conocidos en la literatura, tales como magnetismo en islas de
grafeno,  efecto  cuántico  anómalo  Hall  en  monocapa  o  cálculos  auto-consistentes  con
vacantes.
Grafeno  y  los  materiales  bi-dimensionales  son  grandes  candidatos  para  conformar  la
electrónica  del  futuro,  tanto  por  sus  excelentes  propiedades  de  transporte  como por  su
versatilidad para crear nuevos sistemas simplemente apilando capas unas encima de otras.
Tienen  la  habilidad  de  heredar  propiedades  de  otros  materiales  a  través  de  efecto  de
proximidad,  haciendo posible  obtener  sistemas  con propiedades  electrónicas  usualmente
antagonistas. Gracias al desarrollo de la ciencia de materiales que ha permitido controlar la
materia a la nano-escala, incluso al límite atómico, el sueño de Feynman se ha convertido en
realidad,  somos  capaces  de  controlar  los  átomos  a  nivel  individual,  poniéndolos  donde
queremos. Esta mejora tecnológica nos permite explorar efectos físicos que antes no estaban
al alcance de nuestras manos: podemos crear conductores perfectos, metales helicoidales,
aniones, estados de Majorana y, eventualmente, computadores cuánticos. Los ingredientes
están a nuestro alcance, solo nos resta alcanzar el nivel de control necesario y desarrollar la
maquinaria  teórica  para  comprender  todos  sus  fenómenos  e  implicaciones.  Topología,
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Starting around the middle of the XX century, one of the biggest technological
revolutions was achieved by the electronic industry. Born and grown for less than 100
years[1], in its brief life has changed the way humanity carry out their lives. Instant
communications between people thousands of kilometers away, computational power
not ever dreamt before and even the redefinition of human relations. All these
phenomena were possible only by systematic optimization and price reduction of
the semiconductor industry. The improvement has been so incredibly huge, that a
single smartphone that you can wear in your pocket has more computational power
that the whole NASA back in 1969, when they placed two astronauts in the moon[2].
It is fair to say that nowadays, you can have the computational power needed to
land in the moon, for the same price than a bicycle.
But this technological revolution did not come out of nowhere. The birth and
development of quantum mechanics at the beginning of the XX century marked
the point where the physical foundations of microscopic matter were discovered.
It was with the understanding of unsolved physical phenomena, the development
of advanced mathematical formalism and high precision measurement techniques,
that the world changed in just one hundred years. Nobody would image back then
that in three generations humans would have the capability to explore the outer
space[3], instruments able to precisely imaging our bodies on the inside[4], a network
connecting the most distant parts of the world in less than a second[5] and even the
power to manipulate matter at the very atomic level[6]. It was the discovery of new
physics, new mathematics and new science what gave us computers, what changed
the global economy, our jobs and our lives.
The transistor is the basic building block in the electronic technology, and its
continuous improvement has been driven by a very simple idea: the smaller the
circuit, the more you can have in a fixed surface. Such simple motivation has
proven to give remarkable results, and has given engineers a clear objective for
decades[7]. However, physics will not allow this idea to work forever, a circuit
7
CHAPTER 1. INTRODUCTION
cannot be made smaller than the size of the atom. The physics of the current
logical circuits is not in the deep the quantum limit, but more in the semiclassical
limit, where electrons show semiclassical dynamics but the phase space effects are
determined by quantum mechanics. Electrons behave as particle with a Fermi-Dirac
distribution, that populate the valence band due to thermal excitations. Doping with
P or N impurities allow to tune the concentration of electrons in the conduction
band or holes in the valence band. They suffer scattering with defects, having an
effective mean free path and mobility. These parameters are system dependent, and
strongly tuned by the quality of the sample. Sample quality has been one of the
most important concerns from the engineering point of view. Quantum phenomena
plays essentially a phase space role, determining which transitions are allowed and
which ones are not. However, it is another quantum phenomena one of the potential
threats for engineers: the tunnel current does not allow to build an arbitrarily small
circuit that has a small enough offset current. The question is, could we do better
than this? Could we take quantum effects not as an enemy, but as our most powerful
ally? The answer is yes.
There are two remarkable quantum phenomena which show the emergence of the
quantum world into the macroscopic scale: superconductivity[8] and quantum Hall
effect[9]. Superconductivity is a collective electronic state in which the electrons
with opposite momentum pair and form a macroscopic wavefunction, conserving
coherence along large distances. This long range coherence also manifest into a zero
resistance state, so that no heat losses appear in the system. Such zero resistance
state can be easily understood in the terms of the excitation spectra of the sys-
tem. Bogoliubov quasiparticles have a band gap in their spectrum, so that a finite
amount of energy has to be given to the system to change its quantum state. A
unique feature of the superconducting state is also the Meissner effect, which can be
understood as the photon gaining a mass term in the superconductor, derived first
by Anderson[10], which also found a direct application in high energy physics as
the Higgs mechanism[11]. The latter effect creates an effective mass for the photon
inside the superconductor, killing incoming magnetic fields into the superconductor,
turning them into perfect diamagnets. The sad news is that superconductors only
have been found at low temperatures. In particular, conventional superconductors
driven by phonon interactions show critical temperatures smaller than 40 K[12],
whereas high temperature superconductors, driven by spin fluctuations, can reach
up to 130 K[13]. Still, the state of the art is far from room temperature.
The second remarkable macroscopic quantum state is the so called quantum Hall
effect. This electronic state shows up when a large magnetic field is applied to a
system with high mobility. In this quantum state, the bulk electronic state becomes
insulating, whereas the edges of the system develop chiral conducting states, so that
electrons move in a particular direction in a given edge. The consequences of such
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phase transition are dramatic: the Hall conductance σxy becomes quantized in terms
of fundamental quantities, the Planck constant h̄ and the charge of the electron e.
The chiral nature of the edge states turns the electronic state totally immune to-
wards any kind of perturbation. Electrons cannot back scatter because there is no
counter-propagating state, no matter if the perturbation is an impurity, an electric
field or electron-electron interaction: the conductance is perfect. Actually, it is this
robustness the reason why Quantum Hall measurements are used as the ultimate
technique in metrology to determine the charge of the electron[14, 15]. Quantum
Hall effect is an electronic state without electrical losses, and therefore also no heat
losses. The sad news are that very high magnetic fields are needed to observe the
quantum Hall state, in particular for GaAs heterostructures fields on the order of
10 T are needed. With the discovery of graphene the conditions of quantum Hall
effect have drastically softened[16], making possible to observe quantum Hall effect
even at room temperature[17]. Although magnetic field seems a mandatory ingre-
dient, there is a a class of materials that can also show perfect conductance, the
so called topological insulators. Actually, these materials are classified not with
the usual Landau theory of broken symmetry states and order parameters[18], but
by the topological nature of the electronic structure[19]. In particular, the perfect
conductance of the quantum Hall state can be simply understood as a topological
invariant[20], the Chern number, of the bulk electronic state. It is this topological
nature the ultimate responsible of the perfect quantization [20, 21]. Among the fam-
ily of topological insulators, quantum anomalous Hall insulators will realize exactly
the same physics as the quantum Hall state, but without magnetic field. The finding
of such materials[22] will give rise to perfect conductors, that do not show any heat
loss, even at room temperature, with their obvious technological implications.
Most electronics are based on a single property of electrons, its electric charge.
Nevertheless, additional degrees of freedom can be exploited, some of them material
dependent such as the valley in graphene[23, 24]. However, the material indepen-
dent degree of freedom that electrons show is spin, giving rise to the whole area
of spintronics[25, 26, 27, 28, 29, 30]. One of the simplest physical phenomena that
arises when the spin degree of freedom is taken into account is spin dependent trans-
port, whose iconic realization is the giant magnetoresistance[31]. The technological
implications of such discovery were totally ground breaking: it settled the basis for
non-volatile hard disk drives, MRAM and magnetic sensors. But even more interest-
ing physical effects appear when the spin degree of freedom is considered: spin not
only acts as filter, but can also introduce topological effects in the charge transport
similar to the Aharonov–Bohm effect[32] when electrons interact with non-collinear
textures known as skyrmions [33].
A more active role of spin[34] is not to act as passive effect, but as an active one,
so that the transport phenomena is not the charge but the spin itself. One of the
9
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most remarkable examples of systems that show spin transport is the quantum spin
Hall effect[35, 36, 37], a topological state of matter where pure spin currents without
charge flow, and therefore no Joule losses, are protected by time reversal symmetry.
An even more radical example is spin transport in electronic insulators, where the
spin flows not by the movement of electrons but by spin wave excitations[38]. If
these possibilities work out, the compatibility with conventional electronic devices
is key. The later is realized by charge to spin conversion using the spin Hall effect[39,
40, 41, 42, 43], and spin to charge using the inverse spin Hall effect. Combination
of spin dependent transport, spin orbit effects, spin wave transport, topology and
even superconductivity will give rise to unknown emergent phenomena. The goal of
this thesis is to show how such interplay can give rise to unconventional phenomena
in very particular class of systems: two dimensional materials, and in particular
graphene.
The rise of graphene[44] was a game changer event. Not only from the theoret-
ical point of view, where it was believed that the Mermin-Wagner theorem[45, 46]
did not allow the existence of two-dimensional materials, but also from the exper-
imental point of view. Synthesis of graphene can be realized in nearly any lab in
the world by exfoliation[47, 48]. High quality can synthesized by chemical vapor
deposition[49], and even nanostructures can be created by organic chemistry meth-
ods[50, 51]. Moreover, it shows a remarkably high electrical conductivity and very
large mobility and even ballistic transport[52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 59,
62, 63]. The latter arises due to the unconventional electronic structure: in com-
parison with normal materials in which the electrons show classical dynamics with
an effective mass, electrons in graphene are governed by a Dirac equation with zero
effective mass[44]. In turn this gives rise to electronic properties totally different to
either normal metals, semiconductors or insulators. Moreover, its two dimensional
nature allows a huge tunability by proximity effect, the whole graphene system is
surface, the proximity effect is maximal. By putting graphene in contact with other
systems, electrons will gain exchange[64, 65], superconducting[66], band-gap[67, 68],
spin orbit coupling[69] and doping by field effect[70].
The appearance of two dimensional materials boosts even further the tuning pos-
sibilities of graphene, van der Waals heterostructures can be made up to introduce
those effects into a graphene sheet, using MoS2 to induce spin orbit coupling[69],
NbSe2 to induce superconductivity[71] or BN to induce a low gap semiconducting
state [68, 72]. But the usefulness of the new family of two dimensional materials
goes way beyond tuning graphene. Dichalcogenides as MoS2 find applications for
solar cells[73], spintronics due to its large spin-orbit coupling [74] and even transis-
tors[75]. The family of two dimensional materials grows every day with the isolation
of new materials, turning the possibilities bigger and bigger.
However, the discovery of new materials will only postpone the unavoidable
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frontier that we will encounter for conventional electronics. With no need to enter
into technical details, there is a clear hard limit in miniaturization in transistors:
a circuit cannot be smaller than an atom. Therefore, there seems to be a limit
to the computational power that we can achieve in an smartphone, or even in a
supercomputer. At first sight it might seem fine, the computational resources that we
already have are more than enough for the tasks we have. Moreover, the optimization
continues, maybe at a slower pace, but still goes on. Therefore, do we really need to
worry about getting more powerful resources? The answer is yes, there are several
taks that we would not do otherwise.
Even if better materials are found for act as semiconductors, even if better con-
tacts without heat losses are developed, some tasks will still be un-doable due to the
miniaturization limitation. This limitation comes from the mathematical nature of
conventional computational logic, the complexity of such tasks grows too fast to be
doable within the current computational framework. Among these intractable prob-
lems we have, breaking of cryptography algorithms, large scale materials modeling,
deep software testing, complex disease modeling and even computational design of
drugs. All these tasks require computational resources that are still far from our
possibilities, and will ever be if we do not change the way we understand comput-
ing. However, there is a way around: quantum computing[76] provides a framework
where new algorithms can be implemented, which do not have analogous coun-
terpart in conventional computation. As an example, Shor’s algorithm[77] allows
to factorize large numbers in polynomial time, in comparison with the exponential
time needed by classical approaches, changing the playground of many of the current
cryptography techniques.
Among the physical systems that have proposed to use as qubits there are local-
ized electronic states[78, 79], Josephson junctions, fractional Hall states and Majo-
rana bound states. The tunability of two dimensional materials yields a huge free-
dom to tailor their electronic properties, and reach a state with a suitable electronic
state to be used as qubit building block. Moreover, topological electronic states
can systematically be used to create Majorana bound states[80], anyonic states[81]
that can used to perform quantum operations. We are still far from being able to
systematically develop quantum computers, but the possibilities are encouraging[82]
and the prize is totally worth the effort.
Graphene marked the beginning of the rise of the two dimensional electronic
world. Its huge tunability, together with its proximity to topological quantum phase
transitions due to its Dirac spectrum yields a exciting zoo of possibilities. Exper-
imental realizations of quantum spin Hall effect[83] and anomalous Hall effect[64]
confirm the previous theoretical excitement that started with the observation of
quantum Hall effect. Topological effects provided a playground to observe new
physics yet unexplored, with the potential to break the mold of current computa-
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tional power, and explore particles with mathematical properties not yet achieved in
high energy physics[84]. Finally, atomic scale manipulation[85], which turns Feyn-
mann’s dream[86] into a reality, makes possible atomic tailoring of electronic proper-
ties, in materials with tunable electronic orders, made of a simple element as carbon.




This thesis resulted from the work carried out within the Marie Curie International
Training Network SPINOGRAPH[87], supported by an Early Stage Researcher Fel-
lowship of the same project. In particular, my specific project intended to study
spin related phenomena in graphene and other 2D materials by means of theoretical
techniques. The project was carried out under the supervision of Joaqúın Fernández
Rossier, at the Iberian Nanotechnology Laboratory in Braga, Portugal. This the-
sis will be presented in the university of Santiago de Compostela (USC), Spain,
within the PhD program in Material Science, with Joaqúın Fernández Rossier as
PhD advisor and Vı́ctor Pardo as local tutor at USC.
This thesis is organized as follows. First, a comprehensive introduction of the
different topological states in graphene is presented 3, intended to act as an intro-
ductory tutorial. Afterwards, the interplay between interactions, magnetism and
intrinsic quantum spin Hall effect in graphene is discussed 4. The thesis continues
with magnetism in the quantum Hall state 5, focusing on the interplay between
magnetic structure and electronic properties, to end up studying spin wave prop-
erties. The next chapters focus on two new different mechanisms to generate a
quantum anomalous Hall state in graphene 67. The first one taking advantage of
topological imprinting between skyrmions and graphene 6. The second anomalous
mechanism presents a exploit to drive antiferromagnetic honeycomb lattices into
quantum anomalous Hall insulators 7. The next chapters jump to the interplay be-
tween magnetism and superconductivity. First we focus of the simplest effect that
manifests as Shiba bound states 8, which in graphene show a totally unconventional
behavior. We continue showing a new topological state on the interplay between
magnetism and superconductivity, topological superconductivity. We focus on how
by combination of quantum Hall effects, ferromagnetism and even antiferromag-
netism, Majorana bound states can be created in graphene 9. The next chapter
10 is devoted to the study of quantum Hall effects and topological insulating states
in other 2D materials by using a combination of first principles and tight binding,
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using the Wannierization technique. We continue detailing a special technique to
calculate numerically the spectrum of single impurities in infinite systems, the em-
bedding method 11. The next chapter is devoted to explaining how to use a user
friendly software 12[88, 89] that I have developed that allows non-experts to repro-
duce many of the results presented. Next, we detail other additional techniques 13
used through this thesis. And finally, we summarize our main conclusions 14.
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Chapter 3
An overview on edge states and
topology in graphene 1
Edge states can appear in graphene for two main reasons: effects which depend
on specific details of the edge, and states whose origin is topological and do not
depend on edge details. In this introductory chapter we will review the different
mechanisms by which edge states can appear in graphene. In particular, we present
simple examples of the different topological electronic phases.
3.1 Introduction
Graphene has been the most studied material of the last decade. Its extraordinary
electronic and mechanical properties came as a great surprise: the existence of stable
two dimensional crystals was customarily dismissed, and surfaces had been identi-
fied as the source of reduction of electronic mobility, due to defects and adsorbate
trapping. The age of graphene was initiated by the observation of the field effect
transistors[90], and more strikingly the quantum Hall effect[91, 92], a phenomena
that had only been observed in high mobility semiconductor heterostructures[93].
Graphene is a two dimensional lattice of carbon atoms that form a honeycomb
lattice, that can also be described as a triangular lattice with a two atom basis,
displayed with different colors in Fig 3.1. This makes of the graphene honeycomb
lattice a bipartite lattice, a fact that strongly influences its electronic properties.
The electronic properties of graphene can be described in terms of a very elegant
and simple picture[94, 95] by means of the Dirac equation. Close to the Fermi en-
ergy, electrons in graphene behave as two dimensional relativistic massless particles,
the so called Dirac electrons. The energy bands are linear, E± = ±h̄vF |~k|, so that
the three dimensional plot of these two dimensional bands produces the so called
1some parts of this chapter are taken from the paper Synthetic Metals 210, 56-67 (2015)
17
CHAPTER 3. GRAPHENE, EDGE STATES AND TOPOLOGY
Dirac cones. The Brillouin zone associated to the honeycomb lattice is also hexag-
onal, and has a copy of these Dirac bands, located at the corners of the hexagon.
Only two of these so called valleys are actually non-equivalent. As a result, electrons
in graphene have an additional isospin, the valley.
All these properties are also expected for a wider class of material systems, the
graphene-like materials, that can also be described in terms of electrons moving in
a honeycomb lattice with just one orbital per site. An incomplete list of graphene-
like materials includes Silicene[96], Germanene[97], Stanene[98], Metallic organic
framework[99], hydrogenated Bi(111)[100], and artificial graphene lattices[101].
The purpose of this chapter is to review what is known about the fate of the Dirac
electrons at the edges, the boundaries of these otherwise endless two dimensional
crystals. In some instances Dirac electrons simply scatter at the edges but, very
often, graphene hosts edge states, i.e., states whose wave function are evanescent
in the direction perpendicular to the edge, and itinerant in the parallel direction.
Their energies are at, or close to, the Dirac point, and very often their wave functions
have peculiar properties, such as sublattice polarization, spin polarization or net spin
current, just to mention a few.
Edge states are particularly important when graphene is driven into what nowa-
days are known as topological insulator phases[102]. Historically, the first example
of this phase is associated to the Quantum Hall Effect (QHE)[93], observed in high
mobility two dimensional electron gases in semiconductor heterostructures. In these
systems, application of a sufficiently large magnetic field produces a discrete spec-
trum of Landau levels (LL) in the bulk states. This leads to an insulating state
when the Fermi energy lies in between the LL. Importantly, in that situation the
edges host chiral (or unidirectional) states that are ideal quantum conductors [103,
104], and are responsible of the perfect quantization of the Hall conductance[93].
Soon after the discovery of the QHE, it was shown by Thouless and coworkers
(TKNN[20]) that the Hall conductance could be expressed, using the conventional
linear response theory, in terms of a topological invariant[20, 21], the so called Chern
number C, associated to the Berry curvature of wave functions of the bulk states.
The prediction of other insulating phases with quantized edge transport due to
topological order without a net magnetic field is one of the greatest successes of
modern condensed matter theory. This includes the quantum spin Hall (QSH)[105,
106], and the quantum Anomalous Hall (QAH) phases, proposed in a seminal paper
by Haldane[107] where he showed how spinless fermions moving in a honeycomb
lattice exposed to a periodic magnetic field with no net flux would display quantized
Hall conductance, with topologically protected edge states.
The QSH phase was proposed by Kane and Mele[105, 106]. They found that in-
trinsic spin-orbit coupling would open a gap in graphene with non-trivial topological
order that would come accompanied by spin filtered[105] edge states robust with re-
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Figure 3.1: (a) Honeycomb lattice showing two types of edge, zigzag and armchair.
The two triangular sublattices, A and B, are displayed with fake color, red and blue.
The vectors of the Bravais lattice are also shown. (b) Brillouin zone associated to
the honeycomb lattice, including the plot of the two energy bands forming Dirac
cones in the neighborhood of K and K ′ points (see text)
spect to time reversal perturbations. Interestingly, the description of electrons with
spin-orbit coupling in graphene was mathematically identical to two independent
copies of the Haldane model, one per spin. They also introduced a Z2 topological
classification[106] of time-reversal invariant two dimensional systems, analogous to
the TKNN classification of quantum Hall states.
Subsequent computational work[108, 109] showed that the magnitude of the
intrinsic spin-orbit coupling in graphene was so small that would render the ob-
servation of the QSH phase almost impossible. However, there are graphene-like
materials, such as Silicene and other group IV honeycomb crystals, for which the
Kane Mele model applies[110] and for which these predictions are relevant. More
importantly, there is quite strong experimental evidence that the QSH phase has
been observed both in HgTe quantum wells[111] and inverted InAs/GaSb quantum
wells [112], both theoretically predicted to be QSH insulators[113, 114]
The role of Coulomb interactions can also affect dramatically the properties of
some of these edge states, in particular, whenever edge states produce a large density
of states at the Fermi energy, that makes them prone to Stoner instabilities. This is
the case of zigzag edge states for which ferromagnetic order is expected[115, 116, 117,
118, 118, 119, 120, 121, 122, 123, 124, 125]. The interplay between this magnetism,
spin-orbit interactions[126, 127, 128, 129] and the Quantum Hall phases[130] is a
very fascinating area of research that we also review here.
Apart from the previous examples, interfacial effects can also create topolog-
ically protected states. Some examples are driven by domain boundaries between
gapped graphene[131, 132], local electric edge fields[133, 134] or interfaces between
antiferromagnetic graphene and a superconductor.[135]
The basic real space model to study graphene consists on a single pz orbital
19
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Figure 3.2: Band structure obtained by all-electron (Elk) first principles calcu-
lation of graphene (a), and band structure with a nearest neighbor tight binding
model (b). Both electronic structures show the Dirac-like spectrum in the K and K’
valleys. Panel (c) shows the calculation of the density of states, showing the zero
DOS at Fermi level.
in a honeycomb lattice, having a honeycomb lattice. This tight binding model is
able to reproduce the low energy band structure obtained in first principles density
functional theory calculation Fig. 3.2. The Dirac like spectrum yields a zero density
of states at the Fermi level, at the same time as a linearly dependent DOS with the
energy. Within the tight binding model, the effective Dirac equation can be easily








0 kx + iκky
kx + iκky 0
)
(3.1)
In the upcoming section we will show different electronic properties that arise
from the unconventional Dirac electronic spectrum. We will also show how new
terms in the Hamiltonian lead to topological electronic states which show protected
charge transport. These together drives our motivation in Dirac like spectrum, and
will serve as a route map for oncoming chapters.
3.2 Tight binding model for graphene and graphene-
like materials
A material is said to be graphene-like if its quantum states can be described in terms
of a tight-binding model that describes electrons hopping in a honeycomb lattice
with a single state per site. In the case of graphene, Silicene, etc, the site would be
a group IV atom, and the state would be pz orbital. Within this model, electrons
can hop to their first neighbor atoms, with a hopping amplitude t, that takes a
value of t ' 2.7eV[94] in the case of graphene. The tight-binding approach can also
include the effect of magnetic fields by means of the so called Peierls substitution.
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Basically, the effect of the magnetic field consists on multiplying by a phase the






~A · d~r (3.2)
and ~A is the vector potential applied to the system.
Figure 3.3: Structure of a triangular graphene island with armchair edges (a), and
density of states obtained with a tight binding model (b). Due to finite size effects,
the spectrum is made of confined modes that have site dependent spectral densities
depending on their energy (c,d)
Within the tight binding framework it is simple to study the electronic spectrum
finite size systems as well as two dimensional graphene. As an example we shown
in Fig.3.3 a triangular armchair graphene island and its density of states. Due to
finite size effect, the spectrum is not continuous in energy, but it resembles the
DOS of bulk pristine graphene. A effect that will show up in finite systems are
that the density of states is site dependent, which can be understood in terms of
the normal modes of the system. This last effect will be crucial when dealing with
zigzag ribbons, that have strongly localized states at zero energy. In the particular
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case of this island the effect is way smother, and it appears as different spectral
densities depending on the energy chosen (Fig.3.3)
3.2.1 Bloch and Dirac Hamiltonians
The honeycomb lattice of bulk graphene can be treated as two interpenetrating
triangular lattices, that we label as A and B and assign them the red and blue color
in Fig. 3.1. Thus, the honeycomb lattice is a triangular lattice with two atoms per









where t is the first neighbor hopping, ∆ is the so called mass term that is present
whenever there is a sublattice symmetry breaking perturbation and it is assumed to
vanish in the case of freestanding graphene, f(~k) = 1+ei~k·~a1 +ei~k·~a2 is the form factor









where a is the unit cell spacing, which coincides with the second
neighbor distance and it satisfies the relation a =
√
3aCC with the first neighbor
distance. The resulting energy bands, ε±(~k) = ±
√
|∆2 |2 + |tf(~k|2 are shown in Fig.
3.1b for the ∆ = 0 case relevant for graphene , and feature the so called Dirac cones
at the corners of the hexagonal Brillouin Zone. Valence and conduction band meet
at the so called Dirac point, which coincides with the Fermi energy at half filling. At
this point we introduce the concept of sublattice as a pseudo spin degree of freedom.
For that matter, we can write down the Bloch Hamiltonian in terms of the Pauli





+ ∆2 σz =
~h · ~σ (3.4)
This notation makes it apparent that the Bloch states of graphene, that we can





. Actually, for ∆ = 0, those states are
analogous to the eigenstates of a pseudo spin under the influence of an in-plane
magnetic field.
As a result, the projection of their wave functions over the two sublattices have
the same weight |φA| = |φB|. In other words, the bulk states of graphene are sub-
lattice unpolarized.
In the neighborhood of the K and K ′ points, denoted by the label τz = ±1, it
is convenient to Taylor expand the Bloch Hamiltonian to obtain the so called Dirac
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Hamiltonian:
H0(~q) = h̄vF (qxσx + τzqyσy) +
∆
2 σz (3.5)
where ~q ≡ ~k− ~Kτ and vF = 3taCC/2h̄, Many of the low energy properties of graphene
can be understood in terms of the previous continuous model.
3.2.2 Spin dependent terms
The spin plays a crucial role in most of the edge state physics in graphene and
graphene-like systems. The Hamiltonian of electrons in graphene can have up to




~B · ~σ (3.6)
where g ' 2.
The other term is spin orbit coupling (SOC). The original atomic spin-orbit term,
λ~S · ~L, has a vanishing value on the pz. However, higher order processes involving
orbitals from the px and py manifold, or even from the d manifold,[136] will add an
effective SOC term to the Hamiltonian.
Whereas a constructive procedure has not been derived in general, the following
Hamiltonian postulated by Kane and Mele, reproduces all the important properties







double angle brackets denote second neighbors summation, σ = ±1 are the spin
projections (along the axis perpendicular to the crystal plane) and ναβ = +(−)1 for
clockwise (anticlockwise) second neighbor hopping.
When added to the first-neighbor hopping Hamiltonian, the Kane-Mele term
opens a band-gap ∆SOC = 6
√
3tKM at the Dirac points. Thus, SOC would turn
graphene into a gapped material and, as it was also found out by Kane and Mele,
of a very special nature. In contrast with most of the band insulators, graphene
was predicted to be a quantum Spin Hall insulator, i.e., topologically different from
vacuum. A dramatic consequence of the topological non-triviality of the QSH phase
is the existence of chiral edge states in graphene.
At first sight, it is somewhat surprising that in the Kane-Mele spin-orbit coupling
Hamiltonian, Sz is a good quantum number, [HKM , Sz] = 0. Mirror symmetry is
the ultimate cause of this conservation law, which can also be understood as follows.
Spin-flip terms S+L− + S−L+ connect the π orbitals with the px,y orbitals. Thus,
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the effective Hamiltonian has to include these processes in couples, so that the π
electron with spin ↑ couples to a state px + ipy with spin ↓ and then return to
the original state, preserving the spin thereby. In addition, density function theory
calculations shows[136] that even though the low energy properties are dominated
by the pz orbitals, the SOC contribution comes also from the d manifold. Actually,
this contribution turns out to be even bigger than the one from the p manifold.
Whenever mirror symmetry is broken, due to application of an external off-plane
electric field, or due to interaction with the substrate, another spin orbit coupling




~E · (~rij × ~σ)s,s′ c
†
iscjs′ (3.8)
where ~rij is unit vector along the bond between the carbon sites i and j, ~σ are the
spin Pauli matrices and ~E is a vector related to inversion symmetry breaking of
the graphene lattice, such as an off-plane electric field[108]. The Rashba spin orbit
coupling does not commute with Sz.
3.2.3 Coulomb interaction
In general, electron-electron interactions play a secondary role in the electronic prop-
erties of graphene and graphene-like systems[137], whose defining properties are
captured by the tight-binding model presented above. However, in those instances
where the single-particle spectrum has a large degeneracy, such as the case of zigzag
edge states as well as the bulk LL, interactions can have a strong effect. In order to
model electron-electron interactions, two approximations are often employed. First,






where the sum runs over the sites i of the lattice. The resulting Hubbard model
can not be solved exactly, except in a monostrand one dimensional chain. Thus,
very often the model is treated at the mean field approximation, where the exact
Hamiltonian is replaced by an effective Hamiltonian
HMF = HHartree +HFock (3.10)
where
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so that electrons interact with an external field that is self-consistently calculated.
In most of papers[115, 116, 120, 122, 138, 124, 125, 127, 139] an additional approxi-
mation has been used, that assumes a collinear magnetization so that the Fock term
vanishes. However, instances in which this is not the case are very interesting and
also reviewed here[130].
3.2.4 Calculation method for edge states
Two methods are normally used to compute edge states starting from a tight-binding
Hamiltonian. In most instances we compute the energy bands of a so called graphene
ribbon, a one dimensional crystal with two edges [140]. When the width of the
ribbon is sufficiently large, compared to the penetration length of the edge states,
the interactions between the edges are negligible, allowing to study the properties of
the edge states. Graphene ribbons are interesting by their own sake, and there has
been enormous progress in the fabrication of ribbons with smooth edges[141, 142,
143, 144, 145], so that inter-edge coupling is also an interesting topic[146, 116, 117,
119, 122, 138, 124, 125, 127, 129, 145].
A second strategy to calculate edge states is to calculate the Green’s function
of a semi-infinite two dimensional crystal using the recursion method. Using the
translation invariance along the direction parallel to the edge, it is possible to write
the Hamiltonian of the semi-infinite crystal as a one dimensional semi-infinite crystal
whose effective Hamiltonian depends on the transverse wave vector k. By so doing,
the conventional Green’s function techniques[147] normally used to deal with 1D
problems can be used. In particular, the Green’s function of the unit cell in the
semi-infinite crystal reads:
G(k,E) = (E − h0(k)− Σ(k,E) + iε) (3.13)
where Σ(k) is the self-energy induced by the coupling to the rest of the crystal:
Σ(k,E) = t(k)G(k,E)t†(k) (3.14)
where h0(k) and t(k) are the intracell and intercell matrices of the Block Hamilto-
nian. Equations (3.13) and (3.14) define a set of non-linear coupled matrix equations
that is solved by numerical iteration. Once the surface Green’s function is derived,
the density of states can be obtained through ρ(k,E) = − 1
π
Im (G(k,E)). Contour
plots in the k,E plane can reveal the existence of in-gap edge states, as shown below.
Most of the results presented in this chapter reproduce existing results of the
literature. However, we have re-computed most of them using a home-made code,
Quantum Honeycomp (see chapter 12) a package that computes the electronic
properties of honeycomb tight-binding models in one dimension, including the cou-
plings to the magnetic field (eqs. (3.2,3.6), the spin-orbit couplings (eqs. (3.7,3.8))
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as well as the mean field Hubbard terms in the non-collinear approximation (eqs.
(3.11,3.12) ). The code is available online[89] and has a graphical user interface that
permits a simple use by non-experts.
3.3 Zigzag edge states
We now review the properties of the simplest type of edge state in graphene, the
so called zigzag edge states. Figure 3.1a shows the two simplest types of edges
in graphene, the so called armchair and zigzag. Of course, other terminations are
possible in principle[139], but we shall not discuss them here. As we show now, the
zigzag terminations host E = 0 energy states, whereas the armchair terminations
do not. The ultimate reason for these states is sublattice polarization. Firstly, the
zigzag edges present a very strong sublattice imbalance. Secondly all the atoms
of a given zigzag edge belong to the same sublattice. This turns out to be a very
important property that leads to the existence of E = 0 evanescent states. This can
be seen in several ways.
3.3.1 Effective mass description of Zigzag edge states
A quick and simple argument for the existence of mid-gap E = 0 edge states in
graphene can be obtained using the effective mass Hamiltonian from eq. (3.19) tak-





in which the wave
function lives only in one sublattice. It is apparent that φ0(x) = e−qx satisfies the
Dirac equation. Therefore, the localization length can be written as λ = q−1, is max-
imal for the Dirac point, q = 0, and decreases (the state becomes more localized) as
q increases. A more complete analysis along this line, including the calculation of the
inter edge coupling in the case of graphene ribbons, can be found in the seminal work
of Brey and Fertig[146]. The validity of the effective mass approximation to describe
states abrupt perturbations, such as an edge, is questionable a priori. However the
results of this approximation compare well with the tight-binding results[146].
3.3.2 Tight-binding description of Zigzag edge states
The existence of an E = 0 edge state was first inferred from the calculation of
the energy bands of a zigzag graphene ribbon in the early work of Nakada and
coworkers[140]. Direct diagonalization of the TB Hamiltonian yields the energy
bands that we show in figure (3.4b). Two types of bands are seen: confined bulk
modes, that have a gap, and two flat bands with E ' 0 corresponding to states
localized at the two edges of the ribbon. Small departures of their energy from
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E = 0 are related to inter edge hybridization. This occurs because the edge wave
function associated to a given edge lives in the opposite sublattice than the edge
state coming from the opposite edge. An important property of the electronic states
of zigzag ribbons is that they do not mix valleys[146]. Actually, the confined bulk
modes are cuts of the two Dirac cones, whereas the E ' 0 flat bands join the
otherwise disconnected valleys.
The E = 0 wave function of a single edge can be worked out analytically[140].






where m = 1, 2, .. labels the A atoms starting from the edge along
an armchair row. This wave function is only normalized if ka > 2π3 , i.e., between
the Dirac points and the Γ point, which naturally explains the results of figure
3.4b. An expansion of the wave function coefficient around the Dirac point gives an
exponential decay, similar to the one obtained using the Dirac Hamiltonian.
Figure 3.4: (a) Calculated magnetic moments Zigzag edge states for a graphene
ribbon with N = 20 atoms in the unit cell, both in the AF and FM configurations,
using the meant field Hubbard model with U = t. Energy bands for the non-
interacting (b), and the AF (c) and FM (d) solutions for a ribbon with N = 40
atoms in the unit cell. The color red (blue) denotes spin up (down), notice that in
figure (a) only one of the spins are visible but the degeneracy is two for the whole
spectrum.
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3.3.3 Zero modes in bipartite lattices
The zero modes of the zigzag edge can be understood in a broader context. A one
orbital tight-binding Hamiltonian defined on any bipartite lattice, with a number of
atoms in one lattice larger than in the other (NA > NB), has least
NZ = |NA −NB| (3.15)
states with zero energy whose wave function is localized in the A (majority) sub-
lattice[148]. Three standard examples of systems with sublattice imbalance would
be graphene with a vacancy[149], semi-infinite graphene with a zigzag edge and a
triangular graphene island with zigzag edges[120].
The proof of this theorem goes as follows. For a bipartite lattice, the Schrodinger




HbaΦa = EΦb (3.16)
In order to verify the theorem, we take E = 0 and φb = 0 for the NB sites of
the lattice, so that we are left with an undetermined linear homogeneous system of
equations, ∑aHbaΦa = 0, with NA variables, the components of the wave function
on the majority sublattice, but only NB equations. There are an infinity of such
solutions, which form a vector space, whose dimension is the difference between the
number of unknowns NA and the rank of the matrix of the system, NB. This vector
space is the one of the E = 0 modes enunciated in the theorem.
In the case of a bipartite lattice with a constant staggered potential, such that
all A (B) atoms have an on-site energy ∆2 (
−∆
2 ) the theorem can be also applied,
but now the ”zero modes’ have energy ±∆2 , depending on which one is the majority
sublattice[150], and they are still entirely localized on a single sublattice.
A dramatic example of E = 0 edge states is provided by triangular graphene
nano islands with zigzag edges[120], shown in figure 3.5. A remarkable feature of
this class of systems is that their sublattice imbalance scales with size, and so it
does the number of E = 0 states. So, the triangular islands can have strict E = 0
states, even for small systems. The smallest of such systems has an odd number of
N = 13 atoms, so that it has to have a sublattice imbalance, NA−NB = 1. But the
second of such structures has an even number of atoms, N = 22, which would permit
to build many structures with NA = NB such as pentancene , yet the triangulate
has NA − NB = 2 and, thereby two mid-gap E = 0 states. Inspection of the
wave function reveal that their wave functions have more weight on the edges[120].
Another example of E = 0 edge state is provided by the minimal edge that can be
devised, the one created by a single vacancy. The theorem warrants the existence
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of a E = 0 state. The lack of a gap in graphene turns this E = 0 state into a
resonance[] whose amplitude decays . In the case the quantum spin Hall phase,
where a non-trivial gap is open, the vacancy creates a real mid-gap state with a
normalizable wave function[151]. In both cases, the vacancy localizes an electron
It must be stressed that the theorem of eq. (3.15) gives the minimal number of
zero modes of a given structure. As discussed by Koshino and coworkers[152], the
presence of symmetries in the Hamiltonian that commute with the chiral symmetry,
the one responsible of the electron-hole symmetry and other features of bipartite
Hamiltonians, can increase the number of zero modes if the invariant subspaces
associated to that symmetry have their own sublattice imbalance. As a result,
structures with a global null sublattice imbalance still have zero energy states[153].
3.3.4 Edge magnetism: mean field Hubbard model
The E = 0 states discussed in the previous subsection play a very important role in
graphene because, at half filling, the Fermi energy lies exactly at E = 0. Actually,
in a system with NA + NB atoms at half filling, with NA > NB, the number of
bound states with E < 0 is NB, so that the valence band hosts 2NB. If we write
the number of electrons N = NA + NB = NZ + 2NB, it is apparent that the in-
gap E = 0 states are half-full. Given that the wave functions of the E = 0 states
overlap in space, the Coulomb interactions are expected to favor ferromagnetic spin
correlations, very much like in open shell atoms. In a solid state physics parlance,
the presence of edge states creates a large density of states at the Fermi energy.
Therefore, Coulomb interactions could result in a Stoner instability that produces
ferromagnetic order.
These hand-waving arguments can be put on a very firm basis. Density func-
tional theory (DFT) calculations have shown that zigzag edges are indeed ferro-
magnetic[117, 119, 120]. In the case of graphene ribbons, the magnetization of the
edges affects the otherwise flat edge bands, which become dispersive. When the
magnetization of the edges is (anti)parallel, the so called (anti)ferromagnetic con-
figuration, the ribbon is (non) conducting. The change of the conduction properties
of a zigzag graphene ribbon with the relative orientation of the edge magnetization
inspired the proposal of a graphene based spin valve[123, 124] as well as a Silicene
spin valve[154].
Interestingly, the description of the magnetic order in graphene ribbon using
the mean field approximation of the Hubbard model[122, 138] gave results very
similar to those of DFT and, in addition, provided analytic insight on origin of the
magnetization induced dispersion as well as a treatable description of the evolution
of magnetism away from half filling[155] . The difference between the U = 0 bands
(fig. (3.4b)) and the U 6= 0 bands (fig. (3.4c,d)) is known as the interaction self-
energy. In the case of the AF configuration, the self-energy is non zero only for
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the two edge bands, so that it can be calculated analytically[122]. In that case
the self-energy is a dimension two matrix and it has both intra-edge and inter-edge
contributions. The former gives rise to the spin splitting of the band states close
to the Γ point k = π and is thereby identical for the AF and FM solutions. As
we move away from the Γ point towards the valleys, the wave functions become
more dellocalized and the inter-edge contribution to the self-energy takes over and,
depending on the relative orientation of the edge magnetic moments a gap opens
(AF) or a spin polarized conducting channel remains open at each valley (FM).
The results of the mean field Hubbard model calculations for the ferromagnetic
(FM) and antiferromagnetic (FM) for a graphene ribbon are shown in figure (3.4),
taking U = t for a ribbon with N = 40 atoms. For this value of U/t = 1 the
magnetization of the edge atoms is 0.15µB, three times smaller than the magnetic
moment of Nickel atoms in ferromagnetic Nickel. The magnetization of non-edge
atoms is much smaller and decays exponentially as a function to the distance to the
edge. Within the same mean field Hubbard model, it would take a value of U larger
than 2.2t, to produce magnetic order in the bulk honeycomb lattice, which would
be antiferromagnetic (AF). More sophisticated approximations, such as quantum
Monte Carlo, push the critical value of U to even higher values[156]. In the case
of edge atoms, the mean field magnetization is non-zero for any positive value of
U [115].
In the case of triangular graphene islands, both density functional calculations
and mean field Hubbard model calculations yield very similar results[120]. Tri-
angular islands whose single particle spectrum has NZ zero energy states develop
edge magnetism with SZ = NZ2 , as if these systems were following the atomic Hund
rule[120]. Actually, in the case of the Hubbard model, Lieb demonstrated the fol-
lowing theorem[157]: the spin S of the ground state of a Hubbard model defined in a
bipartite lattice, at half filling, is given by S = NA−NB2 . Thus, the mean field approx-
imation is, in some sense, compatible with the Lieb theorem, but it is important to
keep in mind the differences between the broken symmetry mean field solutions and
the exact solutions. In the case of graphene ribbons, the AF configuration has lower
energy than the FM solution, which very often is said to be in agreement with the
Lieb theorem, but the exact solution with S = 0 would have a vanishing magnetic
moment at each edge, whereas the mean field AF solution the net magnetization
vanishes, but not the local magnetization.
A last interesting effect in graphene islands is when spin orbit coupling effects
are turned on. In the case of graphene, a Rashba-like spin orbit coupling can be
tuned by applying an off-plane electric field so it will be the one we will consider. In
this situation, the spin mixing effect of SOC can favor a non-collinear configuration
of the edge moments as shown in Fig. 3.5c,d. The reason for this behavior is simply
that Rashba coupling favors magnetization in-plane and perpendicular to the edge.
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Figure 3.5: (a) Non-interacting (U = 0) energy levels for the N = 22 triangulene,
Notice the two states with E = 0. (b) Calculated magnetization, within the mean
field Hubbard model with U = t. The self-consistent solution has two unpaired elec-
trons (Sz = 2) whose magnetization goes predominantly to the majority sublattice
atoms (shown in red) at the edges. Moving now to a bigger triangular island, when
SOC are turned on in the form of Rashba coupling, selfconsistent spectrum still
yields spin splitting (c), but the edge magnetic can no longer be collinear, forming
a spiral along the edge (d).
Since the in-plane normal to the edge changes in the different edges, the magnetic
moments tend to form a spiral.
3.3.5 Beyond the mean field Hubbard model
The mean field theory of the Hubbard model provides a handy first description of the
magnetic properties of the edges of graphene and graphene-like materials. However,
this approach has several well known shortcomings. For instance, the long-range
tail of Coulomb interactions in graphene should be poorly screened. Therefore, non-
local exchange effects are missed both by mean field Hubbard approximation and
DFT calculations based on local density approximations. A proper treatment of
non-local exchange[158] shows that magnetic features are further stabilized, both
for intra-edge and inter edge exchange.
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Both local and non-local mean field approximations ignore spin dynamics and
the fact that long-range order is not possible in one dimension. The spin waves of the
magnetically ordered zigzag ribbon were calculated within the RPA approximation
for the Hubbard model by Wakabayashi and coworkers[116] who found gap-less Gold-
stone modes, as expected. In consequence, long-range order should be suppressed.
Therefore, at finite temperature intra-edge spins correlations are expected to sur-
vive up to a temperature dependent spin correlation length that was computed by
Yazyev and Katsnelson[159]. At room temperature the magnetic correlation length
was estimated to be 1nm.
Within the mean field approximation the Fermi liquid picture of quasiparticles
remains intact. However, in one dimension, interactions are expected to fully renor-
malize the one-particle bands, and strongly correlated phenomena such as spin-
charge separation are expected to occur. This scenario has been considered for
the case of quantum Hall edge states[160], as well as the quantum Spin Hall edge
states[126] and more recently for the case of ferromagnetic zigzag edges as well[161].
3.4 Quantum Hall phase
In this section we discuss a totally different type of edge states. They arise in
graphene when a magnetic field is applied perpendicular to its surface, they are
extended much more than a few unit cells, and they can live in all types of edges,
not only at zigzag boundaries. These edge states are associated to the so called
Quantum Hall state, which shows a bulk insulating behavior together with perfectly
conducting edge transport. In a classical naive picture, bulk insulating behavior is
associated to electrons performing closed orbits, whereas the edge electrons are able
to move forward in the so called skipping orbits by bouncing on the interface.
Nevertheless, the quantum mechanical treatment gives a much richer understand-
ing of QHE. Bulk localization is associated to the emergence of the so called Landau
levels (LL), with a discrete spectrum that replaces the energy bands and localized
wave functions. The perfectly quantized edge conductance can be understood by
taking into account the non-trivial topology of the bulk states as well as the bulk to
edge correspondence.
The role of topology can be seen as follows. Both vacuum, or of that matter
any trivial insulator, and the quantum Hall state are insulators. However, there is
no way to change the parameters in their Hamiltonians to turn one into the other
without closing the band gap. Therefore, the space of Hamiltonians generated by
changing parameters in the trivial and quantum Hall insulators, without closing the
gap, gives rise to (at least) two disconnected classes of insulating Hamiltonians that
can not be deformed one into each other without passing through a gapless state.
As a consequence, at the physical interface between two materials described with
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Hamiltonians that belong to these two different classes there must be a conducting
state. The general argument does not only apply to the quantum Hall state, but
also to a large amount of different systems known as topological insulators. In the
next sections of this review, we shall discuss also some of them in the context of
graphene.
3.4.1 Electronic states
The description of the electronic states of graphene in a constant magnetic field
starts with the choice of a vector potential ~A = B(−y, 0, 0) to be inserted in eq.
(3.2), so that the original periodicity of the crystal is only preserved along the x
direction. As a result, the TB description of graphene under a magnetic field is very
often restricted to one dimensional stripes which permits to study the bulk and edge
states on equal footing. In a tight binding model this minimal coupling is realized







which is lB = 25.7nm for B = 1T . For a sufficiently high magnetic field the
magnetic length is much smaller than the width of the system W . In that situation,
the bulk quantum states become localized, giving rise to LL, but the edge states are
dispersive, as shown in figure (3.6) obtained by numerical diagonalization of the TB
Hamiltonian for a 1D stripe with zigzag edges (3.6a) and armchair edges (3.6b).
Although pristine graphene does not show a band gap, it is interesting to note
the different effects that two masses have on the Landau spectra. For the sake
of simplicity will focus on the spinless case. In such situation, the two different
masses that can be induced in the honeycomb lattice are a sublattice imbalance,
and a Haldane mass by second neighbor imaginary hopping. The first case opens
up a trivial gap, whereas the second one opens up a topological gap. In the Landau
spectrum, the two different mechanisms create different splittings in the zero Landau
level. In particular, sublattice imbalance creates a valley dependent splitting of the
zero Landau level, whereas the Haldane mass creates a splitting with the same sign
on both valleys. This can be clearly seen in Figs.3.6c,d, where it is shown the spectral
function projected on the bulk of a wide Quantum Hall bar, calculated using the
Kernel polynomial method. The mathematical reason for this tow different splittings
of the mass will be easily understood in terms of the analytic model.
The spread of the edge wave functions depends on their energy with respect to
their reference Landau level[132], scales with lB and is thereby much larger than the
spread of theB = 0 zigzag edge states discussed in the previous section. Importantly,
in the case of zigzag edges, both the magnetic edge states and the E = 0 edge states
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coexist. Actually, inspection of the wave functions show that, at a given valley, the
two bands with E = 0 bands shown in fig.(3.6a) correspond both to the n = 0
Landau level in that valley and the edge state.
Figure 3.6: LL for zigzag (a) and armchair (b) ribbons. Band structure for a
graphene ribbon with orbital magnetic field. The color code means red and blue
for the edges and green denotes the bulk states. Bulk spectral function for gapped
graphene (c,d), for two different gaps: sublattice imbalance (c), and Haldane gap (d),
showing the different sign of splitting of the 0LL depending on the mass type. Panels
(c,d) are calculated by applying the kernel polynomial method (see 13), calculating
the k-resolved DOS on the bulk of a ribbon.
Further insight of these results can be obtained within the so called effective
mass description, that can be formally derived from the kp theory of the energy
bands. This technique had tremendous importance in the description of semicon-
ductors[162]. In practical matters, it amounts to replace ~q in equation (3.5) by
the momentum operator. By so doing, we obtain an effective mass Hamiltonian
isomorphic to the Dirac Hamiltonian at each valley:[163]
Hτ = vF (Πxσx + τΠyσy) + ∆σz, (3.18)
where ~Π ≡ ~p− e ~A is the canonical momentum operator, vF = 3taCC/2h̄, ~σ are the
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Pauli matrices describing the graphene sublattice degree of freedom and τ = ±1
describes the valley index.
In the case of constant magnetic field perpendicular to the plane this Hamiltonian
can be solved exactly. Using the transnational invariance along the x direction, we
can assume its eigenfunctions are products eikxx~φn(kx, y) which permits replacing the
operator px by the quantum number h̄kx in Eq. (3.18). The Schrodinger equation
becomes then a problem of two first order differential equations in one dimension:
Hτ = vF (h̄kx − eBy)σx + τvFpyσy) +
∆
2 σz (3.19)







and P ≡ lB
h̄




(Q(kx) + iP ) , (3.20)
which satisfy bosonic commutation relations [α(kx), α(kx)†] = 1. Using these oper-
ators, the Hamiltonian (3.19) for valley τ = −1 can be written as:









where σ± = σx ± iσy where we have defined h̄ω02 ≡
h̄vF
lB
. For τ = +1 we have to ex-
change α and α†. This model is mathematically equivalent to the Jaynes-Cummings
model in quantum optics describing a two level system coupled to a bosonic mode.
The resulting eigenfunctions and eigenvalues have the following properties [164, 165,




∆2 + 12 (h̄ω0)
2N (3.22)
with N a strictly positive integer. This spectrum comes with a twofold valley
degeneracy, in addition to the twofold spin degeneracy. Notice, that for ∆ = 0 the
Landau level spectrum for Dirac particles scales with
√
NB, in contrast to the linear
scaling of Schrodinger particles, that can be retrieved in the limit of very large ∆.
In addition to the states described with eq. (3.22), there is one zero mode per












For ∆ = 0, these zero mode would be degenerate at E = 0. Importantly, the bulk
Dirac-Landau levels obtained analytically from the effective mass approach are in
very good agreement with the tight-binding calculation. For the edge states it is
also possible to work out the kp theory[166], but this goes beyond the scope of this
review.
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3.4.2 Topological origin of the edge states
As we anticipated at the beginning of this section, in the context of the non trivial
topology of the band structure, the edge currents are just protected interface states
in a boundary between two insulators with topologically inequivalent ground states.
Moreover, the perfect conductance of this state, is a result of the relation between









of the Berry curvature Ω
Ω = i
(
∂kx〈Ψ|∂ky |Ψ〉 − ∂ky〈Ψ|∂kx|Ψ〉
)
(3.26)
which acts as an anomalous term in the velocity.
The Chern number of normal insulators is C = 0. In contrast, the Chern number
of the quantum Hall state is an integer different from zero[167], which results in the
quantization of the Hall conductance.
In the case of interfaces between two different quantum Hall states, the previous
interpretation gives a simple way to predict the number of edge states. For an
interface between a first system with Chern number C1 and a second system with
Chern number C2, the number of protected edge states is simply |C1 − C2|.
In the quantum Hall regime, the lack of edge states when a sublattice imbal-
ance mass gap opens at half-filling[168, 160, 130], accounts for C = 0 and can be
rationalized in terms of adiabatic evolution of the massive Dirac Hamiltonian from
B = 0. Taking the half-filled case as a reference, the total Chern number away from
half filling can be calculated by adding one unit for each Dirac Landau level crossed
by the Fermi energy as we move it up, including the valley and spin degeneracy.
Conversely, if we consider hole doping, the Chern number becomes negative as we
move the Fermi energy down in energy. For example, starting from half filling filling
the electron n = 0 Landau level gives C = 1 per spin channel, as can be observed in
Fig. 4. Analogously, un-filling the hole n = 0 level gives a total C = −1, per spin
channel. This will lead to remarkable phenomena when dealing with spin polarized
systems. As we discuss below, different fillings for the up and down channels, can
give rise to a very special type of quantum spin Hall effect[168].
A final remark is that vacancies in a system with the Quantum Hall state can be
understood as tiny boundaries. In the case of a graphene lattice which has a single
missing atom, the spectral function close to the missing site shows additional peaks
36
3.4. QUANTUM HALL PHASE
Figure 3.7: Sketch of pristine (a) and single hydrogenated graphene (b), the later
being equivalent to a missing atom in the honeycomb lattice. When magnetic field is
applied, calculation of the spectral function shows that a set of Landau levels shown
up (c), and bound states close to the vacancy (d). Panel (e) shows the partition of
the lattice considered in the computational method to study the vacancy in quantum
Hall regime.
Apart from the one that arise due to Landau quantization. This can be seen clearly
in Fig. 3.7 where the spectral function in the bulk of graphene bar is shown. In
the first case (Fig. 3.7a,c) the bulk is pristine graphene, and therefore shows poles
that evolve with the magnetic field as
√
(Bn). In comparison, when a single atom
is introduced, an additional set of poles appear (Fig. 3.7b,d), located between the
ones of the bulks Landau levels. Those states correspond to bound states of the
defect, and when the hole becomes bigger will turn into the dispersive edge band.
The method to get the spectrum of this system relies on solving the Dyson equation
for a single impurity in an infinite ribbon G = (E −H0 − ΣR − ΣL)−1 (Fig. 3.7e),
where the two leads are pristine. Afterwards, the Green function is projected onto
the proximity of the vacancy to avoid the edge states contribution.
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3.5 Quantum Anomalous Hall phase
Another kind of topologically non-trivial quantized phase is the so called Quantum
Anomalous Hall (QAH) phase. This topologically insulating phase has properties
analogous to those of the quantum Hall phase, including chiral edge states for which
backscattering is impossible, and breaking of time reversal symmetry. However, the
QAH phase is driven by internal degrees of freedom and interactions, such as spin-
orbit coupling and exchange, rather than by the application of an external magnetic
field. The fabrication of materials showing this phase has enormous potential since
they are expected to show a perfect edge conductance as the quantum Hall state,
but without the drawback of having to apply large magnetic fields[].
Two important graphene related models present the QAH phase. First, the
Haldane model for spinless fermions moving in a honeycomb lattice[107]. Second,
graphene perturbed both with a Rashba spin-orbit interaction and subject to an
exchange field that couples to the off-plane spin component [169, 170].
3.5.1 Haldane model for QAH
The toy model proposed by Haldane[107] consists of a honeycomb lattice in which
there are local magnetic fields of different sign within the hexagon, but whose flux
over it is zero. This gives rise to an imaginary second neighbor hopping, which
accounts for the local magnetic fields:










· ẑ is the chirality of the path of the second neighbor hopping,
where ~d1,2 are defined as follows: for a given pair of second neighbor atoms i and
j, with a common first neighbor k, ~d1,2 are the unit vectors along the bonds ik, kj,
respectively.
In this model, the bulk is characterized by a gapped spectrum as shown in
(Fig.3.8a). A kp expansion of the t2 term around the Dirac point would yield the




where the mass can be written as a valley dependent object, ∆QAH1 = 3
√
3τz, in
contrast with eq. (3.5). This has a very important consequence. The Chern number
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Figure 3.8: Quantum Anomalous Hall phase in two toy models. Left panels:
Haldane model[107]. Right panels: model proposed by Qiao and coworkers[169].
Panels (a,b): Bulk density of states showing a gapped spectrum resolved in the kx
Panels (c,d): band structure of an armchair ribbon system for the same two models,
showing that in addition to the gapped bulk states, gap-less edge states show up.
Panels (e,f): density of states in the armchair edge of a semi-infinite plane, showing
a coexistence of bulk and one-way edge modes, calculated using the Green’s function
approach.
Therefore, in the Haldane model both valleys contribute with a Chern number with
the same sign that sum C = 1, whereas in graphene with a trivial gap, opened with
a term that breaks sublattice symmetry, the two valleys contribute with a Chern
number with opposite sign, that give C = 0.
From the C = 1 for the Haldane model we expect the existence of a chiral edge
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band. This is seen in the spectrum of a ribbon with armchair edges as in-gap chiral
state in (Fig.3.8c), together with the confined modes (in green). The chiral character
of the edge states prevents backscattering. Therefore, the Haldane model describes a
phenomenology identical to the quantum Hall phase, but without the presence of flat
Landau levels in the bulk. In addition, a generalization of the Haldane model played
a crucial role in the proposal in the proposal of the quantum Spin Hall phase[105,
106], as we discuss below.
3.5.2 Exchange plus Rashba model for QAH
A more realistic model describing another realization of the quantum anomalous Hall
state in graphene was proposed by Qiao and coworkers[169, 170]. In their model
they describe electrons in graphene including both the Rashba spin-orbit term (eq.
(3.8)) and exchange fields that splits the spin along the off-plane direction:




A qualitative understanding of how these two terms open a gap in the bulk structure,
can be gained from the following argument. The off-plane exchange field will split
the Dirac cones[169, 170], so that the ↑ and ↓ cones are degenerate on a circle in
momentum space that, at half filling, corresponds to the Fermi circle. The Rashba
term couples ↑ and ↓, opening a band gap in the Fermi circle.
The kx resolved bulk DOS shows again a gapped spectrum (Fig.3.8b). However
for a finite ribbon, several bands crossing the Fermi energy appear (Fig.3.8d). From
those four bands that appear in the ribbon, two of them are located in one edge of
the ribbon and two in the other. This becomes clear calculating the DOS on the
edges, showing also that the two bands present are co-propagating, thus yielding a
protection against back-scattering as in the Haldane model. The Chern number of
this is system is C = 2,[172] in agreement with the two states per edge observed in
Fig. 3.8d.
There are several proposals to modify graphene so that it is described by Hamil-
tonian (eq. (3.30)), including the use of ferromagnetic substrates,[173] magnetic
ad-atoms,[174] and even antiferromagnetic substrates[175]. Finally, a similar
QAH can be obtained in graphene [176] by replacing the Rashba-like term by a
topological spin texture known as skyrmion.
3.6 Quantum Spin Hall phase
The prediction[105, 106, 113] and discovery[111] of the Quantum Spin Hall phase
boosted the research field of topological insulators. Very much like the QH and QAH
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phases, the QSH phase has an insulating bulk and conducting chiral edge states
which, in contrast with the QH and QAH case, have well defined spin chirality:
a given edge hosts two counter-propagating states with opposite spin projection,
which has potential for spin electronics applications[177, 178]. Here we discuss two
of the pioneer proposals for the QSH, both of them based on graphene. In the first
one, Kane and Mele proposed[105, 106] that intrinsic spin-orbit coupling would turn
graphene into QSH. Unlike the QH and QAH, this system would be time reversal
invariant. The second proposal, by Abanin and coworkers[168] is rather special:
ferromagnetic order of the QH phase in graphene at half filling, for which C = 0,
would results in a QSH phase, with C↑ = −C↓ = +1, but with time reversal symmetry
clearly broken. We now review the most remarkable features of the edge states of
these two fascinating QSH states.
3.6.1 QSH driven by spin-orbit
The influence of atomic spin-orbit coupling on the Dirac bands, formed by Lz = 0
atomic orbitals, is subtle: to lowest order, the atomic spin orbit coupling λ~L ·
~S within the p-manifold has no effect at all. Second order interband scattering
gives the first non-zero contribution but it is not obvious how to include it in the
Hamiltonian. Further work,[136] showed that inclusion of d−channels lead to a first
order contribution in SOC. In their seminal work, based on symmetry considerations,
Kane and Mele postulated that the effective Hamiltonian for SOC in the subspace
of the π orbitals would be given by a spin dependent second neighbor hopping, eq.
(3.7), which turns out to be mathematically identical to the Haldane term that,
as discussed in the previous section, turns spinless fermions into the QAH phase.
Thus, the Kane-Mele Hamiltonian H0 + HKM for graphene with SOC is made of
two decoupled copies of the Haldane model, one per spin, with opposite sign of the
gap-opening term. Thus, the QSH phase described by the Kane-Mele model can be
thought of as two QAH, one per spin, with opposite magnetization.
In the neighborhood of the Dirac points, the KM model would give the following
Hamiltonian:





where H0(~q) is given by eq. (3.5). Thus, the Kane-Mele gap-opening term respects
both time-reversal symmetry and inversion symmetry, in contrast with eq. (3.28).
The fact that the Kane-Mele model consists of two copies of the Haldane model
permits to anticipate its most salient electronic properties: bulk states present a gap
while the edges host one chiral conducting states per spin channel. Since the sign of
the gap is given by the projection of the spin Sz, spin ↑ and ↓ edge states propagate
in opposite directions, i.e., they have a well defined spin chirality. As a result, the
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Figure 3.9: Top panels: Electronic band structure of a graphene zig-zag ribbon
with a small staggered potential and an external magnetic field (off-plane) to resolve
the degeneracies. Panel (a) shows the density of states at the edge of a semi-infinite
plane with zig-zag termination. Panel (b) corresponds to the band structure of a
zig-zag ribbon, the color represents spin polarization. Panel (c): the band structure
for a ribbon in the presence of an off-plane Zeeman magnetic field and an orbital
magnetic flux leading to the appearance of LL. In panel (d) a scheme of the QSH
effect, where two spin polarized conducting states are present in each edge.
edge states carry an equilibrium spin current, in contrast with the QH and QAH
phases for which edge states carry a net charge current (see figs. 3.9(a,b,d)).
Trivially, the Chern number of each spin channel is CSz = sgn(Sz), so that the
spin Chern number C↑ − C↓ = 2 would be finite but the the total Chern number
would vanish. So, it would seem that the addition of spin-flip perturbations, such as
the Rashba Hamiltonian, would result in intra-edge backscattering. However, this is
not the case and it turns out that the Spin Hall phase is topologically different from
the normal phase, even when Sz is not conserved. To show this, Kane and Mele
introduced another topological invariant[106] in order to classify these systems, the
Z2 invariant. The Z2 group consists only of two elements, say, {0, 1} and according
to Kane and Mele’s classification, all non-trivial insulators would have a Z2 index
equal to 1 while trivial insulator would have Z2 index equal to 0. When Z2 = 1
the edge states are counterpropataging Kramers pairs, so that only perturbations
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that break time reversal symmetry can produce backscattering. Importantly, Kane
and Mele showed that the addition of a small Rashba term to their Hamiltonian
would keep Z2 = 1, and only when the Rashba term is large enough as to close the
bulk gap would the system turn into a Z2 = 0 trivial phase without topologically
protected edge states.
Whereas the observation of the spin-orbit coupling driven QSH phase in graphene
is very difficult due to the small size of the spin-orbit gap (smaller than 0.1 meV[108]),
the observation of the Quantum Spin Hall phase HgTe/CdTe quantum wells [179]
as well as in InAs/GaSb inverted quantum wells[112] has confirmed the existence
of this fascinating class of materials.
3.6.2 Quantum spin Hall effect without spin-orbit coupling
Even if spin-orbit coupling can not drive graphene into the QSH phase, there is a
different mechanism that can do the trick and, contrary to other proposals[105, 106,
113], it does not require spin-orbit coupling[168]. This mechanism relies instead on
the very special Landau level structure that emerges upon application of a magnetic
field.
Lets take graphene under the influence of an off-plane magnetic field. At half
filling, the Chern number of all the occupied bands is zero and two of the four
n = 0 LL, valence and conduction with spin degeneracy. Due to the four n = 0 are
degenerate, there are several alternative filling patterns. At half filling, all possible
combinations give C = 0, but it is possible to have CS = 2 if we fill the two LL
with the same spin, and leave empty the other two. Interestingly, this spin-polarized
filling can be driven by Coulomb interactions[168, 160, 180, 181] and also by intrinsic
spin-orbit coupling[182].
Thus, at half-filling, the spin-polarized quantum Hall phase has C = 0 and CS =
±2, so that it has the same topological properties than the QSH phase described by
the Kane-Mele model. The energy bands corresponding to the addition of a large
Zeeman splitting are shown in figure 3.9(c). They feature a gapped bulk together
with counter-propagating spin-filtered in-gap edge states. Similar results can be
obtained[130] using a self-consistent calculation of the mean field Hubbard model,
including an in-plane Zeeman field that favors ferromagnetic order.
Unlike the QSH phase driven by spin-orbit coupling, spin-flip perturbations give
rise to spin-flip edge backscattering and, because time reversal symmetry is broken,
it is not possible to accommodate this QSH system into the Z2 classification of
Kane and Mele. Interestingly, there is very strong experimental evidence that this
interaction driven QSH phase has been observed in the experiments, where the
ferromagnetic order is favored by applying a quite large in-plane magnetic field[183].
At half filling, the experiments show how two terminal conductance of graphene is
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likely is the QSH phase predicted[168] by Abanin and coworkers.
3.7 Coulomb driven breakdown of the edge con-
duction in the QSH phase
The gapless edge states in the quantum spin Hall states are protected by the spin
Chern number in the case of magnetic field driven phase,[168] and by the Z2 invariant
in the case of the SOC driven.[106] These topological invariants are well defined as
long as Sz is a good quantum number (Spin Chern) and time reversal symmetry
is present (Z2). In the case spontaneous magnetism shows up, such conditions no
longer apply, so the gap-less edge states are no longer guaranteed.
In this section we show two examples of how Coulomb interactions can lead to
the disappearance of spin chiral edge states due to the emergence of spontaneous
edge magnetization. Following the structure of the previous section, we consider
both the SOC driven, and the quantum Hall ferromagnet QSH phases.
3.7.1 Kane-Mele-Hubbard model
In order to study the interplay between edge magnetism and topologically protected
edge states we use the so called Kane-Mele-Hubbard model[184, 127, 185, 186, 187,
188, 129] Although the gapless edge states are protected against time reversal per-
turbations, an important issue is whether electron-electron interactions are able to
drive the system into a symmetry breaking state. The study of the bulk properties of
the Kane-Mele-Hubbard model has attracted considerable attention[185, 186, 187,
188]. Here we focus on the competition between SOC and magnetic order at the
edges[127, 189, 129].
Edge magnetic order would break time reversal symmetry and could gap out
those edge states. Early work assumed that magnetic order would be off-plane[127,
189]. In this situation, the gapless edge states survive (Fig.3.10c), at least for small U
and large SOC[127]. In general, magnetic order in a topological insulator protected
by time reversal symmetry should destroy the gapless edge states. This case is
exceptional because in addition to being protected by time reversal symmetry, the
Kane-Mele model shows a well defined spin Chern number, which relies only in
conservation of Sz, preserved by the off-plane magnetic order.
The situation changes radically when the edge magnetic moments lie in-plane.[190,
129] Then, Sz is no longer a good quantum number, and thus the protection that
remained in the off-plane magnetic case no longer holds. Now, the in-plane mag-
netism opens up a spin mixing channel, driving the system into an edge insulator,
as shown in Fig.3.10d.
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Interestingly, spin orbit coupling produces magnetic anisotropy, so that both
configurations are not expected to be energetically equivalent. Actually, the ground
state of the mean field Hubbard model is in fact the in-plane magnetic state.[129]
However, the disappearance of the chiral edge states can be restored, by overcoming
the magnetic anisotropy of the system, and forcing the states to lie off-plane. This
could be achieved by a magnetic substrate, which if made switchable, would allow
to control the flow of the spin channels along the edge at will.
Figure 3.10: Band structure (a) and local magnetization (b) of the ferromagnetic
quantum Hall state with interaction driven edge canted antiferromagnetism. The
local edge antiferromagnetism, gapes out the original counter propagating spin fil-
tered edge state. Band structure of a zigzag ribbon with spin orbit, whose edge
magnetic moments driven by interaction are of plane (c) and in-plane (d). The
in-plane magnetization destroys the gapless states due to breaking of TR and spin
mixing, whereas the off-plane does not because sz is still conserved.
3.7.2 Magnetic field driven QSH phase
In this situation, the shifting between the LL driven by the magnetic field yields the
effective Quantum Spin Hall state.
The state arises when the in-plane field is large enough to overcome the possible
antiferromagnetic state.[191] However two situations of edge states are possible. On
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one hand, at weak interactions the edge becomes ferromagnetic at the same time
as the bulk. On the other hand, when interactions are stronger, the edge of the
system is able to develop a canted magnetic order, even though the bulk remains
ferromagnetic.
Experimentally, it was observed that in order to reach the QSH in graphene, a
large magnetic field of 20 T had to be applied.[183] Two different scenarios are pos-
sible to understand the large field needed to overcome a the fully gapped phase. The
first one consists on having an AF ground state at zero in-plane field, turning it into
ferromagnetic above the critical field.[191] In this situation, the edge does not play
a key role, and the conductance only depends on the bulk magnetic order. A second
scenario appears when considering that, according to theoretical predictions,[180,
181] the order in the bulk is actually ferromagnetic due to the long range Coulomb
interaction. Starting in this situation, two counter-propagating spin polarized states
appear on the edge of the system.[168] Those states, can be highly vulnerable to the
local electron-electron interactions, and a local canted antiferromagnetic gap can be
opened, gaping out the states and destroying the quantum Hall state. Thus, the
critical field needed to reach the QSH is the one needed to recover ferromagnetism
on the edge. In the context of the Hubbard model, it is found that at medium
interactions (U = 2t), even in the presence of an exchange field, the bulk of the
system can be in a ferromagnetic state, at the same time the edge remains a canted
antiferromagnet, as shown in Fig.3.10b.
3.8 Experimental evidence
All the previous discussion was focused on our theoretical understanding of a variety
of different edge states in graphene and graphene like systems. Here we briefly touch
upon the experimental evidence that has been obtained so far.
3.8.1 Zigzag Edge states and edge magnetism
We first discuss the observation of zigzag edge states and edge magnetism. Scan-
ning tunneling microscopy (STM) had permitted early on to identity zigzag and
armchair edges in graphite[192]. A fairly convincing evidence[144] of the existence
of localized edge states at chiral edges of ultrahigh quality graphene ribbons obtained
by unzipping carbon nanotubes[141] was obtained by means of scanning tunneling
microscopy. The same group also showed the capability to engineer the edges by
means of plasma etching[193] of graphene nanoribbons (GNR). They found that
hydrogen-plasma-etched GNRs are generally flat, free of structural reconstructions,
and terminated by hydrogen atoms with no re-hybridization of the outermost car-
bon edge atoms. Both zigzag and chiral edges show the presence of edge states.
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Edge states at the interface between graphene and h-BN have also been imaged
with STM[194].
The direct evidence for edge magnetism is less abundant, and most of the claims
are based on indirect evidence. Part of the problem is that conventional magnetic
probes, such as SQUID and EPR, have a resolution limit in the range of 1012 µB that
would require graphene flakes beyond current capabilities[195]. Therefore, such mea-
surements are performed on solutions of graphene processed by various techniques,
including unzipping carbon nanotubes whose grow very often requires ferromag-
netic catalyst. Therefore, the observation of room temperature ferromagnetism in
graphene ribbons[196] should be revised under the light of the recently work [197]
discussing artifacts for analogous claims for highly oriented pyrolitic graphite[198].
These shortcomings highlight the need to study edge magnetism in graphene
using some sort of local probe, preferably spin polarized STM[199], or some type
of nanomagnetometry technique, such as NV center detectors, that can be used to
probe local moments on a surface[200]. A non-magnetic local probe was used by
Tau and coworkers[144] who compared their fairly extensive STM spectroscopy, both
along the edge of the ribbon and in the direction perpendicular to the edge with mean
field Hubbard model calculations where edge magnetism was included. The good
agreement between theory and experiment is certainly a hint that edge magnetism
was present. Further computational work using density functional calculations have
confirmed[201] the presence of edge magnetism in hydrogenated graphene ribbons
deposited on Au(111). However, they also showed edge magnetism would not survive
on other substrates, such as Cu(111) and Ag(111).
The claims of room temperature edge ferromagnetism in graphene ribbons[145]
are also based on STM spectroscopy and comparison of the data to well established
theoretical results. Unlike the work of Tau et al[144], a detailed evolution of the I(V )
curves along the ribbons is not provided. In addition, edge magnetism is definitely
not expected to survive up to room temperature[159], although the effect of long-
range order depletion due to quantum and thermal fluctuations on the spectral
function of the quasiparticles has not been studied. A local probe of magnetism
would be desirable in order to back up these extraordinary claims.
The recent report[202] of ballistic transport with a conductance of G = e2
h
in
epitaxial graphene nanoribbons would imply time reversal symmetry breaking com-
patible with edge magnetism. Great care was taken by the authors of this paper to
rule out a great number of possible experimental artifacts and the understanding of
their data remains a very interesting challenge for theory.
Finally, recent experimental breakthrough showed the synthesis of high quality
graphene islands and ribbons by means of organic chemistry methods[203]. The
method consists on cyclohydrogenation of specific precursor monomers.
The finite spin of small triangulate molecules, with S = 12 and S = 1 has been
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observed experimentally[204], in macroscopic samples, using electron paramagnetic
resonance techniques.
3.8.2 Edge transport in topological phases in graphene like
systems
The observation of the quantum Hall effect in graphene with perfect quantization
of the Hall conductance provides an extremely convincing, albeit indirect, evidence
of the existence of Quantum Hall edge states. The Quantum Spin Hall predicted
by Abanin et al.[168] has been recently found experimentally[183] by A. Young and
coworkers. They verified, by means of local capacitance measurements, the opening
of a band-gap in bulk and the edge nature of the transport by means of a floating gate
technique[183]. The edge conductance in the QSH-like phase was G = 1.8G0, below
the ideal case of G = 2G0 which suggest that some sort of spin-flip backscattering
mechanism is present in the sample. Moreover, a quantum spin Hall state in twisted
bilayer graphene has also been reported[205], whose origin can be rationalized as
two decoupled quantum Hall states for each monolayer.
3.9 Summary
We have provided an overview of the electronic properties of edge states in graphene,
and related materials, using as a guideline the standard tight-binding model for
electrons in a honeycomb lattice. Remarkably, small additions on the same model
that describes the main properties of graphene, including the observed quantum
Hall phase, have led to the prediction of the Quantum Spin Hall and Quantum
Anomalous Hall phases, inspiring the search of graphene based topological phases.
Therefore, small modifications of graphene, via proximity or functionalization, are
expected to drive graphene into these exciting topological phases.
Edge states play an important role in the study of some of the most fascinating
electronic properties of graphene and graphene like materials. The study of graphene
edge states has ramifications in many branches of modern material science, including
graphene spintronics[30], organic chemistry[203], quantum topological phases[183],
and metrology[206], just to mention a few.
Combined with the discovery of new graphene-like materials, and the construc-
tion of artificial structures where different two dimensional crystals are stacked and
put in close proximity to materials with various types of electronic order, such as fer-
romagnetism and superconductivity, we can expect that the study of the electronic





Graphene zigzag edges show strongly localized edge states that can show magnetic
order. In addition, spin orbit coupling creates topological spin polarized edge states,
which are potentially gapped out by magnetism. In this chapter we will show the
interplay these two phenomena, and unveil how the direction of the magnetization
dramatically changes the transport properties.
4.1 Introduction
The independent predictions of edge ferromagnetism and the Quantum Spin Hall
phase in graphene have inspired the quest of other two dimensional honeycomb sys-
tems, such as silicene, germanene, stanene, iridiates, and organometallic lattices, as
well as artificial superlattices, all of them with electronic properties analogous to
those of graphene, but much larger spin-orbit coupling. Here we study the inter-
play of ferromagnetic order and spin-orbit interactions at the zigzag edges of these
graphene-like systems. We find an in-plane magnetic anisotropy that opens a gap
in the otherwise conducting edge channels, that should result in large changes of
electronic properties upon rotation of the magnetization.
Magnetic anisotropy, a technologically crucial property, is driven by spin-orbit
interaction, which is normally the underdog in the competition with the other two
terms that control ferromagnetism, namely, kinetic and Coulomb energy[207]. As a
result, magnetic anisotropy energy in conventional ferromagnets is at least 2 orders
of magnitude smaller than the Curie temperature and the Fermi energies (or the
band-gap, in the case of insulators). For the same reason, transport properties in
1Sections 4.1 to 4.4 of this chapter are based on the publicaiton Physical Review Letters 113
(2), 027203 (2014)
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ferromagnetic metals are only weakly dependent on the magnetic orientation, and
typical values for the anisotropic magnetoresistance (AMR) are below 3 percent[207].
Here we study magnetic anisotropy in a class of systems for which the balance
between these three energy scales is very different from the usual, which leads to
two dramatic consequences, very different from conventional ferromagnetism. First,
the conducting properties change from metal to insulator, depending on the mag-
netization orientation, an effect that, to the best of our knowledge, has never been
reported. Second, the magnetic moment magnitude depends strongly on the mag-
netic orientation, and it can change even vanish in some directions, a phenomenon
dubbed colossal magnetic anisotropy[208, 209]. The class of systems in question
are the zigzag edges of two dimensional honeycomb crystals[210] whose electronic
properties can be described with a tight-binding model with a single orbital per site
and Kane-Mele spin-orbit interactions[211]. This includes several materials, such
as group IV two dimensional crystals (graphene[211], as silicene[212, 213, 214], ger-
manene[215], and stanene[216]), the double layer perovskite iridates [217, 218], and
metal organic frameworks (MOF) [219]. In addition, given that the existence of
non-dispersive edge states occurs at the zigzag edge of any system described with
the Dirac equation[220], the results discussed here should also be valid for the so-
called designer Dirac fermions formed in ”artificial graphene” formed by decoration
of two dimensional electron gases with honeycomb arrangements[221, 222].
Ignoring spin-orbit and Coulomb interactions altogether, these 2D crystals are
zero band-gap semiconductors with Dirac-like dispersion close to the Fermi energy.
Zigzag edges in these systems are known to host localized edge states that, when
both Coulomb and spin-orbit coupling are neglected, are non-dispersive, sub lattice
polarized, and lie precisely at the Fermi energy, at half-filling[210]. The ensuing
large density of states results in a Stoner instability that leads to ferromagnetic
order at the edge[223, 117, 120, 122].
On the other hand, Kane-Mele spin-orbit interaction, a second-neighbor spin
dependent hopping that conserves the spin component sz perpendicular to the two
dimensional crystal[211], has dramatic consequences in these honeycomb crystals.
It opens a topologically non-trivial gap in bulk and the emergence of in-gap spin-
filtered dispersive edge states: for a given spin projection sz, electrons propagate
along one direction only, preventing back-scattering even in the presence of time-
reversal symmetric disorder. Importantly, the slope of the edge bands is proportional
to the Kane-Mele spin-orbit coupling, which controls thereby the density of states
at the Fermi energy. The interplay of spin-orbit and Coulomb repulsion on the




Figure 4.1: Four different ferromagnetic configurations, either in and off-plane
and parallel (FM) and anti-parallel (AF) edge magnetization, together with their
band structures calculated within the mean field Kane-Mele-Hubbard model. (a,b)
Off plane and conducting (both for FM and AF arrangements). (c,d) In-plane and
insulating parallel (both FM and AF) magnetizations. Calculations done with U = t
and tSO = 0.02t
4.2 Model
Before entering the results, we present briefly the computational method to study
anisotropy in graphene-like systems
4.2.1 Collinear mean field Hubbard model
To model this kind of systems, we use the so called Kane-Mele-Hubbard Hamilto-
nian[224, 225], which provides a minimal model to study the effect of the Coulomb










where σ = ±1 are the spin projections of the spin along the axis perpendicular to
the to the two dimensional crystal, 〈〉 stands for first neighbor and 〈〈〉〉 for second,
νij = ±1 for clockwise or anti-clockwise second neighbor hopping [226, 211].
For simplicity, we neglect the Rashba coupling,[227, 228]. In the case of planar
honeycomb systems, such as graphene, the Rashba term is null. For buckled group
IV crystals, such as silicene, germanene and stanene, the magnitude of the Rashba
is one order of magnitude lower than the pure spin-orbit.[229]
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where ni↑ = c†i↑ci↑ denotes the occupation operator of site i with spin ↑ along an arbi-
trary quantization axis. We treat the Hubbard interaction in the collinear mean field
approximation, enforcing the magnetization to lie along the axis ~Ω = (sinα, 0, cosα),
that we take as the quantization axis (see Fig.4.4a). This approach permits to study
solutions with different α and compare their properties. Rotations in the xy plane
leave the results invariant, due to the symmetry of the Kane-Mele spin-orbit cou-
pling. In general, the Coulomb interaction term evaluated in the mean field ap-
proximation leads to two self-consistent potentials terms, direct and exchange. In
the case of the Hubbard model in the collinear approximation, only the direct term
survives:
HMF = U [〈ni↑(α)〉ni↓(α) + ni↑(α)〈ni↓(α)〉 − 〈ni↑(α)〉〈ni↓(α)〉] (4.3)
where the notation explicitly shows the spin quantization axis is taken along ~Ω(α)
and 〈ni↑(α)〉 stand for the average of the occupation operator calculated within the
ground state of the mean field Hamiltonian:
H = H0 +HMF (4.4)
As usual, this defines a self-consistent problem that we solve by iteration. Because
of the spin-orbit Kane-Mele term in H0, mean field solutions with different α are
not equivalent. Notice as well that the HMF term is non-diagonal when represented
in the basis of eigenstates of Sz and α 6= 0.




and we take g = 2.
4.2.2 Density operators for arbitrary quantization axis
Upon a rotation of angle α of the spin quantization axis in the xz plane, the rotated

















4.3. ANISOTROPY EFFECTS IN ZIGZAG RIBBONS
n↓(α) =
(












Thus, these are the local mean field operators in a collineal calculation only
allowing the development of magnetism along this particular quantization axis. This
choice of mean field operators restricts the available Hilbert space to the collinear
solutions, whereas the inclusion of the exchange term will lead to the full non-
collinear solutions.
4.3 Anisotropy effects in zigzag ribbons
In order to study the zigzag edges it is convenient to study ribbons, that define a
one dimensional crystal (see Fig. 4.1) with two edges. A given unit cell of the one
dimensional crystal is formed by N units of 4 atoms. In the following we characterize
the width of the ribbons by N . For finite U , and as long as tSO/U is not too large,
we find solutions with ferromagnetic order at the edges. The magnetic moment cal-
culated self-consistently is non-negligible only at the edge atoms. Attending to their
mutual magnetization orientation, ribbons yield two types of solutions with ferro-
magnetic edges: parallel (FM) and anti-parallel (AF). For sufficiently wide ribbons
the inter-edge coupling is negligible and both solutions have identical properties.
4.3.1 Angle dependent electronic structure
The first important result of the chapter is shown in figure 4.2. Whereas off-plane
magnetization (α = 0) leads to a conducting solution, found in previous works[225],
the in-plane magnetization opens a gap. Therefore, transport properties of zigzag
edges will change dramatically[230] upon rotation of the magnetization direction, in
contrast with conventional metallic ferromagnets. This metal-insulator transition
will is developed as well in chiral edge ribbons, which have been widely reported
[231, 232].
4.3.2 Anisotropy energy
The second important result of the chapter is shown in Fig.4.2b. The ground state
energy E(α) is minimal for α = π2 , i.e., for in-plane magnetization, which means
that spontaneous magnetic order in this system leads to insulating behavior.
The results of figure 4.2 can be understood as follows. In the absence of magnetic
order, two spin-filtered in-gap edge states with opposite velocities exist at each
edge[211], resulting in a two-fold degeneracy (not shown). Ferromagnetic order with
~Ω = ẑ breaks time reversal symmetry but does not mix spins. Thus, magnetic order
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Figure 4.2: Evolution of electronic properties for the FM ribbon as a function of the
magnetization direction ~Ω = (sinα, 0, cosα). (a) Scheme of the edge magnetization
for two different angles 0 and α. Ground state total energy (per unit cell, with 2
magnetic atoms per cell) (b), gap(c) and magnetization (d) as a function of α. (e)
and (f) Evolution of the band structure for different values of α for the FM (e) and
AF(f) configurations. N = 30, U=t, tSO = 0.02t.
merely yields a spin-dependent shift that breaks the two-fold degeneracy, as seen in
Fig.4.1a, for the FM case. For the AF configuration, there is an extra symmetry
that restores the double degeneracy: the combined action of spatial inversion, that
results in a exchange of the atoms of the two interpenetrating triangular sub lattices
A and B that form the honeycomb, and time reversal, that exchange ↑ and ↓, leave
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Material tSO t Reference
Graphene 0.1-5.0 µeV 2.7 eV [234, 235, 236]
Silicene 0.16 meV 1.5 eV [229, 237]
Germanene 2.5 meV 1.4 eV [229, 237]
Stanene 8-30 meV 1.3 eV [229, 216]
MOF 1 meV 0.3 eV [219]
Double perovskyte 1 meV 0.1 eV [218]
Table 4.1: Energy scales for different graphene-like honeycomb materials.
the system invariant. Thus the spin ↑ band localized at the at the A type edge is
degenerate with the spin ↓ band localized in the opposite edge.
The situation is radically different when the magnetization lies in plane. Repre-
senting the self-content potential in the basis of the U = 0 spin filtered edge states,
with spin quantized along the ẑ axis, the effect of the in-plane magnetization is to
mix bands with opposite spins. As a result, a band gap opens at the k point where
the non-interacting edge bands cross. The evolution of the bands as the magnetiza-
tion is rotated from almost off-plane (left) to almost in-plane (right) is shown if Fig.
4.4)(e,f). It is apparent that the band gap (Fig. 4.4)(c)) is maximal for in-plane
magnetization (α = π2 ) and null for off-plane α = 0. The preference for in-plane
magnetization can also be connected with the variation of the magnitude of the edge
magnetic moment with α (Fig.4.4d). These two results naturally explain the fact
that the ground state energy is minimal for in-plane magnetization. At half-filling,
all the valence bands are occupied and the conduction bands are empty. Therefore,
increasing the band-gap decreases the total energy.
The gap opening as long as magnetization is not off-plane will certainly have
dramatic consequences on the transport properties along the edges. A result similar
to this has been obtained recently[233], using a Kane-Mele model where magnetic
order is externally driven, and modeled by a magnetic exchange potential that arises
from proximity rather than spontaneously, as discussed here.
The results of figures 4.2 and 2 are for a specific choice of U/t = 1 and tSO/t =
0.02, and for a ribbon with N = 30 sites, wide enough to decouple the two edges.
We now discuss how the results depend, quantitatively, on the specific values of the
spin-orbit coupling, ribbon width and U . The evolution of several energy differences
between AF/FM and in-plane off-plane configurations, as a function of the ribbon
width N is shown in Fig.4.3a . For large N it is apparent that FM and AF have
the same ground state and anisotropy energy. In addition, the edge gap (4.3b) also
becomes independent on the magnetic configuration at large width.
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4.3.3 Dependence of anisotropy on λKM and U
In figure ( Fig.4.3(c)(e))) we plot the dependence of the magnetic anisotropy and
magnetic moment (both in and off-plane) on the magnitude of the spin-orbit cou-
pling tSO/t, for two different values of U . Attending to the difference between the
magnitude of the magnetic moment in the off-plane and in-plane cases (Fig.4.3(e)),
three different regions are found. For very small tSO/t the magnetic moment is
the same for out of plane and in-plane magnetization and the magnetic anisotropy
energy depends quadratically on tSO/t . From this standpoint, the behavior of the
zigzag edge is similar to conventional magnets, although a small gap, open for in-
plane magnetization. For wide enough ribbons, the value of this gap is given by
min (∆2D, Umedge) where ∆2D = 6
√
3tSO is the bulk gap opened by spin-orbit inter-
action and Umedge is the exchange splitting gap, which is a decreasing function of
tSO, giving rise to the curve seen in figure 4.3(d).
For intermediate values of tSO/t it is apparent that the magnetic moment mag-
nitude is different for in-plane and off-plane orientations, but in both cases finite.
In this region the anisotropy energy scales approximately linear with tSO/t, and the
band-gap of in-plane magnetization is still a linear function of tSO/t. Finally, above
a given critical value tSO ' 0.02t (0.04t) for U = 0.5t (U = t), the system enters
in the so-called colossal[208, 209] magnetic anisotropy regime, for which magnetic
order is only possible in-plane, and the magnetic solutions off-plane do not exist.
Increasing spin-orbit coupling beyond this point starts to reduce the band-gap and
the magnetic order altogether, which leads to a reduction of the magnetic anisotropy
energy (Fig.4.3(e) )
We thereby expect that graphene, silicene and germanene are in the small tSO/t
region, MOF is in the intermediate region and the stanene zigzag edge could show
the colossal magnetic anisotropy effect. Notice that in the intermediate region the
magnetic anisotropy energy per magnetic atom can be extremely large. For instance,
for stanene, taking U = t, intermediate tSO ' 8meV and t ' 1.3eV , we obtain of
∆E ' 4meV, significantly larger than record materials such as Y Co5[207]. Na2IrO3
and related systems[217, 218] offer also a fascinating possibility of real tuning of
the effective tSO by strain,[218], which would make it possible to build devices with
strain-tunable anisotropy.
Given the spread of estimates of the actual values of U for a given material, as
well as the fact that it different substrates can result in different values of U , we
address the question of how the results above depend on the strength of the on-site
Coulomb repulsion U . At finite tSO there is a critical Uc1 below which the edges
are non-magnetic[225], and a second Uc2 above which the entire honeycomb lattice
becomes antiferromagnetic[223]. For Uc1 < U < Uc2 only the edge is magnetic,
and its magnetic anisotropy energy is a non-monotonic function of U . It increases
first, reflecting the increase of the magnetic moment, and then it decreases slightly,
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reflecting the reduction of the ratio tSO/U . As U approaches U ' 2.2t the magnetic
anisotropy overshoots because the bulk becomes magnetic as well.
Figure 4.3: (a) Evolution of the energy differences between the in-plane vs off-
plane as well as the FM vs AF configurations (4 cases) as a function of ribbon width
N . (b) Gap, for in-plane magnetization solution, for FM and AF solutions, as a
function of N . (c,d,e) Evolution with the strength of the spin-orbit coupling tSO
: anisotropy energy (c), gap (d) and edge magnetization (e). (f) Evolution of the
gap with the on-site Hubbard interaction. In (a-b) U = t and tSO = 0.02t. In (c-d)
N = 30.
We now discuss the physical effects not covered within our two main approxi-
mations, namely, treating the interactions at the mean field level and ignoring the
Rashba spin-orbit term. In one dimension, collective spin fluctuations are expected
to destroy the infinitely long-range order described by mean field theory. Still, for
ribbons shorter than the spin correlation length ξ(T ) the mean field theory provides
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a fair description, very much like density functional theory describes properly the
magnetization of clusters and nanomagnets. The spin correlation length ξ(T ) in
graphene edges, calculated within the spin wave approximation and ignoring spin-
orbit coupling[159], is ξ ' 40Å for T = 75K. The magnetic anisotropy barrier to
rotate the spins out of plane for the approximately 15 tin atoms of a zigzag stanene
edge that long would be ∆ '60 meV.
Figure 4.4: Band structures, scheme and calculated spatial distribution of the
magnetic state in a chiral (8,1) ribbon in edge ferromagnetic configuration for in-
plane (a) and off-plane (b) solutions. In the same fashion as in the perfect zigzag
edge case, the in-plane magnetism opens up a gap whereas the off-plane one remains
gapless.
4.4 Anisotropy in chiral ribbons
Even though the anisotropy calculations were performed on a zigzag edge, localized
edge states also appear on chiral nanoribbons [231, 232]. Thus, this anisotropy effect
will appear as well in chiral (n,m) nanoribbons due to the local lattice imbalance.
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As a particular example, we show the selfconsistent band structure for in-plane and
off-plane edge ferromagnetic configurations for a (8,1) chiral ribbon, as reported in
[231, 232]. It is observed that, in the same fashion as in the zigzag ribbon, the
off-plane magnetic solution host gapless edge states whereas the in-plane solution
opens up a gap in the topological edge states, being this last one the lowest energy
configuration of the system. For the limiting case of pure armchair edges, magnetism
is not developed and the edge states remain gapless.
4.5 First principles calculations
In the previous sections we have seen that the value of the anisotropy energy depends
quadratically on the spin orbit coupling gap. In the case of graphene its effect is
negligible, however other graphene-like materials can have to a significantly larger
value. In the following we will try unveil what is the actual value of the SOC gap for
two graphene-like materials, focusing on the ultimate responsible of the gap opening,
the d levels.
4.5.1 Other graphene-like materials
Silicene[238] and germanene[239] are two dimensional crystals with a buckled hon-
eycomb lattice and a small gap opened by spin-orbit interactions that make them
quantum Spin Hall insulators. Very much like in graphene, the low energy bands are
made of p and s orbitals, and the d bands lie 10eV above the Fermi energy. Thereby,
tight-binding models normally ignore d bands and assume that the spin-orbit cou-
pling responsible of the band-gap is operating on the p shell only. By means of
all-electron density functional calculations, we show that this assumption is incor-
rect and the contribution of the d orbitals is indeed dominant, which was shown to
be the case in graphene as well.
The figure of merit in order to determine the robustness of the non-trivial prop-
erties of a quantum Spin Hall insulator is the band-gap energy. In the case of
graphene the consensus is that this gap is very small, below 0.1meV and therefore
very hard to observe experimentally. The predicted values for the band-gaps of sil-
icene and germanene are 1.5 and 14 meV, respectively. Since the conduction and
valence bands of graphene, silicene and germanene are made of s and p orbitals, the
description of these materials in terms of tight-binding models very often ignores
the d orbitals, that lie 10 eV above in energy. By so doing, the only contribution
to the spin-orbit coupling in these models comes from the p shell. However, it was
shown that, in the case of graphene, the contribution of the d orbitals is essential.
In this paper we address the same problem in the case of silicene and germanene
and we explore the relative contribution of the d orbitals to their band-gap. Our
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all electron density functional calculations show that, very much like in the case of
graphene, the contribution of the d orbitals is essential.
4.5.2 Density functional methodology
The calculations were performed using the density functional packages Quantum
Espresso[240] and Elk[241].
Full relaxations were carried out by Quantum Espresso using projected aug-
mented plane wave pseudopotentials with the PBEsol exchange-correlation func-
tional.
With the relaxed structures, all-electron calculation were carried out using the
Elk package with the same exchange-correlation functional. DFT+U were performed
in the fully localized limit, within the non-collinear framework including spin orbit
coupling.
4.5.3 Channels of spin-orbit coupling
Very much like in graphene[242], the main contribution to the spin orbit coupling
gap comes from the d orbitals[243], which are usually neglected in tight binding
calculations. This unintuitive behavior arises due to the different orders in the
spin orbit coupling strength which involves transitions in between the low energy pz
orbitals and far energy states.
Starting with the planar case, the processes which involve spin flipping transitions
within the sp2 manifold are second order due to symmetry considerations[244]. In
comparison, transitions involving the d manifold are non vanishing even in at first
order in the spin orbit coupling[242]. Even though for bucked structure new first
order channels are opened in the p manifold, the contribution of d-orbital remains
dominant up to physical achievable buckling[242].
By modifying the Kohn-Shan hamiltonian according to
H = H0 + λSOCHSOC (4.8)
where H0 is the usual non relativistic part and HSOC the relativistic term. The
parameter λSOC allows to perform an interpolation between the non relativistic and
relativistic cases in order to unveil the evolution of the system.
From the previous equation, the topological gap at the k-point is expected to
have the following form
∆SOC = λSOCαpd + λ2SOCβpp +O(λ3SOC) (4.9)
where αpd the first order contribution to the gap and βpp the second order contribu-
tion. As limiting cases of the previous equation, we would have the non relativistic
60
4.5. FIRST PRINCIPLES CALCULATIONS
Figure 4.5: (a) Scheme of the two contributions, the one involving p orbitals and
d orbitals. (b) Band structure of the three monolayers and (c) evolution of the
topological gap with increasing SOC strength.
case as λSOC = 0 and the realistic case λ = 1. For the real SOC, the gap turns out
to be
∆realSOC = αpd + βpp (4.10)
In Fig. 2(c) we show the evolution of the gap at the k-point as a function of
the SOC strength. It is observed a nearly linear behavior at low λSOC values, which
turns out to be a clear clue that the main contribution in first order. In order to
perform a more quantitative proof of the previous argument, we fitted the previous
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curves to a function of the form of Eq.4.9. The results are shown in Table 1. For
the three systems, the main contribution is linear, being most dominant one for
germanene. In the case of buckled systems (silicene and germanene), the linear
contribution comes in part for the spin mixing channels which open the buckling
in the p-manifold[245, 246, 247, 248, 249], and the spin mixing which involves high
energy d-levels.[250] In comparison, the linear behavior in graphene comes strictly
from d-level contributions.[250]
Once has been shown that the main contribution is first order in λSOC , we will
show how increasing of the d-orbital contribution indeed increases the SOC gap in
the three systems. To do so, we consider the effect of interactions within the p-
manifold using a DFT+U scheme. This approach can be understood as an effective
energy-independent GW correction, giving an insight of the importance of the many-
body corrections to the Khon-Shan spectrum.
Figure 4.6: (color online) (a) Scheme of the relative position of p and d manifolds
as the electron-electron interaction is increased in the p manifold. (b) Evolution of
the gap for graphene silicene and germanene.
Furthermore, a simple mean field picture can be given to the behavior of the
system within the DFT+U scheme. Upon increasing of U, the energy of the p-
manifold becomes closer to the high energy d-manifold. Taking into account that








System Graphene Silicene Germanene
Gap (∆SOC) 28 µeV 1.6 meV 20.5 meV
αpd 27 µeV 1.596 meV 20.15 meV
βpp 1.4 µeV 0.03 meV 0.36 meV
αpd/βpp 19.3 53.2 55.97
Table 4.2: Gap, linear and quadratic contributions in λSOC and quotient of con-
tributions for the three different materials. The linear contribution is the most
dominant in the three cases, being the highest in germanene.
where ∆pd is the energy difference between the center of the p-manifold and the
center of the d-manifold as shown in Fig 2(a).
Upon increasing of electron-electron interaction, the gap increases for three sys-
tems (Fig. 2(B)). Its worth noting, that the gap remains topological, so gapless edge
states are expected to be developed in finite samples. Thus, interactions turn the
topological state stronger, as has been argued to happen in some other systems.
Whereas in the three systems the gap develops a monotonically increasing evolu-
tion, the strongest dependence is observed in graphene. Local electronic interactions
in graphene can be important in very clean samples, being mandatory to being in-
cluded in theoretical calculations in order to take into account several experimental
results. Taking the previous fact into account, that would mean that its considera-
tion in the topological gap of graphene can be non negligible, Assuming a realistic
value of U = 4 eV, it turns out that the gap expected is around ∆SOC = 150µeV ,
in comparison with the vanishing U value of ∆SOC = 28µeV . Although the present
DFT+U scheme is far from being strict, it highlights the possible importance of
taking into consideration the interplay between interactions and SOC corrections to
the Kohn-Shan spectrum.
4.6 Summary
In conclusion, we have studied the magnetic anisotropy of the ferromagnetic phase of
the zigzag edges of graphene and graphene-like systems, that can be described with
a single orbital Hubbard model model on a honeycomb lattice with spin-orbit cou-
pling described with the Kane-Mele Hamiltonian. This includes a large class of two
dimensional crystals, such as silicene[212, 213, 214], germanene[215], stanene[216],
iridates[217, 218] and metal organic frameworks[219]. Since the electronic dispersion
of the non-interacting edge states is fully determined by the spin-orbit coupling, the
resulting magnetic anisotropy effects, computed within a mean field approximation,
turn out to be very strong: the system undergoes a metal to insulator transition
when the magnetization is rotated out of the normal and for large values of tSO
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the magnetic solutions are only stable for in-plane magnetization. For all values of
the spin-orbit interaction we find that the ground state energy occurs for in-plane
magnetization and the edge states are gapped. Finally, we also showed the different
contribution to the SOC gap in several honeycomb systems, remarking the origin of




Magnetically ordered phases in
quantum Hall graphene1
Application of a perpendicular magnetic field to charge neutral graphene is expected
to result in a variety of broken symmetry phases, including antiferromagnetic ,
canted and ferromagnetic. All these phases open a gap in bulk but have very different
edge states and non-collinear spin order, recently confirmed experimentally. Here
we provide an integrated description of both edge and bulk for the various magnetic
phases of graphene Hall bars making use of a non-collinear mean field Hubbard
model. Our calculations show that, at the edges, the three types of magnetic order
are either enhanced (zigzag) or suppressed (armchair). Interestingly, we find that
preformed local moments in zigzag edges interact with the quantum Spin Hall like
edge states of the ferromagnetic phase and can induce back-scattering.
5.1 Introduction
The remarkably perfect[93] quantization of conductance in quantum Hall systems,
that provides our standard of resistance for h/e2 , arises from the combined opening
of a gap in the bulk of the sample, topologically different from vacuum, that implies
the existence of chiral edge states for which back-scattering is impossible[103, 104].
In graphene, quantum Hall effect [251, 92] also shows perfect quantization, but it
has its own peculiarities[252, 253], as a result of the relativistic-like nature of the
graphene electron dispersion, with two non-equivalent valleys with Dirac-like bands.
In a honeycomb lattice, each valley hosts two sets of unevenly spaced Landau levels
(LL), for electrons n > 0 and holes n < 0, plus a special n = 0 LL, at the Dirac
energy. Whereas all graphene LL have fourfold degeneracy, coming from the spin
1some parts of this chapter are taken from Physical Review B 90 (16), 165429 (2014)
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and valley, the n = 0 is different from the rest: for a given spin and a given edge, it
has only one electron-like and hole like dispersing edge states.
It was found[254] early on that perturbations could open a gap in the n = 0
LL in two fundamentally different ways, either by splitting the levels according to
their spin, or to the valley (which is completely correlated to the sub lattice for the
n = 0 LL), resulting in very different edge states. Whereas breaking the sub lattice
symmetry would give gaped edge states (leftmost panel of figure 5.1d), the spin-
polarized state would have counter propagating edge states inside the gap (rightmost
panel of figure 5.1d). In this sense, the spectrum of spin-polarized graphene in the
quantum Hall regime, would be identical to the acclaimed quantized Spin Hall phase
proposed by Kane and Mele[211].
A generic feature of quantum Hall systems, is that when the Fermi energy lies
at the middle of a Landau level, interactions can open a gap and break the spin
symmetry. In the case of spin-degenerate LL, this leads to the quantum Hall ferro-
magnetism. In the case of the n = 0 graphene quartet, several types of electronic
order have been studied[255, 256, 257, 258, 259, 260, 261, 262, 263, 264, 265, 266,
267, 268]. Three obvious candidates come to mind: a charge density wave (CDW),
a spin density wave resulting in antiferromagnetic (AF) order, both breaking val-
ley symmetry, and ferromagnetic order (FM). Only the latter is expected to have
gap-less spin-filtered edge states [254, 266].
Different experiments have provided strong evidence of interaction driven band
gap opening in the n = 0 quartet in graphene at half filling[269, 270, 271]. In a
recent experimental breakthrough[272], the combined application of an in-plane Bx
and off-plane Bz fields, have made it possible to observe the controlled transition
between different electronically ordered phases at half filling. Thus, as Bx is ramped
up, the system goes from an insulating phase, most likely AF, to a phase with
thermally activated edge transport, presumably a canted AF (CAF) phase with
gapped edge states, and at higher in-plane field to a phase with G slightly below
2G0 (where G0 = e2/h) , as expected from the FM phase with quantum spin Hall
like spectrum. Upon gating, all these phases merge into a phase with G = G0.
These recent experimental results[272] highlight the interplay between non-collinear
bulk electronic order and the emergence of spin-filtered edge states that, in contrast
with the n 6= 0 states that are topologically protected, are the consequence of an
interaction driven electronic phase transition in bulk. This motivates the interacting
theory presented here, that describes on equal footing the non-collinear spin order
of both bulk and edge states, going beyond previous theory work [255, 256, 257,
258, 259, 260, 261, 262, 263, 264, 265, 266, 267, 268]. In particular, a previously
overlooked but important aspect of this problem is the fact that the magnetic order
is different at the edges and bulk. Our non-collinear mean field Hubbard model cal-
culations show that zigzag and armchair edges enhance and suppress, respectively,
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Figure 5.1: (a) Non interacting spectrum of a quantum Hall armchair ribbon, and
(b) scheme of the magnetism developed when interactions, off-plane and in-plane
fields are present. (c) Magnetism in the ribbon, (d) magnetic order parameters and
(e) band structures as the in-plane field increases, showing a pure edge insulator to
metal transition.
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the magnetic order associated to the bulk Landau levels. In the case of the recently
observed Quantum Spin Hall like phase, the coexistence of spin filtered edge states
with local magnetic moments at zigzag terminations is likely to play a role in the ob-
servation[272] of a conductance smaller than 2G0 that is expected from these states
in the absence of spin flip interactions[254].
5.2 Modeling and non-collinear formalism
We model graphene quantum Hall bars with a Hubbard model for a honeycomb
lattice stripe:




The first term describes electrons in a honeycomb lattice and the effect of the per-
pendicular magnetic field Bz on the orbital motion is included by means of the
standard Peierls substitution in the tight binding model. The second term is the
Zeeman coupling and the third is the Hubbard term, where niσ = c†iσciσ is the
occupation number for spin σ at site i. Our gauge choice preserves translational
invariance along the transport direction, so that k is a good quantum number. The
spectrum of H0(Bz) is shown in figure 5.1a for a stripe with armchair terminations,
and features both the bulk Landau levels and the dispersive edge states.
The effect of interactions is treated at the unrestricted Hartree-Fock approxi-
mation with a variational wave function |Ω〉 = ∏i (uic†i↑ + vic†i↓) |0〉. This naturally
leads to write the Hubbard part of the Hamiltonian as a one-body mean field Hamil-
tonian:
HMF = H0 + gµB ~B · ~S +HH +HF + EDC (5.2)
where HH = U
∑







Fock term, EDC = −U [〈ni↑〉〈ni↓〉 − 〈c†i↑ci↓〉〈c
†
i↓ci↑〉] is a constant, σ = −σ and 〈O〉 =
〈Ω|O|Ω〉. The variational coefficients vi and ui are determined by iteration, starting
from a trial solution, until a self-consistent solution is found. Solutions for bulk
graphene, ignoring boundaries, can be found analytically[262] and are consistent
with our numerical results. For strips, a numerical implementation of this procedure
yields, in general, solutions with non-collinear magnetization[273, 274, 275, 276,
277] whose magnitude and orientation vary from bulk to edge. Since a numerical
calculation of the actual stripes, with one micron width, is beyond reach of our
computational resources, we consider narrower stripes with W =10 nm, with larger




that controls inter edge coupling is still
much smaller than W.
The magnetic order of a given self-consistent solution is completely characterized
by the average spin moment in every atom of the ribbon unit cell, ~mi = 〈Ω|~Si|Ω〉.
It is convenient to introduce to two fields that measure the degree of ferromagnetic
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Figure 5.2: (a) Scheme of the two different gaps (edge and bulk) observed in the
band structure for an armchair ribbon, and (b) their evolution with an increasing
in-plane field. (c) Bulk magnetic order parameters obtained in the calculation, and
(d) scheme representing the phase transition in the order parameter space. (e)
Dependence of the AF gap in absence of in-plane field in a quantum Hall armchair
bar as a function of the off-plane field, and (f) the electron-electron interaction.
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Figure 5.3: (a) Energy bands for the AF, CAF and FM in a zigzag ribbon and (b)
magnetic order parameters across the width. (c) Band structure of a zigzag ribbon
marking the two different kinds of edge states. (d) Band structure and (e) scheme
of a zigzag ribbon in the ferromagnetic regime with an excited magnetic moment on
one edge.
(FM) and antiferromagnetic (AF) order of a given solution. For each pair of adjacent
atoms, A and B, we define:
~M = ~mA + ~mB2 ,
~N = ~mA − ~mB2 (5.3)
5.3 Phase transition in quantum Hall bars
At half filling we find that |~mA| = |~mB| which implies that ~N and ~M are orthogonal.
We also find that ~N and ~M points always perpendicular and parallel, respectively,
to the applied magnetic field, in order to minimize the Zeeman energy. The mean
field Hamiltonian is invariant to rotations of ~N in the plane perpendicular to the
applied field. Therefore, at half filling is enough to refer to N = | ~N | and M = | ~M |
5.3.1 Bulk properties at half filling
Both the evolution of the magnetic order parameters from edge to edge [Figs. 1(d)
and 3(b)], as well as the band dispersion [Figs. 1(e) and 3(a)], make it clear that
edges and bulk are very different. We first discuss the calculated properties of the
bulk region, which are in line with previous theory work[262, 266]. At half filling
we find three different phases, depending on the value of Bx. In the limits Bx = 0
and Bx →∞, the Hubbard interaction yields bulk in-plane antiferromagnetic order
(M = 0) and in-plane ferromagnetic order (N = 0), respectively. As Bx is ramped
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between these two extremes, both the N and M components survive, in the so
called canted AF (CAF) phase[266, 262].
The three magnetically ordered phases, FM, AF or CAF, open a bulk gap ∆
in the n = 0 quartet. In Fig. 5.2(b) and 2(c) we show how the magnitude of the
bulk gap ∆ remains initially constant as a function of Bx, whereas theM increases







law. Since M scales linearly
with Bx this results shows that ∆ ∝
√
M2 + λ2N 2, and Bx is actually driving a
rotation of the (N ,M) ∝ (cosθ, λsinθ) vector[262]. Thus, the FM, AF and CAF
phases can be interpreted as different realizations of a common multidimensional
order parameter, rather than phases with different order parameters[262, 266].
An important test for the model is the dependence of the bulk gap ∆ on the
off-plane magnetic field Bz. In the experiments, a roughly linear dependence[278]
∆ ∝ Bz was found, in contrast with the expected[265, 264] from the HF theory for





Within the mean field Hubbard model, the origin of the linear scaling is the
following. First, the gap scales linearly with the atomic magnetic moment. Secondly,
the magnetic moment scales linearly with the number of electrons in the zero Landau
level, which are the ones that are unpaired. This number of electrons is given by
the ratio of the area of sample and the square of the magnetic length Asample/l2B.
This ratio is proportional to Bz, yielding the linear scaling of the gap.
The magnitude of the mean field gap depends strongly on U . In order to account
for the experimentally observed magnitude of ∆/(eBa2/h̄) = 40eV , we would need
to assume U/t ' 2−2.5, within the limits considered in the literature[279]. However,
in order to calculated ∆ it is probably more realistic to assume a smaller value for
U and to include the effect of long range Coulomb interaction as well [265, 264].
5.3.2 Edge properties at half filling
We now discuss the electronic properties of the edges. We consider both zigzag
and armchair terminations. In both cases N and M are modulated as the edge
is approached, but in a different way: they are depleted at the armchair edges
[Fig. 5.1(c,d)] and enhanced at the zigzag terminations [Fig. 5.3(b)]. We start
the discussion with the evolution of the edge states as a function of Bx for the
simpler case of armchair edges. As Bx is ramped up, N is depleted in bulk, so
it does the edge gap, δ [Fig. 5.2(b)]. Thus, in the AF phase, with δ ' ∆ >>
kBT edges are insulating, but in the CAF phase, when N and δ are close to zero,
thermally activated edge transport is possible, as reported experimentally[272]. In
the ferromagnetic phase, with N = 0, the edge gap closes, δ = 0, and our calculated
spectrum is identical to that of a Quantum Spin Hall insulator[211], with a finite
gap ∆ in the bulk spectrum and spin-polarized counter propagating gap-less edge
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states.
The existence of the quantum spin Hall like spectrum in the FM phase is true
both for zigzag and armchair terminations, confirming the prediction based in a
model that ignored the modulation of the order parameter at the edge[254]. How-
ever, in the zigzag edges the enhancement of the magnetic moment at the edges
has non-trivial and important consequences. Two types of edge states exist at the
zigzag terminations in the Quantum Hall regime: the topologically protected cur-
rent carrying states, present in any Quantum Hall bar (QH), and the preformed
(PF) non-dispersive mid gap edge states[140], present already at Bz = 0 , that host
magnetic moments when Hubbard interactions are turned on[115, 122]. These two
types of edge states, QH and PF, are marked in Fig. 5.3(c). Inspection of their
wave function confirms that the PF edge states are mostly localized in last atomic
row of the stripe, in contrast with the QH states, that are extended over a distance
of order `B[280] . The enhancement of the magnetic order at the zigzag edges comes
from the interaction driven ferromagnetic order associated to the PF edge states.
The calculations yield edge magnetic moments lying parallel to the applied magnetic
field, i.e., mostly in-plane.
An important question is to which point the edge magnetic moments associated
to the PF states are coupled to the QH edge states. To address this question
we perform a mean field calculation for the FM phase (with Bx >> Bz) where we
constraint the magnetic moment of one of the edges to lie perpendicular to the plane
[Fig. 5.3(e)]. The resulting self-consistent solution still has in-plane magnetization
for bulk and for the free edge. The calculated energy bands are shown in Fig. 5.3(d).
It is apparent that at the edge where the PF magnetic moments are forced to lie off
plane, a gap opens in the QH edge states.
Our calculation clearly shows that spin-filtered QH edge states are sensitive to the
spin orientation of the PF edge moments. This provides a natural scenario to account
for the experimentally observed value [272] of the zero bias conductance G = 1.8G0,
rather than G = 2G0, the conductance expected if no spin-flip interactions occur.
In a micron size flake there will be several patches with zigzag terminations and PF
edge states. There, spin fluctuations of the edge moments will induce spin mixing
and back-scattering of the spin-filtered QH edge states. A second mechanism that
would induce spin back-scattering combines spin-orbit coupling and disorder.
5.3.3 Ferromagnetic bulk and antiferromagnetic edge
In the half filled case, we observed that the electronic structure of the edge was
determined by the electronic order in bulk. That interesting behavior holds as long
as the electronic order both in bulk and edge are equivalent. According to that, it
may seem that an insulating edge implies a canted or antiferromagnetic bulk order.
In the following we will see that this is not completely true: close to the magnetic
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transition, edge and bulk can host different magnetic orders.
Figure 5.4: Evolution of the band structures and magnetic order as the U value
approaches the transition point. It is observed that the antiferromagnetic order
starts at the edges, and propagates towards the bulk. In this situation, electronic
order in bulk does not determine the electronic properties of the edge.
At large enough interactions, a situation can arise where the bulk sustains the
ferromagnetic phase at the same time as the edge sustains the canted antiferromag-
netic phase. This situation can be understood as if the electronic interactions had
a bigger effect on the edge, due to a quenching of the kinetic energy due to the
presence of the boundary.
We show in Fig. 5.4 how the magnetic structure of an armchair ribbon evolves
as the interaction is increased, starting close to the transition value between ferro-
magnetic to canted. The canting of the moments starts to take place in the edge of
the system, and starts propagating towards the bulk. It is interesting to note, that
if an actual sample of graphene is in a situation close to this one, the actual bulk of
graphene can be ferromagnetic, but the edge states will be gapped due to the spin
mixing in the edge, taking place due to the canting order. Therefore, the magnetic
order in the bulk does not determine the electronic properties in the edge, if the
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system is close to the transition.
5.3.4 Ferrimagnetic ν = 1 phase away from half filling
Figure 5.5: Quarter filling phase. (a,b) Energy bands, (c) magnetic order pa-
rameters, N and M as a function of position and (d) sublattice resolved magnetic
moments.
As a final test for the model, we now discuss our results [Fig. 5.5] for the system
away from half-filling. Experiments[272] indicate that, upon gating up to quarter
filling the three magnetic phases merge into a unique phase with edge conductance
G = G0 which means that both spin and valley degeneracy have to be broken. Our
calculations, show that at quarter filling [Figs. (a) and (b)], the system develops
a ferrimagnetic phase [Fig. 5.5(c)]. Unlike the case of half-filling, we have now
|~mA| 6= |~mB| and the magnetic moments of both sub lattices are parallel to the total
applied field. The different magnitude of the sub lattice magnetizations mA and
mB, shown in Fig. 5.5(d), is a clear indication of the valley symmetry breaking.
The occupation of a unique LL, possible due to the valley and spin symmetry
breaking, automatically implies that a single spin-polarized dispersive edge state,
accounting for the observation[272] of the G = G0 plateau. Importantly, both the
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bulk magnetization and the number of edge channels in this ferrimagnetic phase are
insensitive to the magnitude of the in plane magnetic field, in agreement with the
experiment [272]. Moreover, the bulk gap is found to increase with the in-plane field
as observed in experiments.
5.4 Spin-waves
5.4.1 General considerations of spin waves
As shown previously, electronic interactions are able to turn an initially metallic
system into an insulator. At very strong interactions, these systems reach the Mott
insulating limit, in which the charge is frozen in each atom. However, a degree
of freedom remains free, and able to create transport phenomena. This degree of
freedom is the spin of the electrons.
In fact, the magnetic order is one of the simplest examples of spontaneous sym-
metry breaking. In the absence of spin-orbit coupling, the Hamiltonian electronic
system has a continuous degree of freedom which is the spin rotation, which is
broken in the ground state. However, this (broken) continuous symmetry has an
important consequence, it guarantees the existence of gapless bosonic excitations,
the so called Goldstone modes[281, 282, 10]. In comparison, for discrete broken
symmetries, gapless excitations are no longer guaranteed, as will be the case of a
system with uni-axial anisotropy.
The gapless excitations in the case of symmetry breaking by magnetic order
are called magnons. Their large lifetime allows to existence of spin transport in
insulators, as confirmed with many recent experiments[283, 284]. The amazing fate
of spin transport without charge transport suggests their potential application in
spintronics.
Apart from spin transport, the effect of spin waves has more mundane implication
in materials. The temperature dependence of the magnetization of conventional
materials as iron, is governed by the increasing population of spin waves at high
temperature[285]. Therefore, in the former case they are the responsible of phase
transition between ferromagnetic to non magnetic at high temperatures. Moving
to the spintronics world, in ferromagnets spin waves carry the missing spin angular
momentum in a spin non-conserving scattering event.
In the following we will deal with how to calculate spin wave properties, mainly
focusing on its spectrum, starting from an electronic Hamiltonian. We will show
how spin waves show up as an emergent property of the excitations of the ground
state[286]. The calculations will be done in several steps (Fig. 5.6). First, usual
mean field calculation will deal with the ground state Hartree-Fock wavefunction.
Then, the spin response is calculated and finally many body perturbation theory
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Figure 5.6: Sketch on how the spin wave spectrum is calculated. First a free
Hamiltonian is set up, interactions are introduced and solved in a mean field ap-
proximation. Then the spin response is calculated, and finally the RPA summation
is performed.
within the random phase approximation (RPA) will allow to calculate the dressed
spin-spin correlation function.
5.4.2 Spin-spin response by RPA re-summation
We use the standard tight binding model with first neighbors hopping between local-
ized pz orbitals. Orbital magnetic field is introduced by the usual Peierls substitution
and in-plane magnetic fields by a Zeeman coupling.












The ground state of the previous model turns out to be a antiferromagnetic
trivial Quantum Hall insulator at low in-plane fields and a topological ferromagnetic
Quantum Hall insulator at large in-plane fields. The previous behavior, reproduces
the experimentally observed transition between a Quantum Hall insulator and a
Quantum spin Hall with the in-plane field.
The previous Hamiltonian is solved self-consistently. Once the ground state is





El,k − Em,k+q − ω + iε
(nl − nm) (5.5)
al,m,i,j,k,q = 〈Ψl,k|S+(i)Ψm,k+q〉〈Ψm,k+q|S−(j)Ψl,k〉 (5.6)
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With the previous linear spin response, we compute the interacting spin corre-
lation function χ+− by means of the random phase approximation





The poles of the imaginary part of the response function give the spin wave
excitations[287]. It worth to remark that for a gapped spectrum, Eq.5.5 doesn’t show
poles at ω = 0, whereas the many body Eq.5.7 is able provided that det(I−Uχ0+−) =
0. For gapped electronic spectrum, the previous condition is enough to guarantee a
gapless spin many-body excitation, however for gapless electronic calculations the
full Eq.5.7 has to be considered. In order to simplify the discussion, we will look in
all the cases at the poles of the full spin response, both in the insulating and gapless
cases.
5.4.3 First steps: the linear chain
Figure 5.7: (a) Magnetic order and (b) band structure of a linear chain at half
filling. Although the electronic structure is gapped (b), the spin wave spectrum (c)
is gapless, developing a linear dispersion relation as expected from antiferromagnetic
spin waves.
Antiferromagnetic chain
The ultimate goal of the RPA method is to calculate the effect of spin waves in
the electronic spectrum of Quantum Hall bars. Nevertheless, lets start with a first
minimal example. A way more simple model than the Quantum Hall graphene
is a linear chain at half filling. In this simple case, nesting of the wavefunction
at k = π already indicates that the system will tend to form antiferromagnet or-
der[288]. Moreover, the same conclusion can be reached by applying Lieb theorem,
provided a lineal chain is also a bipartite lattice. In Fig. 5.7 we show the simplest
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situation, a calculation with two atoms per unit cell to accommodate the antiferro-
magnet order. At the mean field level, interactions open up a gap in the electronic
spectrum. In comparison, spin waves remain gapless, showing a linear dispersion
relation characteristic of antiferromagnetic systems.
Figure 5.8: Band structures (a,b,c) at different U, and corresponding spin wave
dispersions (d,e,f). As can be observed, the slope of the dispersion becomes smaller
for larger U, which implies that the group velocity of the spin waves also becomes
smaller.
The dispersion relation of the spin waves will determine their transport behavior
due to the relation with the group velocity. In the limit of infinite interaction, the
spin is completely frozen and the spin waves do not propagate. This can be easily
understood in terms of an effective Heisenberg Hamiltonian for the Mott insulating
phase
H = J ~Si · ~Sj (5.8)
where ~S is the spin operator. Since J is the only energy scale in the previous
Hamiltonian, the group velocity will proportional to J . For an electronic system in
the large U limit, second order perturbation theory[289, 290] in the hopping give an







which for infinite U limit becomes zero. Therefore, as long as the localized limit
is good starting point for a perturbative argument, bigger interactions will yield
smaller spin wave dispersions, but always gapless.
The previous basic phenomenology is correctly captured by the RPA formalism
for the spin wave spectrum. We show in Fig. 5.8 how the band structure and spin-
spin response evolve as the interaction becomes bigger. It is worth to note, that
only at large U , the slope of the linear dispersion will follow Eq. 5.9. At low U
electrons are not in the Mott insulating regime, which in particular implies that the
expectation value of the spin operator in every site will be 1/2.
Ferromagnetic chain
Figure 5.9: (a) Sketch of ferromagnetic order in a linear chain. Band structure
(b,c) of the ferromagnetic chain at low filling factor (0.02). At this filling factor, the
spin waves (d) develop a quadratic behavior at low q, in comparison with the linear
dependence in antiferromagnetic systems. For this calculations U = 2t.
Another text-book example of spin waves are the ones found in a ferromagnet. In
that case the spin wave spectrum is known to develop a quadratic behavior at low q,
ω = Dq2. Within a tight binding model, the simplest case that shows ferromagnetic
order is a linear chain at very low (or very large) filling. In that case, interactions
create a Stoner instability in a non-magnetic ground state of the system, driving the
system towards an ordered phase, creating a spin splitting in the band structure.
The Stoner criteria states that the system will become ordered when the condition
ρJ > 1 holds, where ρ is the density of states at the Fermi energy and U the
relevant electronic interaction, relation that can be easily derived for a free electron
gap taking interactions at the mean field level. It is worth to note that the previous
criteria is derived for itinerant electrons, and therefore is expected to hold specially
for not too large interactions, the limit of itinerant magnetism. This situation is the
one that holds in ferromagnetic bulk iron.
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Intermediate filling, chiral magnet
Figure 5.10: Non magnetic chain at different filling factors (a,b,c). For every
filling, the Fermi surface is nested at a different q-vector. The spin-spin response for
the previous fillings (d,e,f) show a poles at ω = 0 and q = 0 and further poles for
q 6=. Those qN are precisely the nesting vectors, and indicate that a spin excitation
at that energy will be gapless. In particular, they will be unstable, so that the
system will be driven towards a different ground state, the chiral magnetic state.
Due to the perfect nesting of the band structure in one dimensional systems,
ground states with chiral order are trivial to obtain in a linear chain. Given a
particular band structure, the nesting vector can be tuned by changing the electronic
doping of the system. For one atom per unit cell, the dispersion relation follows E =
2 cos(k). In particular, as we presented in the first case, for half filling this leads to
a nesting vector qN = π, which is precisely an antiferromagnetic order. For very low
filling, the nesting vector becomes arbitrarily small qN → 0, which corresponds with
an asymptotically ferromagnetic order. Nevertheless, in the intermediate regime,
a finite nesting vector will give rise to a finite nesting vector, which indicates a
transition towards a chiral magnetic order.
Finally, it is worth to remark that the chiral order can be anticipated from an
anomalous spin wave spectrum, even in the case they are calculate with ”wrong”
ground state. The features that indicate an instability towards chiral order are zero
spin wave modes, at q 6= 0.
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5.4.4 Spin waves in quantum Hall regime
After having shown the basic phenomenology of spin waves, in the following we
will apply the same technique to study the spin wave spectrum in a graphene[286]
Quantum Hall bar. In comparison with the linear chain, the quantum Hall bar
we will be interested in the spatial variation of the spin wave spectral function.
In the fashion as zigzag boundaries bound electronic states, we will see that the
localized magnetic moments of the zigzag edges create specific spin wave branches,
Apart from the conventional bulk spin waves. In the following we will focus on the
antiferromagnetic[286] Quantum Hall state, i.e. the situation when only off-plane
magnetic field is applied.
Figure 5.11: Sketch of a periodic unit cell (a), where the magnetic field has been
chosen so that the upper and lower edges have the same Peierls phase, showing
a flat band Landau band structure (b). Band structure in ferromagnetic (c,d) and
antiferromagnetic (e,f) cases, showing the two different splitting of the Landau levels.
In first case, we consider a system with periodic boundary conditions in also in the
direction y. In that situation, edge states do not appear, provided a commensurate
magnetic field with the lattice is chosen. The condition that the magnetic field has
to fulfill is that the Peierls phase is the same in the lower and upper edge of the
ribbon
2πn = BW∆x (5.10)
where W is the width of the ribbon. In order to maintain the calculations as
efficient as possible, we will choose m = 1. It is worth to note that the periodic
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Figure 5.12: Spin-spin response at two different qvectors for antiferromagnetic
Quantum Hall graphene. For the free response χ0±, no imaginary part is present due
to the electronic band gap. In comparison, the RPA re-summation χ± shows poles
at the spin wave modes, including the Goldstone mode at ω = q = 0. The finite
width of the peaks arises due to the finite analytic continuation δ.
boundary conditions impose a quantization on the magnetic field, which translates
into the fact that we will not be able to change it continuously. This is in comparison
with the conventional ribbons studied previously, where the magnetic field was a
continuous parameter.
The spectrum in that situation5.11 consists of only Landau levels. This geometry
allows to study the spin waves of the pure bulk system and compare it with the case
in which both bulk and edge states are present.
The antiferromagnetic case shows a symmetry for negative and positive frequen-
cies, which is yield by the combination of the product of time reversal and inversion
symmetry. The interacting response shows poles at ω = 0 as well as different poles
at different energies, which is a mark of the linear dispersion relation expected for
an antiferromagnet.
The different branches observed in Fig. 5.13 correspond to the different spin
wave modes that can be observed in the confined ribbon. It is clearly seen that they
follow a Dirac like spectrum, which arises naturally from a linear dispersion for two
dimensional spin waves of the form
ω = D|q| = D
√
q2x + q2y (5.11)
Such dispersion relation, gives in the finite geometry of the ribbon confined
modes. The quantization is the spin modes yields a dispersion of the form









Figure 5.13: Scheme of the geometry of the magnetic flux in the nanoribbons
for th compactified (a) and edge (b) configurations. (c,d) Spin wave spectrum for
the two previous configurations. The system with edge (c) which shows localized
moments, develops a branch with different stiffness. Response at q=0 for the edges
system (e), and local density of states of the lowest excitation, showing a coupling
between bulk and edge spin waves.
where W is the width of the ribbon. In particular, for qx = 0 the frequencies of the
spin-waves are spaced by a quantity D2π/W




Fig. 5.13 shows the spin wave excitation for a zigzag edged antiferromagnetic
quantum Hall ribbon. Bulk spin wave branches become quantized due to finite
size effects, and in comparison with the edge-less system, a new branch shows up.
This new branch becomes decoupled from the other ones at high q. Inspection
of its LDOS, reveals that the decoupled branch corresponds to excitations which
live on the edge. Nevertheless, low q LDOS are no longer pure edge states, but a
combination of bulk and edge and spin waves. This is easily rationalized taking into
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Figure 5.14: (a) Band structure of an antiferromagnetic zigzag ribbon in the
quantum Hall regime. (b) Imaginary part of the spin-spin response of the system,
showing poles only when RPA is considered. The diagonal terms of the imaginary
part of the response can be understood as the spectral function of the spin waves.
In this fashion, the pole at ω = 0 (c,d) is associated with collective spin excitations,
whose weight is mainly edge modes.
account that a gapless spin wave excitation is expected to appear, which corresponds
to the magnetic Goldstone mode. This mode lives everywhere there is a magnetic
moment, where the spin symmetry has been broken, thus having weight in the bulk
as well as in the edge.
So far the spin dispersion where shown for the bulk spectrum, which electron-
ically consist only in pure bulk Landau levels. In the following, we consider the
simultaneous interplay between the bulk and edge spin waves, by performing the
calculation in a system with an edge. For the case of a zigzag edged ribbon, the
spin wave spectrum show new spin wave branches which are associated with the
edge magnetic moments. Again, the spin response shows poles associated to the
different spin waves of the system. Focusing first in the dispersion for q → 0, it is
observed that the system shows the Goldstone modes expected. However, as can be
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seem from the diagonal terms of the response, the zero energy spin excitations are
strongly localized in the edge. It is important to realize that in the antiferromag-
netic quantum Hall state, in the zigzag ribbon the localized magnetic moments of the
edges are also in an antiferromagnetic configuration. This fact allows to understand
the strong transition between Fig. 5.14c,d. For positive frequencies, the spin-wave
tries to flip the edge in the up configuration. The result for negative frequency holds
due to the special symmetry of the antiferromagnetic configuration, which allows to
relate negative frequency to the time reversal and spatially inverted system.
The other peaks observed in Fig. 5.14 correspond to the different modes that the
finite ribbon can sustain. They are a combination between bulk and edge excitations,
and in comparison with the n = 0 mode, the show a stronger weight on the bulk
part. As the index of the peak increases, the spin wave shows more maximums,
which are associated with the mode number n.
Figure 5.15: Spin-spin response for q → 0 (a) in a zigzag ribbon. The space-
resolved local spectral function for each peak in (a) shows the structure of typical
confined modes, as shown in panels (b,c,d,e,f). It is seen that although the spatial
distribution resembles normal modes in confined cavity, there is a strong coupling
with the localized edge mode.
5.4.5 Spin wave stiffness of the antiferromagnetic state
For the antiferromagnetic state, the slope of the spin wave dispersion is controlled
by the spin wave stiffness. In here we will focus on characterizing the stiffness of
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Figure 5.16: Evolution of the RPA spin response with the interaction U, whose
splitting are proportional to the spin stiffness of the spin waves.
the quantum Hall antiferromagnet.
First, it worth to note that in comparison with usual antiferromagnetic insula-
tors, the insulating state of the QHAF, arises due to the Landau level localization.
In particular, the Landau level structure causes that an arbitrary small interaction
U is able to open up a gap.
In the following, we will assume that a certain Heisenberg model can be associ-
ated with the magnetic state
H = JSi · Sj (5.14)
We will focus first on the high U limit. In this situation, the system can be
described as lattice of localized electrons. The local spin are coupled one to each
other by virtual processes which involved second order processes in which an electron
hops t a neighboring site and comes back. This gives rise to an effective Heisenberg
model with coupling
JU→∞ = t′2/U (5.15)
In the low U limit, the magnitude of the local magnetization is dominated by
the interaction U. The gap opening will increase with U, and will provoke different
filling of the up and down, increasing the local magnetization. Furthermore, and in
comparison with usual antiferromagnets, the QHAF shows a very strong scaling of
the local magnetization, leading to nearly dependent magnetic order as a function
of the off-plane magnetic field. Assuming a linear scaling of the local magnetization
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with U, and taking into account the scaling with the magnetic field, the renormalized
Heisenberg coupling will take the form
JU→0 = B2U2 (5.16)
As shown in Fig.3, numerical calculations show a trend compatible with the
previous waving hand arguments.
5.5 Summary
We have presented a comprehensive study of magnetic order in graphene stripes
in the Quantum Hall regime, mostly at half filling, based on a non-collinear mean
field Hubbard model that treats both edge and bulk on equal footing. The interplay
between bulk magnetism and the type of edge state, confirmed in recent experimental
results[272], motivates the present work where the modulation of the magnetic order
at the edges is taken into account. The model captures the main experimental
observations including the linear scaling between the bulk gap ∆ and the off-plane
magnetic field Bz. Our calculations reveal the coupling between the quantum spin
Hall like edge states and preformed local moments at zigzag edges, that provides a
natural scenario for the spin back-scattering observed experimentally. This scenario
is similar to recent proposals[291, 292] where spin-Hall edge states interact with
magnetic impurities. The last but not the least, at quarter filling the model predicts
the existence of a previously overlooked ferrimagnetic phase with spin polarized edge
states with G = G0.
Finally, we have shown that spin waves naturally arise in the antiferromagnetic
case, showing the conventional linear dispersion relation. Importantly, the localized
edge moments create a specific branch of edge sin waves, that become decoupled
from the bulk al large k. The spin stiffness determines the group velocity of the spin
waves, and it has been unveiled its dependence with the interaction strength.
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Chapter 6
Quantum anomalous Hall effect in
graphene driven by skyrmions1
One of the obstacles to get quantum anomalous Hall effect in graphene is that
usually the topological gap involves spin orbit coupling. Since carbon is a light
atom, the topological gap opened is very small. In this chapter we show how a
quantum anomalous Hall state can be induced in graphene without any spin orbit
coupling in carbon, simply by exchange effects of the conduction electrons. This
mechanism takes advantage of topological magnetic structures in real space, known
as skyrmions, imprinting the topological properties from the magnetic structure into
the graphene electrons.
6.1 Introduction
Electronic Chern insulators usually show up by an interplay of spin orbit coupling
and magnetism. For instance, a ”constructive” way to create Chern insulators con-
sist on taking a Z2 non magnetic topological insulator, and dope it with magnetic
impurities. If the gap closes and reopens, and you are ”lucky”, you might obtain a
Chern insulator. Another constructive way is to take a magnetic system and add
spin orbit coupling, if a gap opens up, another Chern insulator might have been
obtained. Of course both of this recipes are not going to yield always Chern insula-
tors, but have been proven to be good routes towards it. The simplest way to check
whether they are topological is to calculate their Chern number. Therefore, put
as ingredients magnetism and spin orbit coupling, turn on the blender, and Chern
insulators can show up.
The quest with getting Chern insulators with light materials struggles with the
fact that spin orbit coupling in light atoms is fairly weak. Magnetism in principle
1some parts of this chapter are taken from Physical Review B 92 (11), 115433 (2015)
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is not a problem, light atoms can become magnetic, for example, the molecular
oxygen O2 that we breathe is ferromagnetic, has spin S = 1. At this point it seems
meaningful to ask whether spin orbit coupling is necessary to have Chern insulators.
The answer is no, spin orbit coupling is not necessary at all. This will be clear
shortly by examining the symmetry properties of the Chern number.






The Hall conductivity is odd with respect to time reversal, and also by the
application of complex conjugation. The same symmetry affects the Chern number
upon complex conjugation
C → −C (6.2)
therefore, only ground states that break time reversal and conjugation symmetry
can lead to Chern insulators. Ferromagnetic order by itself still has conjugation
symmetry (magnetic order in z direction only involve the real matrix sz), so it is
not enough to create a topological state. Spin orbit coupling alone has time reversal
symmetry, so it is also un-capable. The simplest way to break both symmetries
simultaneously is by a combination of ferromagnetic order (which breaks time re-
versal) plus spin orbit coupling (whose inclusion also breaks spinless time reversal,
i.e. complex conjugation).
Importantly, a magnetic order that involves a complex spin matrix as sy will
break conjugation symmetry. The bottom-line is that, if magnetic terms in the
Hamiltonian are complex, conjugation symmetry might be broken. Of course collinear
magnetization in y direction is not enough, since a spin rotation will turn it real
(to the x or z axis). Only a magnetic order that involves the three Pauli matrices,
so that no global rotation can make the magnetization lie in the real xz axis, is
able to create a Chern insulator. To summarize, non-coplanar magnetic textures
are another recipe to get a Chern insulator.
6.2 Graphene as a Chern insulator
Graphene is a zero gap semiconductor in the brink of becoming a topological in-
sulator. It is no coincidence that several predictions of topological phases in two
dimensional systems are based on some small modification of the model that ac-
tually describes graphene, namely, a tight-binding Hamiltonian for electrons in a
honeycomb lattice at half filling. In a seminal paper[107], Haldane proposed that
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a honeycomb crystal with a suitable magnetic flux decoration would become insu-
lator with a quantized Hall response, without Landau levels. The ground-breaking
proposal of the quantum Spin Hall phase by Kane and Mele[105, 106] is also based
on graphene with spin-orbit coupling, that is mathematically related to the Hal-
dane model. A QSH-like phase was also predicted for graphene under the influence
of a perpendicular magnetic field and ferromagnetic order[168]. In addition, the
quantum Hall effect has been observed in graphene at a relatively low magnetic
field at low temperatures[183], and even at room temperature[293] at high fields.
Furthermore, the combination of exchange interaction and spin-orbit coupling has
been predicted to give rise to the QAH phase[169]. Here we propose a topological
phase that, unlike all of the above, requires no spin-orbit coupling and no applied
magnetic field.
Topological insulating phases in two dimensions attract interest because of the
very special transport properties, such as the perfect conductance quantization of the
quantum Hall phase[93]. These special transport properties arise from the fact that
topological phases have a gapped bulk and conducting edge states. Interestingly,
QAH phases have chiral edge states for which intraedge backscattering is impossible.
Thus, quantization of conductance of the QAH phase should be as perfect as the
one observed in the quantum Hall effect. This contrasts with QSH edge states,
for which only the total absence of time-reversal symmetry breaking impurities,
such as nuclear spins or local moments, prevents backscattering. As a result, the
quantization of conductance in QSH and QSH-like phases is far[111, 183] from the
perfection observed in graphene QH systems[293, 93].
The notion that exchange interaction with the local moments with non-collinear
spin textures affects severely the kinetic energy of itinerant electrons, goes back to
the proposal of the double-exchange mechanism[294]. Later, the role of non trivial
effects on the Berry phase was recognized[295, 296], and the notion that non-collinear
spin textures induce an effective orbital magnetic field that would lead to an anoma-
lous Hall term was put forward[297, 298, 299, 300, 301, 302, 303, 304]. It was also
shown by Ohgushi et al.[305] that the double exchange model on a two dimensional
Kagome lattice with non-collinear classical spins led to a quantum anomalous Hall
phase with quantized Hall conductance. Recent experiments have demonstrated
the possibility of growing graphene islands on top of a two dimensional skyrmion
lattice hosted by a single atomic layer of Fe deposited on an Ir(111) substrate[306].
This experiment, together with the notion that non-collinear spin textures induce
very interesting effects on conduction electrons, [296, 297, 302, 303, 305], motivate
our study of graphene electrons coupled to a skyrmion lattice. Interestingly, we
find that this system can exhibit the Quantum Anomalous Hall effect (Fig. 6.1e,f),
a topological phase of matter that is being actively pursued in condensed matter
physics[307]
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Figure 6.1: (a) Scheme of a graphene layer deposited on a skyrmion lattice (only
the skyrmion cores are shown). (b) Skyrmions with N = ±1, that trigger a QAH.
(c) Influence of the exchange to the skyrmions on the Dirac cones: spin splitting and
band-gap opening (d) Spin texture induced in the reciprocal space by the Skyrmion
driven gap opening. Edge states between vacuum and 2d Skyrmion crystal (e), and
between two skyrmionic crystals with different chirality (f).
6.3 Model












where ~n = ~M| ~M | is the unit vector associated to the skyrmion magnetization. Skyrmions
are being very actively studied in the context of spintronics[308, 309], and they have
been found both in bulk compounds[308] and two dimensional systems [310]. Here
we propose a mechanism to induce the QAH phase in graphene, fully independent
of the spin-orbit coupling of carbon. Namely, it is based on exchange interaction
with a magnetically ordered surface that hosts a skyrmion lattice (Fig. 6.1a).
Our starting point is the tight-binding model for electrons in graphene H0 =∑
ijσ c
†
jσciσ plus their exchange to an arbitrary magnetization field, that is treated
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classically:
H = H0 + J
∑
i
~Si · ~Mi (6.4)
Here i labels the sites of the honeycomb lattice, J is the short-range exchange
interaction constant, ~Si and ~Mi = M0~ni are the electronic spin density operator
and classical magnetization, respectively, evaluated at site i. The length of the
magnetization field M0 is assumed to be the same for all sites. Unlike most of
previous work[311], we focus on the weak coupling limit J << t, adequate for
proximity induced magnetism. Therefore, the exchange field act as a perturbation
on the Dirac spectrum.
The magnetization of a single skyrmion can be expressed as a map from the
plane described in polar coordinates r, φ to the unit sphere, described in spherical
coordinates Θ,Φ,
~n = (sin Θ(r) cos Φ(φ), sin Θ(r) sin Φ(φ), cos Θ(r)) (6.5)
where Θ(r) is such that Θ(r = 0) = 0 and Θ(r > RSky) = π , where RSky is the
skyrmion radius. Φ(φ) = Nφ + γ, where N is the skyrmion number that accounts
for its vorticity[308] and γ is a phase that determines the helicity of the skyrmion.
Since γ can be gauged by a rotation along the z-axis, we take γ = 0 without loss of
generality. For the sake of simplicity, in the following we will assume a step-wise
profile for the magnetization
Θhard(r) =

0 r = 0
π/2 0 < r < RSky
π r > RSky
(6.6)
We have verified that the results do not change qualitatively if we use a smooth
parametrization of the azimuthal angle.
6.4 Quantum anomalous phase at weak coupling
In this section we present the result for the weak exchange limit (J << t). This
situation is the one to be realistically obtained for graphene on top of a skyrmion
lattice. We show that a topological gap opens for arbitrarily small exchange coupling
and independently on the type of skyrmion lattice, triangular or rectangular.
6.4.1 Triangular skyrmion lattice
We now consider the properties of graphene interacting with a triangular crystal
of skyrmions. In Fig 2b we show the energy bands for a 5x5 supercell with one
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Figure 6.2: (a) Scheme of a triangular arrangement of skyrmions and (b) band
structure of a 5x5 honeycomb supercell with a skyrmion with winding number equal
to 1 and J = 0.3t. (c) Contour plot of the Berry curvature, with a small trigonal
warping around the corners of the hexagonal Brillouin zone. (d) Positive Berry
curvature localized at the region of band-gap opening. (e) Surface density of states
on the termination of a semi-infinite graphene plane, showing two in-gap chiral
states. (f) Anomalous Hall conductivity as a function of Fermi energy
skyrmion. It is apparent that exchange interaction with the skyrmions opens up a







〈 ~M〉+ δ ~MI
)
(6.7)




~MI is the average magnetization, and δ ~MI = ~Mi − 〈 ~M〉 are
the fluctuations. Ignoring the fluctuation term, the average magnetization induces
a spin-splitting, shown in figure 1b, where the bands have a well defined spin along
the average magnetization. The resulting conduction band of one spin projection is
degenerate with the valence band of the opposite spin projection, defining a circle of
degenerate points that, at half filling, happens to be the Fermi surface (see Fig. 6.1c).
For non-collinear spin textures, δ ~M has terms orthogonal to 〈 ~M〉, δ ~M⊥, that open
up the gap at the degeneracy circle, and creates a spin vorticity in the reciprocal
space (see Fig. 6.1d). A similar argument has been used by Qiao and coworkers
in their proposal[169] for QAH in graphene with Rashba spin-orbit coupling and a
exchange field. In our system the δ ~M⊥ part of the Hamiltonian plays the same role
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Figure 6.3: (a) Scheme of a rectangular skyrmion crystal. (b) Band structure of
half filled graphene with a rectangular unit cell, coupled to the rectangular skyrmion
lattice with J = 0.3t. (c) Berry curvature in the whole Brillouin zone, showing a
same sign behavior which sums up to a C = +2 total Chern number. (d) Berry
curvature along the k path shown in the band structure, showing a non-vanishing
contribution in the anti-crossings points. (e) Surface DOS in a seminfinite geometry
showing two chiral states. (f) Anomalous Hall conductivity as a function of Fermi
energy
as the Rashba coupling in their model. However, we found that only skyrmions with
topological charge N = ±1 are able to open a topological gap.
The non-trivial nature of the gap of Fig. 6.2b can be anticipated from the Berry
curvature[171] profile shown in Fig 2d. A non vanishing Berry curvature arises at
the crossing circle of the spin-split Dirac points (see Fig. 6.2c), where the spin-flip
terms open-up a gap.










f(εn(~k), EF )Ωn(~k)d2k (6.8)
where f(εn(~k)) is the Fermi occupation function, and n labels the bands. When
the Fermi energy, EF , lies inside a gap, the Hall conductivity is proportional to a
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Chern number C[20], which is an integer number C, resulting in a quantized Hall
conductivity σxy = Ce2/h. Our calculations show that when EF lies in the gap
opened by the coupling to the N = ±1 skyrmions, the Chern number is given by.
C = 2N (6.9)
This is the central result of this work: the topological winding number of the
skyrmions is imprinted into the Dirac electrons. Several consequences follow. First,
two chiral edge states are expected to occur at the boundaries of the crystal. This
is confirmed by our calculations, using a recursive Green function method[312] to
calculate the surface states, as shown in Fig. 6.2e. Second, an interface between two
skyrmion lattices, with opposite skyrmion numbers N = 1 and N = −1, is expected
to show 4 interface states according to the index theorem (see fig. 6.1f). Third,




Importantly, the Hall conductivity also takes large, but not-quantized values, when
effect Fermi energy lies close to, but outside, the gap (see Figs. 2f, 3f), on account
of the finite Berry curvature integrated over the occupied states[313].
6.4.2 Square skyrmion lattice
We now address the question of the influence of the type of skyrmion lattice on the
existence of the QAH phase. In particular, motivated by experimental results[306],
we consider a rectangular skyrmionic crystal, commensurate with the graphene lat-
tice (see figure 6.3a). We find that the topological character of such system strongly
depends on whether the valley mixing is an important effect.
The topological phase is observed for those unit cells in which the two valleys
fold to different points in the Brillouin zone, which avoid intervalley mixing. As in
the triangular case, the in-plane components open up a gap in the exchange split
bands (Fig. 6.3b), which leads to a finite non-vanishing Berry curvature localized
in the band crossing points (Fig. 6.3d). The Fermi surface in this case can be
more complex than in the triangular skyrmion lattice due to the large folding of the
reciprocal space, which is also reflected in Berry curvature Fig. 6.3c. The calculated
Chern number is also C = 2N , as in the triangular lattice, which in a semi-infinite
geometry gives rise to two copropagating edge branches (Fig. 6.3e).
Away from half filling, when the Fermi energy no longer lies within the gap, the
anomalous response is still non-vanishing up to energies 4 times the gap (Fig. 6.3f).
The sign of the anomalous response is again the same for electrons and holes as in
the triangular case. In comparison, upon entering the conduction (valence) band,
the response can rapidly become negative and with a value close to 1, due to the
presence of an edge branch located in the valence (conduction) band (see Fig. 6.3e),
that coexist with normal valence (conduction) states.
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6.4.3 Experimental verification
The experimental verification of our proposal is not far from the state of the art.
The optimal conditions to detect perfect edge transport associated to the QAH
phase is induced by a skyrmion lattice hosted by an insulating magnetic material
that couples to the graphene electrons. Three ingredients have been demonstrated
in different systems. First, recent experimental results showing the possibility of
growing graphene on the surface of Fe/Ir, a surface that hosts a skyrmion lattice[306].
Second, and independent from the first, recent experiments show that non-quantized
anomalous Hall is induced in graphene by proximity to a ferromagnetic insulating
substrate [314]. Finally, skyrmion lattices have been observed in insulating chiral-
lattice magnet Cu2OSeO3[315].
The critical figure of merit to realize our proposal is the magnitude of the
skyrmion induced gap. This is controlled by the strength of the exchange field of
the underlying magnetic state. To gain some insight of the gap opening mechanism,
it is convenient to change independently the off-plane (exchange shift) and in-plane
(spin mixing) components of the skyrmion texture. Our numerical calculations (see
Fig. 6.4b) for the triangular lattice of hard core skyrmions (nz(r < RSky) = 0) show
that the gap satisfies ∆ ∝ JinJoff/t where Jin and Joff are the magnitude of the
in-plane and off-plane components of the exchange field (see Fig. 6.4bcd). In the
case of constant exchange strength, a quadratic exchange dependence is obtained
∆ ∝ J2/t.
For reference, and given that there are no measurements of J, we take it from
DFT calculations for graphene on top of BiFeO3 [316] that give J = 70 meV, and
t = 2.6 eV. With the previous parameters, the topological gap would get a value
of ∆ ' 0.4 meV, within reach of transport spectroscopy. Taking these numbers,
the window of EF within which the non-quantized intrinsic Hall effect would be
sizable extends in a window of 1−3 meV around the Dirac energy. Our calculations
indicate that the non-quantized Hall conductivity would be larger in the case of
the square lattice (Fig. 6.3f). We also note that the sign of the skyrmion-induced
Hall contribution would be the same for electrons and holes, in contrast with the
conventional Hall effect.
6.5 Strong coupling limit
We discuss here the behavior of the system in the large J limit, where J >> t
and the spin-splitting of the bands is much larger than the bandwidth. This strong
coupling limit has been considered in previous works[305], but is not realistic in the
case of graphene. In the strong coupling limit at half filling, the system behaves as
a topologically trivial magnetic insulator, where both valence and conduction states
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Figure 6.4: (a) Scheme of a hard core skyrmion, showing an in-plane radial mag-
netic profile and an out-core off-plane magnetism. Evolution of the topological gap
at half filling with the global exchange (b), only the out core exchange (c) and the
core exchange (d).
of the majority spin are completely full. Since spin degeneracy is completely lifted
in this case, the Fermi energy lies at the Dirac point at quarter filling. In this case
(Figs. 6.5), the low energy states are described by a gaped Dirac like spectrum and
our calculations in this limit give C = 1, for N = 1. Therefore, this is topologically
different to the weak-coupling case discussed in the main text, and much closer to
the original QAH phase proposed by Haldane [107].
The physical origin of this topological phase can be understood as follows. The
standard[297, 303, 302, 305] spin rotation is performed, so that the exchange term
is always diagonal[296, 297]. The local nature of this transformation generates a
coupling to a gauge field in the hopping operator[297, 303, 302, 305] that describes an
effective inhomogeneous magnetic field, that is responsible of the band-gap opening
in this limit. In that limit, a skyrmion with topological number N creates an effective
field equal to NΦ0, where Φ0 = e/h is the magnetic flux quantum [308].
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Figure 6.5: Graphene supercell over a triangular skyrmion crystal. Band structure
(a,b) at filling 1/4 in the large exchange limit (J=3t). As shown by the surface
density of states (c) and the Berry curvature (d), the system develops a quantum
anomalous Hall state with a total Chern number C = 1 At large exchange, the half
filling state becomes trivial, whereas the filling 1/4 becomes topological resembling
the Haldane model.
6.6 Perturbations to the QAH phase
6.6.1 Trivial gap opening
In this section we will discuss some of the situations in which a skyrmion texture
will not give rise to a topological gap. First we emphasize that strong defects or
inhomogeneities both in graphene, the underlying skyrmion lattice or the exchange
coupling can give rise to a phase transition between the topological state to a trivial
state. This problem is common to any engineered topological state, and its study
relies on the particular features of the microscopic models, which depend on the
underlying material that hosts the skyrmions.
In the following we focus on homogeneous effects well captured by our phe-
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Figure 6.6: Unit cells (a,b) and band structures (c,d) for graphene over a fully
in-plane triangular (a,c) and rectangular (b,d) skyrmion lattice. A gap is opened
in the band structure, but the Chern number is identically zero, yielding a trivial
insulator.
nomenological model that can ruin the perfect C = 2 state. We will discuss two
situation, the case of a pure coplanar spin texture, and situations with strong inter-
valley mixing.
Coplanar spin textures
Here we consider the case of graphene coupled to coplanar non-collinear spin tex-
tures, shown in Fig. 6.6. We address the weak coupling limit (J << t) at half filling.
In the case of a purely in-plane exchange field, the Hamiltonian can be made real by
a rotation onto the Pauli matrices σx, σz, leading to a vanishing Hall response. We
show in Fig. 6.6 examples of band structures of triangular and rectangular graphene
unit cells subjected to fully in-plane exchange field. Although a band-gap opens, the
calculated Berry curvature, and thereby the Chern number vanish in both cases.
The necessity of a non-coplanar spin texture can be easily understood in terms
of the symmetry properties of the Chern number. Without loss of generality, the
exchange field of a coplanar spin texture can be expressed in terms of the Pauli
matrices σx and σz, provided the exchange field is rotated to lie in the xz plane
~M · ~σ = Mxσx +Mzσz (6.10)
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Figure 6.7: Unit cells (a,b), band structures (c,d) and Berry curvatures (e,f)
for graphene over a triangular (a,c) and rectangular (b,d) skyrmion lattice. The
commesuration of graphene with the skyrmion lattice make that both valleys are
folded onto the Γ point. Even though a gap with non vanishing Berry curvature
opens up, the sign changes along the Brillouin zone, and summing up all the con-
tributions gives a vanishing Chern number. In the present situation, the gap is
dominated by intervalley mixing.
turning the exchange term of the Hamiltonian purely real, and therefore also the
full Hamiltonian. Since the Chern number is odd under conjugation
K : C → −C (6.11)
and a purely real Hamiltonian is invariant under conjugation
K : H → H∗ = H (6.12)
the Chern number is identically zero (C = 0) for a co-planar spin texture. Thus,
non-coplanar spin arrangements are necessary to induce the anomalous Hall phase.
Intervalley mixing
In some instances the skyrmion lattice will be commensurate with the carbon hon-
eycomb lattice, the two valleys in band structure of graphene could be folded to a
single point, allowing to intervalley mixing. In particular, for the triangular lattice,
the folding of the two valleys onto the Γ point takes place for 3n × 3n unit cells.
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Figure 6.8: (a) Example of the radial Θ dependencies that the parametrization
Eq. yields. The limiting case of hard core skyrmions used in the main analysis
corresponds to the limiting case n =∞. The gap as function of n, shows an always
different that zero gap, indication that the system is always topological as show by
the Berry curvature (c) of the n =∞ case. Calculations correspond to 5x5 supercell
with J = 0.3t.
For a rectangular unit cell, the folding takes place for a supercell 3n in the zigzag
direction. In these situations, intervalley scattering can open a trivial gap, as shown
in Fig.6.7 of such behavior. Interestingly, the Berry curvature can be non zero, but
the Chern number vanishes. Importantly, this situation requires a fine-tuning of the
skyrmion and carbon lattices. In general, this is not the case, and non-trivial gaps
are to be expected.
6.6.2 Profile smoothness
So far, for the sake of simplicity we assumed a step-wise profile for the magnetization,
a core region in-plane and an outer region off-plane. From the point of view of the
symmetry of the electronic Hamiltonian, the previous assumption captures the only
critical ingredient: non-coplanarity and finite spin chirality. Realistic systems are
expected to show a smoother behavior in the magnetic profile. Actually, it is that
smooth behavior the feature that allows to define a topological invariant associated
with the real space structure of the skyrmion.
In this section we show that the precise spatial profile of the skyrmion is not
critical for the topological properties induced over the electrons in graphene. We
will take take the again parametrization for the magnetic profile Eq. 6.5
~n = (sin Θ(r) cos Φ(φ), sin Θ(r) sin Φ(φ), cos Θ(r)) (6.13)
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Figure 6.9: (a) Sketch of skyrmionic graphene over a substrate, showing the in-
duced perpendicular electric field. The band gap (b) as a function of the Rashba
coupling shows an asymmetric behavior, reflecting the competition between spin
chirality and the spin orbit coupling chirality.







The previous parametrization has simple behavior as shown in Fig. 6.8a. For
low n, the profile has a smooth evolution from the center until the skyrmion radius.
For n =∞, a step profile is recovered, which corresponds to the hard skyrmion case.
6.6.3 Effect of Rashba coupling
Relativistic effects in conduction electrons were ignored so far (except for their im-
plicit participation in the formation of the skyrmion) , all the anomalous effect came
from interaction with the magnetic structure. Nevertheless, the setup of graphene
over a surface breaks mirror symmetry with respect to the z− axis, so that Rashba
couplings are expected to appear. In comparison, electric field does not affect the
kinetic part of the electrons, due to the planar structure of graphene. The strength
of the Rashba coupling will depend on the perpendicular electric field felt, and on a
combination of the spin orbit couplings of carbon and the underlying material. In
general, the net effect on the graphene electrons can be minimally captured by the




ẑ · (~rij × ~s) (6.15)
within the previous model, the gap of a certain unit cell changes as shown in
Fig. 6.9
103
CHAPTER 6. GRAPHENE QAH BY SKYRMIONS
Figure 6.10: (a) Sketch of a system with a single skyrmion missing in a unit cell,
coupled to a pristine infinite skyrmionic graphene. The DOS (b) in the skyrmion-
less cell shows two a peaks below the skyrmionic graphene gap, which correspond
to states bound states to the skyrmions-less defect (c).
6.6.4 Skyrmion defects
In this section we will focus on the effect of different defects in the skyrmion lattice.
We will consider a single missing skyrmion in the lattice, a single skyrmion with
different chirality and a missing atom.
In this section, we will deal with a system in which the defect is located in a
central unit cell, coupled to an infinite pristine graphene skyrmion lattice. The
method used to calculate the Green function of the defect is the embedding method,
explained in detail in Chapter 11.
Missing skyrmion
The first impurity we will consider is a central central cell whose skyrmion is missing
and remains non-magnetic. This situation corresponds to a missing skyrmion in the
underlying system that hosts the skyrmions. The outer system remains a pristine
graphene skyrmion lattice, having a topological gap at half filling.
In the case of a hole in a topological insulator, it is expected that an in-gap
state is trapped by the impurity. This can be understood thinking about the hole
as a limiting case of a boundary between vacuum and the QAH. For very large
holes, several in-gap states show up creating a band whose states are localized in
the boundary, in particular there will be a state a zero energy. For a tiny hole, a
zero energy state is no longer guaranteed, but it is expected that some remaining
bound state survives.
The present situation is more complicated, since it is not clear whether the inner
non-magnetic part will give rise to the same behavior. However, it is obtained that
this defect also traps a in-gap state, as shown in Fig. 6.10. The two peaks located
below the gap of the pristine case are precisely these two bound states. It is worth
to note, that when the part with missing skyrmions becomes larger, these states will
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not be bounded to the boundary. The inner part will recover the gapless graphene
spectrum, which will allow the in-gap states to the delocalize.
6.7 Summary
We have shown that, at half filling, graphene with a weak exchange coupling to
a skyrmion lattice develops a quantum anomalous Hall phase, with gapped bulk
and chiral edge states that should have perfect quantization. This occurs at least
for two different skyrmion lattices, rectangular and triangular, and seems a generic
feature as long as the skyrmion lattice does not produce valley mixing. The Chern
invariant C that characterizes the QAH phase is given by the topological invariant
that describes the individual skyrmions N , through the remarkable relation C = 2N ,
valid for N = ±1. Thus, graphene edges will have 2 chiral edge states, and graphene
on top of an interface between two skyrmions lattices with opposite skyrmion number
N = +1 and N = −1 will have 4 chiral edge states. Importantly, the topological
state of the system does not rely on whether the skyrmion texture is sharp or
smooth. Our proposal has the advantage with respect of any previous QAH phase
in graphene because it requires no spin-orbit coupling and no magnetic field acting
on the graphene electrons.
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Chapter 7
Quantum anomalous Hall effect in
honeycomb antiferromagnets
The quantum anomalous Hall state is topologically order state of matter charac-
terized by a perfect quantum Hall conductance, usually driven by a combination
of ferromagnetism and spin orbit coupling. Here we show, that such state can be
realized in the presence of antiferromagnetic order, without net magnetization. In
particular, we show that an antiferromagnetic buckled monolayer can be electrically
driven into a quantum anomalous Hall state. Furthermore, a similar mechanism
can be used to drive a bilayer antiferromagnetic into the quantum anomalous Hall
phase. Our findings show that ferromagnetism is not mandatory to realize this state,
in comparison with previous proposals who relied on a non vanishing net exchange
field.
7.1 Introduction
The interest for topological states has increased dramatically in the last years. The
interest has been boosted by the experimental observation have of quantum spin Hall
effect[272], quantum anomalous Hall effect[317, 22] and Majorana bound states[318].
Perfect electric conduction in materials is a long standing goal. Both super-
conductors and the quantum Hall state can be considered as perfect conductors.
Starting with quantum Hall effect found in graphene, two dimensional materials
have been shown to be potential candidates for Quantum Hall effects. Their per-
fect quantization is a consequence of the non-trivial topology of the Landau levels,
which give rise to an integer topological invariant known as the Chern number,
which is proportional to the perfect Hall quantization σxy. Within the topological
classification, the QH state is known as a Chern insulator.
The quantum anomalous Hall state[319, 320] is an example of Chern insulator,
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in which there is no net magnetic field but a locally broken time reversal symmetry.
Starting with the original Haldane model, different mechanisms have been proposed
to create this remarkable electronic state. Many of the mechanisms consisted on
non coplanar spin textures[321, 322, 323], or a combination of collinear exchange
fields and Rashba-like spin orbit coupling (SOC)[324, 317]. Focusing on the SOC
driven mechanism, different proposals rely on a net exchange field whose effect is to
polarize the system, plus a SOC field which opens a gap by spin mixing.
Figure 7.1: (a,c,e) Scheme of the different multilayered honeycomb lattices and
(b,d,f) edge states developed. Two regions with opposite electric field create interface
states due to the opposite Chern number of the regions. The number of states is
proportional to the number of layers for monolayer, bilayer and trilayer graphene.
Two dimensional materials are specially suitable to be tuned by substrate due to
their almost pure surface behavior. For example, spin orbit coupling and exchange
fields an be induced by growing 2D materials over substrates with heavy atoms or
magnetic ordering[325]. Furthermore, if the substrate is also insulating, the elec-
tronic transport takes place purely on the original 2D material, with a extrinsically
modified SOC or exchange. Regarding induced QAH, several proposals[324, 317]
showed that a combination of exchange fields and SOC are able to generate the
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topological state, however the low amount of ferromagnetic insulators makes those
proposals challenging from material science point of view. Moreover, ferromagnetic
substrates might create in addition an additional Hall response due to a net magnetic
field, which has to be decoupled from the intrinsic anomalous contribution.
Proposals which involve antiferromagnetic insulators usually rely on proximity
effect to only one of the sublattices, thus yielding an effective net exchange field[317,
326]. In comparison, we will show that an intrinsic antiferromagnetic order is able to
drive quantum anomalous state in multilayered honeycomb systems. The antiferro-
magnetic order naturally arises in a bipartite system at strong interactions, and thus
represents an intrinsic mechanism to drive the QAH. In particular, antiferromagnetic
states in honeycomb systems are strong candidates insulating states experimentally
observed in monolayer[327, 83], bilayer[328, 329, 330, 331] and trilayer[332, 333,
334] graphene, and in the same fashion, they are expected to be realized in other
graphene-like systems. Among the systems that will fit in the previous proposals
are silicene[335] , germanene[336, 337], stanene[338] or functionalized bismuth[339].
Our results show that electrical gating yields a simple way to tune the gap in this
systems.
7.2 Minimal model of a QAH antiferromagnet
We will show that the QAH state can be systematically induced in an antiferromag-
net lattice, whose exchange field can be intrinsic or substrate induced.
The general Hamiltonian that we will use reads as
H = HNN +HAF +HSOC +HV (7.1)
















sz ẑ · (~rik × ~rkj)c†j,sci,s (7.4)
The term HV is the one responsible for opening a gap with opposite Berry
curvature in different valleys, breaking inversion symmetry but maintaining time
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Figure 7.2: (a) Scheme of the antiferromagnetic order in the honeycomb lat-
tice, and (b) band structure in the presence of AF order, sublattice imbalance
and intrinsic SOC. (c) Berry curvature in the full Brillouin zone and (c) along
the band structure path, showing total C = 1 Chern number. The parameters are
mAF = mAB = 0.3t and λSOC = 0.03t







where σz is the sublattice Pauli matrix.
For bilayer and trilayer graphene an analogous term comes from a combination










where tIL is the interlayer hopping, E is the applied electric field and 〈z〉 the
z-position of the localized orbital.
The role of the different terms can be understood by their respective symmetry.
HSOC respects both time reversal and inversion symmetry, but breaks spin symme-
try. HV respects time reversal and spin symmetry, but breaks inversion symmetry.
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HAF breaks time reversal and inversion symmetry, but respects their simultaneous
application. With this in mind, the necessity of the different terms can be antici-
pated from the symmetry properties of the Chern number. For a Hamiltonian with
time reversal, inversion symmetry or conjugation, the Berry curvature is odd under
time reversal symmetry, odd under conjugation and even under inversion symmetry.
Θ : Ω(k)→ −Ω(−k) (7.7)
K : Ω(k)→ −Ω(−k) (7.8)
P : Ω(k)→ Ω(−k) (7.9)
Finally, it is convenient to define a symmetry operator specific of this system
D = sxPK (7.10)
which leaves invariant both the antiferromagnetic term and the Kane-Mele term,
and that acts on the Berry curvature as
D : Ω(k)→ −Ω(k) (7.11)
where Θ, K, P are the time reversal, conjugation and parity operators.
In the case HV and HSOC are non-zero, the Hamiltonian has time reversal sym-
metry, so that the Chern number is automatically zero. If only HV and HAF are
non zero, the system has conjugation symmetry, so that the Chern number is also
zero. If only HAF and HSOC are non-zero, the Berry curvature is identically zero
according to Eq. 7.11.
Therefore, in order to get a non-zero Chern number, the three terms HV , HSOC
and HAF have to be different from zero. In the following we will see that if the three
terms are present, a quantum anomalous state can arise in monolayer, bilayer and
trilayer graphene. Specifically, we will focus on bilayer AB and trilayer ABC.
7.3 QAH state in different layer numbers
In the following we show how the combination of spin-orbit coupling, antiferromag-
netism and perpendicular electric field is able to drive the quantum anomalous Hall
state.
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7.3.1 QAH in monolayer


















sz ẑ · (~rik × ~rkj)c†j,sci,s (7.12)
The monolayer antiferromagnetic system can be easily rationalized in terms of
two decoupled Haldane models. Since zz commutes with the hamiltonian, each spin
channel has an spin dependent mass in each valley given by
m(κ, sz) = szκmSOC + szmAF +mAB (7.13)
The Chern number for a spin flavor in certain valley is given by C = 12κsign(mκ,sz),





It be easily seen that the previous topological invariant can be non-zero. By
taking mAB = mAF = m0, the total Chern number turns out to be C = sign(mSO) =
±1. Thus, in this regime, the system develops a quantum anomalous Hall state (see
Fig. 7.2). The previous regime can be rationalized as a topological Haldane model
for one of the spin channels, and a trivial insulating state for the other channel.
7.3.2 QAH in bilayer



















sz ẑ · (~rik × ~rkj)c†j,sci,s (7.15)
where we choose the coordinates of the bilayer honeycomb in the AB stacking.
Due to the larger density of states near the Fermi level, bilayer systems are
known to develop magnetic order. For instance, bilayer graphene is know to de-
velop an insulating state even at zero magnetic field, which is believed to be an
antiferromagnetic state, very much like trilayer systems. For other bilayer systems
as bilayer silicene or germanene, a reduced bandwidth is expected to enhance the
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Figure 7.3: (a) Scheme of the antiferromagnetic order in the bilayer honeycomb
lattice, and (b) band structure in the presence of AF order, perpendicular electric
field and intrinsic SOC. (c) Berry curvature in the full Brillouin zone and (c) along
the band structure path, showing total C = 1 Chern number. The parameters are
mAF = mAB = 0.3t and λSOC = 0.03t
trend towards developing magnetic order. Thus, magnetic order in multilayered sys-
tems is an easy to achieve state, which in combination of externally broken inversion
symmetry and intrinsic SOC, can yield a quantum anomalous Hall state.
We show that a similar mechanism can be used in a bilayer honeycomb lattice
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to induce a tunable quantum anomalous Hall state by an off-plane electric field (see
Fig. 7.3). In this system, the off-plane takes the role of the sublattice imbalance in
the monolayer case.
Figure 7.4: Magnetic structure (a) of ABC antiferromagnetic trilayer graphene
and its band structure (b). Calculation of the Berry curvature (c) gives a net
contribution, localized in the valleys (d). In a finite geometry the system develops
edge states (e), which propagate in the same direction for a given edge (f).
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7.3.3 QAH in trilayer
The last system that we will consider is an ABC trilayer stacked honeycomb lattice.
In this case, in the absence of antiferromagnetism and SOC, an off-plane electric field
opens up a gap very much like in the case of bilayer graphene. When magnetism
and SOC are turned on, the gap closes and reopens, giving rise to a Chern insulator
with C = 3.
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where we choose the coordinates of the trilayer honeycomb in the ABC stacking.
As shown in Fig.7.4bcd, the Berry curvature concentrates in one of the val-
leys, the one corresponding to the low energy excitations. The effect of the non-
topologically trivial band structure is directly observed in a ribbon geometry Fig.7.4e,
where several gapless bands are observed. Calculation of the momentum resolved
spectral function (Fig.7.4) yields that every edge host three co-propagating modes,
in agreement with the bulk Chern number (see Fig. 7.4).
Figure 7.5: Density of states (a,b,c) and Hall conductivity (d,e,f) as a function
of the chemical potential for the monolayer (a,d), bilayer (b,e) and trilayer (c,f)
anomalous antiferromagnets. For energies inside the gap, the Hall conductance
shows the quantized value σxy = Ce2/h. As the chemical potential enters the valence
(conduction) band, σxy becomes smaller, even changing its sign.
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7.4 Anomalous Hall effect away from half filling
The Hall conductance is quantized as long as the Fermi level lies in between the gap.
In this section, we will study the behavior of σxy when the Fermi energy lies in the
conduction or valence band. In this regime, an intrinsic unquantized anomalous Hall
effect remains[64], due to the sum over the bands of their Chern number weighted







Ωn,kΘ(εn,k − EF ) (7.17)
where Θ(x) is the step function Θ(x < 0) = 1 and Θ(x > 0) = 0
As shown in Fig. 7.5, the Hall conductance is maximum when the Fermi energy
lies in the gap, being equal to the Chern number σxy = Ce2/h. For doped systems,
the Hall conductance becomes smaller as the chemical potential goes deeper in the
valence (conduction) band. Eventually, a energy where the response vanishes is
reached, and from that point, the response changes sign. Thus, the sign of the
intrinsic contribution of the Hall conductance is not constant, but depends on the
chemical potential of the system.
Importantly, the previous study shows that even though the system is not at half
filling, the anomalous response can be observed for metallic systems. We empathize
that in comparison with usual ferromagnets where the anomalous response is studied,
in this antiferromagnets no net magnetic field is present, therefore allowing to a pure
anomalous Hall signal.
Nevertheless, it is expected that doping on the system might change its magnetic
state. The critical doping at which this systems develop an antiferromagnetic state
have to be taken into account.
7.5 Summary
We have shown that the quantum anomalous Hall state can arise in different honey-
comb antiferromagnets. Our findings suggest that different systems can be turned
into a pure Quantum anomalous Hall state without net magnetic moment. In com-
parison with ferromagnetic anomalous states, the vanishing magnetic moment allows
to identify the anomalous Hall signal without having to remove a trivial Hall signal
that would arise due to the finite magnetic field of the system. Furthermore, our
mechanism relies on gate controlled symmetry braking of the lattices, allowing to
have a gate control of the topological state of the system.
The exact value of the gap opening will depend strongly on the particular system.
For graphene multilayers, the gap would have a rather too small magnitude for
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practical applications, however for heavier multilayers as stanene[340] trilayer, the
gap could widely exceed room temperature.
117
CHAPTER 7. QAH IN HONEYCOMB ANTIFERROMAGNETS
118
Chapter 8
Unconventional Shiba states in
hydrogenated graphene1
Conventional in-gap Shiba states require two ingredients: magnetic atoms and a
superconducting host that, in the normal phase, has a finite density of states at
the Fermi energy. Here we show that hydrogenated graphene can host Shiba states
without any of those two ingredients. Atomic hydrogen chemisorbed in graphene is
known to act as paramagnetic center with a weakly localized magnetic moment. Our
calculations for hydrogenated graphene in proximity to a superconductor show that
individual adatoms induce in-gap Shiba states with an exotic spectrum whereas
chains of adatoms result in a gapless Shiba band. Our predictions can be tested
using state of the art techniques, combining recent progress of atomic manipulation
of atomic hydrogen on graphene together with the well tested proximity effect in
graphene.
8.1 Introduction
Magnetic moments have long been known[341, 342] to deplete the superconducting
order, hindering the coexistence of ferromagnetism and superconductivity. At the
atomic scale, a single magnetic atom can locally modify the superconducting order
parameter, binding in-gap Shiba states[342, 343]. Using scanning tunneling spec-
troscopy (STS), these in-gap states have been observed in a variety of systems[344,
345, 346, 347, 348], all of them involving transition metal or rare earth local mo-
ments. In presence of either spin-orbit coupling or non-collinear magnetic order,
chains of Shiba impurities[349] have been predicted to result in topological super-
conductivity, whose fingerprint would be the emergence of zero energy Majorana[80]
edge states. The recent observation[318] of zero energy end states by means of STS
1some parts of this chapter are taken from 2D Materials 3 (2), 025001 (2015)
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in atomic chains of Fe atoms on the surface of superconducting Pb has been inter-
preted along this line and has triggered and enormous interest in the engineering of
Shiba states[349, 350, 351].
In conventional superconductors, the parameter that controls the energetics of
Shiba states is ρJ where ρ is the density of states (DOS) at the Fermi surface in the
normal phase and J is strength of the Kondo exchange between the local moment
with spin S and the conduction electrons. When ρ is a slowly varying function of
energy, the binding energy of Shiba states for a classical spin in a superconductor,




1 + (π S2Jρ)2
(8.1)
where ∆ is the superconducting energy gap. Thus, according to this classical result,
a finite ρ is needed in order to have in-gap Shiba states. We now address the question
of how could graphene change this state of affairs.
Figure 8.1: (a) Sketch of hydrogenated graphene (b) and DOS in the carbons
close to the hydrogen. Upon introduction of interactions a local magnetic moment
is developed (c), changing dramatically the associated DOS (d). When the system
is placed on top of a superconductor (e), Shiba excitations arise below the super-
conducting gap (f).
Graphene can be made superconductor via proximity effect using several com-
plementary strategies. On one hand superconductivity can be induced in lateral
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graphene/superconductor heterostructures[353, 66, 354] and on the other hand tak-
ing advantage of its two dimensional character, graphene can be deposited on top
of a superconductor[355, 356]. The recent reports of fabrication of vertical Van der
Waals structures combining[357, 358, 71] graphene with superconducting NbSe2 also
present a promising venue in this regard. Moreover, a carbon layer of intercalated
graphite C6Ca,[359, 360, 361] could be considered as superconducting graphene,
although in the former case the Fermi level is away from half filling.
Local magnetic moments can be induced in graphene without using transition
metals via chemisorption of atomic hydrogen[362, 149, 363] as well as many other
covalent functionalizations[364]. Within a one-body picture, the chemisorption of
atomic hydrogen in graphene creates a zero energy state[365, 366], which greatly
enhances the local DOS close to the Fermi energy. Electron-electron interactions re-
sult[362, 367, 149, 365] in the formation of a local moment associated to chemisorbed
hydrogen. When two hydrogen atoms are chemisorbed on the same sub lattice, fer-
romagnetic couplings are expected[149, 365]. These theoretical results are in line
with recent experiments[368] where both individual chemisorbed hydrogen, as well
as dimers and trimers, have been probed using STS. In these experiments atomic
manipulation of individual hydrogen atoms has been demonstrated, showing the
potential for atomic scale engineering of magnetism in graphene. In addition, this
magnetism can be turned on and off when the density of carriers is changed [368], in
line with the experimentally demonstrated electrical control of paramagnetism in the
case of fluorinated graphene [369] and as expected from theoretical calculations[370].
8.2 Methods
We now model hydrogenated graphene on top of a superconductor using a one orbital
tight-binding model with pairing and exchange fields. Within the one-orbital model,
the effect of hydrogenation and other covalent functionalizations[364] are equivalent
to the removal of a site in the lattice[365]. At the non-interacting level, this results
in an in-gap E = 0 state in the case of gapped graphene nanostructures, and a
resonance in the case of 2D graphene [371].
In most instances, interactions have been included at a mean field level using
supercells[362], that invariably result in spin-split solutions with a sublattice polar-
ized magnetization cloud in the neighborhood of the hydrogen atom and total spin
S = 1/2. Our Hamiltonian includes the spin-dependent potential in the three clos-
est carbon atoms to the one underneath the chemisorbed hydrogen. This minimal
model mimics a self-consistently calculated exchange field that breaks time reversal
symmetry that implies a local magnetization induced by the chemisorbed hydrogen.
Finally, in order to account for the proximity induced superconducting gap ∆ , we
include a pairing term[372] in the theory. Thus, the complete Bogoliubov-De Gennes
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Figure 8.2: Single magnetic impurity in an infinite square lattice (a), showing
in-gap states described by Eq.8.1. The same impurity in the honeycomb lattice
(c) does not show Shiba states at weak coupling (d). For the single hydrogenated
graphene (e), a new and qualitatively different branch of in-gap state arises (f).
(BdG) Hamiltonian reads:
H = Hkin +HW +HJ +HSC (8.2)
where Hkin describes hopping, HW an onsite potential term, HJ is the exchange
term and HSC the superconducting pairing. The hopping term is the standard







In the case of the hydrogenated system, the effect of hydrogenation is captured














When we model the a conventional Shiba state in the square and honeycomb
lattice, we take W = 0 and j(i) takes a non-zero value J in just one site, marked
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in red in figures 2(a,c). In contrast, when we model hydrogenated graphene we
take W = ∞ and j(i) takes a non zero value J in the three first neighbors[363] of
the functionalized carbon site (see figure 8.2(e)). We treat J as a free parameter,
to account for variations of the local magnetization coming from temperature or
doping[369, 370].
Finally, the superconducting proximity effect is introduced as an effective con-










Here ∆ is taken as an input parameter in the calculation, and no attempt to
compute it self-consistently is done. Since we are considering a single impurity
in an infinite pristine system, we have to deal with a problem with infinite size
and no translational invariance. We tackle the problem using Green functions and a
partition method, valid for any dimension. To do so, we divide the problem in a core
region that contains the impurity site(s) and an outer region[373]. This division is
performed by creating a graphene supercell as the new unit cell C, where the central
supercell host the hydrogenated site and the sites with exchange coupling
hV = hkin + hW + hJ + hSC (8.7)
with hkin, hW , hJ and hSC are the projection of Eq. 8.2 in the central defective
supercell. The rest of the system is formed of pristine supercells coupled to each
other and to the defective one. To calculate the full Green function of the defective
supercell, we write down the Dyson equation of defective supercell coupled to the
infinite graphene.
GV = (E − hV − Σ(E))−1 (8.8)
where Σ(E) is the selfenergy induced over the defective supercell by the rest of
pristine system. The calculation of Σ(E) is done noting that, for a pristine supercell,
an analogous Dyson equation can be written up:
G0(E) = (E − h0 − Σ(E))−1 (8.9)
However, in the case of pristine graphene the Green function G0 of the supercell C







with Hk the usual Bloch Hamiltonian
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where h0 is the pristine intracell hopping matrix, t~r are the intercell hopping matrices
and ~r are real space vector connecting supercells. Coming back to Eq. 8.9, the
self energy that pristine graphene induces on a central supercell can be calculated
combining Eq. 8.9 and 8.10 as








Finally, with the previous self energy the full Green function of the defective
supercell GV can be calculated with Eq. 8.8. From the Green function, the spectral
function can easily be obtained as ρ = − 1
π
ImGV (E) introducing a small but finite
imaginary part in the energy E → E + iδ. We stress that this method is specially
well suited to capture single impurities in infinite systems, not relying on periodic
boundary conditions and avoiding undesired interference effects between different
impurities.
8.3 Results
It is instructive to analyze the density of states of the single hydrogenated graphene
in three stages. First, with J = ∆ = 0, we see in figure 8.1(b) how the density of
states diverges for E = 0, in line with analytic results [57]. Second, when the effect
of the mean field exchange is added (J 6= 0 in our Hamiltonian), the E = 0 peak
spin splits, and results in a vanishing DOS at E = 0 (see fig. 8.1(d)). The resulting
DOS calculated using the embedding method shows a phenomenology analogous to
a toy model, a zero energy level, spin splitted by an exchange J and coupled to a
bath with the graphene density of states ρ0 = λ|E|. In this toy model, the Dyson
equation gives the spectral function ρ±(E, J) = λ|E|+0
+
(J±E)2+(λ|E|+0+)2 . The dramatic
difference between the results with J = 0 (fig. 8.1a) and J 6= 0 (fig. 8.1b) are
analogous to the pathological behavior of the function ρ(E, J). In particular, ρ can
not be Taylor expanded for E = 0, because the small J and E limits can not be
exchanged. This prevents the use of ρJ as a well defined function and invalidates
the use of Eq.8.1 to model Shiba states in hydrogenated graphene.
Finally, in the third stage, we study the effect of the superconducting proximity
effect on graphene. A proximity gap opens in the DOS of pristine graphene (blue
line in Fig. 8.1(f)). In contrast, the calculated DOS close to a chemisorbed hydrogen
atom shows an intra-gap Shiba state (red line in Fig. 8.1(f))
8.3.1 Shiba states for individual magnetic centers
The in-gap excitation energy is governed by the strength of the exchange coupling.
Using our methodology for a magnetic impurity embedded in square lattice (Fig.
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Figure 8.3: (a) Low energy spectral function of the Shiba states for single hydro-
genated graphene, for different paring couplings, showing an anomalous displace-
ment of the pairing switching point. (b) E = 0 spectral function as a function of
superconducting paring and exchange coupling for hydrogenated graphene (green),
showing a non linear dependence of the switching point. The inset (blue) shows
the result for the usual parabolic band which yields a ∆ independent transition
point. (c) Spatially resolved DOS at E = 0 for the parity switching point J = 0.22t,
∆ = 0.05t. Panel (d) shows the amplitude of the DOS along different lines, marked
in panel (c), showing a strong localization of the Shiba state close to the hydro-
genated site.
8.2a) , with conventional parabolic bands, the evolution of the in-gap Shiba state
as a function of J is shown in Fig. 8.2b, with ∆ = 0.05t taking chemical potential
EF = −2t. Our results follow Eq. 8.1. In particular, in the low J limit the in-gap
energies ES follow a quadratic law ∆− ES ∝ J2.
In contrast, a single magnetic impurity (Fig. 8.2c) in the honeycomb lattice at
half filling yields no in-gap state unless the exchange interaction J takes unrealis-
tically large values J >> t (Fig. 8.2d), in line with a previous result[374]. This
can be understood within the standard model as a straightforward consequence of
the vanishing DOS at E = 0. The situation is radically different when we consider
the model for hydrogenated graphene (Fig. 8.2e). In this case, in-gap Shiba states
appear at weak coupling that, in contrast with conventional Shiba states, follow a
linear evolution with J at low coupling, and therefore are not described by Eq. 8.1.
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This is the main result of this paper.
On top of their linear dependence on J , the hydrogenated graphene Shiba states
have another unconventional property. Let us define Jc as the point that satisfies
ES(Jc) = 0, which marks a parity switching of the ground state between a singlet
state for J < Jc to a doublet state for J > Jc.[352] For the conventional case,
equation (1) shows how Jc is independent from the superconducting pairing ∆,
depending solely on the density of states at Fermi energy π S2 ρJc = 1. In comparison,
for hydrogenated graphene the parity switching point is ∆ dependent, as can be
observed in Fig.8.3(a). In fig. 8.3(b) we plot a contour map of the BdG spectral
function evaluated at E = 0 as a function of J and ∆, showing a clear linear
dependence of Jc on ∆. In contrast, in the case of a square lattice, the same
procedure yields a Jc that is independent of ∆ (inset of Fig.8.3(b)).
Thus, from an experimental point of view, the parity switching point could be
observed by controlling either the superconducting gap ∆, that depends strongly
on temperature, as well as tuning the hydrogen magnetic moment by controlling
the doping level of graphene with a gate[369]. Given that ES ' ∆ − J/6, the
critical Jc is in the range of the 6∆, ie, in the range of 10 meV[375, 376]. Another
prediction for experiments is shown in figures 8.3(c) and 8.3(d), where we show the
spectral function of the Shiba states, as it would be measured with an STM. This
hydrogenated-graphene Shiba wave function inherits both the extension and the C3
symmetry of the impurity resonance of the normal phase[362] (Fig. 8.3(c)). In
particular, the Shiba state peaks on the first neighbors of the hydrogen atom (Fig.
8.3(d)).
8.3.2 Shiba states for superlattices
We now consider Shiba state superlattices formed by several hydrogen atoms chemisorbed
in the same sublattice. This secures a ferromagnetic coupling between them[149,
365]. We first consider the case of a dimer (Fig. 8.4a) which is expected[149] to
have S = 1. The resulting density of states with ∆ = 0 and J 6= 0 shows two peaks
(Fig. 8.4b), rather than only one (Fig. 8.1d) for the single hydrogen case. When the
superconducting pairing is switched on, the Shiba spectrum also acquires an extra
line, compared to the single hydrogen case. The evolution of the two Shiba states is
still linear with J , as in the single hydrogen case. Thus, there are as many bound
Shiba states as hydrogen atoms. We now extend this notion to the case of a one
dimensional periodic array of hydrogen atoms (Fig. 8.4d). For this one dimensional
Shiba crystal we obtain a single Shiba band that corresponds to a gapless 1D super-
conductor, reminiscent of the one recently found at the interface of a magnetically
ordered graphene edge and a superconductor[377]. The map of density of states at
E = 0 for the one dimensional array is shown in (Fig.8.4f), whose spatial profile
resembles the single hydrogen Shiba state.
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Figure 8.4: (a) Central cell with two hydrogen atoms, and (b) density of states
before the superconducting proximity is considered. (c) Evolution of the Shiba
spectrum for case (a), resembling the same linear evolution as Fig. 8.2f. (d) Sketch
of the unit cell for a periodic array of hydrogenated sites. Panel (e) shows the BdG
band structure of the periodic array, showing a gapless Shiba band. Panel (f) shows
the spatial resolved DOS for the periodic array (d) at E = 0.
So far we assumed that resonant magnetism behaves as a classical magnetic
moment. It must be noted that quantum fluctuation scale as 1
S
and are thus expected
to have an important role both in conventional Shiba states[378] as well as in the
case of hydrogenated graphene[379, 380]. Such fluctuations are not captured within
the present theoretical framework. However, our approach becomes more accurate
for the larger structures considered in figure 8.4, that have a larger spin, and thereby
smaller quantum fluctuations.
8.4 Further properties of Shiba states in graphene
8.4.1 Effect of doping in conventional Shiba states
For pristine graphene, electronic doping increases the density of states at the Fermi
energy. Electronic doping naturally occurs due to chemical unintentional doping[381]
(different types of impurities), by field effect[382], or by charge transfer with a sub-
strate[383]. In any of those situations, conventional Shiba states could be observed.
Assuming that for a finite density of states the usual theory works, the parity switch-
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Figure 8.5: (a) Sketch of the central cell for a magnetic impurity in pristine
graphene. In panels (b,c,d) it is shown the evolution of the spectrum as the system
is doped (in units of the hopping). It is observed that as J becomes larger, the Shiba
band that appeared at large J moves towards the low J region.
ing exchange would be
ρJc = 1 (8.13)
and due to the linear density of states in graphene, the dependence with the





therefore, as EF increases, the switching point comes closer to J = 0 At very small
doping the previous equation is obviously not valid, as proven by the Shiba states
that appeared a very high exchange (J = 10t). In Fig. we show the evolution of
the Shiba spectrum for pristine as the doping is increased, which clear shows the
movement of the Shiba band towards J = 0 as the Fermi energy (and thus the DOS)
becomes larger.
8.4.2 Effect of doping in unconventional Shiba states
As stated previously, the exchange effect can be tuned by means of electrical doping
in graphene. Electrical doping will also create at finite density of states at the Fermi
level, raising the question of whether conventional Shiba states are going to blur the
unconventional ones presented so far.
As shown in Fig. 8.4, the unconventional Shiba states (white lines in panel b
close to J = 0) survive even in the case of a finite density of states at the Fermi
energy. This has important consequences: it implies that a finite density of states of
conduction electrons do not alter the picture we assumed so far. When graphene is
put on top of a superconductor, it is expected a certain amount of electronic doping,
arising from charge transfer from the metal into the carbon atoms. The robustness
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Figure 8.6: (a) Sketch of the central cell for the hydrogenated graphene. In panels
(b,c,d) it is shown the evolution of the spectrum as the system is doped (in units of
the hopping). It is observed that at low J the unconventional Shiba states survive,
and at large doping a Shiba band from high energy comes to the small J region.
of Shiba states that guarantee that they will observed even when graphene is slightly
away from half filling.
8.5 Majorana bound states from hydrogen Shiba
states
A issue not addressed yet is whether this Shiba states arising from carbon mag-
netism are able to yield a one dimensional topological superconductor. Chains of
Shiba states are known to be potentials sources of topologically gapped one dimen-
sional superconductors, as shown in 9.1.2. Importantly, this possibility increases its
interest by the possibility of manipulating single hydrogen ad atoms. In this fash-
ion, Majorana circuits could be imprinted in a graphene monolayer by selectively
depositing hydrogen adatoms.
In order to get a 1d topological superconductor from a chain of hydrogen adatoms,
it will be necessary to introduce spin orbit coupling, in the form of Rashba coupling.




ẑ · (~dij × ~s) (8.15)
which is the usual Rashba term that arises when mirror symmetry along the
z-axis is broken. This term naturally arises due to the superconductor lying under-
neath graphene, and its strength will depend on the details of the material and its
hybridization with graphene.
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Figure 8.7: (a) Sketch of the chain of hydrogenated, highlighting the localized
magnetic moments (b). In panel (c) it is shown that upon inclusion of local exchange
arising from interactions, the original spinless bands (black) spin split into up and
down (red and blue). We will focus in the impurity band below the Fermi energy
as shown in panel (d), moving the chemical potential to the middle of that band.
Upon introduction of superconducting pairing (e) the system becomes a gapless
superconductor. Finally, inclusion of the Rashba term opens up a gap (f). The
previous gap is topological, whose typical signature is the appearance of localized
bound states at the corners of a ribbon at ω = 0 (g)
8.6 Summary
We have shown that a single chemisorbed hydrogen in superconducting graphene
creates a Shiba bound state, in spite of the vanishing density of states of pris-
tine graphene. These Shiba states have properties very different from conventional
Shiba states, such as a linear dependence of the binding energy ES with exchange,
and a parity switching point Jc that depends on the superconducting pairing en-
ergy, and can thereby be modulated with temperature. Motivated by recent ex-
periments that demonstrate the atomic manipulation of individual hydrogen atoms
on graphene[368], we have also explored the properties of Shiba super-structures.
Furthermore, these results also apply for a much wider class of covalent function-
alizations in graphene[364]. Combined with the electric control of magnetism, this
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Chapter 9
Majorana modes in quantum Hall
graphene1
A clear demonstration of topological superconductivity[384] (TS) and Majorana zero
modes[80] remains one of the major pending goal in the field of topological materials.
One common strategy to generate TS is through the coupling of an s-wave supercon-
ductor to a helical half-metallic system. Numerous proposals for the latter have been
put forward in the literature, most of them based on semiconductors or topologi-
cal insulators with strong spin-orbit coupling. Here we demonstrate an alternative
approach for the creation of TS in graphene/superconductor junctions without the
need of spin-orbit coupling. Our prediction stems from the helicity of graphene’s
zero Landau level edge states in the presence of interactions (see Chapter 5), and on
the possibility, experimentally demonstrated[385], to tune their magnetic properties
with in-plane magnetic fields. We show[386] how canted antiferromagnetic ordering
in the graphene bulk close to neutrality induces TS along the junction, and gives
rise to isolated, topologically protected Majorana bound states at either end. We
also discuss possible strategies to detect their presence in graphene Josephson junc-
tions through Fraunhofer pattern anomalies and Andreev spectroscopy. The latter
in particular exhibits strong unambiguous signatures of the presence of the Majo-
rana states in the form of universal zero bias anomalies. Remarkable progress has
recently been reported[387, 354] in the fabrication of the proposed type of junctions,
which offers a promising outlook for Majorana physics in graphene systems.
Before entering in the current graphene Majorana proposal, we will do a brief
introduction of Majorana bound states in condensed matter systems. We will show
some of the simplest toy models that develop topological superconductivity, and we
will try to give an intuition about the basic ingredients that topological supercon-
ductivity demands. The underlying mathematical models that lead to topological
1some parts of this chapter are taken from Physical Review X 5 (4), 041042 (2015)
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superconductivity are analogous to those of topological electronic states: a Hamil-
tonian that has a non-trivial topology on its spectrum gives rise to protected zero
energy modes, states that cross the gap. In the present situation, we will deal with
one dimensional superconductivity, so that the signature of non-trivial topology will
be simply a zero mode.
9.1 p-wave superconductor from chiral channels
The ultimate ingredient needed to obtain Majorana bound states is to have a topo-
logical superconductor. In one dimension, this is realized by a p-wave supercon-
ducting order parameter ∆(−k) = −∆(k). In this section we will start introducing
some well known examples for getting such emerging superconducting state.
9.1.1 The Kitaev chain
The simplest model that yields Majorana bound states is the so called Kitaev





tc†n+1cn + ∆cncn+1 + c.c. (9.1)
where ci, c†i are the annihilation/creation operators in a linear chain, t is the
nearest neighbor hopping and ∆ the superconducting pairing.


















It is worth to note that the second term in Eq. 9.3 gives rise to similar terms













−2ic−kck sin k (9.4)
∑
k>0
−2ic−kck sin k =
∑
k
−ic−kck sin k (9.5)
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In this basis, the Hamiltonian takes the form
H =
(
2t cos k i∆ sin k






[2t cos k]2 + [∆ sin k]2 (9.9)
The previous spectrum shows a gap in the whole Brillouin zone. However, when
the same Hamiltonian is applied to a finite system, the spectrum shows a zero energy
mode in the edge, whereas the rest of the spectrum remains gapped. The mathe-
matical reason to such zero energy mode is analogous to the protected edge states
in topological insulators: an interface between two topologically different vacuums
host zero energy modes. In this case the topological invariant that characterizes the
different phases is not the Chern number, but the Majorana invariant M
To get some insight in the mathematical structure of the previous Hamiltonian,
it is useful to perform a change of basis into the Majorana representation






where γ are Majorana field operators that follow the anticommutation relation
{γi,α, γj,β} = 2δijδα,β (9.12)
that can be easily seen that follows from the anticommutation fermion anticom-
mutation relations. It be checked that this Majorana operators obey
γi,α = γ†i,α (9.13)
which the definition of Majorana fermion, a particle which is its own antiparticle.
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In the very specific case of a finite system (open boundary conditions), the above





The previous Hamiltonian is easily diagonalized with the change of basis
aj =
1
2 (γj,2 + iγj+1,1) (9.16)
a†j =
1
2 (γj,2 − iγj+1,1) (9.17)










In the previous equation it crucial to note that the operators γ1,1 and γN,2 do
not appear at any point. Therefore, any combination of γ1,1 and γN,2 leads to
an eigenvalue of zero energy. In particular, they encode the wavefunction of an
electron whose wavefunction is localized in the two corners of the chain. If the state
is chosen to be localized just in one corner, the state is a pure Majorana operator.
This localized edge mode formed by a single Majorana operator is what will be called
a Majorana zero energy mode. The zero energy modes can be expressed explicitly









+ 0 (γ1,1γ2,N) (9.19)
where the zero energy mode is seen. The goal of the upcoming sections is to show
how an analogous mathematical model arises by other mechanisms. Any mechanism
that leads to an Hamiltonian in the same topological class as Eq.9.1, will lead to
a one-dimensional topological superconductor, and Majorana modes located in the
corners of a finite geometry.
Finally, it is worth to remark that a chemical potential can be introduced in the





and in several upcoming models, its value will determine whether the system
lies in a topological superconducting state or not. The addition of this term makes
it possible to have either the topological phase, described above, or a trivial phase
without Majorana modes
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9.1.2 Emergent Kitaev chains using s-wave pairing
The very limitations to realize a 1D topological superconductor is that p-wave pair-
ing is needed. Conventional superconductor shows a superconducting order with
s-wave symmetry. This limitation motivates the following question: can an effective
p-wave pairing be engineered, just by using s-wave pairing and spin-related phenom-
ena. The answer is yes, and many of the proposals for Majorana bound state rely
on this.
The usual recipe to get p-wave superconducting order consists on three ingredi-
ents, s-wave superconductivity, spin symmetry breaking and spin mixing. S-wave
pairing is usually induced by means of proximity effect to a conventional supercon-
ductor. Spin symmetry-breaking by either chiral channels or magnetism. Finally,
spin mixing is realized by either spin spiral[389, 390, 391] textures or spin orbit
coupling.
In the following we will present several models that realize such recipe.
Chiral 1D by Rashba coupling
Figure 9.1: Band structure of a one-dimensional chain (a). When Rashba coupling
is turned on (b), bands split. Upon introduction of perpendicular magnetization (c)
a gap in Gamma opens up. Introduction of s-wave superconductivity opens up a
topological gap (d). In a finite geometry, the non-trivial nature of the gap leads to
zero modes as shown in spectral function (e), which are located at the edges in the
corner of a long chain (f). The color in (b,c) is the sy projection of the state, and
(f) is the spatial spectral function at ω = 0.
The first example that we will consider is built by a combination of Rashba cou-
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pling, ferromagnetism and s-wave pairing[392]. Let us assume we have a parabolic
band. Upon introduction of Rashba coupling the band becomes spin split in the
reciprocal space, so that up and down cut each other at Γ. Upon introduction of
ferromagnetism, the crossing point becomes spin split (see Fig. 9.1). When the
chemical potential is put in the middle of that splitting, the Fermi level crosses the
up channel in +k and the down channel in -k. When the superconducting pairing
is introduced a topological gap opens up. This whole process is shown in Fig. 9.1
The real space model is the following









In a real experiment, a realization of the previous model will involve for example
magnetic atoms on the surface of a conventional superconductor, or semiconducting
nanowires with an applied magnetic field. The exchange coupling will come from
the intrinsic magnetism in the first, or from Zeeman splitting in the second, and
the Rashba coupling is induced by the mirror symmetry induced by the surface.
Another realization could be an array of hydrogen adatoms in graphene. In this last
case the magnetism would arise due to the missing site in the honeycomb lattice,
which will create a resonant level at the Fermi level that can become magnetized.
The previous mechanism can also be realized by having a spin spiral magnetic
texture instead of Rashba coupling. This is easily understood by performing a spin
rotation in the Hamiltonian of a chiral magnetic texture. Upon rotation to a local
spin frame where all the magnetic moments are collinear, a term in the kinetic energy
shows up, whose form is precisely the one of the Rashba coupling. It is worth to note
that in one dimension, the perfect nesting of the bands will allow the chiral order to
appear spontaneously from electronic interactions. This can be specially important
for engineering Majorana bound states in light elements, where the Rashba coupling
is expected to be rather weak.
Chiral 1D gas in the surface of a quantum spin Hall insulator
A very important property of the model in Fig.9.1 is the chiral nature of the electron
in panel 9.1c. The chiral state which gives rise to counter propagating spin modes
can also be found in a very popular class of systems: two dimensional topological
insulators (TI) with time reversal symmetry. In particular, in the following we will
focus on TI with a non-vanishing spin Chern number CS, those who realize the
quantum spin Hall effect.
In the quantum spin Hall effect, the electronic structure is characterized by a gap
in the bulk, and gapless states on the surface. These gapless states are also counter
propagating for different spin components, and therefore can be an analogous system
that shows the same behavior as Fig. 9.1c. Kramer’s theorem guarantees that for a
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Figure 9.2: (a) Sketch of the quantum spin Hall effect and (b) scheme on how it
can be used to get a 1D chiral channel. Panels (c,d) are the band structure of a
ribbon in the QSH state, with spin mixing in one of the edges. In graphene, two
realizations of the quantum spin Hall effect are possible. The first one involves SOC
(c), whereas the second only magnetic fields (d).
state in +k with spin up, there is a state in −k with spin down, and therefore they
will become coupled by an s-wave pairing[393]. The previous discussion will apply
to any topological insulator. Importantly, the edges which are not in contact with
the superconductor have to be gapped out by time reversal breaking, otherwise the
corner Majorana modes could delocalize. A simple example of this state is graphene
with SOC, shown in Fig. 9.2c
Furthermore, in graphene there is another mechanism able to trigger a quantum
spin Hall phase. The mechanism is based on the unconventional spectrum of Landau
Levels of the Dirac equation, that was discussed in chapter 5. The difference with
previous mechanism is that, in the present one time reversal symmetry is broken
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from the beginning. Gapping out undesired edge states is realized by spin mixing
as canted magnetism. Importantly, the counter propagating edge modes are time
reversal partners, so that the induced pairing effect do not couple them at first
order, in comparison the become gapped out by through contributions involving
high energy states.
Superconductivity in spinless channel
Figure 9.3: Band structure of a one-dimensional chain in the large exchange limit
(a), realizing a half metal phase. When superconductivity is turned on (b), the
system remains gapless because s-wave pairing couples opposite spins. Only upon
introduction of Rashba coupling (c), the system develops a gap, due to the spin
mixing of the bands that the Rashba term produces. The previous gap turns out
to be topological, as proven by the gapless mode obtained in the surface DOS (d).
The color in (a) is the sz projection of the state.
One of the key points to get a 1D topological superconductor is to break time
reversal and spin symmetry. In this fashion, it is attractive to think that there are
more general situations where topological superconductivity arises.
Another limit of the model Eq. 9.21 would be to start in the large exchange limit.
In this situation, when the chemical potential is in the middle of a band, the system
is effectively spinless. When superconductivity is turned one, the system remains
gapless, which is straightforward due to the perfect polarization of the conducting
channels. This situation realizes a spinless gapless superconductor. In order to
create any kind of spin splitting, a spin mixing term has to be introduced. The
later, is the final role of the Rashba coupling. This whole process can be followed
in Fig. 9.3
Gapping out an interfacial gapless superconductor
Previously we have shown that not only chiral spin states are able to yield a topo-
logical superconductor, but also gapping out of gapless superconductors fulfill that
task. A very special case of one dimensional gapless topological superconductor is
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Figure 9.4: (a) Sketch of a hybrid ribbon, with the upper half superconducting
and the lower half a honeycomb antiferromagnet. The spectral function (calculated
with the KPM) in the bulk of the system shows that both the antiferromagnet (b)
and the superconductor (c) have a gap. In comparison, when an interface between
both phases is created, two branches of gapless interface modes show up (d,e,f), even
when the honeycomb superconductor is doped (e,f). These gapless branches, when
they become non-trivially gapped, will give rise to a 1d topological superconductor.
the interface state between a honeycomb antiferromagnet and a conventional super-
conductor. Skipping complex details, this interfacial states can be understood as the
result of a weak topological state of the antiferromagnetic order in the honeycomb
lattice. Details of the origin of this states will be discussed afterwards in section 9.6.
The basic idea behind the mechanism to get Majoranas from an antiferromag-
netic state is the following. First, an interface between a honeycomb antiferromagnet
and a superconductor is created. Each of the bulks is gapped, nevertheless the in-
terface holds a channel of bound states, as shown in Fig. 9.4 . These interfacial
bound states will have a small gap depending on details of the interface and smooth-
ness of the order parameters. With this (gapless) 1d superconductor, a topological
gap opening is forced by breaking all the remaining symmetries of the system, spin
rotation and conjugation. The first way is by a small canting angle and spin orbit
coupling. This mechanism can also be realized in some types of oxides, as discussed
in section 10.3.1. The second mechanism involves a canting of the magnetic mo-
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Figure 9.5: (a) Sketch of a hybrid ribbon, with the upper half superconducting
and the lower half graphene with magnetic fields. In the absence of any field (b),
the interface states are gapless for a zigzag interface. If only the orbital or zeeman
fields are turned on (c,d), the interface remains gapless. Only when both fields are
present (e), the gaps open up a topological gap
ments, and an orbital magnetic field. This last one is the one realized in graphene
in the quantum Hall regime, as we discuss now.
9.2 Majorana modes in quantum Hall graphene
The realization of topological superconductivity (TS), a novel electronic phase char-
acterized by Majorana excitations, has become a major goal in modern condensed
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matter research. Despite promising experimental progress[394, 395, 396, 397, 398,
399, 400, 401, 402, 403, 404, 405, 406] on a number of appealing implementa-
tions[407, 408, 409, 410], a conclusive proof of TS remains an open challenge. We
here report on a new approach to obtain TS and Majorana states in graphene/superconductor
junctions. Key to our proposal is the interaction-induced magnetic ordering of
graphene’s zero Landau level (ZLL). Coupling this unique state to a conventional su-
perconductor gives rise to novel edge states whose properties depend on the type of
magnetic order. In particular, the canted antiferromagnetic phase is a natural host
for Majorana bound states. Our proposal combines effects that were recently demon-
strated experimentally (tunable spin ordering of the ZLL [411, 385] and ballistic [412,
387] graphene/superconductor junctions of high-transparency[387] operating in the
Quantum Hall regime [412]), and is thus ready to be tested.
While intrinsic TS is rare, it can be synthesis ed effectively through the coupling
of a conventional s-wave superconductor (SC) and tailored electronic gases with
spin-momentum locking. Using this recipe, it has been predicted that Majorana
excitations should emerge when one induces superconductivity onto topological in-
sulators [407] or semiconductors with strong spin-orbit coupling [408]. Particularly
attractive are implementations of one-dimensional TS using either semiconducting
nanowires [409, 410] or edge states in two-dimensional Quantum Spin Hall (QSH)
insulators, since the main ingredients are already in hand. These ideas have spurred
a great deal of experimental activity [394, 395, 396, 397, 398, 399, 400, 401, 402,
403, 404, 405, 406]. Despite this progress, however, an unambiguous demonstration
of TS is, arguably, still missing. Important limitations of these systems include dis-
order, bulk leakage, or imperfect proximity effect (the so-called soft gap problem).
Thus, it is worthwhile to explore alternative materials.
One particularly interesting option is graphene [413], which exhibits very large
mobilities even in ambient conditions, and where a ballistic proximity effect has been
recently demonstrated [387]. Graphene was the first material where a topological
insulating phase was proposed [414] in the presence of a finite intrinsic spin-orbit
coupling. Kane and Mele showed that graphene then becomes gapped around neu-
trality, and a single helical edge mode with spin locked to propagation direction
develops at each edge. In such QSH regime, gapping the edge states through prox-
imity to a conventional superconductor gives rise to a one-dimensional TS along the
interface [407]. Graphene’s negligible spin-orbit coupling, however, has proved to be
a fundamental roadblock in this program.
In this work we present a simple mechanism to realize the above situation in
graphene without recourse to spin-orbit coupling. We consider a graphene ribbon
in the Quantum Hall (QH) regime, in which, unlike in the QSH case, time-reversal
symmetry is broken by a strong magnetic flux (section 9.2.1). In contrast to con-
ventional two-dimensional electron gases, graphene develops a zero-Landau level at
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Figure 9.6: Sketch, band structure and phase diagram of a 350 nm-wide graphene
sample (Fermi velocity vF = 106m/s) in the Quantum Hall regime (out of plane
field Bz = 1 T) in various configurations. The chemical potential (dotted line) is
tuned within the gap ∆ZLL ≈ 20meV of the zero Landau level, which has ferromag-
netic (a-c), antiferromagnetic (d-f) or canted antiferromagnetic ordering (g-i) due
to electronic interactions. The band structures under each sketch correspond to an
infinite graphene ribbon surrounded by vacuum (vac/Gr/vac panels) or coupled to a
superconductor of gap ∆SC (chosen large ∼ 7 meV for visibility) along the top edge
as in the sketches (vac/Gr/SC panels, Nambu bands). Bands in red correspond to
eigenstates localized at the top edge of the ribbon. The zero-energy local density
of states is shown in blue in each sketch. (j) Low energy band structure of states
along a graphene/superconductor interface folded onto the Γ point, in the gapless
(left panel, zoom of panel f), non-trivially gapped (middle panel, canted order) and
trivially gapped (right panel, with strong intervalley scattering) phases. (k) Phase
diagram of said interface, computed from its low energy effective Hamiltonian (see
text), as a function of magnetic angle θ and intervalley coupling w. The three
possible phases are shown, bounded by threshold values w0, wins and θins
the Dirac point, which has been shown in pristine samples to become split due to
electronic interactions [415, 416, 417, 418, 419, 420]. Experimental evidence [385]
points towards spontaneous antiferromagnetic ordering [421, 422], although other
broken symmetries have been discussed [411]. In this work we consider all possible
magnetic orders. Fig. 9.6 summarizes the different possibilities, ranging from ferro-
magnetic (F) to antiferromagnetic (AF) ordering 2, including canted AF which may
be controlled by an external in plane Zeeman field as argued in Ref. [385]. The
different orders are parametrized by the angle θ between the spin orientation of the
ZLL in the two graphene sublattices, so that θ = 0 for F and θ = π for AF.
2Recently, schemes to experimentally probe the AF phase through spin excitations have been
proposed [423].
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While θ is considered in our model as an externally tunable parameter as in
Ref. [385], we have checked that a mean-field calculation in a honeycomb Hubbard
model under an in-plane Zeeman field (section 9.2.1) yields the same bulk and edge
phenomenology presented in this work [422]. Corrections beyond mean field and the
Hubbard model have been explored theoretically in the past, and have predicted the
formation of a Luttinger liquid domain on an infinite vacuum edge [424]. The cor-
responding excitation density resembles the non-interacting edge for F order, rather
than the AF case. The interacting problem at a highly transparent superconducting
contact remains an open problem. We conjecture that, given their robust topo-
logical origin, the Majorana phenomena described here at a mean field level would
survive in the Luttinger regime, at least within a limited range of parameters, and
with power-law corrections to the transport results. These issues, however, remain
beyond the scope of this work.
9.2.1 Modeling of G/SC systems
In this section we present the system models employed in this work. A non-
interacting graphene flake may be modeled by a nearest-neighbor tight-binding








where nis = c†iscis, i is the site index, s is spin, and φij = − eh̄
∫ ~rj
~ri
d~r · ~A(~r) is the
Peierls phase due to the magnetic flux Bz = ẑ · (~∇× ~A). We consider a perturbation∑
i





spin at site i. Intrinsic electron-electron interactions is furthermore included in the
local Hartree-Fock approximation [422], which then take the form of a self-consistent
Zeeman-like field ~BU(~ri) that is different in the two honeycomb sublattices. The total








While ~B is uniform, favoring ferromagnetic (F) ordering, the self-consistent ~BU(~ri)
is generally opposite for nearest neighbors, favoring antiferromagnetic ordering of
the bulk. The combination of the two leads to a ~B-tunable, spin-ordered ZLL that
can be tuned from AF to F. Further details on the mean field numeric and results
can be found in Ref. [422].
The hybrid graphene/superconductor (SC) system is described by the Hamilto-
nian
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The Fermi energy in H0 above is µN for ~ri /∈ SC in graphene and µS for ~ri ∈ SC
at the superconductor (also a honeycomb lattice here, although this is not essen-
tial, see section 9.6.6). Similarly B, ~BU and Bz are zero in the superconductor.
However, gauge invariance demands that for a finite magnetic flux in graphene,




∫ ~r d~r · ~A(~r)], where ∆SC is the pairing for zero flux at a
given superconductor.
The critical currents for the Fraunhofer patterns have been calculated in a wide
and short graphene Josephson junction, described by a discretized H using an up-
scaled a0 for numerical efficiency, following the ideas of Ref. [425]. The critical
current for each magnetic flux is calculated as Ic = 2e/h̄ ×maxφ(dF/dφ), where φ
is the superconducting phase difference and F (φ) is the free energy of the junction.
[426] Exact diagonalization of the Hamiltonian is used to evaluate F (φ) at zero
temperature.
9.2.2 Topological superconductivity in Quantum Hall graphene
An infinite ferromagnetically ordered (θ = 0) ribbon in vacuum has a QH mean-field
band structure [427] as shown in Fig. 9.6b. (Details on the modeling are given in
section 9.2.1). The ZLL is spin-split into the two spin sectors in the direction of the
ferromagnetic order, denoted by |↑〉, |↓〉 at energies ±∆ZLL/2 respect to the Dirac
point. For energies within this gap, a single pair of gapless counter propagating
spin-polarized edge states develop, shown in red for states at the upper vacuum
edge of the sample. Note the peculiar situation created in this energy window: edge
states are not chiral like in the conventional QH regime, but may rather propagate
in both directions with opposite spins, like in the QSH regime. Also, valley degener-
acy is lifted at any given edge, which hosts a single state per propagating direction.
Upon contacting one edge to a conventional superconductor of gap ∆SC (as in the
sketch of Fig. 9.6a), while keeping the chemical potential (dotted line) within the
ZLL gap, the edge states along the interface develop an induced gap ∆∗SC (see the
corresponding Nambu band structure of Fig. 9.6c – red lines, once more, indicate
states localized at the upper edge of the graphene ribbon, including now the dense
quasi particle spectrum of the superconductor). The gap ∆∗SC is an important scale
in this problem, since it turns out to be a topologically non-trivial gap. This is
confirmed by computing the band structure’s Z2 topological invariant, Eq. (9.32),
relevant for quasi-one dimensional D-class systems [428]. Unlike in a conventional
QSH system, where time-reversal symmetry is required, the vacuum edge states do
not immediately develop a topological gap when contacted to the superconductor,
but requires a reasonably good contact instead. On the other hand, while the con-
ventional QSH metal becomes destroyed by any time-reversal-breaking perturbation
(such as inelastic scattering or magnetic impurities), which in turn spoil the non-
trivial superconducting gap, this is not the case of the the present implementation,
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which has a broken time-reversal symmetry from the start. Moreover, we emphasize
once more that no spin-orbit coupling at all is necessary for ∆∗SC to develop.
The immediate consequence of a non-trivial gap topology is the appearance of
zero energy Majorana bound states (MBSs) at an interface with a trivial insulator,
following the bulk-boundary correspondence principle. In this case, however, both
ends of the topologically gapped superconducting interface are coupled to a gapless
vacuum edge, so that the zero modes become dellocalized into the continuum away
from the interface (see the zero energy local density of states [LDOS] in blue in Fig.
9.6a). This situation is similar to the fate of MBSs at the ends of a topological prox-
imized semiconductor nanowires when strongly coupled to a metallic environment.
[429]
The electronic structure associated to an antiferromagnetic ribbon (θ = π, Fig.
9.6d) is the opposite. The states along a vacuum edge are now (trivially) gapped
[422] like the ZLL itself (Fig. 9.6e). Surprisingly, when contacting the edge to a
conventional superconductor two pairs of gapless helical edge modes emerge with
spin-momentum locking around conjugate momenta K and K∗ (Fig. 9.6f). These
unexpected states, spatially spread along the interface (see the blue LDOS in Fig.
9.6d), are decoupled electron-hole (e-h) superpositions with orthogonal and well
defined spin orientation along the AF axis, |K(∗)↑〉 = a|φe↑〉 + b|φh↓〉 and |K(∗)↓
〉 = a′|φe↓〉 + b′|φh↑〉. A full discussion of these states is presented in section 9.6.
The two helical edge modes remain gapless as long as no AF canting is present in
graphene (θ = π) and intervalley scattering is zero at the interface. We next consider
deviations from these two assumptions.
9.2.3 Close look to interfacial states
It is interesting to note that the gapless edge states existed even before the magnetic
field was introduced. Actually, in a zigzag ribbon such interfacial edge states are
gapless due to the absence of intervalley mixing. In the situation without magnetic
field and zigzag interface, the gap opening takes place once both in-plane and off-
plane field are turned on. As can be observed in Fig. 9.5, only the combination of
orbital and exchange fields are able to open up a topological gap. This can be easily
understood taking into account that, in order to get a topological superconductor
in graphene, all the degeneracies have to be broken.
In the case of an armchair interface between graphene and the honeycomb super-
conductor, a small gap exist without exchange splitting due to intervalley mixing, in
comparison with the gapless zigzag interface. We will start with a non-zero orbital
field, so the system is in the quantum Hall regime.
As the field increases, the interface gap closes and opens up as shown in Fig. 9.7.
Therefore, for armchair interfaces there is a critical exchange in order to enter the
topological non-trivial phase. This critical field depends on details of the interface,
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Figure 9.7: Band structure of a hybrid ribbon of superconductor and Quantum
Hall antiferromagnet in the trivial state (a,b), critical (c,d) and topological (e,f).
Without exchange field, intervalley mixing creates a small gap (b). As the exchange
is increases, the interfacial gap closes (d) and topologically opens up (f).
mainly those defects that create intervalley mixing. In particular, it was checked that
smooth interfaces turn the trivial gap smaller, so are mainly the sharp transitions
are the responsible of trivial gap opening.
Canting of the AF order may be induced by means of a large enough in-plane
Zeeman field, and is thus to some extent externally tunable. This idea was employed
in Ref. [385] to tune a graphene QH bar in vacuum between the AF and F regimes,
leading to a insulator-to-helical metal transition in edge transport (evolution from
Figs. 9.6e to 9.6b). A typical canted AF band structure (θ = π/2) is shown in
Fig. 9.6h. The vacuum edge states exhibit a topologically trivial and θ-dependent
gap, smaller than the bulk ∆ZLL. Along a superconductor interface, the canted AF
helical states are also gapped, Fig. 9.6i. Like in the ferromagnetic case, this gap is
topologically non-trivial. This situation allows for the emergence of true localized
zero-energy MBSs at the ends of the superconductor interface, where the edge gap
changes topology, see Fig. 9.6g. The MBSs are topologically protected, and are not
destroyed by any small perturbations, or even by modifying the crystal structure of
the superconductor (section 9.6.6).
The emergence of the bound states are easily seen when a finite ribbon is cal-
culated as shown in Fig. 9.8. Whereas the system is fully gapped, a zero energy
excitation appears at the end of the interface, when three different vacuums coex-
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Figure 9.8: Sketch (a) and band structure of an hybrid ribbon (b), showing a
gapless spectrum. When the geometry considered is a semi-infinite ribbon (c), the
system sustains a zero energy mode in the corner. This can be easily seen by
calculated the spatial resolved density of states at zero energy as shown in (d), which
develops a peak at the end of the interface, where coexist the superconductor, the
quantum Hall antiferromagnet and vacuum.
ist: the superconductor, the quantum Hall antiferromagnet and the normal vacuum.
This behavior is completely analogous to a semiinfinite Kitaev chain, with its zero
mode arising at the end. But in this case, the one-dimensional Kitaev chain emerges
as the interface between the superconductor and the antiferromagnet.
9.2.4 Effective model
To understand the full phase diagram of the graphene/superconductor interface
quantitatively, it is useful to employ a simplified description in terms of an effective
low-energy Hamiltonian for the edge states (see section 9.5). The model is valid for
a chemical potential tuned to the ZLL gap, and has the advantage of allowing us to
incorporate the effects of atomic disorder along the junction (encoded in an inter-
valley coupling w, where ‘valley’ here refers to the conjugate K and K∗ momenta)
and arbitrary spin canting (encoded in an intra valley splitting bθ = ∆∗SC cos[θ/2]).
It correctly describes the three possible phases for low-energy interface modes: gap-
less, trivially gapped and non-trivially gapped. The corresponding phase diagram is
shown in Fig. 9.6k. Typical edge-mode dispersions within each phase (with K and
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Figure 9.9: Band structure of the hybrid system (a), highlighting the two different
gaps that can be observed. In the presence of orbital field, the topological state
depends on the relative strength of the exchange and valley mixing couplings (b).
the previous phenomenology can be captured in an effective model for the interfacial
states, as shown in (c). The gapless region in (c) depends on the detail of the
superconductor.
K∗ points folded onto the Γ point) are shown in Fig. 9.6j, and are characterized by
their energies µ1,2 < ∆∗SC at kx = 0 for θ = π [AF], w = 0, and their corresponding
velocities v1,2 > 0 (left panel).











v1/v2|. The gapped regimes are characterized by the Z2 topological invariant
of the system, which reads ν = sign (w2 + µ1µ2 − b2θ) (see section 9.5). A trivially
gapped phase ν = +1 is reached for strong intervalley coupling w at the interface,
while for intervalley scattering below a threshold w <
√
b2θ − µ1µ2, the interface
is one-dimensional TS with invariant ν = −1. The non-trivially gapped regime
is most robust against disorder for F order, for which the threshold w reaches its
maximum w0 =
√
(∆∗SC)2 − µ1µ2. Note that to achieve a non-trivial TS interface,
the intervalley coupling w should therefore never exceed the induced gap ∆∗SC (this
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is always the case for sufficiently transparent junctions).
This effective model can be straightforward connected to the tight binding cal-
culations, by choosing a supercell which allows spin mixing, as 3 times the unit cell
of a zigzag ribbon. In this situation the interfacial bands obtained by numerical
calculations resemble the ones obtained by the effective model as shown in Fig. 9.9.
9.3 Signatures of graphene Majoranas
In the following we will focus on what are the experimental features that can be
observed, based on a Josephson junction, and spot the existence of this Majorana
bound state. First, we will present the computational method, and toy model where
the difference between conventional bound state and Majorana is clearly seen. Af-
terwards, we will apply the same methodology to tackle our proposal of graphene
Majoranas.
9.3.1 Andreev bound states in graphene Josephson junc-
tions
Before moving to the experimental signature that will be the Fraunhofer pattern,
we will briefly study the Andreev spectrum of a Josephson junction.
The setup is the following. The central part consists on graphene, with a presence
of an off-plane and in-plane magnetic fields. On two opposite side, two semiinfinite
superconducting leads are placed. The electronic transport takes places from the
first lead to the second lead, passing through the graphene sample. The interface
between each superconductor and graphene hosts the 1d topological superconductor,
with the Majorana bound states located on the corner.
To start with, we will focus on the spectra projected onto the graphene sample,
taking into account the superconducting leads. This is done by solving the Dyson
equation in the Nambu space
GG(ω) = (ω −H0G − ΣR − ΣL)−1 (9.25)
where ΣR and ΣL are the self energies of the right and left leads. The effective
Hamiltonian of graphene is
Heff (ω) = ω −GG(ω)−1 (9.26)
This effective Hamiltonian is in general non-Hermitian, due to the imaginary part
of the selfenergies ΣR,ΣL. The eigenvalues of Heff have thus real and imaginary
part, where the imaginary part is related with probability of the state to escape the
graphene sample. Nevertheless, for ω < ∆, the selfenergies are purely real, so that
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Figure 9.10: Sketch of a Josephson junction with four (a), three (c) and two (e)
Majorana bound states. The junctions are not wide enough to have all the states
decoupled, so they have a finite overlap both along as well as across. The overlap
will be controlled by the superconducting phase difference. With four Majoranas,
two zero crossing points take place (b). With three Majoranas, an anti crossing in
developed, but also a zero bias resonance is always present (d). Finally, we just two
Majoranas are present (e), a single topologically protected crossing point takes place
(f).
the eigenvalues within the gap are also purely real. As first approximation, we study
the spectrum by numerically diagonalizing.
Heff = −GG(ω = 0)−1 (9.27)
The eigenvalues of the previous matrix will give an approximate energy for the
states of the junction. It is worth to note that the previous approximation is valid
as long as the energy of the state is close to ω = 0.
9.3.2 Toy model: Fraunhofer pattern
The first setup that we will study consists on two Kitaev chains, which are weakly
coupled between them and to two semiinfinite superconductors. In each corner of
each Kitaev chain there is an initial Majorana bound state. When two Majoranas are
coupled, the bound states spin splitting depending on their overlap. By controlling
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Figure 9.11: Toy model of two weakly coupled conventional superconducting chains
(a) and their Fraunhofer pattern resembling a wide slit (b). Toy model of two super-
conducting chains, only coupled by their corners (c) and their Fraunhofer pattern
resembling a double slit (d). Two weakly coupled topological Kitaev chains (e), with
their unconventional Fraunhofer pattern (f). The absence of zeros in the pattern (f)
is a signature of Majorana bound states.
the superconducting paring phase and a perpendicular magnetic phase the overlap
can tuned, and there their splitting.
Each superconductor holds a superconducting pairing with different phase, namely
φR and φL. The eigenvalues of the Nambu Hamiltonian of the whole system are
therefore a function of the phase difference φ = φR − φL
ε = ε(φR, φL) = ε(φR − φL) = ε(φ) (9.28)












We will focus first on two trivial superconductor, which in our case is repre-
sented by two weakly coupled superconducting chains as shown in Fig. 9.11a,c. The
Fraunhofer pattern obtained by applying Eq. 9.29 depends on the coupling between
the superconductors. For uniform coupling Fig. 9.11a, the pattern shown an oscil-
lating and decaying behavior (Fig. 9.11b). In comparison, for only edge coupling
Fig. 9.11c, the patter Fig. 9.11d shows a uniform oscillation without decaying as
the magnetic field increases. Therefore, the study of the Fraunhofer pattern allows
to know from which parts of the sample the transport takes place, i.e. allows to
do a real space image of the current. Mathematically, in this cases the Fraunhofer
pattern represents the Fourier transform of the real space current. This last relation
allows to relate the result obtained for Fig. 9.11a as the diffraction of a wide slit,
and the result of Fig. 9.11c with the diffraction of the double slit.
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We will move to the case of two coupled topological superconductors. The Ma-
jorana bound states cross zero energy as the phase difference changes, and as we
will see this will have a critical effect on the Fraunhofer pattern. In this case, every
pair of Majorana bound states are splitted due to their overlap. As the phase be-
tween them changes, there is an odd number of zero energy crossing. This constrain
over the number of crossings imposes that the critical current is non-zero for any
magnetic field.
It is important to note that a non-zero critical current is not a proof of Majorana
bound states, it is just a mandatory condition to have Majorana bound states. The
other mechanisms that can give rise to a non-vanishing signal are contributions from
low energy bound states, so that if the junction shows multiple interference channels,
the critical current will have multiple contribution from different transport paths.
This will the case when for example, the transport is not purely edge, but has bulk
and edge contributions.
9.3.3 Graphene Majoranas setup
We finally consider measurable signatures of the MBSs in the system. A powerful
probe whose feasibility has been recently demonstrated experimentally [412, 387]
involves interferometry of critical currents in Josephson junctions, and Fraunhofer
pattern anomalies in particular [430, 405, 402]. Lee et al. predicted [431] that
topological superconductivity in a short and wide Josephson junction could be di-
rectly detected in its Fraunhofer pattern, in the form of non-vanishing minima of the
critical current for arbitrary magnetic flux through the junction. Such Fraunhofer
anomaly was recently observed in a three-dimensional topological insulator, and was
interpreted as possible evidence of MBSs [405].
Fig. 9.12 shows the Fraunhofer pattern in a short and wide (10nm × 3µm)
graphene Josephson junction in various regimes. The black (bottom) curve corre-
sponds to the non-interacting case (no magnetic ordering, ∆ZLL = 0), which exhibits
the conventional Ic(Φ) = I0c | sin(πΦ/Φ0)|/(πΦ/Φ0) critical current that decays as the
inverse magnetic flux Φ through the junction Ic ∼ 1/Φ and vanishes at multiples of
the flux quantum Φ0 = h/2e. A similar behavior is obtained in the gapless regime
θ > θins, w < wins (purple curve, with θ = π [AF] and w = 0). In both cases, the
junction is host to a narrow quasi-continuum of Andreev bound states around the
Fermi energy for any value of the superconducting phase difference φ. The corre-
sponding spectra are shown in the top row of inset a (for Φ = 15.5Φ0). States in
red and blue are localized at the top and bottom edges of the junction (inset b),
respectively, with gray denoting states spread across the junction (inset c). The
case with trivially gapped interfaces (strong intervalley scattering) also exhibits a
generic Fraunhofer pattern with vanishing minima (light gray curve, θ = 0 [F] and
w > w0). The minima, however, occur at fluxes that are shifted away from integer
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Figure 9.12: Normalized critical current (a) Ic/I0c as a function of magnetic flux
through a Josephson junction. The inset shows the behavior expected for an edge
trivial superconductor and a topological superconductor, as shown previously in Fig.
9.11. Curves from bottom to top in (a) (shifted for better visibility) correspond to
the non-interacting case (black), gapless AF phase (purple), a trivially gapped AF
phase (light gray) and a ferromagnetic phase with a topologically non-trivial gap
(orange). Only the latter shows non-decaying non-zero minima in Ic, a consequence
of an Andreev spectrum (b) with an odd number (one) of edge-resolved zero energy
crossings . States colored in red and blue are located at the top and bottom edges,
respectively (c), while states in gray are spread across the width of the junction (d).
Φ/Φ0 at high Φ, while the maxima do not decay like the conventional Ic ∼ 1/Φ
pattern, which is connected to non-uniform currents across the junction[430]. The
Andreev spectrum of the trivially gapped phase is qualitatively different from the
gapless spectra, and generally shows a distinct gap devoid of any edge states (inset a,
bottom left). For certain values of parameters, it may exhibit zero-energy crossings
inside the gap, but in such cases these crossings are accidental (not topologically
protected) and there is always an even number of them at a given edge.
The Josephson junction with a non-trivial gap along the contacts is distinctly
different from all previous cases. This phase develops two MBSs at each edge (top
and bottom) which hybridize to carry a finite supercurrent that never vanishes as
the flux increases. The corresponding Fraunhofer pattern thus exhibits a finite back-
ground with a superimposed non-decaying oscillation (orange curve in Fig. 9.12),
as described in Ref. [431]. The finite minima are roughly one half of the maxima at
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large flux, and occur away from integer Φ/Φ0, at values very close to the zeroes of
the trivially gapped phase. (Note, however, that such distinctive pattern develops
only in junctions shorter than the Majorana localization length and pierced by a
large number of flux quanta, so that the Majoranas are well developed and oppo-
site edges are decoupled). These Fraunhofer anomalies, although not completely
unambiguous, thus constitute a measurable hint of the presence of MBSs at the
end of a graphene/superconductor interface. Unfortunately, fabricating a very short
junction is challenging, in particular due to charge-transfer effects from the super-
conductors which were neglected here, and which will dope graphene away from
neutrality within a few nanometers of the contacts. It is thus important to explore
other less stringent experimental schemes that are at the same time not ambiguous.
The key is to probe the Andreev spectrum directly for signatures of Majoranas and
non-trivial topology.
The presence of the two hybridized Majoranas per vacuum edge (see Fig. 9.10)
in the non-trivial phase manifests in the Andreev spectrum as a single topologically
protected zero energy crossing at each edge as φ is increased by 2π (one red and
one blue crossing, see bottom-right inset a in Fig. 9.12). An odd number of such
zero energy crossings has been shown [432] to be an direct manifestation of non-
trivial topological order ν = −1, and is the underlying reason for the anomalous
Fraunhofer pattern of the junction. A completely non-ambiguous demonstration of
the presence of MBSs is also thus possible in principle, by directly counting edge-
resolved zero-energy crossings using Andreev spectroscopy [433] in a phase-controlled
Josephson junction. This may be achieved by measuring differential conductance
dI/dV through a normal point contact attached to one edge of the junction.
9.4 Discussion
Our results show that the spontaneous magnetic ordering of the ZLL in graphene
enables the creation of topological superconductivity and Majorana states at an
interface with a conventional superconductor, even in the absence of spin-orbit cou-
pling in the system. The key is to tune the Fermi energy in the contact into the ZLL
gap, and to achieve a good proximity effect therein. The recently characterized sam-
ples of Ref. [412] are good candidates to realize our proposal. Impressive progress
in controlling graphene filling into proximity gaps has also been reported [434]. We
furthermore showed that non-vanishing and non-decaying supercurrent minima in
the Fraunhofer pattern across a depleted graphene Josephson junction constitute a
characteristic signal of topological order and the presence of Majorana bound states
in the junction [431]. Fraunhofer patterns of extraordinary quality have been re-
cently reported in high-transparency ballistic graphene Josephson junctions [387].
We predict even stronger observable signatures of non-trivial topology in Andreev
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transport spectroscopy, both in the form of an odd number of 4e2/h edge-resolved
zero-bias crossings versus junction phase difference φ or out of plane magnetic field
B, and extended 2e2/h zero bias anomalies versus canting angle θ. These experimen-
tal probes and the required device parameters are within reach in top laboratories
today. We thus expect that the possibility of tuning graphene/superconducting in-
terfaces into a topological phase hosting Majorana bound states could be tested
soon.
9.5 Low-energy description of a G/SC junction
Here we derive a simplified effective Hamiltonian Heff for the two helical edge modes
below the superconducting gap ∆SC that arise in a generic Quantum Hall graphene
ribbon and a superconductor. We also characterize its topology by deriving expres-
sions for the relevant topological invariant as a function of model parameters.
We assume the chemical potential lies within the gap ∆ZLL induced by interac-
tions in the zero Landau Level (ZLL). The gap is associated to a bulk spin ordering
described by a canting angle θ between the two sublattice. The effective model in-
corporates an arbitrary value for θ in graphene and also intervalley coupling due to
atomic disorder along the interface. Formally, Heff is a projection of the microscopic
Hamiltonian on the basis {|K ↑〉, |K ↓〉, |K∗↑〉, |K∗↓〉} of the four AF helical edge
states along the junction. We furthermore consider a linearization of their disper-
sion in the AF case around ‘valleys’ K and K∗ points. These two valleys are folded
onto the Γ point by appropriately expanding the ribbon unit cell. Such folding al-
lows us to include intervalley scattering into Heff in a simple way. Heff then takes
the form (h̄ = 1)
Heff ≈

µ1 + v1kx bθ w 0
bθ µ2 − v2kx 0 w
w 0 −µ2 − v2kx bθ
0 w bθ −µ1 + v1kx
 (9.30)
Here, the intravalley coupling bθ = ∆∗SC cos(θ/2) implements AF canting, and cou-
ples opposite spins within the same valley. The intervalley coupling w is spin-
independent, and corresponds to the harmonic of wavenumber ∆K = ( ~K∗ − ~K) · x̂
of any disorder term W close to the interface, w = 〈φ↑K∗|W (∆K)|φ↑K〉. Both bθ
and w can be chosen real without loss of generality. v1,2 > 0 are the velocities of
the counter-propagating helical states, and µ1,2 < ∆∗SC are their energy, relative to
the Fermi energy, at the Γ point. The overall structure apparent in Heff is fully de-
termined by the particle-hole symmetry of the underlying Nambu description. Note
that Heff only retains terms linear in momentum kx along the interface.
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We finally sketch the derivation of the insulating thresholds wins and θins. These
are extracted by computing the solutions for the wavenumber kx of Heff modes
at zero energy. Since Heff(kx) is linear in kx, said kx solutions at ε = 0 can be
obtained as eigenvalues of a matrix −(∂kxHeff(0))−1Heff(0). These can be worked
out analytically, and turn out to be all complex (i.e. the interface becomes gapped,




∣∣∣∣µ1√v2/v1 − µ2√v1/v2∣∣∣∣ (9.31)




9.5.1 Topological invariant of edge Hamiltonian
In symmetry class D (superconductors without time reversal symmetry), the one-










where sα = sign Pf[H(α)τx], H(kxa0) is the 1D Bloch Hamiltonian for momentum
kx, a0 is the lattice constant of the ribbon lattice, τx is the first Pauli matrix in the
electron-hole sector, and Pf is the Pfaffian. It can be shown in general that Hτx is
antisymmetric at the high-symmetry points kxa0 = 0, π. The invariant ν is thus fully
determined by the structure ofH at these two points. The effective HamiltonianHeff ,
Eq. (9.30), only gives a faithful representation of the full microscopic Hamiltonian
H around one of them, the folded Γ point kx = 0. To extract analytic results for
ν for the full H using Heff , we must ensure that at the π-point sπ does not change
when sweeping the parameter space (since this sector of states is not described by
Heff). This is indeed the case in our system for the chosen basis, for which sπ = 1.
The changes in topology stem from the reconnections of the low-energy edge states
that are concentrated around Γ, and are well described by Heff . Higher excited
states not included in Heff never cross zero energy, and therefore cannot affect the
sign of the Pfaffian of H(0)τx. One can thus write
ν = sign Pf[Heff(0)τx] = sign(w2 + µ1µ2 − b2) (9.33)
We have numerically verified the above result by evaluating the Z2 invariant exactly
from the microscopic Hamiltonian H.
9.5.2 Estimates for canting angles θL,W
The canting angle θL is defined as the θ such that the corresponding decay length
of edge states along a vacuum edge equals the length L of the Josephson junction.
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Likewise, θW is defined as the θ such that the corresponding decay length of edge
states along a superconducting edge equals the width W (hence θW ≤ θins).
The evaluation of θW can be made by extracting the decay length 1/Imkx of gap
states at zero energy from the effective Hamiltonian of Eq. (9.30) without disorder
(w = 0), and equating that to W . The result comes out simply as
cos θW ≈ cos θins +
2v1v2
W 2∆∗2SC




∣∣∣∣µ1√v2/v1 + µ2√v1/v2∣∣∣∣ /∆∗SC
Note that in the limit W →∞, θW = θins, as expected.
An analogous calculation can be done for the vacuum edge along the y direction,
whose effective (normal) Hamiltonian can be written in analogy to Eq. (9.30) as
Hvaceff ≈
(
µN + vFky 12∆ZLL sin(θ/2)
1
2∆ZLL sin(θ/2) µN − vFky
)
(9.34)









Note that as L→∞, θL reaches a minimum value that corresponds to the threshold
where the vacuum edge becomes gapped (non-zero for µN 6= 0).
Mean field results within the Hubbard model (see9.2.1 and Ref. [422]) yield a
dependence of canting angle θ with in-plane magnetic field B‖ of the form sin(θ/2) ≈√
1− (B‖/B0)2, where B0 is the in-plane field that achieves complete Ferromagnetic
polarization.
9.6 Helical edge states in an AF graphene-SC in-
terface
9.6.1 Interface states without Landau levels
The interface states between a superconductor and an antiferromagnetic honeycomb
lattice are not related to the Landau level structure. In the particular case of
graphene, the magnetic field is the key ingredient to develop magnetic order (due to
the large kinetic energy of electrons), which is developed when the kinetic energy is
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quenched by the magnetic field. However, in a general honeycomb lattice, provided
the interactions are large enough at B = 0, electrons might be able to develop AF
order, and thus create interface states between a SC even at B = 0. This behavior
might be relevant for other honeycomb systems with smaller hopping strengths than
graphene, as silicene, germanene, stanene or honeycomb oxides.
We show in Fig. 9.13, that such interface sustains the same kind of states as in the
case of the antiferromagnetic quantum Hall state. In the case of zigzag interfaces
(9.13c,9.13d), each valley supports its own set of interface states, whereas for an
armchair interface (9.13b), the two valley are folded and interface states between
different valleys can couple. In the former case, if the interface is abrupt enough, a
small gap opens up due to intervalley mixing.
If a canting in the magnetic moments is introduced, the zigzag interphase remains
gapless. The same happens when only a orbital magnetic field is introduced. Only
when both perturbations are present simultaneously, the system is able to enter
into the topological superconducting state. Thus, an off-plane magnetic field is
mandatory to observe the Majorana bound states. The previous phenomenology,
suggests that in order to develop a topological gap, both the spin rotation symmetry
and the spatial gauge symmetries have to be broken.
9.6.2 Helical edge states from wavematching
The interface states between a honeycomb antiferromagnet and a superconductor
are not intrinsically related to the Landau level spectrum. Although in graphene,
the antiferromagnetic state is only expected to arise when the system enters in the
quantum Hall regime, a general antiferromagnetic honeycomb lattice might also
sustain interface states when attached to a superconductor without a magnetic flux.
In this section, we will show how that interface states naturally arise by an ana-
lytic argument in the absence of magnetic field. In particular, a simple wavematching
between a E = 0 energy state shows that the boundary between an antiferromagnet
and an swave superconductor is able to sustain such state.















−∆SC if x < 0m if x > 0 (9.36)
In the following we will focus in one of the four decoupled sectors, in particular
the |e, ↑ K〉 with |h, ↓ K ′〉 sector
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Figure 9.13: (a) Scheme of a ribbon hybrid ribbon AF-SC, with the color code
of the band structure. (b) Band structure of a hybrid ribbon with doped SC and
armchair interface. Band structure of a hybrid ribbon with un-doped (c) and doped
(d) SC with zigzag interface, which shows the different interface states in each valley.
For the antiferromagnet the Hamiltonian reads
HSC =

m p 0 0
p −m 0 0
0 0 m −p
0 0 −p −m
 (9.37)
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On the other hand, for the superconductor the Hamiltonian reads
HSC =

0 p ∆SC 0
p 0 0 ∆SC
∆SC 0 0 −p
0 ∆SC −p 0
 (9.39)

























e∆SCx if x < 0e−mx if x > 0 (9.42)
so that a normalizable E = 0 exist for an interface between a trivial antiferro-
magnet and a trivial Dirac superconductor.
9.6.3 Helical modes from explicit integration
In previous section, we build the E = 0 by wavematching across a sharp interface.
However, it is is possible to give a general solution for the interface state between
the antiferromagnet and the superconductor. Without loss of generality, in the
following we will assume m > 0 and ∆SC > 0. The Hamiltonian for an arbitrary
antiferromagnet and pairing profile for ky = 0 reads
H = γ1m(x) + γ2p+ γ3∆SC(x) (9.43)
with γ1, γ2, γ3 defined by
γ1 =

1 0 0 0
0 −1 0 0
0 0 1 0






0 1 0 0
1 0 0 0
0 0 0 −1




0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 (9.46)
Defining γ4 = −iγ2γ1 and γ5 = iγ2γ3, the zero energy equation reads
















which is normalizable provided that m(+∞) > ∆SC(+∞) and ∆SC(−∞) >
m(−∞), which is the condition of domain wall between superconductor and anti-
ferromagnet. For the case of step profiles, the solution obtained by wavematching
is recovered.
9.6.4 Influence of µSC in the critical Zeeman coupling
In the idealized situation in which the superconductor is described as a single-orbital
honeycomb lattice at half filling, a arbitrary small Zeeman field is capable of open-
ing the interface topological gap. However, charge transfer processes are expected
to shift the chemical potential of the proximized graphene (SC region in Fig. 9.6).
In this situation, band bending of the interfacial states leads to a one dimensional
gapless state (see Fig. 9.14c). In order to reach the interfacial topological super-
conducting state, the bended bands (Fig. 9.14c) have to be moved up in energy.
This can achieved by increasing the in-plane field, so that θ < θins . The critical in-
plane field Bx as a function of doping, which separates the gapless and topologically
gapped states is shown in Figs. 9.14e,f. For small µSC , the critical field increases
linearly, leading to small critical fields at small doping in the SC, whereas for large
doping the critical field saturates.
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Figure 9.14: Scheme of the effect of chemical doping in the Dirac spectrum of
proximized graphene (a). Schematic phase diagram (b) of the interface electronic
spectrum between the SC and the QH ferromagnet, as function of the in-plane field
and the chemical doping of the SC. Quasi particle energies for a gapless (c) and
gapped (d) interface. Phase boundary obtained by numerical calculation at low
doping (e) and at large doping (f). The green and red colored states of the band
structures correspond to the states localized at the interface, where the topological
superconducting gap is calculated between the red states shown in (c,d). The blue
gapless states correspond to the chiral states between the QH and vacuum.
9.6.5 Emergence of AF helical states from a topological
point of view
An analysis of the emergent AF helical edge modes in terms of topology can be
made, but it is less rigorous mathematically than the topological superconductor
order in the canted AF phase. As shown in Fig. 9.6k, there is a finite volume
in parameter space for which the SC contacts are helical metals. The relevant
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Figure 9.15: Band structure of the an interface between a square superconductor
and an antiferromagnet (a) or canted antiferromagnet (c) honeycomb lattice. Figures
(b) and (d) show the local density of states in a finite system, which correspond to
gapless interface channels (without canting) (b) and Majorana states (with canting)
(d)
symmetry class within the ten-fold way[436] for the infinite system is the 2D class
D, and its topological invariant is Z, which corresponds to the number of chiral edge
states at a surface [437]. Within this language the helical SC contact has a trivial
(zero) Z invariant, since the number of right minus left propagating modes is zero.
This is actually the reason why crossing the θ = θins destroys the helical edge states
without an intervening bulk-gap inversion. Therefore, the reason for the existence of
helical states for θ > θins cannot be found in the standard homotopy classification.
It is rather an instance of non-trivial valley Chern number.
If one computes the Z invariant in 2D of our system, both in the graphene
side and on the superconductor side, one needs to integrate the Berry curvature of
the Nambu bands. For the superconductor one obtains negligible Berry curvature
for all momenta. However on the graphene side (and choosing the magnetic unit
cell to compute the bands), one finds that while the integrated curvature is zero
(hence Z is zero), it is the sum of two integer and opposite contributions from
different valleys. For a specific spin sector (e.g. |e ↑〉, |h ↓〉), one valley has partial
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integral 1 and the other -1. Therefore, assuming valley symmetry is preserved at
the graphene/SC interface (that is w = 0 in the phase diagram of Fig. 9.6k, i.e. the
contact is transparent), one can invoke a bulk-boundary correspondence principle
for each of the two valleys and spin sectors independently, which yields two pairs
of counter propagating (helical) states (one per valley and spin). If the contact is
not transparent (w > 0) but intervalley scattering is below the threshold w < wins,
the helical states will split, but the contact will still be metallic (since the splitting
is smaller than the energy where they cross). Hence the AF helical states are an
instance of weak topology from the two valleys, just like e.g. the helical modes
in works like Refs. [438, 439]. Note, however, that the mathematical standing of
these arguments are less sound than the conventional ones from full-Brillouin-zone
invariants, since to our knowledge there is no rigorous theorem that guarantees the
existence of surface states from partially integrated (valley) Chern numbers.
9.6.6 Square-lattice superconductor
In section 9.6 we have considered the superconductor arising from electrons hopping
in a honeycomb lattice and subjected to pairing potential. Nevertheless, the fact
that the interface states persist even upon doping of the superconductor, suggests
that their existence goes far beyond what our analytic argument might suggest.
Actually, we here show that a honeycomb superconducting lattice is not mandatory,
so that even an interface between a square superconductor will give rise to localized
Majorana states.
To illustrate this, we show in Fig. 9.15 the band structure of an interface between
the canted Quantum Hall antiferromagnet, and the local density of states for a finite
system. In the case of fully collinear antiferromagnetism, the interface sustains a
gapless channel. When the moments are canted, a topological gap in the inter-facial
bands opens up and localized Majorana modes show up.
9.7 Majoranas in multilayer graphene
Previously, we have seen how Majorana bound states can appear at the interface
between antiferromagnetic graphene and a superconductor. Pristine graphene is
not antiferromagnet, only when the kinetic energy is quenched interactions overcome
hopping and the system opens a gap. However, bilayer and trilayer graphene are able
to become insulating in the absence of magnetic field. In the particular case of bilayer
graphene in the AB configuration, the low energy electronic structure is not longer
linear the momentum, but becomes quadratic. In the later, the interlayer hopping
increases the density of states at the Fermi level, increasing the vulnerability of the
system towards electronic order[328, 440]. The effect is even stronger in trilayer
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graphene ABC, where the dispersion becomes cubic in the momentum, increasing
even further the DOS at the Fermi energy[334, 332]. Signatures of such electronic
order in multilayer graphene have been observed[332], and which has also been
confirmed by first principles calculations[441].
Figure 9.16: (a,b) Schemes of the heterostructure of trilayer graphene and conven-
tional superconductor which gives rise to 1D interfacial topological superconductor.
The unconventional interfacial states between the honeycomb antiferromagnet
and a superconductor also show up for the case of multilayer graphene as shown
in Fig. 9.17, where it can be seen that there is small qualitative change between
monolayer, bilayer and trilayer antiferromagnet. These interfacial states will be
source of topological superconductivity in trilayer graphene. Trilayer graphene offers
a very important advantage in comparison with the monolayer proposal: trilayer
graphene is already antiferromagnetic, so that no magnetic field has to be applied
to see interfacial states between the antiferromagnet and a superconductor. This
is specially important due to the vulnerability of conventional superconductors to
strong magnetic fields.
In the antiferromagnetic state, valley symmetry is broken by a magnetic flux,
which can be tuned by a perpendicular magnetic field. The spin rotation symmetry
left in the antiferromagnetic state is broken by magnetic canting of the moments
in the two sublattices, which can be tuned by an in-plane field. Thus, all the
remaining symmetries of the gapless interface branches are broken just by applying
different magnetic fields off-plane and in-plane. In the case of monolayer graphene,
the antiferromagnetic state only appears when the kinetic energy is quenched by a
magnetic flux, however, bilayer and trilayer systems have been shown to develop an
antiferromagnetic state even at zero field[328, 332].
The question of whether bilayer and trilayer systems will also be able to sustain
Majorana modes can be answer in terms of an adiabatic argument. An antifer-
romagnetic monolayer sustain those modes, and thus has a non-trivial topological
invariant ν = −1 in the Z2 classification of 1D superconductors. An AF bilayer and
trilayer systems can be built up by staking two and three AF monolayers, and turn-
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Figure 9.17: Sketch of hybrid ribbons of monolayer (a), bilayer (b) and trilayer
(c) graphene. The interface between between the antiferromagnetic part and the
superconducting part gives rise to gapless interfacial modes (d,e,f). Gapping out
those modes opens up a topological gap for monolayer (d) and trilayer (f).
ing on interlayer interactions slowly until the true ground state is reached. Provided
both the multilayer and interface gaps are not closed in the path, the topological
invariant on the 1D superconductor will be (−1)n, with n the number of layers.
Thus trilayer graphene will sustain Majorana modes, whereas the bilayer will show
a trivial gap. This automatically follows from the evolution shown in Fig. 9.18 and
Fig. 9.19, and is the focus of the next section.
9.7.1 Adiabatic connection of bilayer and trilayer
Effect of interlayer coupling
As shown in Fig.9.17, the interlayer coupling does not destroy the interfacial states.
Actually, when off-plane and inplane magnetic fields are turned on, the interfacial
band become gapped (Fig. 9.18cde), which in the monolayer case is known to
give rise to a 1d topological superconductor. In the case of multilayer systems, it
observed that the gap remains open even when the interlayer coupling goes to zero
Fig.9.18ab, and automatically proves that a N-layer is adiabatically connected to N
decoupled monolayers. Therefore, trilayer graphene will also sustain an interfacial
1d topological superconductor, whereas bilayer will be trivial.
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Figure 9.18: Evolution of the topological interfacial gap in bilayer and trilayer
graphene as a function of the interlayer coupling, for small (a) and large (b) coupling.
The topological gap is opened by the simultaneous application of off-plane and in-
plane magnetic fields. The fact that the gap remains open as the interlayer coupling
is switched on yields that the topological invariant can be calculated as (−1)n,
giving a trivial interface for bilayer and topological for trilayer. Band structures,
zoomed on the interface states, for monolayer (c), bilayer (d) and trilayer (e), for
tinterlayer = 0.2, showing a nearly equal interface gap
From bare AF to real multilayer moments
As a rough toy model, the antiferromagnetic state in the interlayer system was
modeled as of uniform strength in analogy with the monolayer system, even when
interlayer coupling was increased. nevertheless, interlayer coupling between atoms
stacked one over others, magnetic moments are not expected to be uniform. To show
that the actual magnitude of the magnetic moments is not critical, we show in Fig.
9.19 the evolution of the interfacial gap a function of the magnetic moment asym-
metry. It is observed that the gap does not close, proving the adiabatic connection
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a b
c Bilayer Trilayerd
Figure 9.19: Scheme of the non-uniform magnetization in bilayer (a) and a toy
trilayer (b) graphene due to interlayer coupling. (c) Evolution of the interfacial
topological gap as the magnetization stagger magnetization in the coupled atoms
increases from 0 to the decoupled limit. Band structures zoomed on the interface
states for m = 0.
between uniform and non-uniform magnetic structures. Therefore, the topological
character of the interface correspond to the one obtained with toy model, and does
not rely on the specific details of the non-uniform magnetization.
9.7.2 Signature of Majorana states
Previously, we showed that monolayer and trilayer graphene would sustain Majorana
bound states. In particular for trilayer, the AF state naturally shows up, and upon
an application of a tilted magnetic field, which would break valley and spin rotation
symmetry, will open up a topological gap. Therefore, Majorana states are expected
to appear at the boundary between the AF, superconductor and vacuum.
Apart from usual spectroscopic techniques to observe the expected zero energy
states, transport measurements also will give signatures of topological zero modes.
Here we will consider two different situations. The first setup corresponds a setup
in which there are present 2n Majorana modes, by connecting the AF to two hybrid
leads. In the other setup, 3n modes appear, by connecting the AF to a SC lead and
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Figure 9.20: Scheme of an heterostructure sustaining 2×n (a) and 3×n Majorana
bound states, where n is the number of graphene layers. The evolution of the
eigenvalues of the central hamiltonian for the setup (a) are shown in (c,e,g) and for
(b) in (d,f,h) for monolayer (c,d), bilayer (e,f) and trilayer (h,i) graphene. In the
setup (a), all the evolution seem to show eigenvalue crossing. However setup (b)
highlights that the monolayer (d) and trilayer (h) have protected zero energy modes,
whereas for the bilayer (f) a small gap opens up. For the bilayer and trilayer systems,
also a small electric field (0.1t) was included to break accidental degeneracies.
a hybrid AF-SC lead.
We calculate the spectrum of the central part by diagonalizing the low energy
effective Hamiltonian of central device coupled to the two infinite leads
Heff = HC + ΣR(E = 0) + ΣL(E = 0) (9.50)
where HC is the Hamiltonian of the central device, and ΣR,ΣL the selfenergies
induced by the right and left leads. It is important to note, that the previous
Hamiltonian is not Hermitic, and therefore its eigenvalues are not guaranteed to
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be real. However, for states within the lead gap, and provided the central part is
long enough, the selfenergies are purely real yielding a Hermitic Hamiltonian. The
low energy eigenvalues are therefore the Majorana energy modes bounded to the
AF-SC-V interface.
We show in Fig.9.20 the evolution of the eigenvalues corresponding to the (split-
ted) Majorana modes as a function of the superconducting phase difference between
the right and left leads. The simplest case is the monolayer, where when two Ma-
jorana are present Fig.9.20c a 4π effect arises, and when three are present (Fig.9.20
two of the hybridize whereas the other remains at zero energy. In the geometry with
2n Majorana modes, even in the case of bilayer, which is supposed to be trivial,
the Majorana modes cut the zero energy, giving rise to a 4π effect, although not
topologically protected. Moving to the setup with 3n states, in general, for an odd
number of modes Figs.9.20g,h), states become splitted in pairs, leaving an unpaired
state at exactly E = 0. In comparison, for the bilayer an even number of modes is
present (Fig.9.20g), end they become splitted due to the of interlayer mixing.
9.7.3 Experimental realization in trilayer graphene
We move to the conditions which would lead to the experimental observation of
Majorana bound states in trilayer graphene. As stated previously, trilayer graphene
becomes an antiferromagnetic insulator in ultra clean samples. Emergence of gapless
interfacial states between trilayer graphene and a superconductor will be immediate
provided the contact is transparent enough. This compares with the case of mono-
layer graphene, where a strong off-plane field had to be introduced in the system.
On the other hand, the topological gap opening in the interfacial superconductor
relies on the application of a magnetic field, also in trilayer graphene. Due to the
large antiferromagnetic gap, the in-plane fields needed to tilt the magnetic moments
might seem a bottle neck due to the vulnerability of superconductivity. However,
since the magnetic field can be applied in-plane, two dimensional superconductors
as NbSe2 are the perfect candidates to act as superconductivity source, due to their
resilience towards in-plane magnetic field due to spin momentum locking in the
Fermi surface.
Moreover, the antiferromagnetic state of the trilayer is expected to be locally
depleted due to charge transfer effects. Therefore, the decreasing of the order pa-
rameter will allow to tilt the weaker magnetic moments by applying smaller fields. In
addition, if the superconductor is deposited on top of the trilayer, the charge trans-
fer will also create an layer imbalance, which also depletes the magnetic moment.
This last feature can be tuned by means of a gate voltage on the superconducting




Majorana bound states require that the superconducting electronic state looses all
the possible degeneracies, in particular spin symmetry. For the case of graphene,
the addition valley degeneracy might seem that the task of getting Majorana bound
states is even tougher. Here we have shown that actually this is not the case, and
that the electronic structure of graphene is actually an advantage.
On one hand, we have shown that the very peculiar Landau level structure of
graphene allows to create a quantum spin Hall state without any kind of spin orbit
coupling. The helical edge states associated with this phase allow to create an
effective one dimensional topological superconductor when superconducting pairing
is induced by a neighboring superconductor. Experimentally, the quantum spin Hall
state is associated with a ferromagnetic order, which has been realized by application
of an additional in-plane fields.
On the other hand, we showed that a different mechanism based on solitonic
electron-hole states between a honeycomb antiferromagnet and a superconductor
can be exploited. Those interfacial states, when gapped out by magnetic tilting and
orbital field also give rise to a one dimensional topological superconductor, with
the associated Majorana bound states. The previous model is exactly realized in
graphene over magnetic field, where the orbital field quenches angular momentum
and induces an anti-ferromagnetically ordered quantum Hall state. Importantly,
the ways to get Majorana bound states are adiabatically connected, giving rise to a
whole family of intermediate state realizing 1D topological superconductivity.
The topological honeycomb antiferromagnet-superconductor interfacial states
can be also further to give rise to 1D topological superconductors. Those states
are not unique of the monolayer honeycomb, but also arise in bilayer and trilayer
systems, enlarging the zoo of possibilities. In particular, trilayer graphene is an an-
tiferromagnet at zero field, with an order tunable by a perpendicular electric field,
which upon magnetic field would also sustain Majorana bound states when inter-
faced with a superconductor. Moreover, honeycomb antiferromagnetic structures
are realized also in several oxides, allowing to use this interfacial states to create
Majorana bound states in heterostructures.
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Graphene is a very appealing material from the theoretical point of view: it can be
treated with a simple model and shows very unconventional electronic properties.
In this chapter we will use a combination of density functional theory methods,
Wannierization and tight binding calculations. By doing so, we will explore the
electronic properties for materials with complex electronic structure, in the same
fashion as we did for graphene. This method will be specially useful when the low
energy model for the material is unknown, giving us a systematic methodology to
study complex materials.
10.1 Introduction
Graphene has been the main character of our story so far. The Dirac-like spectrum
has been one of the main responsible of the unconventional electronic properties
shown. An interesting feature is that systems with honeycomb-like lattices present
electronic properties that can be understood with modified versions of the graphene
Hamiltonian: either adding more orbitals or including spin-orbit coupling. The
simplest example is boron nitride, whose low energy model can be understood as
two massive Dirac equations[442], which naturally arise in a tight binding model
with sublattice imbalance.
The first group of materials consist on the different two dimensional materi-
als[443, 444, 75, 445, 446, 447, 448, 449, 450, 451, 452, 453], whose bulk structures
consist on layers bonded by van der Waals interactions. Among these systems are
found the different types of dichalcogenides [75, 445], black phosphorus[446] or boron
nitride[454].
The second type of systems, whose relation at first seems less trivial, consist on
oxide multilayers. These systems are based on bulk structures made of transition
metal atoms surrounded by an oxygen environment. The active orbitals at low
175
CHAPTER 10. BEYOND GRAPHENE
energies are usually hybrids between the d-orbitals of the transition metal atom and
the oxygen p-orbitals. Close to the Fermi energy, the electronic structure can be
understood in terms of these orbitals, siting in a lattice defined by the positions of
the transition metal atoms. The clear advantage of these systems is that provided
the transition metal atoms can be heavy elements, the spin orbit coupling effect can
be much stronger than in graphene based materials.
10.2 Computational methods to describe 2D ma-
terials
The study of general two dimensional materials usually requires ab initio method due
to the complex electronic structure that they develop. In comparison with graphene
where the effective orbitals are simple pz orbitals, systems like MoS2 posses a low
energy structure which involves combinations of orbitals from Mo and S in a rather
non-trivial way[455]. Therefore, ab initio calculations are the most suitable way to
get insight on the low energy properties of these systems.
Bulk properties of two dimensional materials are successfully described by density
functional theory methods. However, when dealing with finite size effects DFT
encounters a barrier. Ab initio modeling usually scales cubic with the number of
atoms, and although pseudopotential codes allow to study systems up to 100 atoms
in a normal computational cluster, this number is too small for actual systems.
An even worse situation is for the study of quantum Hall effect, where the gauge
potential forbids to use periodic boundary conditions for an arbitrary magnetic field.
In this last situation, tight binding modeling is way more convenient tool, but with
it has the obstacle that the electronic structure is too complex to have a simple tight
binding Hamiltonian.
However, a tight binding model can be obtained systematically from a DFT
calculation[456]. The method is known as Wannierization, and it relies on gauge
transformation of the Bloch wavefunctions, to go from a dellocalized basis into a local
basis, suitable for tight binding modeling. In the Wannier basis, the Hamiltonian is







where tij is the hopping from the orbital i to the orbital j and ci destroys an
electron in the site i. In the following, our workflow will consist on calculating the
electronic structure of the desired material using the open source Quantum Espresso
package[240], together with the also open source Wannier90 package [457] to perform
the Wannierization procedure. In addition, we will compare the results obtained by
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adding atomic spin-orbit coupling to the tight binding models with the ab initio
results got with the open source all-electron code Elk [241, 458].
With the previous Hamiltonian obtained from the DFT electronic structure,
orbital magnetic fields can be introduced by means of the Peierls substitution
tij → tijeiφij (10.2)
where φij is the Peierls phase between the Wannier centers of the Wannier func-
tions i and j
φij = B
e(xi − xj)(yi + yj)
2h̄ (10.3)
With the previous formalism, quantum Hall effect can be systematically studied
in any two dimensional system, provided the Wannier Hamiltonian is obtained from
the electronic structure of the density functional calculation.
Finally, it is worth to note that the Wannier basis also allows to introduce spin-
orbit coupling effects[459]. Close to the core, usually the Wannier functions are
atomic-like. It is precisely in the cores where the spin-orbit coupling is maximal.
Therefore, by identifying which Wannier functions are located in which atom, the
SOC can be introduced as
HSOC = λSOC
∑
~l · ~sc†j,sci,s′ (10.4)
where the sum runs over pairs of orbitals located in the same atom, and ~l is the
atomic angular momentum operator.
10.2.1 Wannier modeling for MoS2
The first system that we will study is MoS2. This monolayer was first obtained
by mechanical exfoliation[460], has three atoms per unit cell, with an underlying
triangular lattice. Large scale synthesis has been achieved[445], and it has shown a
powerful potential in electronic and spintronics applications.[75] Its electronic struc-
ture has also been widely studied [455, 461, 462, 463]. It shows a similar electronic
structure as the isostructural XY2, where X can be Mo,W and Y S,Se,Te[464, 465].
Several effective model have been suggested for this system [466, 467, 468, 469] .
Here we will show how the systematic Wannier procedure allows to reproduce many
of the well known results of MoS2.
The calculation is performed by projecting the electronic wavefunction onto 11
Wannier states, the 3 p orbitals of S, and the 5 d orbitals of Mo.
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Figure 10.1: Structure of MoS2. Comparison of the band structure of MoS2 be-
tween DFT and Wannier (b). Berry curvature (c) along the reciprocal space path,
showing a large contribution in the two valleys. Plot of the Berry curvature in the
2D Brillouin zone (d). The Berry curvature is calculated taking into account the
contribution of all the occupied bands. Band structure with spin-orbit coupling
calculated with Elk (e), and Wannier band structure adding atomic SOC (f) to the
Mo d orbitals (100 meV).
Bulk electronic structure
MoS2 is a semiconductor, with a gap located in the K and K’ points of the Brillouin
zone. The low energy properties of the system are governed by electrons located in
K and K’. In Fig. 10.1 we show the comparison between ab initio band electronic
structure calculations and the Wannier results. The Wannier Hamiltonian gives a
good fit in comparison with Quantum Espresso PAW calculations. With the tight
binding Hamiltonian, the Berry curvature is easily calculated, giving a large contri-
bution in the two valleys. Introducing atomic spin orbit coupling in the Wannier
Hamiltonian leads to a band structure developing the well know spin-valley splitting,
and resembles the ab initio result obtained with all-electron Elk calculations with
SOC.
Quantum Hall effect
In the presence of magnetic field, MoS2 develops a set of Landau level. In the
following we will ignore the spin degree of freedom and we will focus our discussion
on the conduction band. Although the parabolic dispersion in the conduction might
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Figure 10.2: Band structure of an armchair (a,c) and zigzag (b,d) quantum Hall
bar of MoS2. Panels (a,b) show a wide window of the spectrum, whereas (c,d) show
a zoom into the valence band. As shown in panel (c), the Landau level spectra is
no longer degenerate for n > 1. The valley character of each LL can be seen in
the zigzag ribbon (d). The color of the eigenvalues represent the position of the
wavefunction: red for upper edge, blue for lower edge and green for bulk.
suggest a conventional Landau spectra, the quantum Hall effect in MoS2 is far from
a conventional 2D gas. In particular, only one valley has a lowest LL similar as
would be in boron nitride and follows from a massive Dirac equation.
In the case of massive honeycomb lattice the LL have double degeneracy for n >
0, which can be understood as a perfect compensation between the valley dependent
orbital angular momentum and an increasing on the Landau index. However, such
compensation no longer holds for the extended Berry curvature of MoS2, so that
the LL which where degenerate in the massive honeycomb lattice, are no longer
degenerate in MoS2 [470, 471, 472]. This can be easily observed by calculating the
band structure of a quantum Hall bar using the Wannier Hamiltonian as shown in
Fig.10.2. Finally is worth to note that by considering SOC, additional spin splitting
will take place. The spin splitting will be most important in the valence band, where
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a spin polarized quantum Hall state appears at low hole filling.
10.2.2 Wannier modeling of black phosphorus
Figure 10.3: Crystal structure of black phosphorus (a) and comparison of the band
structures obtained with DFT and Wannier (b). Band structure obtained with the
Tran Blaha potential (c), showing a similar band dispersion but greater band gap.
Landau levels in the conduction band, obtained by creating a quantum Hall bar
with the Wannier Hamiltonian.
Monolayer black phosphorus[446] is another 2d material. It is a semiconductor
with a band gap on the order of 1.5 eV[473, 474] and a structure that resembles a
distorted honeycomb lattice. The band gap of black phosphorus is largely underesti-
mated by conventional DFT methods, but the band dispersion is well captures when
compared with the results obtained with the Tran-Blaha meta-GGA potential[475]
(Fig. 10.3b,c). Black phosphorus has a highly anisotropic electronic structure due
to the nearly one dimensional arrangement of the P atoms. This highly anisotropic
behavior is easily seen in the top of the valences band, where the dispersion along
Γ−X1 is completely different and nearly flat compared with Γ−X2.
In the presence of magnetic field, the Landau level spectra resembles the one of
a conventional 2D electron gas [476, 477]. Using the Wannier Hamiltonian obtained
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from the DFT calculation, a quantum Hall bar can easily be created, whose band
structure in shown in 10.3d
10.2.3 Wannier modeling of bismuth
Figure 10.4: Structure of hexagonal bismuth (a), forming a buckled honeycomb
lattice. Comparison of the band structure obtained with Quantum Espresso and
Wannier (b). Panel (c) Shows the Wannier band structure after introduction of
SOC, and (d) the band structure obtained from an SCF calculation with Elk with
SOC. The introduction of SOC creates a band inversion, driving the system into a
topologically insulating phase with a bulk gap (e) and gapless edge states (f).
The next two dimensional material that we will study is a monolayer of hexagonal
bismuth. Bismuth (111) thin films is known for being a topological insulator[478,
479], opening a large band gap. The structure of bismuth is an hexagonal buckled
honeycomb lattice, similar to silicene and germanene.
To model the effect of SOC in bismuth, we will obtain a Wannier tight binding
model from a non-magnetic calculation without SOC. Afterwards, SOC will be in-
cluded in the Wannier Hamiltonian, and we compare the results with a selfconsistent
DFT calculation with SOC using Elk. In the absence of spin orbit coupling (Fig.
10.4b), bismuth has a bulk gap. When spin orbit coupling is included, the bulk gap
closes and reopens, yielding a topological insulating state (Fig.10.4c,d,e,f).
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10.3 Oxide multilayers
The other type of systems that we will deal with are oxide multilayers. Although they
might seem physically very different, band engineering in this systems allows to easily
create topological insulating phases. In systems based on the perovskite structure,
transition metal atoms are surrounded by an octahedral crystal environment, that
splits the d levels into eg and t2g manifolds. In this situation, depending on the
filling, crystal field and strength of spin orbit coupling, different topological phases
can arise.
Here we will focus in a particular unexplored structure, whose parent compound
is InCu2/3V1/3O3[480, 481]. This compound show a low energy electronic structures
dominated by the dz2 orbitals of Cu. Furthermore, the Cu atoms form two coupled
honeycomb lattices, and its band structure resembles the one of AA graphene. The
system shows an antiferromagnetic electronic order [481] due to the small bandwidth
and strong interactions in Cu.
In the following, we will focus on an heterostructure of this crystal, where one
Cu layer is substituted by Zn, becoming that layer insulating. In this situation, the
low energy structure will be dominated by the d2z orbitals of Cu. The combination
of antiferromagnetism and SOC will be then used to engineer a 1D topological
superconductor in a fashion similar to the Quantum Hall graphene. Finally, upon
substitution of Cu by Ag, the system will become non magnetic, and it will be shown
that it develops a topological gap.
10.3.1 Majorana bound states in oxides
As shown in the graphene Majoranas section, an interface between a honeycomb
antiferromagnet with a conventional superconductor gives rise to an interfacial gap-
less superconductor. Such gapless superconductor can be topologically gapped by
introducing certain perturbation. In the case of graphene, these perturbation was
the orbital magnetic field and the canted order.
Here will focus on the structure derived from In6Cu4V2O6, where one Cu atom is
substituted by Zn yielding In6Cu2Zn2V2O6 (Fig. 10.5a), whose low energy properties
are dominated by dz2 orbitals forming a slightly distorted honeycomb lattice. The
low energy band structure resembles the one of graphene (Fig. 10.5c), and in the low
energy dz2 manifold, spin orbit coupling can be modeled by the Kane Mele model.
In the following, we will assume that the electronic structure of these compound can
be modeled by the Hubbard-Kane Mele model. Interactions will turn the system
honeycomb antiferromagnetic, so that if it is interfaced with another oxide which
is superconducting, a one dimensional gapless superconductor will appear at the
boundary.
In the hybrid AF-SC system, spin-orbit coupling will have two effects. The first
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Figure 10.5: Unit cell of In6Cu2Zn2V2O6 (a), where the Cu atoms form a hon-
eycomb lattice with antiferromagnetic order (b). The ab initio non-magnetic band
structure resembles the one of graphene (c). Sketch showing the interplay between
SOC and AF, that opens two different gaps in the bulk band structure (d). Such in-
terplay yields that when the honeycomb lattice in the in-plane AF state is interfaced
with a superconductor (e), a topological gap can open up (f).
one is to give a preferential axis for the magnetic moment, which for the Kane-Mele-
Hubbard model is in-plane. The second effect is that SOC will create spin mixing
of interfacial gapless superconducting states, opening up a gap. The previous gap
turns out to be topological (Fig. 10.5d), giving rise to localized Majorana bound
states.
The previous argument can be easily checked by building a ribbon, where the up-
per half is a doped superconducting honeycomb lattice, whereas the lower part is an
in-plane antiferromagnetic honeycomb lattice with Kane-Mele spin-orbit coupling.
In the case of vanishing SOC, the interfacial states are gapless provided intervalley
mixing is negligible (Fig. 10.6a). When SOC is turned on, a gap opens up (Fig.
10.6b). Calculation of the surface Green function shows that a pinned zero energy
resonance appears (Fig. 10.6c) located in the surface of the flake (Fig.10.6d).
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Figure 10.6: BdG band structure of an interface of an AF honeycomb ribbon and
a doped superconducting honeycomb (a), and bands when SOC is introduced (b)
opening up a topological gap. Spectral function in the bulk and surface (c), showing
a zero energy peak in the surface. The spatial resolved spectral function for ω = 0
shows that the zero energy peak is located certainly in the boundaries in the case o
finite rectangular flake (d).
10.3.2 Quantum spin Hall effect in oxides
A more straightforward example of graphene like behavior in this system would
be in the non-magnetic state, where spin orbit coupling is expected to open up a
topological gap. In order to turn the system non-magnetic, we substitute in the
previous multilayered Cu by Ag, yielding In6Ag2Zn2V2O6. Such substitution, gives
a bigger bandwidth and SOC while maintaining the electronic filling, turning the
system non-magnetic according to our DFT calculations (Fig. 10.7b).
If the Kane-Mele model holds for this compound, this system will automatically
be a topological insulator. To prove so, we follow the workflow of DFT calculation,
then Wannierization and calculation of edge states, projecting onto the d orbitals
of Ag (Fig. 10.7c). These will yield a 10x10 non-magnetic Hamiltonian, which is
doubled after the introduction of SOC. The low energy Wannier bands correspond
to the dz2 Wannier orbitals, whereas the other states lie deep in energy. It is worth
to note that the deep energy states are strongly mixed with other bands. The role
of the deep energy states on the low energy structure is to induce an effective spin
orbit coupling. Therefore, not capturing the exact deep energy dispersion is not a
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Figure 10.7: Unit cell of In6Ag2Zn2V2O6 (a), where the Ag atoms form a honey-
comb lattice (b). The low energy band structure is well captured with the Wannier
Hamiltonian using d orbitals in Ag, where the one that crosses the Fermi energy
has dz2 character (c). Introduction of SOC opens up a topological gap, that gives
rise to gapless edge states as calculated in a semiinfinite geometry with the Wannier
Hamiltonian (d), following the recursive method of Section 11.4.
concern as long as the induced spin orbit coupling in the dz2 is properly captured
. With that in mind, the spinful Wannier Hamiltonian allows to calculate the Z2
invariant[482] yields that the system is topological, which is confirmed by the surface
spectral function in a semiinfinite geometry Fig 10.7d
The appearance of a topological insulating phase in a honeycomb oxide has been
addressed in many other systems[483, 484, 485, 486, 487]. However, the present case
differs in that the environment of the transition metal is not octahedral, and the
low energy band structure is unexpectedly clean at low energy.
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10.4 Summary
The success of graphene can be understood as the combination of unconventional
electronic properties, and the ease to be synthesized and manipulated. Focusing
on the electronic properties, another different materials where predicted to show
Dirac fermions. On the side of versatility and ease, new families of two dimensional
materials are showing up, boosting the potential interplay that could give rise to.
In this chapter we applied the Wannierization technique to connect between the
first principles electronic structure of these materials and the tight binding models
that allow to study mesoscopic systems. We have shown the electronic spectra of
dichalcogenides in the quantum Hall regime, edge states of topological insulators
with complex electronic structure and even Majorana bound states in oxides.
The powerful multi-scale playground of Wannierization builds a bridge between
the mesoscopic techniques that allow to predict topological states of matter, with





In principle, solving the Schrodinger equation would allow to know all the electronic
properties of any system. While the solution for a single atom can be performed
either analytically, (for the hydrogen atom) or numerically (for any atom), the task
becomes more and more complex as the number of atoms considered increases. But
real systems usually have a really large amount of atoms. Lets assume that we
would like to perform a calculation in a normal laptop. Using tight binding models
we would be able to study between 1000 and 10000 atoms in some minutes. If we
move on to complex system with complicated electronic structure, we could treat
between 10 and 40 atoms in some minutes, depending on the formalism. But real
systems are way larger that those numbers, if we want to see a meaningful result in
an acceptable amount of time, brute force calculation is out of the game. And even
more, if we want to know about the bulk properties of the system, the size needed
can be even worse than unacceptable to work with.
Bloch’s theorem provided an elegant solution to this big system size problem. It
is simple application of a basic mathematical relationship in linear algebra that tells
you that if you have an operator that commutes with your Hamiltonian, you can
arrange the eigenstates in a set of wavefunctions which are simultaneously eigen-
states of the Hamiltonian and of the symmetry. In particular, for periodic systems,
it translates into the fact that you only have to consider the basic unit cell, and
the different eigenstates are generated by changing the Bloch phase. This basic
mathematical fact was one of the cornerstones of any calculation in infinitely large
systems, as long as they were perfect.
But what happens if your system is incredibly large, and in has some finite
region which has some defects. You cannot do brute force calculations, they are
too expensive. You cannot also apply Bloch’s theorem either, since there is no
translational invariance. The problem looks frustrating, and maybe complex, but
it analogous to having a delta potential in an infinite space: this is a problem
we can solve trivially, analytically. By scattering theory the local spectra can be
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easily calculated. But it seems that those tricks are hard to implement numerically.
However, there is a way to study individual impurities in infinite pristine systems,
which is the actual topic of these chapter. And by impurities it doesn’t mean that
it has to be a single atom, it means that the region of the space where the the
perturbation exists is bounded. The main advantage of this technique is that it
allows to get the properties of a system with an infinite amount of atoms, without
translational invariant, at the prize that grows as the third power of the number of
states in the defective region.
In the following we present an efficient method to calculate the electronic prop-
erties of a defective region inside an otherwise perfect two dimensional crystal. The
method relies on the partition of the system in two parts, a central region that
hosts the defect, and the infinite crystal with a missing patch that accommodates
the central region. The effect of the infinite crystal on the central region can is
expressed in terms of a self-energy. We present a straightforward expression of this
self-energy and, more important, a very efficient numerical method to to compute
it. The method can be applied to any material, regardless of the geometry or chem-
ical composition, provided that a tight-binding representation of the Hamiltonian is
available. We apply the method to a variety of defects in two dimensional materials
and models, such as vacancies in the honeycomb lattice and the Kane Mele model,
chemisorbed hydrogen in graphene described with a 4 orbital tight-binding model, a
missing skyrmion in a skyrmion lattice coupled to graphene, a vacancy in graphene
in the Quantum Hall regime, etc.
11.1 Motivation
Atomic scale defects are unavoidably present in crystals. They affect both the me-
chanical and electronic properties of materials, to the point that it is often said
that crystals are like people: it is their defects that makes them interesting. The
entire field of semiconductor electronics is based on the concept of doping, the con-
trolled introduction of defects in otherwise pure crystals. In addition, the amazing
progress in atomic scale engineering permits to use individual point defects in solids
to achieve functionality[488]. This is the case of NV centers in diamond[489], acting
as magnetic sensors, and phosphorous donor in Silicon[490], acting as a spin qbits.
Two dimensional materials are not different, they host point defects[491] that also
determine their properties, and given their surface nature, they can also be func-
tionalized with atoms and molecules[492] some case, such as chemisorbed atomic
hydrogen in graphene, have spin properties analogous to single-dopant spin qubits
in silicon.
Numerical solution of the Schrodinger equation, at the independent electron
level, is routinely done in finite size systems, such as atoms or molecules, or in
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infinite systems such as crystals, where symmetry permits to block-diagonalize the
problem. In contrast, the solution of the Schrodinger equation for defects in crystals,
or atoms and molecules deposited at the surface of crystals, requires some additional
ingenuity. Very often, the problem is tackled by brute force, computing a supercell
that contains a single defect/atom/molecule. However, unless a very large cell can
be simulated, finite size effects can lead to incorrect results.
It would be therefore desirable to have a method to address the single defect
problem embedded in a crystal, rather than the alternative problem of a super
crystal of defects. Formally, given a small system A coupled to an infinite system
B, it is always possible to write down the Green function GA where the effect of
B is included as a self-energy ΣB , where both GA and ΣB are matrices of the
same dimension than the Hilbert space describing A, and are thereby suitable for
numerical computations.
There is a general class of problems in which the calculation of ΣB is routinely
done. Whenever whenever the system B is the surface of a semi-infinite crystal
and A is only coupled to the surface. In that case it is possible to obtain the self
energy matrix as ΣB(A,A′) = VABgB,B′VB′,A′ where V is the matrix that describes
the coupling between the system A and gB,B′ is the surface green function of B.
Since the computation of surface green functions of semi-infinite crystals can be
efficiently done using recursive methods, this makes it possible to obtain the self
energy and the Green function of the small system[493].. This approach is the
basis for an astonishingly large number of problems in condensed matter, including
quantum transport through quantum dots, molecules and nanocontacts. Essential
in this approach is the fact that the Hamiltonian of B has to be written down as a
tridiagonal matrix that permits the evaluation of the surface Green function gB,B′ .
The problem comes when the local system A is embedded in a crystal, rather
than lying on a surface. Typical examples of this would be a vacancy or a substi-
tutional defect, but many other possibilities will be considered as well below. In
those instances the geometry of B lacks of an obvious translational symmetry that
permits to implement the recursion method.
Here we propose a method that permits to compute the self-energy of system B
in the general class of situations depicted in the figure 11.1b. Whereas we focus on
2D materials, it must be said that the approach described here could be also applied
for 3D materials as well. The rest of the chapter is organized as follows. First we
present the simple theory that permits to compute the self-energy ΣB for the Green
function GA. Afterwards, we discuss efficient numerical approach to dramatically
speed up the computation of ΣB. Finally we apply the method to a variety of point
defects in two dimensional crystals, reproducing well known existing results in the
literature and to producing new ones.
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11.2 Green function approach and self-energy
11.2.1 Statement of the problem
The system of interest is a tight-binding model that describes two regions, A and
B. The region A has a finite number of sites, NA, and the region B is infinite and
has the following property: is two dimensional crystal that embeds region A. In
the following we assume that the system A is described by single-particle basis i
that labels a given site in the lattice, and in the case of multi-orbital tigth-binding
model, it also encodes the atomic orbital. Spin indexes are omitted. If there is no
spin-orbit coupling and no spin-dependent potentials, the spin is a dummy variable.
Otherwise, we assume that i also encodes the spin degree of freedom.
The goal is to compute the Green function associated to the central region A.
For that matter, our starting point is the standard equation
G0 = (E − h0 − Σ)−1 (11.1)
where h0 is the Hamiltonian of region A, and Σ is the self-energy associated to the
coupling of A to B.
11.2.2 The self-energy trick
The critical remark lies on the fact that , the self-energy ΣB does not depend on
whatever lies in the central region A. We take advantage of this to obtain an expres-
sion in the simplest case where A is not an impurity and, taken altogether with B,
form an ideal crystal, whose electronic structure can be readily computed, taking
advantage of crystal symmetry and Bloch theorem. In this particular instance we







where H(k) is the Bloch Hamiltonian




with h0 the intracell matrix in the region A and t~R the hopping to the unit cell
in the direction ~R
From equations eq. (11.1) we write obtain a closed expression for ΣB(i, j):









11.3. EFFICIENT COMPUTATIONAL APPROACH TO COMPUTE
THE SELF-ENERGY
In this simplest case equation (11.4) can be readily computed because G0 can be
obtained by from eq. (11.2) by numerical integration over the Brillouin zone, and
efficient methods to do so are presented below. Once we are done with the calculation
of ΣB(i, j) in the trivial case where A and B form an ideal crystal, we can use Σ
as a self-energy for any other Hamiltonian HA that describes a defect, as given in
equation (11.1).
11.3 Efficient computational approach to compute
the self-energy
The most computationally demanding part of the calculation is the is the integration
over k for the calculation of G0. Although for small unit cells the integration can
be performed, for bigger Hamiltonians the integration can be beyond an acceptable
computation time. The main reason is that the mesh used has to be very dense, on
the order of 500x500 k-points for a normal 2D system. In the following, we propose
an efficient method to accelerate dramatically the calculation of eq. (11.2). It must
be noted that for a system A with a Hilbert space of dimension NA, the Green
function GA has N 2A entries for every value of the argument ω. Whenever we are
interested in computing integrated quantities, such as the charge in a given atom or
orbital, we need to integrate over ω. Thus, numerical efficiency is essential for the
success of the embedding approach.
11.4 Calculation of GP





(E − hk)−1 (11.5)
The brute force approach has the problem that a super fine mesh in recipro-
cal space has to performed in order to achieve a good convergence, on the order
of 300x300 kpoints. This is particularly important in cases of pathological Fermi
surfaces as semimetals.
However, for a two dimensional system, a much more efficient technique can be
used to calculate this Green function. The key point is to remind that in a two
dimensional Brillouin zone, a line in reciprocal space can be understood as a one
dimensional k-dependent system.
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Perfect system Defected system
(a) (b) Holed infinite system
(c) (d)
Figure 11.1: (a) Sketch of the two different central cells, pristine (blue) and de-
fected (green). (b) Sketch of an infinite system with hole and the selfenergy that
will be induced in the hole considered the coupling (black). Sketch of a perfect (c)
and defected (d) system and the selfenergies induced to a central by the rest infinite
system










where g(kx) is the Green function of the k-dependent 1d system (Fig. 2c) ob-
tained for a given kx, whose hopping parameters are defined by
γ0(kx) = γ0 + eikxγ1,0 + c.c. (11.7)
γ(kx) = γ0,1 + eikxγ1,1 + e−ikxγ−1,1 + c.c. (11.8)
defining a Bloch hamiltonian in the y direction of the form
ĥ(kx, ky) = γ0(kx) + eikyγ(kx) + c.c. (11.9)




(E − ĥ(kx, ky))−1 (11.10)
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Figure 11.2: (a) Uniform mesh in a two dimensional Brillouin zone, correspond-
ing to the simplest scheme to calculate GD. (b) Equivalent mesh in the optimized
approach, which consists on exactly integrate different lines. Each line in the recip-
rocal space corresponds to the calculation of a k-dependent one dimensional system
as shown in (c). The integration of each 1d system is performed by evaluating the
Green function using a renormalization technique.
The previous integral can be performed very efficiently for each 1d system by
using a renormalization technique[493] of the coupling in real space. The idea is
redefine equivalent intracell and intercell matrices between the cells with even index
as depicted in Fig. 2d.
For a 1d hamiltonian with intracell matrix e and intercell matrix t, the renor-
malized matrices which yield the bulk Green functions are obtained by the following
iterative procedure
e′ = e− te−1t† − t†e−1t (11.11)
t′ = te−1t (11.12)
e′ → e t′ → t (11.13)
until t′ is small enough. Once that point is reached, the bulk Green function is
simply
g = e′−1 (11.14)
The previous algorithm can be easily obtained by considering different product
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. . . t† e t 0 . . .
. . . 0 t† e t 0 . . .






. . . g0,1 g0,0 g1,0 g2,0 . . .
. . . g0,2 g0,1 g0,0 g1,0 g2,0 . . .
. . . g0,2 g0,1 g0,0 g0,1 . . .
...
 (11.16)
where by definition GH = I
Taking one diagonal and one off diagonal product we obtain
g0,0e+ g0,1t+ g1,0t† = I (11.17)
g0,0t+ g0,1e+ g0,2t† = 0 (11.18)
extracting g0,2 from Eq. 11.18, inserting in 11.17 and rearranging one obtains
g0,0[e− te−1t† − t†e−1t] + g0,2te−1t+ g2,0t†e−1t† = I (11.19)
where redefining
e′ → e− te−1t† − t†e−1t (11.20)
t′ → te−1t (11.21)
g0,2 → g0,1 (11.22)
leads again to Eq. 11.17. Since g0,∞ = 0, the previous re-definitions will eventu-
ally yield a vanishing t, and therefore the bulk Green function will be simply
g0,0 = e′−1 (11.23)




In the following we will apply the embedding method to calculate the spectral func-
tion of single impurities in different systems. We will deal with several two di-
mensional systems. In particular, we will calculate vacancies in monolayer, bilayer
honeycomb, Kagome lattice, quantum anomalous states and quantum Hall states.
11.5.1 Vacancy in honeycomb and Kagome lattice
Figure 11.3: (a) Comparison of the DOS the atom close to a single vacancy (red)
with the pristine case (blue) for (a) honeycomb and (c) Kagome lattices. Local
density of states for the defective honeycomb at E = 0.0 (b) and for the defective
Kagome for E = 1.0 (d)
As stated before, the embedding method is specially suitable to metallic and
semi-metallic systems, where the superlattice approach is not able to capture asymp-
totic limits. The simplest example is the single vacancy in graphene, which is know
by analytic solution that develops a divergent density of states for E = 0 close to
the vacancy. The origin of such state comes directly from the imbalance between
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the number of sites in the bipartite honeycomb lattice, which in an island creates a
zero mode while in a sheet turns into a resonance. The density of states obtained
with the embedding method is shown in Fig. 11.3ac.
A more interesting example[ is realized by the Kagome lattice. The Kagome
lattice consist in a unit cell of three sites, with hoppings that create antiferromagnetic
frustration, which comes from its non-bipartite nature. Although different from
the honeycomb lattice, its electronic spectrum shows a very similar structure. In
particular, two Dirac cones appear in the K and K ′ points, yielding a band structure
similar to graphene. The band counting is completed by a flat band at the bottom
of the valence band. Although the lattice is no longer bipartite, a single vacancy
also creates a resonant state close to the Dirac point, but with a large electron-hole
asymmetry as shown in Fig.11.3bd.
11.5.2 Vacancy in Quantum Hall for honeycomb lattice
Another class of situations where the embedding approach shows its usefulness is
the Quantum Hall state. The magnetic field in a tight binding model is usually
included by the minimal coupling Peierls substitution
B : tij → teiφij with φij =
∫ j
i
~A · d~l (11.24)
with a simple gauge choice ~A = (By, 0, 0). The previous gauge preserves trans-
lational symmetry in the x direction, but apparently breaks it on the y direction,
and therefore Bloch factorization can be done only in x. However, a convenient
choice BL = 2π, with L the y dimension of the unit cell, recovers the translational
symmetry in y, and a 2D system with magnetic field can be numerically considered.
Therefore we can also study single vacancies in a Quantum Hall bulk by embed-
ding technique. The spectrum of a QH bulk is a set of peaks associated with the
different Landau levels. When a single vacancy is added, inter Landau levels are
expected to show up due to the topological nature of the inter-Landau gap. where
the DOS is expected to develop isolated peaks in the
11.5.3 Vacancy in Quantum anomalous Hall
In the QAH state, a vacancy can be understood as a limiting case of a boundary.
Due to the topological nature of the ground state, edge states show up at boundaries
of the system. In the particular case of the point defect, an in-gap state is expected
to appear, which can be understood as a a survivor of the previous edge states. In
Fig 11.5 we show two cases of single vacancy in QAH. To interpolate between the
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Figure 11.4: Comparison of the DOS in the quantum Hall regime for half filled
graphene, in the massless (a) and massive(c). Figures (b,d) are the difference in




Figure 11.5: Comparison of the DOS in the quantum anomalous Hall regime for
a lattice with Rashba and exchange, (a) honeycomb at half filling (b) and Kagome
at filling 2/3.
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pristine anomalous state and the vacancy, we add to the central unit cell a local
potential as
HV = Wc†0c0 (11.25)
so that in the limit W → ∞ we recover the vacancy solution. The evolution
of the spectra for the anomalous Hall state in the honeycomb and Kagome lattices
is shown in Fig.11.5. In is observed that the in-gap state enters the gap already
at couplings of the order W = t, showing even a faster appearance in the Kagome
lattice.
The appearance of in-gap states in the quantum anomalous Hall states in the
presence of defects is not an specific feature of the previous two models, but a general
one from non-trivial topological states. In this fashion, impurities in in quantum
anomalous Hall insulators like those involving oxides are also expected to show this
behavior. In particular, certain atomic substitutions can emulate the role of the
vacancy in an effective tight binding model, bringing in-gap states. This last feature
implies that quantum anomalous Hall insulators are way more resilient towards
Anderson disorder that to atomic substitution, since the later one at high enough
concentrations can create impurity bands, allowing percolation of edge states from
one site of the sample to the other one.
11.5.4 Vacancy in Quantum Spin Hall
M
(a) (b) (c)
Figure 11.6: (a) DOS for a single vacancy in graphene on the Quantum spin
Hall state. Evolution of the DOS as an nonmagnetic (b) and in-plane magnetic (c)
impurity is turned on in one site.
Spin orbit coupling drives the honeycomb lattice into the quantum spin Hall
state, generating the Kane-Mele model. In that situation, a vacancy on the system
can trap an in-gap state, very much like the quantum anomalous Hall state shown
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before. In the following, we will see how we can interpolate between the situation of
perfect quantum spin Hall, to a single vacancy in quantum Spin Hall by switching
on a local potential in the lattice.
A vacancy in the honeycomb lattice can be easily modeled by switching on a
infinite local potential in the site that wants to be removed. We will consider two
different perturbations, an spinless onsite potential
HV = Wc†0c0 (11.26)
and a local exchange
HV = Mc†0sxc0 (11.27)
with sx the spin Pauli matrix.
It can analytically obtained that for a vacancy, a zero energy mode arises, even in
the presence of spin orbit coupling gap. This is properly captured by the embedding
technique, as shown in Fig.11.6a. With the embedding technique we can easily
calculate the density of states close to the perturbation at intermediate values. In
Fig.11.6 we show the evolution of the spectra as W (Fig.11.6b) or M (Fig.11.6c) are
ramped up. The former evolution shows that as the onsite potential is turned of,
an localized states moves towards the gap. It is interesting to note that an impurity
of the order of W = t already creates a bound state in the system. This latter
phenomena can have important consequences for the effective gap in a topological
insulator. If the has a concentration impurities, the bound states created around
those impurities can create an impurity band greatly reducing the gap.
11.5.5 Shiba state in the square lattice
An interesting case is the effect of a magnetic impurity in a superconductor, which
creates the so called Shiba states. Superconductivity is introduced by the conven-
tional swave pairing term
HSC = ∆ci↑ci↓ + c.c. (11.28)
and the exchange term as
HJ = Jc†0szc0 (11.29)
with sz the spin Pauli matrix.
The local exchange term traps part of the Cooper pairs in the electronic bath, and
lowers the energy to break a pair, creating an in-gap state. The in-gap state appears
as a peak in the spectral function as shown in Fig.11.7a. The spatial distribution
of the in-gap state can be easily calculated by projecting the Spectral function onto
each site of the lattice, shown in Fig.11.7b
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Figure 11.7: (a) DOS for a exchange impurity in a conventional superconductor
and (b) spatial distribution of such state. The superconductor is taken as a square
lattice, and the in-gap state shows the C4 symmetry of the underlying lattice.
11.5.6 Bilayer graphene
An application in line with the ones shown so far is bilayer graphene, in particular
single hydrogenated sites[494, 495]. This gives rise to another example of in-gap
state, which can be interpreted as a vacancy in a so called quantum valley Hall
insulator. Although this is not a true topological insulating phase and therefore in
gap states can be gapped out by intervalley mixing, some of the features of true TI
can still be observed. The Hamiltonian has usual interlayer coupling, and a term
which makes the two layer inequivalent, tuned by a perpendicular electric field.
HL = V z (11.30)
where z is the position of the atom, and V is the potential imbalance. between
layers.
The effect on the electronic structure is pretty different for the two different
stacking AB and AA. For AB stacking, the previous term opens up a gap in the
band structure by breaking inversion symmetry, which gives rise to the valley Hall
state. In this situation, a single hydrogenated site gives rise to an in-gap state.
In comparison, in the AA stacking, electric field does not open a gap, so that the
systems remains metallic. Nevertheless, the missing site still creates a localized






Figure 11.8: (a) Sketch of AB graphene bilayer with a hydrogenated site. (b)
Density of states for a single hydrogenated site. Panel (b) is the limiting case of an
infinite onsite energy W in an atom, whose spectrum as a function of W is shown
in (c)
11.6 Summary
Study of individual impurities always represented a problem in numerical models.
Whereas analytic calculations provide a natural methodology based on poles of
Green functions or S-matrix, the complexity of the Hamiltonians for certain systems
turns the problem not solvable analytically. Conventionally, numerical techniques
relied on taking bigger and bigger systems with a single impurity, but this approach
has the drawback that it becomes computationally demanding and, sometimes, the
desired limit beyond computational capabilities. In this chapter we presented a way
around, providing a technique to exactly treat systems with an infinite amount of
atoms and no translational invariance.
We have shown a methodology to study single defects in a pristine system, by
means of a Green function embedding technique. The single defective unit cell can
host different types of perturbations depending on the Hamiltonian considered. For
honeycomb lattice, the missing site reproduces the well know zero energy mode,
whereas when the systems enters into the Quantum Hall regime, additional in-gap
states show up. Similar phenomenology show up for quantum anomalous Hall,
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quantum spin Hall and quantum valley Hall. Finally, it is worth to remark that the
workflow presented is valid for any kind of real space Hamiltonian, and any kind of
impurity, allowing to study even atomic substitution even in complex systems by





In this chapter I introduce a suite of computer codes with a graphical interface
that allow non-experts to carry out most of the calculations presented here. The
development of this code, named Quantum Honeycomp, has been a part of my
research project
12.1 Motivation
A major barrier between theorist and experimentalist, is that the tools used by
each one of them become increasingly sophisticated. This makes a though task the
possibility of interchanging tools between them. Usually, this ends up in the unde-
sirable situation that theorist do not know what are the different techniques that
experimentalist can do and their limitations. In the same way, simple mathemat-
ical or computational tools that theorist use are rather unknown for experimental
people. Focusing on electronic properties of graphene, the possibility of a portable
”graphene lab” that you can use at your home is yet a fantasy; however, a portable
simulation center that you can have in your laptop is not. Importantly, the success
and usefulness of these tools rely on the free and open use of them, so that a key
factor that motivated their development is to provide a tool that anyone can use for
free, with an open source code.
Specialization and training in advance techniques are unavoidable skills that dif-
ferent scientist have to develop in order to advance science. However, communica-
tion and interactivity are also key factors to foster the discovery of new phenomena.
Bridging the gap between different approaches is though task, but the revenues are
way bigger that they may look. With that motivation, our goal is to provide with
simple but yet powerful tool to understand electronic properties in graphene sys-
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tems. The objective is that, without the need of any background in programming
skills or complex mathematical tools, anyone can be able to explore the different
electronic properties of graphene.
Following the previous fashion, we present a computational code called Quantum
Honeycomp[89, 88]. The code allows the user to study different electronic properties
of graphene systems and other 2D lattices. It uses a friendly user interface [496,
497, 498, 499] , so that the different characteristics of the systems can be chosen.
Different parameters of the system as magnetic fields, substrate effects or defects can
be introduced in different boxes in the user interface. The results are shown using
different visualization programs. As a first try I developed a much more simple code
that allowed to study nanoribbons[500] (not updated anymore), whereas Quantum
Honeycomp yields a more wider flexibility to study systems of any dimensionality.
12.2 Inside the code
In the following we will detail the different part of the inner code, how they are
organized and how they communicate with each other.
12.2.1 Requirements
Quantum Honeycomp[89, 88] is a free and open source software, and it is also based
on free software. The different packages and tools that Quantum Honeycomp uses
are the following
• gfortran







The program has been developed to run on Linux machines. Specifically, it
comes with scripts that will install all the needed dependencies on Debian based
distributions.
For non Linux operating systems, the simplest solution is to install Linux in a
virtual machine and execute the program there.
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12.2.2 Organization
The code is arranged in the following main parts
• Fortran program (f90src folder)
• Python library (pysrc folder)
• User interface scripts (systems folder)
Fortran library
The FORTRAN library creates a FORTRAN executable, tb90.x, which is able to
calculate many of the different properties for the different systems. It has specialized
routines for 0d, 1d and 2d Hamiltonian. It has two main input files: tb90.in and
Hamiltonian.in. On one hand tb90.in, the different options for the calculation are
written according to the namelist FORTRAN syntax. On the other hand, Hamilto-
nian.in gives the different hopping parameters for the system that will be analyzed.
In the case of selfconsistent calculations, the free Hamiltonian is read from hamil-
tonian 0.in, while the final mean field Hamiltonian is written in hamiltonian.in. In
addition, other input files can be read from depending on the different parameters
in tb90.in. Some examples are
• mean field.in : rerun a mean field calculation with a custom initial guess
• mean field operators.in : perform a mean field calculation using interaction
operators provided on input
This FORTRAN program has been implemented with open-mp parallelization,
which makes it suitable to be used in parallel machines to calculate large systems.
By default the the open-mp parallelization is switched off, but it can be turned on
by modifying the compilation script.
Quantum Honeycomp calls the tb90.x executable, so that it will have to be in
the PATH bash variable.
Python library
The main Python library in which Quantum Honeycomp relies is located in the
folder pysrc. This is a multipurpose library developed from the start of this thesis
and it is able to perform many more tasks than the ones shown in the user interface.
The basic use of the library relies on two different objects: the geometry object and
the hamiltonian object.
The geometry object creates a certain lattice, that can be 0d, 1d or 2d. The
geometry can be modified by creating supercells calling the supercell method, and
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calling different function from the sculpt module. The geometry object basically
stores the different positions of the lattice, the dimensional and the cell vectors.
The hamiltonian object can be created from the geometry object by calling the
get hamiltonian method. The hamiltonian object stores the different hopping ma-
trices. Different terms to the Hamiltonian can be added calling different methods:
• add sublattice : adds sublattice imbalance (only bipartite systems)
• add zeeman : adds a zeeman field
• add antiferromagnetism : adds antiferromagnetic order (only bipartite sys-
tems)
• add rashba : adds rashba spin orbit coupling
• add peierls : adds orbital magnetic field (only 0d and 1d systems)
These methods accept both numbers of functions that have as input coordinates
and as output a certain number. This is specially suitable to create Hamiltonian
whose parameters depend on the space, as for example skyrmions.
This Python library is also released as an independent library to be used simply
within a Python script[501, 502].
Connection between Fortran program and Python library
Those calculations that require calling the FORTRAN program make use of the in-
put tb90 module. Inside that module, the object tb90in stores the different possible
options in their attributes. Its method in90.write() will write the tb90.in file. In
addition, the Hamiltonian is written to the file hamiltonian.in that tb90.x by calling
the method hamiltonian.write()
User interface scripts
The different user interfaces are located in the folder systems. Each folder located
in systems corresponds to a different setup.
Each folder consists on a .py file and an .xml file. The xml describes the different
objects of the user interface, and can easily be edited with Glade. The Python file
connects the different signals created by the gtk interface to different Python func-
tions that perform the different tasks. I also used a similar philosophy, combining
Python and gtk3 with Glade, to develop a code to study transition metal atoms on
surfaces[503], but using C++ instead of FORTRAN.
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Figure 12.1: Main window of Quantum Honeycomp, with the different modules
implemented.
12.3 Modules of Quantum Honeycomp
The user interface of Quantum Honeycomp is arranged in different modules. Every
module is specialized in different types of calculations. Currently, the different
modules implemented in the interface
• Islands : Zero dimensional systems
• Ribbons : One dimensional systems
• Sheets : Two dimensional systems
• Vacancies in 2D : Special modulo for vacancies in 2d systems
• Skyrmions in 2D : Special module for skyrmions in 2d systems
• Multilayers : Special module for multilayered systems
• Colossal islands: Special module for huge 0d systems, using the Kernel poly-
nomial method
• Interfaces in 1D: Special module to study interfaces in 1d
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Every module allows to change the different terms in Hamiltonian that the sys-
tem can have, as orbital magnetic field, exchange fields, spin orbit coupling. In
addition, different lattices can be chosen, the graphene honeycomb lattice, the more
conventional square lattice, Kagome and Lieb lattices. Furthermore, all the mod-
ules except the Colossal islands module allow also to perform selfconsistent Hubbard
calculations.
In the following, we will shows several examples on how the different modules can
be used to obtain different non-trivial properties of graphene and related materials.
12.3.1 Islands module
The first module (Fig. 12.2a) allows to calculate properties of systems with 0d
geometry, as graphene dots. In this mode, the eigenvalues are presented by their
index, in comparison with the modules that have some periodic boundary condition.
Figure 12.2: Main window for the islands module (a). The first example corre-
sponds to a triangular zigzag island, where after electronic interactions the systems
develops a spin splitting in the spectrum (b), and local magnetic moments (c). In
the second example, a square island is created (d), that shows several states pinned
at zero energy (e), some of them strongly located on the diagonals of the island (f).
Graphene islands
In the case of a graphene island, if the edges of the system are zigzag there can be a
total sublattice imbalance. In the case of the graphene zigzag island, this sublattice
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imbalance leads to zero energy states. Such states become magnetically order[120,
504] when interactions are taken into account as seen in Figs. 12.2b,c.
Square islands
The case of square islands is rather unconventional. In principle there is no simple
system that shows a pure square lattice. However, many oxides as perovskites show
cubic lattices[505]. The oxygen environment creates an effective cubic lattice for the
d-orbitals of transition metal atom. In that situation, nano-fabrication techniques
might be able to create confined thin films, that realize an effective square lattice.
A very particular example is cuprate like compounds[506], that their layered struc-
ture naturally creates effective square lattices. Another examples are atomically
engineered atoms deposited on surfaces[507, 508, 509, 510, 511, 512].
The example that we will try below consists on a finite square island as shown
in Fig. 12.2d. It is well know that the square island has a van Hove singularity at
E = 0, so that the DOS is expected to diverge. Something less obvious is that the
DOS along the diagonals of the island is largely increased respect to the other points.
This phenomena can be understood in terms of the local sublattice imbalance of the
corner atoms, that create additional states that propagate on the diagonal (Figs
12.2e,f).
12.3.2 Ribbons module
The ribbons module deals with systems that are periodic in one direction. It is the
ideal module to look for edge states in topological insulators.
Magnetism in zigzag ribbons
In a zigzag ribbon, the local sublattice imbalance creates localized states on the
edges. Those states can become magnetic when interactions are introduced (Figs.
12.3). In the case of a ribbon with finite width, the relative orientation of the mag-
netic moments between the two edges creates an energy splitting. The lowest energy
configuration corresponds to the antiferromagnetic one. While in the antiferromag-
netic configuration the system is insulating, the ferromagnetic one gives a metallic
state.
Quantum anomalous Hall effect in graphene
A simple example to show the quantum anomalous Hall effect is a graphene sample
where both Rashba SOC and off-plane exchange have been introduced. In that
situation, the system opens up a gap, at the same time it sustains gapless channels.
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Figure 12.3: Main window for the ribbons module (a). The first example corre-
sponds to a zigzag ribbon, where after electronic interactions the systems develops
a spin splitting in the spectrum (b), and local magnetic moments (c). In the second
example, Rashba SOC and off-plane exchange are introduced turning the system
into a quantum anomalous Hall insulator (d). In the bulk gap only edge states show
up (e), whereas at other energies the states live in the whole ribbon (f)
In this precise example, the Chern number of the system is C = 2, so that there will
be two edge channels.
12.3.3 Sheets module
The sheets module deals with systems that are periodic in two directions. It is the
ideal module to study bulk properties of different lattices. In particular, it allows
to calculate Chern invariants, which reflect the topological state of systems with
broken time reversal symmetry. Importantly, the two dimensional geometry can not
include general magnetic fields due to the mistmatch of the Peierls phase.
Quantum anomalous Hall state in Kagome lattice
The quantum anomalous Hall sate in graphene was shown previously. However,
there is a special lattice that has many common properties with graphene, which
is the Kagome lattice. In particular, it develops a Dirac like spectrum close to the
K-point.
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Figure 12.4: Main window for the sheets module (a). A simple example corre-
sponds to the Kagome lattice with off-plane exchange and Rashba SOC (b), which
shows a Chern number C = 2 (c) and therefore develops the quantum anomalous
Hall effect. In the large exchange limit, the honeycomb lattice is effectively spinless
(d) and upon application of Rashba SOC develops Berry curvature in the Dirac
points (e). The Berry curvature sums up to C = 1, yielding a realization of the
Haldane model.
An interesting question is if this system is able to show quantum anomalous Hall
state[513, 514, 515], in the same fashion the honeycomb lattice can. It turns out
that upon the introduction of off-plane exchange and Rashba coupling the system
opens up a gap in the Dirac points. Calculation of the Chern number yields a value
of C = 2, predicting two edge states per edge, as shown in Fig. 12.4c,d.
Realization of Haldane model in honeycomb lattice
Although the honeycomb lattice has a simple situation that sustains the quantum
anomalous Hall effect, such realization has not been observed yet. That model is
know as the Haldane model, and it requires a system with spinless fermions and
second neighbor hoppings. Importantly, although no system realizes purely this
celebrated model, there exist a very simple realization of it. If a large exchange is
introduced in a honeycomb lattice and the filling is set to 1/4, the systems becomes
effectively spinless. If in addition, spin orbit coupling is present, transitions from
the low energy manifold to the high energy manifold will open up a gap in the Dirac
points. Due to the real space structure of the Rashba coupling, it is directly seen
that the effect of the Rashba perturbation is to create a second neighbor hopping,
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linking states with the same spin at low energy. Therefore, the Haldane model can
be easily realized is a ferromagnetic honeycomb with off-plane electric field as shown
in Figs. 12.4 d,e,f
12.3.4 Skyrmions module
Figure 12.5: Main window for the skyrmions module (a). Band structure (b) of a
square lattice in the large exchange coupling at low filling showing a gap. Calculation
of the Chern number (c) yields C = 1, thus realizing the QAH without SOC. Unit
cell (d), band structure (e) and Berry curvature of the honeycomb lattice at weak
coupling, realizing also the QAH state.
The skyrmions module allows to calculate 2D properties of lattices couples to
a skyrmion background. This is accomplished by including a space dependent ex-
change field, whose dependence can be changed in the interface. Skyrmions are a
simple way to induce quantum anomalous Hall state in systems that do not have
spin orbit coupling
QAH effect driven by skyrmions in square lattice
In the large exchange limit of skyrmion coupling, a square lattice is able to sustain
the quantum anomalous Hall state. Mathematically, this is understood in terms of
the effective magnetic field that arises in the system. The effective magnetic field
can be obtained by performing a spin rotation in each point of the space along the
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axis of the local exchange. Such rotation creates a new term in the kinetic energy,
equivalent to a gauge field.
Is is shown in Fig. 12.5 the band structure and Berry curvature of a 4x4 square
lattice under the influence of a strong skyrmion exchange. At low filling, the system
opens up a gap, and calculation of the Chern number identifies it as a topological
gap.
QAH effect driven by skyrmions in graphene
Another example of quantum anomalous Hall state driven by skyrmions is the hon-
eycomb lattice at half filling. In comparison with the square lattice, the honeycomb
lattice sustains the QAH even in the low coupling limit. Mathematically, the model
resembles the QAH state driven by exchange and SOC. Finally, as shown before,
graphene is also capable of showing the QAH state in the large exchange limit.
12.3.5 Vacancies module
Figure 12.6: Main window for the vacancies module (a). Band structure of a
honeycomb supercell with one vacancy, before (b) and after (c) interactions are
turned on. Unit cell (d) and band structure (e) of a graphene supercell with six
vacancies, showing a Dirac like spectrum in the K point. When interactions are
turned on, the system becomes antiferromagnetic (f) below the critical value for
graphene.
An interesting case is when a two-dimensional lattice has certain defects that
create a new emergent superlattice. The present module is specially suited for that
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goal, allowing to create an amount of vacancies in different types of lattices. By
default, the vacancies are put to get the maximum symmetry for the new lattice.
The default window in shown in Fig. 12.6a
Magnetism induced by vacancies
The simplest example to consider is the emergence of magnetism[516, 517, 518,
519, 520, 521] when a hydrogen atom is deposited on graphene. A hydrogen atom
bonds covalent to the lattice, effectively removing the pz orbital of the atom sited
underneath. In a one orbital model, the effect of a hydrogen atom is included by
simply removing a site in the lattice[522, 523, 524, 525, 526].
In Fig. 12.6b,c it is shown the band structure of a graphene superlattice with
a single defect. In the non-interacting case, the sublattice imbalance creates flat
band at the Fermi energy. When interactions are turned on, the flat band becomes
spin-splitted and the system becomes ferromagnetic.
Fermi velocity renormalization
A certain set of vacancies it is also able to create an emergent honeycomb lattice,
but with a renormalized Fermi velocity. A simple case of that behavior consists on
a 4x4 unit cell, with six hydrogen adatoms sitting on an hexagon (Fig. 12.6d,e,f).
In that situation, the electronic spectra of the new lattice resembles the one of
graphene, showing Dirac bands crossing at the K point. However, the slope of the
bands is smaller than the original graphene ones, which translates into a smaller
Fermi velocity.
In graphene, under the mean field Hubbard model the antiferromagnetic transi-
tion takes place around U = 2.2[527, 528, 529]. In the case of the emergent lattice
stated before, since the Fermi velocity is smaller than in pristine graphene, the an-
tiferromagnetic transition will take place at smaller values of U . In particular, we
show in Fig. 12.6f the band structure for U = 2, which shows a gap due to the
antiferromagnetic order developed.
12.3.6 Multilayers module
In the case of graphene, Van der Waals multilayers are known for showing many
unconventional properties. The present module was designed to address the study
of different bulk properties in honeycomb multilayers. In particular, it allows to
tune the interlayer coupling and perpendicular electric field.
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Figure 12.7: Main window for the multilayers module (a). Band structure of gated
bilayer graphene (b), showing a non zero anomalous velocity in the different valleys
(c). Band structure of trilayer graphene after electronic interactions are considered
(d), opening up a gap in the DOS (e). The gap is opened by the antiferromagnetic
order that appears (f).
Valley Hall in bilayer graphene
The effect of the Berry curvature in the propagation of electrons is to creates an
anomalous term in their velocity, adding like a momentum dependent magnetic
field. In system with inversion and time reversal symmetry, the Berry curvature is
identically zero at every point. However, if inversion symmetry is broken, the Berry
curvature can be non-zero, even though time reversal still ensures that the net value
vanishes.
Bilayer graphene in the presence of a perpendicular electric field opens up a gap
at the Fermi energy[494]. Importantly, the Berry curvature of electrons close to the
K point is very large, and change sign between different valleys. Therefore, a slightly
doped bilayer graphene sample is expected to show a valley current, since electrons
feel an anomalous velocity in one direction and in K ′ in the opposite, as shown in
Fig. 12.7b,c
Magnetism in trilayer graphene
Monolayer graphene is known to be non magnetic, However, multilayered systems[530,
531, 532] can have a way larger density of states at the Fermi energy, which might
drive them magnetic due to interactions. The ultimate case is trilayer graphene,
whose dispersion relation is cubic in momentum close to the Fermi energy, and
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therefore has a divergent DOS. When interactions are turned on, trilayer graphene
opens up a gap (Fig. 12.7d,e,f) by developing an antiferromagnetic order.
The antiferromagnetic order[533] in trilayer graphene[334] can have important
consequences. In particular, trilayer graphene can be a interesting host for interfacial
bound states between superconductor and antiferromagnet as shown previously.
12.3.7 Colossal islands module
Figure 12.8: Main window for the colossal module (a). Structure of a hexagonal
graphene island (b), and total DOS (c) resembling pristine graphene. Structure of
a square island made of a square lattice (d), and its spatial resolved DOS at a deep
energy (e). Deep energy states avoid the edges, as can be seen by comparing the
local DOS in a bulk and an edge site (f)
A conventional limitation of any other module is that the computational cost
of the calculation increases cubic with the number of atoms. In the case of zero
dimensional systems, it can be possible that a very large amount of atoms is needed
to obtain a certain behavior, as can be to recover a continuous density of states.
The present module implements the Kernel polynomial method, which is specially
suitable to deal with a very large amount of atoms. In particular, it can handle
in seconds systems with tens of thousands of atoms, and calculate local or global
spectral properties as shown in Fig. 12.8a.
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Graphene dots
The Colossal islands module allows to create different types of dots, starting from a
certain lattice and requesting a dot with a certain number of edges. Additional, an
initial rotation of the primitive cell can be introduced to change between armchair-
like to zigzag or even chiral edges.
A simple and instructive example is to build a graphene dot. In order to get
armchair edges, an initial rotation of 30 degrees is introduced. To select an hexagonal
island (Fig. 12.8b), six sides are requested. In this case, it is observed that total
density of states of the island (Fig. 12.8c) resembles the one of graphene, showing
peaks due to finite size effects.
Edge and bulk properties in the square lattice
A interesting use of this module is to study edge effects on the electronic structure.
In other words, to understand how the electronic DOS rearranges on edges with
respect to bulk, to understand if electronic interactions are going to have a bigger
or smaller effect on the edge electronic structure.
In particular, we show in Figs. 12.8 a square island made from a square lattice.
In the local DOS, it is observed that electronic states at deep energies avoid the
edges of the system. This can be further seen by comparing the local DOS at all the
energies in an atom located in the bulk with one located in the edge. For the bulk
site, the DOS resembles the bulk result, whereas for the edge site, the DOS goes to
zero at the bottom of the valence states.
12.3.8 Interfacial module
So far, all the modules dealt with system rather homogeneous. The only in-homogeneity
considered has been finite size effects. However, several types of electronic orders
show unexpected behavior when they coexist. To deal with this kind of systems,
the module interfaces was developed. It allows to study infinite one dimensional
interfaces between two systems with different electronic orders. In this module each
half of the ribbon has its own parameters, allowing create interfaces between many
different electronic orders.
Jackiw-Rebbi states in boron nitride
A simple example of interfacial states is the interface between a hexagonal lattice
with masses with different signs[534]. In particular, such interface is directly re-
lated with the Jackiw-Rebbi soliton in the Dirac equation. Actually, the interfacial
states[535] can be understood as a set of solitonic bands for each valley.
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Figure 12.9: Main window for the interface module (a). Band structure (b) of
a ribbon whose upper part has positive sublattice imbalance whereas the lower
negative. At the interface, gapless modes appear (c) corresponding to solitonic
solutions. For the case of two different Chern insulators (d), with opposite Chern
numbers C = ±2, the system develops states both in the edges and at the interface
(e).
In the case of a zigzag interface (Fig. 12.1b,c) valleys do not get mixed and the
states remain gapless. In the case of armchair interfaces, the valley mixing opens
up a small gap, which closes down as the interface becomes smoother. A similar be-
havior happens in bilayer graphene with opposite electric fields[536, 537, 538, 539].
Remarkably, these interface states resemble the phenomenology of the antiferromag-
net superconducting states that lead to an interfacial gapless superconductor.
Interface between opposite QAH
Interfacial states naturally arise at the boundary of two different Chern insulators. In
particular, for the QAH state of the honeycomb lattice driven by exchange coupling
and Rashba field, the Chern number depends on the relative sign of the exchange
coupling. Therefore, if the graphene sample gets its exchange by proximity to a
ferromagnet that has a domain boundary, gapless edge states will appear as the
exchange coupling changes its sign. In Fig. 12.1d,e we show the case of a ribbon
whose upper part has positive off-plane exchange whereas the lower part has negative
exchange. In total there are 6 edge channels that overlap in the reciprocal space:




We have presented the Quantum Honeycomp package, a computational tool that
allows to study electronic properties of systems with different dimensionality, in-
cluding spin orbit effect as well as Hubbard interaction at a mean field level. The
software is free and open source, which allows everyone to use it. Its easy use, to-
gether with its versatility and computational power makes it an interesting tools to
explore qualitatively many different electronic phenomena. Specially, it is well suited
as a simple computational lab to understand basic electronic properties in materials,
and hopefully will be an useful tool for teaching purposes at the advanced undergrad
and graduate school level in materials science and solid state physics classes.
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In this chapter we will detail different methodologies used along this thesis. In
particular, we will show how to calculate Berry curvature for entangled bands, how
to perform collinear and non-collinear mean field calculations for arbitary operators
and the formalism behind the kernel polynomial method.
13.1 Berry curvature
In this section we present an efficient and numerically stable method to calculate
the Berry curvature. The method is based on the definition of Berry phase φ for a





~A · d~l (13.1)
for a very small surface (i.e. short closed path), the Berry curvature Ω is constant




where S in the surface enclosed. The goal of the method is to calculate efficiently
the previous Berry phase.
The Berry phase in a closed path is calculated by
φ =
∮
~A · d~l (13.3)
where ~A is the Berry connection, which for a non degenerate band is
~A = i〈Φ|∂ki|Φ〉 (13.4)
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The Berry connection is not uniquely define, given that the wavefunctions in the
Brillouin zone have a local gauge freedom
Ψ(k)→ eiα(k)Ψ(k) (13.5)
which turns into a variation on the Berry connection
~A→ ~A+ i∂kiα (13.6)
The previous equation suggest that, given an arbitrary gauge with a certain
Berry connection, there is always a gauge transformation which makes the Berry
connection 0 due to new term which arises after the gauge transformation. Lets call
this choice of gauge the ”parallel gauge” However, although such transformation
exists, which is not straightforward is that given an arbitrary closed path, the initial
and final phases of the gauge transformation are going to be the same. Actually,
they are not the same, and the Berry phase it is precisely the de-phasing of the
wavefunction gets after a cyclic evolution. To summarize, the Berry phase is the de-
phasing that a wavefunction gets after a cyclic parallel transport. It is interesting to
note that this deviation of phase is analogous to the definition of Riemann curvature
in differential geometry.
These gauge choice seems to be pathological, given that the wavefunctions are
no longer continuous in the beginning/end points, making the Berry connection ill
defined
〈Φ|∂ki|Φ〉 =? (beginning/end point) (13.7)
〈Φ|∂ki|Φ〉 = 0 (any intermediate point) (13.8)
In comparison, a gauge transformation (not parallel) whose phase at the begin-




~A[α] · d~l =
∮
~A · d~l + α(2π)− α(0) = φ (13.9)
Is the parallel gauge going to give the same answer as a smooth gauge, after a
suitable regularization? The answer is yes, as we will see shortly.
Lets assume that we do know the wavefunctions in the parallel gauge. In that
gauge, we called Berry curvature the phase shift between the initial and the final
wavefunctions
eiφ = 〈Ψ(2π)|Ψ(0)〉 (13.10)
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where Ψ(k) is the wavefunction evaluated in a closed path of kpoints in the
interval [0, 2π]. For any intermediate kpoint, the quantity
U(k, k + dk) = 〈Ψ(k)|Ψ(k + dk)〉 = 1 (13.11)





where kj are the points in the path. In this form, it is clearly seen that a gauge
transformation leaves the overall product invariant. This simply follows for the
fact that for every kpoint, a term of the form |Ψ(kj)〉〈Ψ(kj)| appears, so that a
local phase shift vanishes. Therefore, the previous expression allows to calculate the
Berry phase for an isolated band, independently on the gauge of the wavefunctions.
For two bands disentangled, an analogous procedure can be followed. In that
case, lets define the net Berry phase φ = φ1 + φ2 as







where Ψ1 and Ψ2 are the wavefunctions of the first and second band respectively.
The previous form is valid as long as the two band are not degenerate. Now lets
write down Eq. 13.13 in a more suggestive form by defining a k-dependent density
matrix
Ulm(kj) = 〈Ψl(kj)|Ψm(kj+1)〉 (13.14)
where l,m run over the band indexes (in our case 1,2). For disentangled bands
Ul,m = 0 for i 6= j so that U is a diagonal square matrix. With the previous






The previous expression in invariant upon band mixing. A local gauge rotation
is a transformation of the form
Ψ→ RΨ (13.16)
where R is a matrix and Ψ a spinor wavefunction. In Eq. 13.15, the previous
transformation will appear twice (once for the bra and once for the ket),so that the
term of the product
U(kj)RR†U(kj+1) = U(kj)U(kj+1) (13.17)
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remains invariant for any band mixing.












13.2 Mean field calculations
In this section we will briefly describe the mean field approach to solve electronic
interactions by means of a selfconsistent one electron solution.
Lets assume the Hamiltonian has the form
H = H0 + V (13.20)
where H0 is a free particle Hamiltonian and V is the interaction part. In the
problems encountered, H0 has a form
H0 = tijc†jci (13.21)
where tij are the hopping amplitudes. The interaction part V is in the simplest case
a density-density operator as given in the Hubbard model
V = Uni,↑ni,↓ (13.22)
We will assume that the interaction part is quadratic in two fermion operators
V = AB (13.23)
where A and B are operators of the form A = aijc†jci. In the case of the Hubbard
model shown above, the operators read
A = c†i↑ci↑ (13.24)
B = c†i↓ci↓ (13.25)
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In the following, we will look for solution where the fermions have vanishing
fluctuations of the two operators A,B, with respect to their expectation value.
Mathematically this is represented as
〈(A− 〈A〉) (B − 〈B〉)〉 = 0 (13.26)
expanding the previous equation
AB = 〈A〉B + 〈B〉A− 〈A〉〈B〉 (13.27)
Using Eq. 13.27 we can substitute the terms involving two operators in the
interaction Hamiltonian by terms that only involve a single operator. Since terms
with a single A,B operators are quadratic in the fermionic operators, this last step
will transform the whole Hamiltonian into a quadratic fermion operator.
Therefore, the mean field antsaz gives the following substitution
H = H0 + AB = H0 + 〈A〉B + 〈B〉A− 〈A〉〈B〉 (13.28)
The previous Hamiltonian involves the expectation value of the operators, which
need the ground state wavefunction to be calculated. But to calculate the ground
state we need the Hamiltonian, so that to get the solution we need the solution
itself. To solve this problem a selfconsistent approach is taken. We start with an
initial guess for the ground state wavefunction Ψ0 and we plug it in Eq. 13.28. We
calculate the expectation value of the operators A,B to get the full Hamiltonian H,
and from there we calculate the new ground state solution Ψ1. This procedure goes
on until the solution Ψn and Ψn−1 have a distance small enough. It is important to
note that all the information is encoded in the mean field values 〈A〉, 〈B〉, so that
from one iteration to next the one only those values have to be tracked.





where φi are the eigenfunctions of H. The previous sum runs over the occupied
states, so that the number of electrons in the systems enters in how many waves are
summed up. To look for the ground state, the states are filled from lower to bigger
energy.
Usually oscillations between two solutions might arise. To quench such solutions
a mixing between ground states is used. This mixing yields a new mean field values
which are combination of the last iteration and the previous one.
〈A〉mixed = ν〈A〉n + (1− ν)〈A〉n−1 (13.30)
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where ν is the mixing parameter. In general, the bigger the value of ν the faster
the convergence, but also the more unstable. Systems with a smooth convergence
will reach the ground state independently on the value of ν, however systems with
unstable convergence will need small values of ν (around 0.1) to reach a selfconsistent
solution.
Finally, we will move to the case of the actual interaction Hamiltonians we used.





where i runs over the different sites of the lattice. The mean field antsaz has to
be applied to the operators in every site of the lattice. Therefore, the Hamiltonian
consists on n pairs of density operators, where n is the number of sites. It is
important to note that this antsaz creates a preferred direction for the magnetization.
This is easily seen by considering the difference in energy between a solution with






where EV can be non zero because the expectation values are also non zero.
In comparison, for an in-plane solution the interacting energy is zero because the
expectation value of the spin in an axis perpendicular to the actual magnetism is
zero.
EinV = 0 (13.33)
This anomaly in the mean field antsaz does not give absurd results as long as all
the solution considered show off-plane magnetization. The mean field antsaz shows
broken spin symmetry, which is the reason why off-plane and in-plane solutions are
not equivalent. To track down this flaw in the theory we should come back to the




The energy of the systems will be the expectation value of the four operators
〈V 〉 = U〈c†i↑ci,↑c
†
i↓ci,↓〉 (13.35)
The four field operators expectation value can be transformed into the product
of two operators by means of Wick’s theorem












13.3. THE KERNEL POLYNOMIAL METHOD
The first term in the previous equation is the density density operator expecta-
tion value as in Eq. 13.32. The second term is the exchange term, which vanishes
provided the magnetism lies off-plane. This last feature is the explanation why the
original mean field antsaz was valid only for off-plane magnetism. The mean field
operators for the second term in Eq. 13.36 are
A = c†i↑ci,↓ (13.37)
B = c†i↓ci,↑ (13.38)
In the general case of a non-collinear magnetic structure, both the density-density
terms and the exchange terms have to be included in the selfconsistent calculation
to have a mean field antsaz that does not break spin rotation symmetry.
13.3 The kernel polynomial method
One of the computational limitations of the calculations presented in this thesis is
their computational cost. In particular, the diagonalization of a general Hamiltonian
scales cubic with the number of atoms, so that making the system twice as big
turns the calculation 8 times slower. Even in the case of sparse matrices, such
as tight binding Hamiltonians, the calculations become way slower as the system
size increases. Iteration diagonalization methods, such as Arnoldi or Lanczos can
provide a temporal improvement of the properties that we want to study rely on
few states that are located close in energy. However, when the properties that we
are interested in are located in large spectral window, as in the case of the density
of states, Arnoldi or Lanczos are no longer a good solution. To tackle that kind
of problems, it is convenient to use the so called kernel polynomial method (KPM)
[540].
The method consists on calculating the polynomial expansion of the desired
quantity in terms of Chebyshev polynomials. Chebyshev polynomials require that
the function to be expanded is bounded to the interval (-1,1), so that usually a












where Tn are the Chebyshev polynomials defined by the recursion relations
T0(x) = 1 (13.40)
T1(x) = x (13.41)
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Tm+1(x) = 2xTm(x)− Tm−1(x) (13.42)





Therefore, once the moments µn are calculated, the function can be recon-
structed.
In the situation that we are interested in, the variable x will be the energy, and
our goal is to expand the local density of states of the system. The integral that we






|〈i|k〉|2δ(Ek − E)Tn(E) =
∑
k
|〈i|k〉|2Tn(Ek) = 〈i|Tn(H)|i〉 (13.44)
where H is the Hamiltonian of the system. It is important to note that the last
term in the previous equation is calculated iterative by using the recursion relation
Tm+1(H)|i〉 = 2HTm(H)|i〉 − Tm−1(H)|i〉 (13.45)
Initially, a vector localized in a site is created. Then Eq. 13.45 is applied to obtain
the set of vectors that will allow to calculate the moments µn. The projection of all
those vectors over the first one are precisely the moments µn. It is worth to remark
that for a sparse Hamiltonian the previous workflow scales linear with n, where n is
the dimension of the Hamiltonian.
In the numerical implementation, a finite amount of polynomials is used. The
truncation of the series creates un-physical oscillations in the spectra, so called
Gibbs oscillations[541]. To heal such anomalous behavior, the terms of the series
are redefined according to a certain scheme.
µn → gn(N)µn (13.46)
such redefinition is equivalent to convolve the function f(x) with a Kernel function




The redefinition of the coefficients depends on the number of coefficients. In
particular, for the calculation of the density of states, a suitable Kernel to use is the





(N − n+ 1) cos πn
N + 1 + sin
πn
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Figure 13.1: (a) Island with 2400 atoms and DOS (b) in the bulk and in the zigzag
edge of the island. (c) Island with 60000 atoms, showing the DOS (d) in the center
and in the armchair edge.
which can be obtained by requiring that the Kernel minimizes the quantity Q,
which is basically the width of the peak of K(x, y) at x = y
Q =
∫
(x− y)2K(x, y)dxdy (13.49)













There are two ways to calculate the total density of states. The first one consists
on calculate the local density of states for every site and sum everything, which
yields a quadratic scaling with the size of the system. The alternative way consists
on calculating the DOS starting with random vectors, instead of localized vectors.









〈i|Tn(H)|i〉 ≈ 〈〈v|Tn(H)|v〉〉v (13.51)
where v are vectors chosen randomly.
Figure 13.2: (a) Sketch of a graphene armchair island with 60000 atoms. Upon ap-
plication of a perpendicular magnetic field, the spectrum of the system dramatically
changes (b). The bulk becomes completely insulating, whereas the edge sustains
gapless edge states. The DOS in the bulk accumulates at certain energies, forming
Landau levels.
In the following we will present typical examples where the power of the Kernel
polynomial method becomes apparent. The first system that we will consider is
rather big graphene island. We show in Fig. 13.1 the structure of two graphene
islands and their density of states (DOS), in the bulk and on the edge. For the
island with zigzag edges, the DOS in the edge shows a peak corresponding to the
edge states. For the island with armchair edges, the edge has a depletion of states at
high energies, and zero DOS at zero energy. It is worth to note that for the bigger
island, the bulk DOS resembles the one of bulk graphene, whereas the small one
shows oscillation due to finite size effects.
A way more interesting case is a graphene island in the presence of magnetic
field as shown in Fig. 13.2. In this situation, the linear density of states of pristine
graphene disappears, giving rise to a bulk DOS concentrated in Landau levels. At
the same time, the edge shows DOS when the bulk is insulating, corresponding to




Graphene proved to be one of the most remarkable materials discovered in the last
years, both for its potential in electronics, as well as its simplicity to be synthesized.
In this thesis we have presented different mechanisms to drive graphene systems into
topological states. In addition, we showed how the different topological states can
break down, and their resilience towards perturbations.
Regarding quantum spin Hall states, we discussed the two different mechanism
by which they can arise in graphene, intrinsic spin orbit coupling and ferromagnetic
quantum Hall effect. We showed that in the intrinsic quantum spin Hall effect, di-
rection of the magnetization totally changed the transport properties, with a very
small energy cost. For the ferromagnetic Hall state, we unveiled how the differ-
ent electronic orders determined the topological state of the system, crucial to the
proposal for Majorana bound states. Furthermore, we showed how inhomogeneous
magnetism lead to backscattering channels, and how different spin waves emerge
from such inhomogeneities. Therefore, magnetism opens different backscattering
channels in both mechanisms, which suggests that transport measurements in those
systems can act as detectors of local magnetic moments.
Later we moved to mechanism driving graphene into a quantum anomalous Hall
insulator. We showed how topological magnetic textures called skyrmions imprint
their topological number into the graphene electronic structure. Remarkably, we
show that this effect happened at arbitrary low coupling, in comparison with any
other proposal. These phenomena suggested that graphene can be used as probe
of non-trivial magnetic textures, by measuring anomalous transport signals. We
also showed how the quantum anomalous Hall effect can arise in antiferromagnetic
honeycomb lattices, for several multilayered states. This last proposal would be
specially appealing to be realized in honeycomb oxides, where the interplay between
correlations and spin orbit coupling could lead to anomalous Hall effect without net
magnetization.
After exploring the single electron topological states, we entered the land where
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magnetism encountered superconductivity. We showed that conventional magnetic
impurities do not create bound states in graphene with proximized to superconduc-
tors, whereas single hydrogen deposition created a magnetic moments that binds
very special superconducting Shiba in-gap states. We showed that such states break
the conventional Shiba theory, and in particular allow to tune the in-gap energy by
means of temperature. Furthermore, we showed that such in-gap states could be
used as building blocks to create a one-dimensional topological superconductor. Fi-
nally, we moved to our proposal of Majorana bound states without any kind of spin
orbit coupling, exploiting the topological non-trivial properties of the quantum Hall
effect and symmetry broken Dirac equation. We showed how the unique quantum
spin Hall effect in graphene driven by magnetic field created the chiral channel that
upon superconducting pairing creates a p-wave superconductor. And more impor-
tantly, we showed that a similar mechanism could be used in the antiferromagnetic
state, generating interface states with valley nature, that could also find a similar
realization in antiferromagnetic oxides.
Finally, we showed how the tight binding methods techniques used could also
be applied to other 2D material, taking advantage of powerful density functional
techniques, and the Wannierization procedure. We showed how MoS2 shows un-
conventional quantum Hall effect due to valley orbital fields, and how topological
insulator and topological superconductors can be engineered in complex oxides.
We have also presented a computational tool that allows non experts to repro-
duce many of the calculations presented in this thesis. The computational package
Quantum Honeycomp, it is based fully on free software and is totally open, free and
publicly available under the GPL public license. The program was intended to be as
simple as possible, providing powerful numerical techniques and with a user friendly
plug and play interface.
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[27] Igor Žutić, Jaroslav Fabian, and S Das Sarma. “Spintronics: Fundamentals
and applications”. In: Reviews of modern physics 76.2 (2004), p. 323.
[28] David D Awschalom and Michael E Flatté. “Challenges for semiconductor
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orbit interaction in curved graphene ribbons”. In: Physical Review B 83.11
(2011), p. 115436.
[129] JL Lado and J Fernández-Rossier. “Magnetic Edge Anisotropy in Graphene-
like Honeycomb Crystals”. In: Physical review letters 113.2 (2014), p. 027203.
[130] JL Lado and J Fernández-Rossier. “Noncollinear magnetic phases and edge
states in graphene quantum Hall bars”. In: Physical Review B 90.16 (2014),
p. 165429.
[131] Roman Jackiw and C Rebbi. “Solitons with fermion number 1/2”. In: Physical
Review D 13.12 (1976), p. 3398.
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[363] Luis A González-Árraga, JL Lado, and Francisco Guinea. “Topological fea-
tures of hydrogenated graphene”. In: arXiv preprint arXiv:1507.07714 (2015).
[364] Elton JG Santos, Andrés Ayuela, and Daniel Sánchez-Portal. “Universal mag-
netic properties of sp3-type defects in covalently functionalized graphene”. In:
New Journal of Physics 14.4 (2012), p. 043022.
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