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FOURIER TRANSFORMS OF POLYTOPES, SOLID ANGLE
SUMS, AND DISCRETE VOLUME
RICARDO DIAZ, QUANG-NHAT LE, AND SINAI ROBINS
Abstract. Given a real closed polytope P , we first describe the Fourier trans-
form of its indicator function by using iterations of Stokes’ theorem. We then
use the ensuing Fourier transform formulations, together with the Poisson sum-
mation formula, to give a new algorithm to count fractionally-weighted lattice
points inside the one-parameter family of all real dilates of P . The combina-
torics of the face poset of P plays a central role in the description of the Fourier
transform of P . We also obtain a closed form for the codimension-1 coefficient
that appears in an expansion of this sum in powers of the real dilation param-
eter t. This closed form generalizes some known results about the Macdonald
solid-angle polynomial, which is the analogous expression traditionally obtained
by requiring that t assumes only integer values. Although most of the present
methodology applies to all real polytopes, a particularly nice application is to
the study of all real dilates of integer (and rational) polytopes.
1. Introduction
It is a classical problem in the geometry of numbers [30] to find ways of counting
the number of lattice points in a general convex body. The number of lattice points
within the body can be regarded as a discrete analog of the volume of the body.
For closed polytopes in Rd, this lattice-point problem has attracted the attention
of mathematicians working in a variety of fields. Number theorists have applied
lattice-point counting inside symmetric bodies in Rd to get bounds on norms of
ideals [55], algebraic geometers have used properties of toric varieties to analyze
this problem [17], [26], [45], statisticians have used lattice-point counting to help
them enumerate contingency tables [20], and combinatorialists have used lattice
point enumeration to analyze the enumerative geometry of polytopes [1], [8], [39],
[46], [62].
If P is an integer polytope, Ehrhart showed that the integer dilates of P have the
property that the number of integer points in tP is a polynomial in t (the Ehrhart
polynomial). Ehrhart showed moreover that this polynomial satisfies a reciprocity
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law [22, 23], [61]. The Ehrhart polynomial is easy to define, but unfortunately it
fails to behave additively under natural geometrical operations, in particular the
gluing and subdividing of polytopes. To ensure additivity, lattice points located at
lower-dimensional boundary faces are assigned fractional weights, such as weight
1
2
on the codimension-one facets of P , and even smaller dihedral-angle weights on
the faces of codimension two, and so on. Macdonald showed that if P is an integer
polytope and if t is an integer, then the sum of these fractionally-weighted lattice
points inside the dilated polytope tP depends polynomially on t [36, 37]. This
solid-angle polynomial has the pleasing and computationally efficient property
that it is additive on polyhedra with disjoint interiors; and is superior to the
Ehrhart polynomial as an approximation to the volume of tP (identity (2) below).
McMullen [39] and Lawrence [34] have developed a general theory of such additive
valuations for polytopes from a combinatorial perspective.
Here we explore solid-angle polytope addition formulas from the Fourier-analytic
perspective. The use of Fourier analysis to solve discrete enumeration problems
has a lengthy tradition extending from Siegel’s classical approach to the Geometry
of Numbers [55], to the work of Barvinok [2, 3, 5], Randol [48, 49], Skriganov
[56, 57, 58], Beck [7], and Brion and Vergne [14], and Diaz and Robins [21]. We
give a more detailed account of some of the related historical development of lattice
point enumeration, and some relations to solid angles, in section 10.
The solid angle sum, taken over all lattice points in a polytope, will be com-
puted by applying Poisson summation to smoothings of the indicator function of
the polytope. This method converts the solid-angle enumeration problem to a
new summation problem: summing a damped version of the Fourier transform of
the indicator function of P over a dual lattice in the (d-dimensional) frequency
domain. These lattice sums require careful treatment because they diverge when
the damping factors are ignored. As an additional complication, the Fourier trans-
form has anisotropic behavior: it decays at different rates in different directions in
the frequency domain. For generic values of the wave-vector in the frequency do-
main, the Fourier transform is described rather simply by an exponential-rational
function whose rate of decay depends only on the dimension of the polytope, but
somewhat frustratingly, the lattice over which the Poisson sum will be evaluated
contains non-generic points where the rate of decay is slower than the generic case.
An exact description of the Fourier transform will be found by a chain of iterated
applications of Stokes’ theorem, and with each iteration we gain one additional unit
rate of decay. This chain of iterations halts prematurely precisely when the wave-
vector is non-generic, and is orthogonal to one of the faces of P . We will use the
graded structure of the Fourier transform of the indicator function to establish the
quasi-polynomiality of the solid-angle sum for all real dilates of a rational polytope
(see (33) for the classical definition of a quasipolynomial and Theorem 6 for our
extension).
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The normalized solid angle fraction that a convex d-dimensional polytope P
subtends at any point x ∈ Rd is defined by ωP (x) = lim→∞ vol(Sd−1(x,)∩P )vol(Sd−1(x,)) . It
measures the fraction of a small (d − 1)-dimensional sphere Sd−1(x, )), centered
at x, that intersects the polytope P . 1
It follows from the definition that 0 ≤ ωP (x) ≤ 1 for all x ∈ Rd, ωP (x) = 0
when x /∈ P , and ωP (x) = 1 when x ∈ int(P ). When x lies on a codimension-two
face of P , for example, then ωP (x) is the fractional dihedral angle subtended by
P at x. Macdonald defined, for each positive integer t, the finite sum
(1) AP (t) :=
∑
x∈Zd
ωtP (x),
where tP is the t’th dilation of the polytope P . Using purely combinatorial meth-
ods, Macdonald showed that for any integer polytope P , and for positive integer
values of t,
(2) AP (t) = (volP )t
d + ad−2td−2 + ad−4td−4 + · · ·+
{
a1t if dimP is odd,
a2t
2 if dimP is even,
hence of course it is a polynomial function of t [36, 37]. It is important to realize
that in (2), t is restricted to integer values. This discrete approximation to the
volume for tP , also called the solid angle sum, resembles the Ehrhart polynomial
for P , the latter being defined by |tP ∩ Zd|. There are some elementary and
sometimes useful relations between the two polynomials, which are given in section
10.
One interesting feature of the theory developed here is that our main result
offers a geometric description for each of the quasi-coefficients aj(t). For example,
it turns out (from Theorem 2) that the codimension-2 term ad−2 in (2) is described
precisely by considering all the chains in the face poset of P that terminate in
a codimension-2 face of P , together with certain explicit 2-dimensional lattice
sums (see (14)) that are performed on the orthogonal 2-dimensional lattice to
each codimension-2 face.
Our objective is to extend Macdonald’s results to all real values of the dilation
parameter t, and obtain some explicit formulas for any coefficient of the solid
angle sum AP (t) in this more general setting. We should also remark that our new
formulations for the quasi-coefficients can sometimes be computationally intensive,
depending on the geometry of P .
We first outline an intuitive approach that glosses over the technical details.
The Poisson Summation Formula asserts that, for any rapidly decreasing function
1Note that balls and spheres can be used interchangeably in this definition - the fractional
weight is the same using either method.
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f on Rd,
(3)
∑
m∈Zd
f(m) =
∑
ξ∈Zd
fˆ(ξ),
where the Fourier transform of f is defined by
(4) fˆ(ξ) :=
∫
Rd
f(x)e−2pii〈ξ,x〉dx,
the integration being with respect to the uniform Lebegue measure on Rd. Now
apply Poisson summation to smoothed versions of the indicator function of a poly-
tope, taking f := 1P ∗G, with G := −d/2e−pi‖x‖2/ the usual one-parameter family
of dilated Gaussians:
∑
x∈Zd
(1P ∗ G)(x) =
∑
ξ∈Zd
̂(1P ∗ G)(ξ)(5)
=
∑
ξ∈Zd
1ˆP (ξ)Gˆ(ξ)(6)
=
∑
ξ∈Zd
1ˆP (ξ)e
−pi‖ξ‖2 .(7)
It is straightforward to analyze the sum on the left. Pointwise, we will see that
lim→0(1P ∗ G)(x) = ωP (x) (see section 4), and in fact as → 0 the left-hand-side
of (5) converges to the solid angle sum taken over all lattice points in the polytope
P . The right-hand-side of (7) will be evaluated by analyzing the rather delicate
structure of the Fourier transform 1ˆP (ξ), which henceforth will be abbreviated to
Pˆ (ξ) for ease of reading.
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2. Statements of results
Stokes’ Theorem will be used repeatedly to express Pˆ (ξ) as a weighted linear
combination of Fourier transforms of its lower-dimensional faces. First we sketch
the essential ideas. Applying Stokes’ theorem to the vector-field ~ξe−2pii〈x,ξ〉, we
obtain ∫
x∈P
−2pii||ξ||2e−2pii〈x,ξ〉dx =
∫
∂P
e−2pii〈x,ξ〉~ξ · n dσ
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where dσ represents Hausdorff measure on the bounding facets of P and ~n rep-
resents the outward-pointing unit normal vector to each facet. That is, for all
nonzero ξ, Pˆ (ξ) = 1
(−2pii)
∑
F⊂∂P
~ξ·nF
||ξ||2 Fˆ (ξ) with the understanding that the integral
that defines each Fˆ is taken with respect to Hausdorff measure that matches the
dimension of the facet F ⊂ ∂P .
Now iterate this identity, by replacing P by F and restricting the linear form
φ(x) = 〈x, ξ〉 to the lower-dimensional facet F , which can be accomplished by
removing the component of ~ξ that is parallel to nF . If the vector ξ is chosen
generically, so that the linear function φ(x) = 〈x, ξ〉 is never constant on any
face of P of positive dimension, this method can be iterated downward through
all lower-dimensional faces until one finally reaches the vertices of P , at which
stage the final contribution in the computation chain is simply an exponential
factor evaluated at each vertex. Thus the generic situation is that for a polytope
of dimension d, Pˆ (ξ) is a sum of products, each product comprising d algebraic
factors that are homogeneous of degree (−1) and an exponential factor evaluated
at a vertex of the polytope. The exceptional non-generic cases occur precisely
when the chain breaks prematurely, because φ(x) is constant on a face. When
this occurs, however, no further integration is required on such a face, because the
integrand in the Fourier integral is constant. The essential steps in this iterative
process will now be written down in greater detail, using more precise notation.
Theorem 1 (Combinatorial Stokes Formula for Pˆ ). Let F be a polytope in Rd that
is not just a point: its dimension satisfies 1 ≤ dim(F ) ≤ n. Let φξ(x) = −2pi〈ξ, x〉
denote the real linear phase function in the integral formula of the definition of
Fˆ . We denote by ProjF (ξ) the orthogonal projection of ξ, considered as a vector
in Rd, onto F . For each (codimension-one) facet G ⊂ F let NF (G) be the unit
normal vector to G that points out of F . Then
(i) If ProjF (ξ) = 0, then φξ(x) = Φξ is constant on F , and
(8) Fˆ (ξ) = vol(F )eiΦξ .
(ii) If ProjF (ξ) 6= 0, then
(9) Fˆ (ξ) =
−1
2pii
∑
G∈∂F
〈ProjF (ξ), NF (G)〉
‖ProjF (ξ)‖2
Gˆ(ξ).
We note that our combinatorial Stokes’ formula bears some resemblance to
Barvinok’s version of a combinatorial Stokes’ formula, which appeared in [2], but
has some important differences (see section 10 for more details).
In order to account for the entire chain of terms that arise in the iterative
computation of Pˆ , we first describe a book-keeping device, called the face-poset of
P , that will be useful for us in organizing these terms. We consider chains in the
face poset GP , the poset of all faces of P , ordered by inclusion. We emphasize
5
Figure 1. A symbolic depiction of the face poset GP , here drawn
as a suggestive directed graph. We can see all the rooted chains, be-
ginning from a symbolic vertex in the center, marked with the color
purple. The rooted chains that terminate with the yellow vertices
have length 1, those that terminate with the green vertices have
length 2, and those that terminate with the blue vertices have length
3.
that in this paper all chains are always rooted chains, where the root is P . The
only appearance of non-rooted chains are in the following definition. If G is a facet
of F , we attach the following weight to any (local) chain (F,G), of length 1, in the
face poset of P :
(10) W(F,G)(ξ) :=
−1
2pii
〈ProjF (ξ), NF (G)〉
‖ProjF (ξ)‖2
.
Note that these weights are functions of ξ rather than constants. Moreover, they
are all homogeneous of degree −1.
Let T be any rooted chain in GP , given by
T := (P → F1 → F2, . . . ,→ Fk−1 → Fk),
so that by definition dim(Fj) = d − j. We define the admissible set S(T) of
the rooted chain T to be the set of all vectors ξ ∈ Rd that are orthogonal to the
tangent space of Fk but not orthogonal to the tangent space of Fk−1. Finally, we
define the following weights associated to any such rooted chain T:
(a) The rational weight RT(ξ) = R(P→...→Fk−1→Fk)(ξ) is defined to be the product
of weights associated to all the rooted chains T of length 1, times the Hausdorff
6
volume of Fk (the last node of the chain T). It is clear from this definition
that RT(ξ) is a homogenous rational function of ξ.
(b) The exponential weight ET(ξ) = E(P→...→Fk−1→Fk)(ξ) is defined to be the eval-
uation of e−2pii〈ξ,x〉 at any point x on the face Fk:
(11) ET(ξ) := e−2pii〈ξ,x0〉,
for any x0 ∈ Fk. We note that the inner product 〈ξ, x0〉 does not depend on
the position of x0 ∈ Fk.
(c) The total weight of a rooted chain T is defined to be
(12) WT(ξ) = W(P→...→Fk−1→Fk)(ξ) := RT(ξ)ET(ξ)1S(T)(ξ),
where 1S(T)(ξ) is the indicator function of the admissible set S(T) of T.
By repeated applications of the combinatorial Stokes’ formula 1, we can then
describe the Fourier transform of P as the sum of weights of all the rooted chains
of GP :
Pˆ (ξ) =
∑
T
WT(ξ) =
∑
T
RT(ξ)ET(ξ)1S(T)(ξ).(13)
The main result of this paper is the following explicit description for the coeffi-
cients of Macdonald’s solid angle sum.
Theorem 2 (Main Theorem). Let P be a d-dimensional real polytope in Rd, and
let t be a positive real number. Then we have
AP (t) =
d∑
i=0
ai(t)t
i,
where, for 0 ≤ i ≤ d,
(14) ai(t) := lim
→0+
∑
ξ∈Zd∩S(T)
∑
l(T)=d−i
RT(ξ)ET(tξ) e−pi‖ξ‖2 ,
where l(T) is the length of the rooted chain T in the face poset of P , RT(ξ) is the
rational function of ξ defined above, ET(tξ) is the complex exponential defined in
(11) above, and Zd ∩ S(T) is the set of all integer points that are orthogonal to
the last node in the chain T , but not to any of its previous nodes.
We call the coefficients ai(t) the quasi-coefficients of the solid angle sum AP (t).
As a consequence of the main Theorem 2, it turns out that there is a closed form
for the codimension-1 quasi-coefficient, which extends previous special cases of this
coefficient.
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Theorem 3. Let P be any real polytope. Then the codimension-1 quasi-coefficient
of the solid angle sum AP (t) has the following closed form:
(15) ad−1(t) =
∑
F a facet of P
with vF 6=0
vol(F )
‖vF‖ B¯1(〈vF , xF 〉t),
where vF is the primitive integer vector which is an outward-pointing normal vector
to F . Also, xF is here any point lying in the affine span of F .
We note that in particular, the formula in Theorem 3 shows that the quasi-
coefficient ad−1(t) is always a periodic function of t, with a period of 1, for all
real polytopes. Although it is not true for a general real polytope that the rest of
the quasi-coefficients are periodic functions of t, it is true that they are periodic
functions in the case of an integer (or rational) polytope, and for all real dilations
t, as Theorem 6 below shows.
The remainder of this paper is organized as follows. Section 3 reviews the no-
tation in the context of a simple and concrete example in R2. In Section 4, we
discuss how solid angle weights are related to the Fourier analysis of the polytope
and apply the Poisson Summation Formula to transform the solid-angle sum to a
limiting sum in the frequency domain. Then, in section 5, we prove the combinato-
rial Stokes formula for Pˆ , which exposes a stratification of the frequency lattice by
linear subvarieties on which the Fourier transform of the polytope is representable
as products of rational and exponential functions in the frequency vector. In sec-
tion 6, we give a proof of the Main Theorem 2. In section 7, we prove Theorem
3, which gives a closed form formula for the first non-trivial quasi-coefficient of
the solid-angle sum, namely ad−1(t). In section 8 we find a periodicity result for
the coefficients of the solid angle polynomial, as an application of the main Theo-
rem. Finally, in the last section we discuss some of the historical developments of
Ehrhart polynomials and Macdonald’s solid angle polynomials, and discuss some
open problems.
3. An example in three dimensions
The following is a concrete example. Consider an integer tetrahedron in R3,
depicted in Figure 2, whose vertices are (0, 0, 0), (a, 0, 0), (0, b, 0), and (0, 0, c),
where a, b, c are integers. For simplicity, we assume that gcd(a, b) = gcd(a, c) =
gcd(b, c) = 1.
Following the notation from the figure, the admissible set of vectors ξ ∈ R3 for
the rooted chain T : P → F → G consists of the 2-dimensional subspace spanned
by NP (F ) and NF (G), ‘minus’ the 1-dimensional subspace spanned by NP (F ). We
now compute explicitly the admissible set for the chain T .
Since the equation of the plane that contains F is x
a
+ y
b
+ z
c
= 1, we see that the
primitive integer vector in the direction of NP (F ) is (
abc
a
, abc
b
, abc
c
) = (bc, ac, ab) :=
8
(a, 0, 0)
(0, b, 0)
(0, 0, c)
Facet F
NP (F )
NF (G)
Edge G
Figure 2. Here P is a tetrahedron, showing one instance of a rooted
chain, defined here by T := (P → F → G), with the normal
vectors to each of the relevant faces of P
v1. Similarly, the primitive integer vector in the direction of NF (G) can be worked
out easily, and is equal to v2 := (a(c
2 + b2),−bc2,−b2c).
Thus, for the rooted chain T , the admissible set Z3 ∩ S(T ) consists of those
integer points (a sublattice of Z3) contained in the 2-dimensional subspace spanned
by NP (F ) and NF (G), ‘minus’ the 1-dimensional integer sublattice containing
NP (F ).
To summarize, we have the admissible set Z3∩S(T ) = {mv1+nv2 | n 6= 0,m, n ∈
Z}, where v1 := (bc, ac, ab) and v2 := (a(c2 + b2),−bc2,−b2c).
4. Smoothing estimates for the solid-angle sum
Let 1P denote the indicator function of the closed polytope P , so that 1P (x) = 1
if x ∈ P and 1P (x) = 0 if x /∈ P . The solid angle with respect to P at any point x in
Rd can be expressed analytically as the convolution between the indicator function
1P and a Dirac sequence of mollifiers, as we show next. Although virtually any
rapidly decreasing smooth radial function whose total mass is 1 could be used to
construct the Dirac sequence, we have found it particularly convenient to use the
d-dimensional heat kernels
G(x) = −d/2e−pi‖x‖2/
whose Fourier transform is
Gˆ(ξ) = e−pi‖x‖2 ,
and whose normalizing factor −d/2 guarantees a total mass of 1:
∫
Rd G(x)dx = 1.
The convolutions of the indicator function 1P by the heat kernels G will be called
the Gaussian smoothings of 1P .
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Lemma 1. Let P be a full-dimensional polytope in Rd. Then for each point x ∈ Rd
(16) lim
→0+
(1P ∗ G)(x) = ωP (x).
Proof. We have
(1P ∗ G)(x) =
∫
y∈Rd
1P (y)G(x− y)dy
=
∫
y∈P
G(y − x)dy
=
∫
u∈P ′
G(u)du =
∫
1√

P ′
G1(v)dv.
In the above, we make use of the evenness of G in the second equality. The
substitutions u = y−x and v = u/√ are also used. Following those substitutions,
we change the domain of integration from P to the translation P ′ = P −x (by the
vector −x) and to the dilation of P ′ by the factor 1√

. When  approaches 0, 1√

P ′
tends to the cone K at the origin subtended by P ′; K is in fact a translation of
the tangent cone of P at x. Thus, we arrive at
lim
→0+
(1P ∗ G)(x) =
∫
K
G1(v)dv = ωK(0) = ωP (x).

We can now transform the solid-angle sum of P into an infinite sum over the
integer lattice, which is amenable to Fourier-analytic techniques.
Theorem 4. Let P be a full-dimensional polytope in Rd. Then,
(17) AP (1) = lim
→0+
∑
x∈Zd
(1P ∗ G)(x).
Proof. In view of Lemma 1, we only need to verify the interchange of the limit and
the infinite sum. First, we note that
(1P ∗ G)(x) =
∫
P
G(y − x)dy ≤ sup
y∈P
G(x− y) vol(P ) = l(x, P ) vol(P ).
Here we set l(x, P ) := supy∈P G(x− y). Let R be a positive number such that
2piR2 > N . If ‖x‖2 > R and 0 <  ≤ 1, then G(x) is a strictly increasing function
of . Specifically, G(x) < G1(x). Denote Ω(R) := {x ∈ Rd : supy∈P ‖x− y‖2 ≤ R}.
We may assume, by increasing R if necessary, that Ω(R) contains the polytope P .
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Now we have
lim
→0+
∑
x∈Zd∩Ω(R)
(1P ∗ G)(x) =
∑
x∈Zd∩Ω(R)
lim
→0+
(1P ∗ G)(x)
=
∑
x∈Zd∩Ω(R)
ωP (x) = AP (1).
The first equality is justified because the inner sum is a finite sum, while the second
one follows directly from Lemma 1.
We still have to take care of the tail of the infinite sum in Equation (17), which
is estimated as follows:∑
x∈Zd\Ω(R)
(1P ∗ G)(x) ≤ vol(P )
∑
x∈Zd\Ω(R)
l(x, P )
≤ vol(P )
∑
x∈Zd\Ω(R)
l1(x, P ).
The usual integral comparison method is now used to dominate this sum by the
following integral (taken over a slightly larger region):
vol(P )
∫
Rd\Ω(R−d2)
l1(x, P )dx =: g(R),
where d is the diameter of the unit cell. When R tends to ∞, g(R) will approach
0 because G1 has a finite total mass. This means that the tail of the infinite sum
in Equation (17) can be bounded by a quantity which depends not on , but on
R, and which tends to 0 as R goes to ∞. Hence, by taking R to be very large, we
can obtain an estimate of the right-hand side of Equation (17) that is as close to
AP (1) as we want, proving equation (17). 
As was mentioned in the introduction, the Poisson Summation formula, applied
to the rapidly decreasing function 1P ∗ G, yields∑
x∈Zd
(1P ∗ G)(x) =
∑
ξ∈Zd
̂(1P ∗ G)(ξ)(18)
=
∑
ξ∈Zd
1ˆP (ξ)Gˆ(ξ)(19)
=
∑
ξ∈Zd
1ˆP (ξ)e
−pi‖ξ‖2 .(20)
Thus, taking limits of both sides of (18) as  tends to zero, and now using the
limiting property of Theorem 4, we obtain
(21) AP (1) = lim
→0+
∑
ξ∈Zd
1ˆP (ξ)e
−pi‖ξ‖2 .
11
Going a bit further, we can also easily obtain a similar description for the solid
angle sum of any dilate of P , by using a standard dilation identity for Fourier
transforms: 1ˆtP (ξ) = t
d1ˆP (tξ) .
Lemma 2. Let P be a full-dimensional polytope in Rd and t any positive real
number. Then the solid-angle sum of P can be rewritten as follows:
AP (t) = t
d lim
→0+
∑
ξ∈Zd
1ˆP (tξ)e
−pi‖ξ‖2 ,(22)
Proof. Using (21), we have
AP (t) = AtP (1) = lim
→0+
∑
ξ∈Zd
1ˆtP (ξ)e
−pi‖ξ‖2
= td lim
→0+
∑
ξ∈Zd
1ˆP (tξ)e
−pi‖ξ‖2 ,(23)

Using the last Lemma, we may now rewrite the solid angle polynomial in a more
suggestive form, as follows.
AP (t) = t
d lim
→0+
∑
ξ∈Zd
1ˆP (tξ)e
−pi‖ξ‖2
(24)
= td lim
→0+
∑
ξ∈Zd
(
vol(P )eiΦξ 1{0}(ξ) +
−1
2pii
∑
G∈∂P
〈tξ,NP (G)〉
‖tξ‖2 Gˆ(tξ) 1Rd\{0}(ξ)
)(25)
= td vol(P ) +
(−1
2pii
)
td−1
∑
G∈∂P
lim
→0+
∑
ξ∈Zd\{0}
〈ξ,NP (G)〉
‖ξ‖2 Gˆ(tξ).
(26)
This set-up is now ready for an iterative application of the combinatorial Stokes
formula for Fˆ , applied to each Fourier transform of a facet G (which is a polytope),
and so on.
5. Proof of the combinatorial Stokes formula for Pˆ
Here we use the notation Gˆ with the understanding that the Fourier transform
is taken with respect to the Hausdorff measure associated to G, not the Lebesgue
measure of the ambient space Rd.
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Proof. The gradient gradF φξ(x) of φξ(x) with respect to the Riemannian structure
of the manifold-with-boundary F is proportional to the projection of the gradient
of ξ onto F . More precisely, gradF φξ(x) = −2pi ProjF (ξ), which is independent of
x.
If ProjF (ξ) = 0, then φξ is constant on F . Thus, Fˆ (ξ) is just an integral of a
constant function on F . If Φξ is the constant value of φξ on F , then
Fˆ (ξ) = vol(F )eiΦξ .
For the other case, since gradF φξ(x) = ProjF (ξ) is constant on F , we obtain
the identity:
divF gradF e
iφξ(x) = −‖gradF φξ(x)‖2eiφξ(x),
which shows that eiφξ(x) is an eigenfunction of the Laplacian with eigenvalue
λ := −‖gradF φξ(x)‖2 6= 0.
Therefore,
Fˆ (ξ) =
∫
F
eiφξ(x)dF =
1
λ
∫
F
divF gradF e
iφξ(x)dF
=
1
λ
∑
G∈∂F
∫
G
〈gradF eiφξ(x), NF (G)〉dG
=
i
λ
∑
G∈∂F
〈gradF φξ(x), NF (G)〉
∫
G
eiφξ(x)dG
=
−1
2pii
∑
G∈∂F
〈ProjF (ξ), NF (G)〉
‖ProjF (ξ)‖2
Gˆ(ξ).
We have employed Stokes’ theorem on F in the third equality, writing its Fourier
transform as a finite weighted combination of Fourier transforms of its facets. 
We notice that when dim(F ) = 1, which means F is a line segment, the above
theorem is still valid with the convention that the Fourier transforms of its facets,
which are vertices in this case, are just the valuations of eiφξ(x) at those vertices.
This theorem will be our main tool for understanding the behavior of the solid-
angle sums AP (t) for all nonzero real numbers t. We denote the subspace of Rd
orthogonal to a polytope F by F⊥. By convention, if dim(F ) = 0 then F⊥ = Rd.
Thus, Theorem 1 may be rewritten as
Fˆ (ξ) = vol(F )eiΦξ 1F⊥(ξ) +
−1
2pii
∑
G∈∂F
〈ProjF (ξ), NF (G)〉
‖ProjF (ξ)‖2
Gˆ(ξ) 1Rd\F⊥(ξ).(27)
We have written the combinatorial Stokes’ formula in general here, meaning
that we can now apply it to any face F of P . But to begin the iteration, we
would like to to apply our combinatorial Stokes’ formula 1 first with F := P , a
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full-dimensional real polytope in Rd. In this case full-dimensional case, we have to
take care of those ξ ∈ Rd which are orthogonal to all of P , but this implies that
there is only the 0-dimensional subspace here, namely ξ = 0. Also, noting that in
this first full-dimensional step we have simply ProjP (ξ) = ξ, (27) becomes
Pˆ (ξ) = vol(P )eiΦξ 1{0}(ξ) +
−1
2pii
∑
G∈∂P
〈ξ,NP (G)〉
‖ξ‖2 Gˆ(ξ) 1Rd\{0}(ξ).(28)
6. Proof of Theorem 2
Proof. Beginning with equation (22), we have
AP (t) = t
d lim
→0+
∑
ξ∈Zd
1ˆP (tξ)e
−pi‖ξ‖2
= td lim
→0+
∑
ξ∈Zd
∑
T
RT(tξ)ET(tξ)1S(T)(tξ)e−pi‖ξ‖2
= td lim
→0+
∑
ξ∈Zd
∑
T
RT(ξ)t−l(T)ET(tξ)1S(T)(ξ)e−pi‖ξ‖2
= td lim
→0+
∑
ξ∈Zd∩S(T )
∑
T
RT(ξ)t−l(T)ET(tξ)e−pi‖ξ‖2 .
Here, the inner sums in the last two lines are taken over all rooted chains of GP .
We used (13) in the second equality, noting that this is the step that uses the face
poset of P . The last equality follows from the homogeneity of RT(ξ) and the fact
that a point ξ lies in the admissible set S(T) if and only if tξ also lies in S(T).
We may now group together the rooted chains T by the length l(T) of T, and we
obtain the desired identity. 
7. The quasi-coefficient ad−1(t)
In this section we work with any real polytope P , and we prove Theorem 3.
Although the quasi-coefficients of AP (t) appear to be difficult to calculate in gen-
eral, it turns out, somewhat surprisingly, that there exists a closed-form for the
codimension-1 quasi-coefficient ad−1(t), for all real dilations of P . We first recall
the description of ad−1(t), given by the main Theorem 2 :
ad−1(t) := lim
→0+
∑
ξ∈Zd
∑
l(T)=1
RT(ξ)ET(tξ)1S(T)(ξ)e−pi‖ξ‖2
=
∑
F facet of P
lim
→0+
∑
ξ∈(Zd∩F⊥)\0
RP→F (ξ)EP→F (tξ)e−pi‖ξ‖2
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In the last equality, we use the fact that the admissible set for the rooted chain
(P → F ) is F⊥ \ 0. Note that F⊥ has dimension 1, since it is spanned by the
normal vector to F , NP (F ). Thus one of the following two cases must occur:
Case 1. F⊥ contains a 1-dimensional sublattice of Zd, or
Case 2. F⊥ only has the origin in its intersection with Zd.
In case (1), we define vF to be the unique lattice point of shortest Euclidean norm
with the same direction as the outward-pointing unit normal vector NP (F ) (also
called a primitive lattice point). In case (2), we set vF = 0. We note that case (2)
may happen if for example the components of the normal vector are irrationals
that are pairwise incommensurable with one other.
Suppose we are in case (1). Then any frequency vector ξ ∈ (Zd ∩ F⊥) \ 0 must
have the form nvF for some nonzero positive integer n. Let xF be an arbitrary
point in the affine span of F , and set
(29) hF (t) := 〈vF , xF 〉t.
We have
R(P→F )(ξ) = vol(F )−2pii
〈ξ, vF‖vF ‖〉
‖ξ‖2 =
vol(F )
−2pii
n‖vF‖
‖nvF‖2 =
1
−2piin
vol(F )
‖vF‖ ,
E(P→F )(tξ) = e−2piin(〈vF ,xF 〉t) = e−2piihF (t)n.
In case (2), the summation domain (Zd ∩ F⊥) \ 0 is empty. Hence, we can omit
this case in the computation of ad−1(t) and deduce
ad−1(t) =
∑
F facet of P
vF 6=0
vol(F )
‖vF‖
 lim
→0+
∑
n∈Z6=0
e−2piihF (t)n
−2piin e
−pi‖vF ‖2n2

=
∑
F facet of P
vF 6=0
vol(F )
‖vF‖
 lim
→0+
∑
n∈Z6=0
e−2piihF (t)n
−2piin e
−pin2
 .(30)
We first focus on a fixed facet F with vF 6= 0, which simply means that the
orthogonal complement of F contains a non-degenerate sublattice of Zd. The
key to computing the inner limiting sum corresponding to F is to realize that its
summands can be expressed as the Fourier transform of a compactly supported
function and then to re-apply the Poisson summation formula (in reverse, so to
speak). It turns out that the required function here is a translation of the first
Bernoulli polynomial B1(x). Recall that B1(x) is defined as
(31) B1(x) :=
{
x− 1
2
when x ∈ (0, 1),
0 otherwise.
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Its Fourier transform, evaluated at any integer frequency n ∈ Z, is
B̂1(n) =
∫ 1
0
(
x− 1
2
)
e2piixndx
=
{
1
2piin
when n ∈ Z6=0,
0 when n = 0.
Let Tx0(x) := x− x0 denote the translation by x0. Then,
̂B1 ◦ ThF (t)(n) = B̂1(n)e−2piihF (t)n
=
{
e−2piihF (t)n
2piin
when n ∈ Z6=0,
0 when n = 0.
The remaining factor of the innermost summand in Equation (??) is simply the
Fourier transform of the 1-dimensional Gaussian G(x). In order to finish the
computation of the codimension-1 quasi-coefficient ad−1(t), we need to slightly
generalize both Lemma 1 and Theorem 4 by replacing the indicator function 1P
with a continuous function f which is supported on the polytope P . Because P is
bounded, f is both uniformly continuous and compactly supported. This prevents
any convergence issues and allows us to interchange the limit and the summation,
as in the proofs of Lemma 1 and Theorem 4. Hence, we obtain the following
results, whose proofs are identical with our previous proofs.
Lemma 3. Let f be a continuous function on P and zero outside P . Then, for
all x ∈ Rd,
lim
→0+
(f ∗ G)(x) = f(x)ωP (x).
Theorem 5. Let P be a full-dimensional polytope in Rd. Then,
∑
x∈Zd
f(x)ωP (x) = lim
→0+
∑
x∈Zd
(f ∗ G)(x).
Note that the left-hand side of the above identity is in fact a finite sum because P
is compact. Now we can continue our computation as follows:
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lim
→0+
∑
n∈Z6=0
e−2piihF (t)n
−2piin e
−pin2 = lim
→0+
∑
n∈Z
F{B1 ◦ ThF (t)}(n)Gˆ(n)
= lim
→0+
∑
n∈Z
F{(B1 ◦ ThF (t)) ∗ G}(n)
= lim
→0+
∑
n∈Z
(
(B1 ◦ ThF (t)) ∗ G
)
(n)
=
∑
n∈Z
(B1 ◦ ThF (t))(n)ω[hF (t),1+hF (t)](n)
= B¯1(hF (t)),
where we have used Poisson summation in the third equality above. Here, B¯1(x)
is the periodized version of B1, and is defined formally as B¯1(x) = B1({x}) with
{x} = x− bxc being the fractional part of x. In the above calculation, the fourth
equality follows from Theorem 5. The last equality can be easily derived by con-
sidering separately the case when hF (t) := 〈vF , xF 〉t is an integer or not.
Therefore, from (30), we finally obtain the required explicit formula of Theorem 3
for the codimension-1 quasi-coefficient of the solid-angle sum AP (t):
ad−1(t) =
∑
F a facet of P
with vF 6=0
vol(F )
‖vF‖ B¯1(〈vF , xF 〉t),
where xF is any point lying in the affine span of F , and vF is the unique primitive
integer vector which is an outward-pointing normal vector to the facet F .
8. Applications of the Fourier-analytic description
We again recall that it is classically known, from the work of Macdonald [36, 37]
that, when restricted to integer dilates t, the solid angle sum AP (t) is a polynomial
if P is an integer polytope and a quasi-polynomial if P is a rational polytope. The
following theorem generalizes both cases and reveals the periodicity of all quasi-
coefficients ai(t), for 0 ≤ i ≤ d, in the case of real dilates of an integer polytope
P . In fact, they share a common period.
Theorem 6 (Periodicity). Let P be a full-dimensional integer polytope in Rd, and
let t be a nonzero real number. Then, for all 0 ≤ i ≤ d, the quasi-coefficient ai(t)
is a periodic function, with period 1.
Proof. In fact, it follows from Theorem 2 that
ai(t) := lim
→0+
∑
ξ∈Zd∩S(T)
∑
l(T)=d−i
RT(ξ)ET(tξ) e−pi‖ξ‖2
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for 0 ≤ i ≤ d. Notice that, in the above equation, the variable t only appears in
the exponential functions ET(tξ). These functions can be seen to be periodic in t
with period equal to 1 as follows.
(32) ET((t+ 1)ξ) := eiφ(t+1)ξ(x) = e−2pii〈(t+1)ξ,x〉 = e−2pii〈tξ,x〉e−2pii〈ξ,x〉.
Let F be the terminal face of the rooted chain T. Recall that x can be chosen
arbitrarily on the affine subspace spanned by F . Therefore, we can set x to be one
of the vertices of F , which are lattice points. Hence, both ξ and x have integer
coordinates, which forces e−2pii〈ξ,x〉 = 1. Hence,
ET((t+ 1)ξ) = e−2pii〈tξ,x〉 = ET(tξ).
This completes our proof of the theorem. 
To see that the above theorem covers the case of any rational polytope P , let
Q = nP be a dilation of P such that Q is now an integer polytope. Below we add
the superscripts P and Q to distinguish between the quasi-coefficients of AP (t)
and those of AQ(t). Therefore, for 0 ≤ i ≤ d and t ∈ Z6=0,
aPi (t+ n) = a
Q
i
(
t
n
+ 1
)
= aQi
(
t
n
)
= aPi (t).
This shows that the solid angle sum AP (t) for integer dilates of the rational poly-
tope P is a quasi-polynomial in the classical sense:
(33) AP (t) = (volP )t
d + ad−1(t)td−1 + ad−2(t)td−2 + · · ·+ a0(t),
where each quasi-coefficient aj(t) is now a periodic function of t ∈ Z>0.
We note that the quasi-coefficients in Theorem 6 above might sometimes have
a smaller period than a period equal to 1, and they might even have a period of
0, which means we would have a polynomial AP (t), even though P would have
some rational coordinates for its vertices. In general such a phenomenon is called
period collapse in the case of rational polytopes ([13],[28], [38]). Recently, this
phenomenon of period collapse has been studied in the context of triangles with
quadratic irrational slopes [16].
9. Retrieving classical results from the main theorem
Using our main result, namely Theorem 2, we can easily recover some of the
classical theory of solid angles. Here we offer another proof of Macdonald’s classical
result, namely equation (2), for the solid angle polynomial in the case of an integer
polytope.
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Corollary 1. Let P be a d-dimensional integer polytope in Rd. Then Macdonald’s
solid angle sum AP (t) is a polynomial when t is restricted to be a positive integer.
Moreover, if dimP is even, then AP (t) is an even polynomial in the positive integer
parameter t, and if dimP is odd, then AP (t) is an odd polynomial in the positive
integer parameter t.
Proof. As was already noted in equation (32), all of the exponential weights for all
rooted chains are trivial, namely equal to 1, because all faces are integer polytopes
(of various dimensions). Using the first iteration of our combinatorial Stokes’
formula, namely (28), and plugging it into Poisson summation, we have, from
(26):
AP (t) = t
d vol(P ) +
(−1
2pii
)
td−1
∑
G∈∂P
lim
→0+
∑
ξ∈Zd\{0}
〈ξ,NP (G)〉
‖ξ‖2 Gˆ(tξ).(34)
Note the appearance of the purely imaginary number −1
2pii
. Now, when we iterate
the combinatorial Stokes’ formula again, this time applying it to Gˆ(tξ), we obtain
another linear combination of volumes of facets of G (hence codimension 2 faces
of P ), and another linear combination of the pure imaginary term −1
2pii
, multiplied
by the real rational weights times the transforms of the codimension-2 faces of P .
When we iterate the combinatorial Stokes’ formula all the way down to the vertices,
we see that every coefficient of td−k in this expansion will be purely imaginary if
k is odd, and every coefficient of td−k will be real if k is even. Since the left-hand
side of (34) is real, by definition of AP (t), we arrive at the result. 
Corollary 2. Let P be a d-dimensional integer polytope in Rd. Then the constant
coefficient a0(t) in the solid angle sum AP (t), for positive integer values of t, is
identically equal to zero.
Proof. Again as noted in equation (32), when t is an integer all the exponential
terms ET(tξ) degenerate to 1. Moreover, we can pair up the two paths T1,T2 of
length n if they are almost the same except for their last nodes V1 6= V2, which
are 0-dimensional faces of P . This happens only when V1, V2 are the two ends of a
common 1-dimensional edge E of P . The only difference in the weights of T1,T2
are the weights of the edges (E, V1) and (E, V2) of the graph GP . The fact that
NE(V1) = −NE(V2) implies that, from definition (10),
W(E,V1)(ξ) =
−1
2pii
〈ProjE(ξ), NE(V1)〉
‖ProjF (ξ)‖2
= −−1
2pii
〈ProjE(ξ), NE(V2)〉
‖ProjF (ξ)‖2
= −W(E,V2)(ξ).
Thus, RT1(ξ) = −RT2(ξ). Moreover, T1 and T2 have the same admissible set
Rd \ E⊥. Hence WT1(ξ) = −WT2(ξ) for all ξ in the admissible set of both rooted
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chains T1 and T2, and so the constant coefficient a0(t) is zero for positive integers
t. 
Next, we give a third quick corollary of the main result, this time retrieving a
reciprocity law for the solid angle polynomial of a real polytope, which appeared
in [19]. Looking back at equation (22) allows us to extend the domain of the
solid-angle sum to all nonzero real numbers t ∈ R. In other words, we can extend
the function AP (t), already defined for all positive reals t in (22), to include all
nonzero t ∈ R:
(35) AP (t) := t
d lim
→0+
∑
ξ∈Zd
1ˆP (tξ)e
−pi‖ξ‖2 ,
We obtain the following reciprocity law, which appeared in [19] for real polytopes.
The methods of [19] also used the Poisson summation, but did not have a detailed
description of the quasi-coefficients of AP (t).
Corollary 3 (Reciprocity Law for Real Polytopes). Let P be a full-dimensional
real polytope in Rd. Then the extended solid angle sum (35) satisfies the functional
identity:
(36) AP (−t) = (−1)dim(P )AP (t),
valid for all nonzero real numbers t.
Proof. Equation (23) gives us the following functional identity, valid for each
nonzero real number t:
AP (−t) = (−t)d lim
→0+
∑
ξ∈Zd
1ˆP (−tξ)e−pi‖ξ‖2
= (−1)dtd lim
→0+
∑
m∈Zd
1ˆP (tm)e
−pi‖m‖2
= (−1)dAP (t),
where m = −ξ was used in the penultimate equality. 
To state the next very classical result, we need to define the solid angle of a
face F of P : it is defined by choosing any point x in the relative interior of F and
setting ωP (F ) := ωP (x). For example, a 1-dimensional edge E of a 3-dimensional
polytope P has a solid angle associated to it which happens to be equal to the
dihedral angle that E makes with its two adjoining facets of P .
Corollary 4 (Brianchon-Gram relations). For a rational convex polytope P , we
have
(37)
∑
F⊂P
(−1)dimFωP (F ) = 0.
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Proof. First we note that the solid angle of each face remains invariant under
dilations, so that we may assume that P is now an integer polytope, after an
appropriate integer dilation of the given rational polytope. In this case we now
know that AP (t) is a polynomial in the integer parameter t, and we also have the
Ehrhart polynomial of the relative interior of any face F of P , which we call LF o(t).
We make use of the elementary but useful relation (see [10], Lemma 13.2) between
the Solid angle polynomial of P and the Ehrhart polynomials of the relatively open
faces of P :
(38) AP (t) =
∑
F⊂P
ωP (F )LF o(t).
Considering the constant terms of all polynomials in t ∈ Z on both sides of (38),
using the fact that the constant term of each LP o(t) is equal to (−1)dimF , and using
our Corollary 2 (the constant term of the solid angle polynomial always vanishes
for integers t), we have proved the Brianchon-Gram identity. 
10. Further remarks
In the 1970’s, Peter McMullen [39, 40] found proofs, and generalizations, of
the structural properties of Macdonald’s solid angle polynomial, using the theory
of valuations. The proofs tend to be easier, and are beautifully general, once
the valuations are developed. A more precise formulation, and algorithms for, the
quasi-coefficients of AP (t) still appears to be out of reach, though, using valuations
alone. Lawrence [34] has helped develop the theory of valuations as well, and has
contributed to the computational complexity analysis of the volumes of polytopes.
Sometimes the relationship (38) allows us to transfer information from Ehrhart
polynomials to solid angle polynomials, but we note that in practice much is left to
be desired from such a simple dictionary, due to the immense complexity involved
in computing all of the Ehrhart polynomials LF o(t) for all faces of P . General
relations between solid angles of the faces of a polytope (as in the Brianchon-
Gram relations) were studied by Micha Perles and Geoffrey C. Shepard [44], [54].
Perhaps the earliest account of relations between solid angles of faces of a polytope
were given by the great 19’th century geometer Schla¨fli [51]. In the early 1900’s
Sommerville [59] took up this study. More recently, further generalizaions were
obtained by Kristin Camenga [15].
Although formula (14), for the quasi-coefficients, looks somewhat complicated,
in low dimensions it is indeed possible to push the computations of these lattice
sums through, as has recently been accomplished in [47], for R2.
We note that while Theorem 2 is valid for any real polytope, it might be tempting
to conclude that the quasi-coefficients ai(t) are periodic for any real polytope, but
this conclusion is false in general. Indeed it is a very difficult question to find
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the order of growth of ai(t) for a general real polytope and is a fascinating open
question.
Regarding the computation of one solid angle in Rd, Ribando [50] gave an inter-
esting method, via hypergeometric series, to measure one solid angle. The optimal
computational complexity of computing one solid angle of even a simplicial cone
in Rd is an open problem.
Further complexity considerations for the computation of Ehrhart polynomi-
als and fixed Ehrhart coefficients were carried out initially by Barvinok in [3],
with an exposition in [4]. Barvinok’s algorithm shows that, for fixed dimension
d, it is possible to compute the number of integer points in a rational polytope
in polynomial-time, as a function of the bit-capacity of the coordinates of the
polytope.
In [9], the authors study solid angle polynomials from the perspective of ana-
logues of Stanley’s non-negativity results of the Ehrhart series and obtain similar
results. In [19], the authors study solid angle polynomials and extend their domain
to all real numbers, but do not obtain the precise formulations that we obtain here
for the quasi-coefficients of the solid angle polynomial.
The work of Pommersheim [45] from 1993 initiated a study of Ehrhart poly-
nomials of integer polytopes through the interesting use of Todd classes of Toric
varieties. We continue to see many works on these relationships (see [42] as well),
and the interested reader may also consult Fulton’s book [26], Danilov’s survey
paper [17], or a survey paper by Barvinok and Pommersheim [5] for a dictionary
between some of the enumerative geometry of polytopes (including lattice point
enumeration) and some algebraic properties of Toric varieties.
Yau and Zhang [65] found an interesting upper bound on the number of lat-
tice points in any real right-angled simplex in Rd, and used this bound to prove
the difficult Durfree conjecture in algebraic geometry, for isolated weighted homo-
geneous singularities. Ehrhart polynomials of simplices also find applications in
the famous “linear diophantine problem of Frobenius”, also known as the money-
exchange problem [11], [12], [31], [53] in number theory. The formulas in [11], [12]
gave rise to Ehrhart quasi-polynomials of rational simplices, whose ‘atomic pieces’
are composed of generalized Dedekind sums, a vast and fascinating area of number
theory, topology, and pseudo-random number generators [33].
Skriganov [56, 57, 58] has studied the difference between the volume of a real
convex polytope P and its lattice-point enumerator rP ∩ L, for various lattices
L. His methods include the Poisson summation formula, but take a very different
route than our methods. In particular, Skriganov uses an ergodic approach on
the space of lattices SLd(R)/SLd(Z). He proves that for large classes of real
polytopes P , the error term |rP ∩ L| − (volP )rd is extremely small, on the order
of O(log r)d−1+.
Regarding the combinatorial Stokes’ formula of Barvinok, from [2], the differ-
ence between Barvinok’s formula and our combinatorial Stokes’ formula is that
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he uses a complex parameter which renders the denominators non-vanishing. Al-
though this appears to be a desirable feature, it is not at all clear how one might
derive the grading that we have found (or if it is possible), namely the quasi-
coefficient formulas, using Barvinok’s combinatorial Stokes’ formula. This might
be an interesting avenue for further research.
In the field of discrete optimization, Ehrhart quasi-polynomials play a prominent
role as well now - see [18]. Such questions are natural, given the need to optimize
linear functionals over the integer lattice, as in integer linear programming [52].
In the analysis of lattices and their invariants, solid angles can be used to measure
how ‘short’ a basis of a lattice can optimally be [25].
Recently, the work of Stapledon [63, 64] and Stapledon and Katz [32] used “local
h-vectors”, which is based on Richard Stanley’s subdivision theory [60], and has
found very nice applications to the solution of various open problems concerning
unimodality questions in enumerative geometry, and mixed hodge numbers. The
usual h-vectors are formed by the numerator polynomial of the Ehrhart series,
which is a change-of-basis of the Ehrhart polynomial, so these recent advances are
extensions of Ehrhart polynomials.
The recent work of Eva Linke [35] on Ehrhart polynomials shows a remarkable
property of the Ehrhart coefficients: they satisfy a linear ordinary differential equa-
tion when passing from the k’th quasi-coefficient to the (k+1)’st quasi-coefficient.
One might wonder if it is possible to use such an ODE to compute Ehrhart coeffi-
cients more efficiently, but such a direction still appears to be out of reach, perhaps
due to the difficulty in finding the requisite initial conditions for these ODE’s.
In the field of tiling and multi-tiling, solid angles play a role [27] in giving
an equivalent condition for a rational polytope P to be able to multi-tile Rd by
translations with a lattice (and more general sets). This condition is essentially
equivalent to saying that the sum of the solid angles of P , taken at all integer
points, equals the volume of P , and this hold for all translations of P . There are
many open problems in this area (see [27] for some open problems).
Going back further in time, in 1922 Hardy and Littlewood wrote about [29]
“Some problems of Diophantine approximation: The lattice-points of a right-
angled triangle”, and they used weights of 1/2 for the lattice points on the bound-
ary of their triangles, which means they considered the solid angle sum, in an
apparently ad-hoc way, predating the results of Macdonald from the 1960’s.
Payne [43] has studied combinatorial relationships between the Ehrhart series
of lattice polytopes and various conjectures of Hibi, Stanley, and others regarding
unimodality of the h-polynomials, for Ehrhart series. Such questions are again
related to whether or not a polytope is reflexive, and hence are related to questions
of Batyrev.
The work of Batyrev [6] on mirror symmetry for Calabi-Yau hypersurfaces in
toric varieties shows how useful Ehrhart theory can be for the study of relations
between some integer polytopes, called reflexive polytopes, and their duals. A
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reflexive polytope may be defined (there are many equivalent but apriori distinct
definitions) as an integer polytope such that between any two of its consecutive
integer dilations, there are no other integer points (see [10]). There are therefore
useful relationships with Ehrhart polynomials. The study of reflexive polytopes led
Batyrev to discover a duality between two different types of Calabi-Yau manifolds,
and thus found further applications in mathematical physics.
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