A Proposal of Transaction Processing Method for MongoDB  by Kudo, Tsukasa et al.
 Procedia Computer Science  96 ( 2016 )  801 – 810 
Available online at www.sciencedirect.com
1877-0509 © 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of KES International
doi: 10.1016/j.procs.2016.08.251 
ScienceDirect
20th International Conference on Knowledge Based and Intelligent Information and Engineering
Systems
A proposal of transaction processing method for MongoDB
Tsukasa Kudoa,∗, Masahiko Ishinob, Kenji Saotomec, Nobuhiro Kataokad
aShizuoka Institute of Science and Technology, 2200-2, Toyosawa, Fukuroi-shi 437-8555, Japan
bBunkyo University, 1100, gyouya, Chigasaki-shi 253-8550, Japan
cHosei University, 2-17-1 Fujimi, Chiyoda-ku, Tokyo 102-8160, Japan
dInterprise Laboratory, 1-6-2 Tateishi Fujisawa, Kanagawa 251-0872, Japan
Abstract
At present, to deal with a large amount of variety data in the database, various NoSQL databases have been proposed and put to
practical use. However, since most of them support the transaction processing only on the single data, there is the problem that the
plural data cannot be updated in a lump with maintaining the ACID properties. To solve this problem, in this paper, we propose
a method to process plural data as a single transaction for MongoDB, which is a kind of document oriented NoSQL database.
Concretely, each data has both of the before and after update ﬁelds, and the state of the transaction is managed. Then, in the case of
before the commit, the former data is queried; after the commit, the latter data is queried. By this method, we show that the plural
data can be updated as a transaction with the speciﬁed isolation level.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
With the development of big data, various information of the real world is published in the databases. Here, the
relational database management systems (below, RDBMS) target the speciﬁc company, and mainly deal with the value
and character data predeﬁned by the scheme to maintain the high consistency. However, nowadays, the databases are
accessed by the worldwide users, and its data is also spread to the various range such as documents and videos. So,
it has become necessary to adapt to the feature called 3V, that is, Volume (huge amount), Velocity (speed), Variety
(wide diversity)1. Thus, the various database management systems called NoSQL database, which is diﬀerent from
the conventional RDBMS, have been proposed and put to practical use2.
Here, as for the RDBMS, the concurrency control is executed. So, even in the case where a number of transactions
access the database at the same time, they are performed as if they are performed one after another. As a result, the
ACID properties of the transaction, that is, Atomicity, Consistency, Isolation and Durability, are maintained3. On the
other hand, in order to deal with the 3V feature, many of the NoSQL databases maintain only the BASE property,
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that is, Basically Available, Soft state and Eventually consistent4. As for this property, the above-mentioned ACID
properties are maintained only in the case of updating a single data. So, in the case of updating the plural data, the
data is updated one after another, and ﬁnally they become to be updated. That is, there is the anomaly in the midst of
this updating, such as one data has been updated and another has not been updated.
The BASE property is eﬀective for the transactions that do not need the strict concurrency control. For example,
there is the net shop which goods are replenished. Here, even in the case where plural transactions purchase the same
goods at the same time, it is not the problem that either of the transactions are executed ﬁrst5. On the other hand,
in the case where the stock is limited, such as the hotel reservation, it becomes the problem. Thus, the level of the
concurrency control required for the database depends on the business process.
For this problem, as for the RDBMS, the multiple isolation levels are deﬁned in the SQL standard, and the level
is selected for each transaction individually6. Similarly, as for the NoSQL databases, it is also known that such
a transaction processing is required for some business processes. So, the two phase commit method is used for
MongoDB, which is a kind of document oriented NoSQL database7,8. This method manages the plural data updating.
And in the case of abort, it performs the compensation transaction to recover the data before updating. However, since
it is based on the BASE property, the above-mentioned anomaly remains in the midst of updating and recovering data.
Our goal of this paper is to propose a transaction processing method having the speciﬁed isolation level for Mon-
goDB. Concretely, each data has both of the before and after update ﬁelds, and the state of the transaction is managed.
Then, in the case of before the commit, the former data is queried; after the commit, the latter data is queried. More-
over, we implemented this method as the experimental programs using Java, and conﬁrmed that the database accesses
could be performed concurrently as a transaction with the speciﬁed isolation level.
The remainder of this paper is organized as follows. Section 2 shows the problem of the transaction processing
of MongoDB, and we propose the method for this problem in Section 3. Section 4 shows the implementation of this
method, and the experimental results. Section 5 shows the considerations, and Section 6 concludes this paper.
2. Problem of transaction processing in MongoDB
2.1. Transaction processing in RDBMS
To clarify the problem of the transaction processing in MongoDB, we show the overview of the transaction pro-
cessing in RDBMS. As for the transaction processing in RDBMS, the ACID properties are deﬁned as the following
4 properties: Atomicity means the transaction updates completely or not at all; Consistency means the consistency
of database is maintained after it is updated; Isolation means each transaction is executed without eﬀect on the other
transactions executing concurrently; Durability means the update results survive the failure3.
Furthermore, in order to perform plural transactions simultaneously with maintaining the ACID properties, the
concurrency control is performed. As a result, even though many transactions are performed at the same time, their
update results are as if they have been performed one after another6. This concurrency control is generally performed
by the lock method. That is, by performing the lock before accessing the data, the conﬂict access to this data from
the other transactions are protected. As for the transaction processing, it has been shown that the two phase locking
protocol (below, 2PL) is required, in which all the locks are executed before any unlock; to protect the cascade abort,
the rigorous 2PL is required, which holds all the lock until the commit or abort9.
However, in the case where the conﬂict occurs between the transactions in the lock method, one transaction must
wait for the unlock of another transaction. Thus, the long latency may occur in the following case: the conﬂict with
the long time transaction; the access concentration to a speciﬁc data. So, the plural isolation levels of the transaction
have been deﬁned as shown in Table 13. Here, the transaction obeys 2PL to update data in every isolation level.
Read uncommitted (1) allows the transaction to query the updating data before it is committed, and the lock is not
executed as for the query. Read committed (2) allows the transaction to query the updated data after it is committed,
and the shared lock is executed only during the query. Repeatable read (3) allows the transaction to query repeatedly
the same data without changed by the other transactions, and the transaction obeys 2PL also to query data. Incidentally,
as for the isolation level, there is also serializable to prevent the phantom read: the data, which is not queried by the
previous query, is not queried by the next query. However, since there is not the target data to lock, this level cannot
be implemented by the simple locking protocol. So, S erializable is excluded in this paper.
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Fig. 1. Example of document structure in MongoDB
Moreover, it is shown that in the case where the isolation level of all the transactions are Read uncommitted at
least, the isolation level of each transaction is maintained as of its own10. That is, if each transaction obeys one of
the locking protocol shown in Table 1, any transaction can be performed with the speciﬁed isolation level. Therefore,
even in MongoDB, it is possible to execute any transaction with the speciﬁed isolation level, in the case where the
other transactions were performed with the isolation level Read uncommitted.
Table 1. Isolation level and locking protocol.
No. Isolation level Exclusive lock Shared lock
(1) Read uncommitted 2PL (none)
(2) Read committed 2PL During query
(3) Repeatable read 2PL 2PL
2.2. Problem of data update manipulations in MongoDB
Data of MongoDB is conﬁgured as the document of the JSON (JavaScript Object Notation) format shown in Fig.
17,11, and the document consists of the ﬁelds. For example, in Fig. 1, {“ id”: Id1 } is the ﬁeld which identiﬁer is
“ id”; value is “Id1” (below, Object ID). Here, the Object ID ﬁeld corresponds to the primary key of the relational
database. Also, the ﬁeld is possible to be nested as shown by “name” ﬁeld, which has “ﬁrst” ﬁeld (ﬁrst name) and
“last” ﬁeld (last name). Since the document has such a structure, it is not necessary to deﬁne the structure of the
database beforehand by schema as RDBMS. So, ﬁelds of each document can be added or removed at any time. That
is, it is possible that each document has diﬀerent ﬁelds except “ id ”. Incidentally, the set of documents composes the
“collection”, and each corresponds to the records and the table in a relational database although not strictly.
In addition, similar to SQL in RDBMS, it has CRUD (Create, Read, Update, Delete) methods: insert, ﬁnd (corre-
sponding to select), update and remove (corresponding to delete). However, these methods do not intend to manipulate
the plural documents as a transaction similar to RDBMS. Their transaction features are provided only on the single
document. In other words, in the case to update plural documents in a lump, there is a problem that the middle state of
the update can be queried by the other transactions, that is, the ACID properties cannot be maintained. Incidentally,
in the case of updating plural documents by the single method in MongoDB, “$isolated” option can be designated7.
Utilizing this option, the target data can be prevented to be updated by the other transactions on the way. However,
there is the problem that this option does not ensure the atomicity. Also, it cannot be adopted to the updating com-
posed of the multiple kinds of methods. Furthermore, the transaction processing based on the optimistic concurrency
using the timestamp is proposed for HBase12, which is a kind of NoSQL database and manages the version of each
data by the timestamp. However, to apply this method to MongoDB, it is necessary to implement the similar version
management functions to HBase.
For this problem, the two phase commit method is used, by which plural documents can be updated with main-
taining Atomicity. In this method, for example, in the case to perform the bank account transfer from account A to
account B, its transaction number is stored to the management collection. Before the documents of account A and B
are updated, the number is stored to the both documents to manage the updating documents by this transaction. In the
case of the successful completion, the number is removed and the processing is ended; In the case of the failure, the
compensation transaction is performed to recover the data before updating.
This method is similar to the “saga” in RDBMS: in this method, the lump-sum update of many data is divided
into small particle updating processes, and they are performed one after another; in the case of the failure, it performs
the compensation transactions sequentially to recover the data before updating13. However, it is shown that Isolation
cannot be maintained by this method in the case of concurrent execution with the other transactions. Therefore, in
the above case, for example, the problem occurs: even though the total amount of account A and B does not change
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Fig. 3. State transition of transaction
actually, the temporarily changed total amount is queried by the other transactions. In addition, we have shown there
is another problem: in the case of the data associated with each other, Consistency of the data may not be maintained
even though the update completed successfully14. That is, since the transaction processing of MongoDB cannot
update the plural documents in a lump with maintaining the ACID properties, there is the problem that it cannot be
applied to the business systems required such a data manipulation.
3. Proposal of transaction processing method for MongoDB
3.1. Data structure and manipulations of the proposal method
To update plural documents as a transaction in MongoDB, the commit or rollback must be performed on all the
target documents at the same time. So, in the proposal method, each document has both of the before and after update
ﬁelds to conceal the update result until it is committed. Also, it has the lock information ﬁeld to perform the exclusive
control. In addition, TP (Transaction processing management) collection is added to manage the running transactions.
Fig. 2 shows the structures of the documents of these two collections.
(a) shows a data collection. There are various kinds of data collection, and they store corresponding business data.
They consist of these ﬁelds: “data0” stores the data before updating; “ctl” stores the lock status of this document;
“data1” stores the data after updating. Also, “ctl” ﬁeld is consisted of the following ﬁelds: “rn” stores the number of
the transactions locking this data by the shared lock, which transactions are querying this document; “r id” stores the
array of their Object ID in TP collection; similarly, “w id” stores the Object ID of transaction, which is locking this
document exclusively. Incidentally, the underlined ﬁelds in Fig. 2 is added when the data appears, and removed when
the data disappears.
(b) shows TP collection which stores the running transaction information, and its document is inserted when the
corresponding transaction connects to MongoDB; it is removed when the transaction closes this connection. Its ﬁeld
“tno” stores the transaction identiﬁcation number; “st” stores the transaction state listed below; “level” stores the
transaction’s isolation level shown in Table 1. Fig. 3 shows the state transition of the transaction: p (prepare) shows
the transaction connected to the database; d (execute) shows the ﬁrst data manipulation was done; c (commit) shows
it began to commit due to the successful completion; r (rollback) shows it began to rollback due to the failure.
Fig. 4 shows an example of data manipulation due to this method, in which a bank account transfer from an account
to another account is performed as a transaction. From (a) to (e) of Fig. 4, upper two data show the documents of
Account collection, which is a kind of the data collection of (a) in Fig. 2. In both of “data0” and “data1” ﬁelds, “ac”
is the ﬁeld of the account number; “bal” is its balance. The rest document shows TP collection. Here, the underline
shows the changed ﬁelds, the enclosed ﬁelds show they are the queried data. In addition, although Fig. 4 shows
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Fig. 4. Example of data update procedure
the simple case of updating only the two documents for the sake of clarity, it is possible to update any number of
documents of the Account collection as a transaction in the same way.
(a) shows the state before the update, and the update transaction information was stored in TP collection as the
document having Object ID “Id30” and state “p”. (b) shows the state after the exclusive lock was completed. Here,
the exclusive lock was performed to each document sequentially, so the state ﬁeld of the document of TP collection
transitions “d” when the ﬁrst lock is performed. (c) shows the state after the update data is added, which is performed
sequentially. (d) shows the state commit, and the state ﬁeld transitions to “c”. (e) shows the state after the update, in
which the following processes are performed in each document simultaneously: the data of “data1” is reﬂected into
“data0”, and ”data1” is removed; the exclusive lock managed by “w id” is unlocked. This process is also performed
on each document sequentially. Incidentally, in the case of the rollback, the following process is performed: at (d),
the state ﬁeld transitions to “r”; at (e), “data1” ﬁeld is removed, and “data0” ﬁeld remains as it is; the exclusive lock
is unlocked as mentioned above. In addition, in the case of insertion, the document without “data0” ﬁeld is inserted at
(c); in the case of deletion, there is not “data1” at (c) and (d), the corresponding document is deleted at (e).
In the case of query, the data manipulation is diﬀerent by the isolation level as shown in Table 1. First, in the case of
Read committed (2), the query result of the two documents in Account collection needs to be either of the following:
the both are not updated; the both have been updated. So, the query is performed in the following procedure. Since
the transaction has not committed, “data0” ﬁeld is queried between (a) and (c). Though the documents are updated
sequentially during these processes, “data0” is not updated. So, they do not aﬀect the query results. Next, at (d), since
the transaction has committed, “data1” ﬁeld is queried. As above-mentioned, since the data of “data1” is reﬂected into
“data0” in each document sequentially, the updated result can be queried as follows: both of the “data0” and “data1”
are queried simultaneously; and, in the case where there is “data1”, it is queried; otherwise, “data0 is queried.
To perform such query, it is necessary to conﬁrm the transaction state is either: it has not committed; it has
committed. So, the state of this transaction is queried to TP collection using the Object ID stored in “w id” ﬁeld. In
the case where it is “d”, that is, the transaction has not committed, the query process obeys from (a) to (c). So, “data0”
is queried. In the case where it is “c”, it obeys to (d). Here, (e) is included in it. So, “data1” is queried.
Second, in the case of Read uncommitted (1), the updated data is queried even if the transaction has not committed.
Therefore, the updated data is always queried by the procedure shown in (d) in Read uncommitted. Incidentally, since
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Fig. 5. Compatibility matrix for read committed and repeatable read
the documents of the data collection are sequentially updated, it may become the following result: some data is before
updating; the other data is after the updating. Lastly, in the case of Repeatable read (3), its query process is same as
Read committed, but they are diﬀerent on the locking protocol as shown in the next section.
3.2. Procedure of exclusive control by the lock method
As shown in the column “Exclusive lock” in Table 1, the lock based on the 2PL is performed as for the update
manipulation in all the isolation levels. Incidentally, in this method, to prevent the cascading rollback, the rigorous
2PL is performed as the alternative protocol of 2PL. That is, the unlock does not be performed until the transaction
performs the commit or rollback. Therefore, in the case where there is the conﬂict among the update transactions, one
waits until another transaction is committed.
Similarly, as shown in the column “Shared lock”, the exclusive control depends on the isolation level as for the
query manipulation. First, in the case of Read uncommitted, the target data is not locked for the query manipulation.
So, in the case where the transaction performs only the query manipulation, it can be performed without the latency
due to the conﬂict. Incidentally, in the case where the transaction of Read uncommitted updates and commits each
document one by one, it is similar to the transaction processing of MongoDB although not strictly.
The transaction of Read committed performs the shared lock only during the query. The shared lock depends on the
“rn” ﬁeld as shown in Fig. 2. And, as shown in Fig. 4, in this method, the commit completion of the update depends
on the both: “w id ” ﬁeld, and the state (“st” ﬁeld) in TP collection. So, in the case where the above-mentioned
transaction has committed (shown by “st”), the shared lock is permitted even if the data is locked with the exclusive
lock (shown by “w id ”) by this transaction. So, the compatibility matrix of the lock becomes as shown in Fig. 5.
Here, the exclusive lock “allowed before” is divided into two stages: in the case where the state of its transaction is
the commit or rollback, the requested shared lock is permitted; otherwise, it is rejected. Similarly, the transaction of
Repeatable read also performs the shared lock for the query, though it is held until the commit or rollback.
Similarly, as for the exclusive lock, it is also possible to permit the requested exclusive lock if the transaction has
committed. However, in this case, since the next update may begin before the current update completion shown in
Fig. 4 (d), it is necessary to have “data1” as the array. For this reason, in this paper, the exclusive lock shall not be
compatible as shown in Fig. 5. Here, all the manipulations to lock and unlock have to be executed sequentially by the
concurrent transactions as well as RDBMS. In other words, the manipulation on “ctl” ﬁeld of each document has to
be performed sequentially including the query to TP collection.
4. Implementations and evaluations
To conﬁrm the transaction of the speciﬁed isolation level can be composed, we implemented a program to update
the bank account shown in Fig. 4 and conducted the experiments.
4.1. Program structures
Fig. 6 shows the structure of the experimental program. We used Java (Ver. 1.6.0 17) to implement the program;
MongoDB Java driver (Ver. 2.13.0) to access MongoDB (Ver. 2.6.7). In addition, we used Thread class of Java
to implement the concurrent execution of the transactions; and we used Synchronized method to implement the
sequential execution of the transactions, which is used by the manipulations to lock and unlock.
At the beginning of the experiment, the main program set the experimental data to the collections in MongoDB.
Next, it starts the update program and query program by using Thread to access MongoDB concurrently. We imple-
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Fig. 6. Experimental program composition
mented MongoDB access class, and the access to MongoDB is performed by the update and query methods of this
class, which are accompanied with the lock operation if necessary. The update program queries the balance of the
target document from the Account collection, next updates the balance of the document. So, we implemented the
query method of the update program with the exclusive lock, which is similar to “select” statement accompanied with
“for update” phrase in SQL. For the processing in Fig. 6, we prepared the following methods in MongoDB access
class. Here, the following basic methods are excluded: the connection, close and isolation level setting.
• int read(int account)
This is the query method for the query program, and it returns the balance of the speciﬁed account. First, if the
state of the corresponding document of TP collection is not execution (d), it transitions this state to “d”. Second,
it locks the target document with the shared lock based on the speciﬁed isolation level according to Table 1. The
success or failure of the lock depends on Fig. 5; in the case of failure, it does a retry; in the case of success, it
queries the balance. Here, if the isolation level is Read uncommitted, it does not lock the target document.
• int readUp(int account)
This is the query method for the update program, and it returns the balance in the same way as read method:
ﬁrst, it transitions the state; second, it diﬀerent from read and locks the target document with the exclusive lock;
then, it queries the balance. The lock is not unlocked until commit or rollback method is performed.
• WriteResult update(int account, int balance)
This set the speciﬁed balance to the speciﬁed account. It locks the target document in the same way as readUp
method, then it updates the document. Incidentally, WriteResult of the returned value is a class of MongoDB
Java driver to express the updated results.
• void commit()
This commits the transaction. It transitions the state of the TP collection to commit (c), then unlocks the target
documents by removing the lock information in “ctl” ﬁeld. The documents are unlocked one after another. At
this time, if the target document is locked with the exclusive lock, the data of “data1” is reﬂected to “data0” and
“data1” is removed as shown in Fig. 4.
• void rollback()
This performs the rollback of the transaction. Its procedure as for TP collection and the unlock is the same as
commit method. If the target document is locked with the exclusive lock, “data1” ﬁeld is removed.
4.2. Experiments of transaction processing
First, to conﬁrm that the transaction processing feature can be realized by the proposal method, we conducted the
experiments shown below. These experiments were conducted on 100 accounts. As for each of the following three
isolation levels of query program, we conducted two cases of experiments: the successful completion and failure.
Incidentally, the update program locks the target document with the exclusive lock due to the rigorous 2LP.
(1) Read uncommitted: it queries document one by one without the lock.
(2) Read committed: it queries document one by one with the shared lock; it unlocks at each query completion.
(3) Repeatable read: it also queries document one by one with the shared lock, and the commit is performed each
10 documents to unlock.
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Table 2. Delay time of executing program (millisecond).
Update transaction Query transaction
Isolation level After query After update After commit Start delay First read After read After commit
Read Uncommitted 20 20 0 1,500 – 20 –
Read Committed 10 0 150 500 – 5 –
Repeatable Read 10 0 100 500 25 – 50
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Fig. 7. Result of isolation level experiment
To avoid a deadlock, both the update and query programs access Account collection sequentially by the account
number. The update program is started, and its locks are committed every 10 updates; then, the query program is
started after the appropriate delay. To make the conﬂict among them, the latter overtakes the former in the experiment.
So, we conﬁgured both of the programs to delay as shown in Table 2. Here, the query program of Read uncommitted
needs to query the updated data even if it has not been committed. So, the corresponding update program is conﬁgured
to delay at “After update”. As for the other isolation levels, it needs to overtake the update program between its commit
and next update manipulation. So, the corresponding update program is conﬁgured to delay at “After commit”.
Here, in the case where a program was delayed by the lock, its retry is performed after 50 milliseconds. And, in or-
der to facilitate the conﬁrmation of experimental results, the following procedures were performed: the query results of
the query program were stored into Result collection, which were performed without the transaction processing; some
kinds of information were output to the console. The latter were the lock information, update data, retry information
and so on. The balance of each account set beforehand is expressed by the equation 1, 000+1, 000×account number.
Then, the update program updated the balance of each account by adding 20,000 in these experiments.
As for the query program of Read uncommitted (1), Fig. 7 (1-1) and (1-2) show the query results in the case of
the successful completion and failure respectively. Since the commit of the update program is performed every 10
updates, the vertical axis represents the commit point. In the case of the successful completion (1-1), until the query
program overtook the update program, the former queried the data before the update; otherwise, it queried the data
after the update. Furthermore, since it queried the uncommitted data, the change point does not coincide with the
commit point. In the case of the failure (1-2), on the other hand, at the accounts between 31 and 34, and between 41
and 44, the query program queried the data after updated. As for the reason of the former, the rollback was performed
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Fig. 8. Performance of READ UNCOMMITTED to ﬁndOne Fig. 9. Performance of update to ﬁndAndModufy
when the query program had queried the account 34. As for the latter, since the query program had overtaken the
update program, the data before the rollback was queried.
Similarly, Fig. 7 (2-1) and (2-2) show the experimental results of Read committed (2). As for the successful
completion (2-1), since the dirty read did not occur, the queried data was divided to before and after the updated data
by the commit point; as for the failure (2-2), all the queried data was before the update. In addition, since the shared
lock is performed in the query program, the latency due to the conﬂict occurred 3.6 times in a shared lock, 0.3 times
in the exclusive lock on average. Here, the former occurred in the query program; the latter occurred in the update
program.
As for Repeatable read (3), since it must be conﬁrmed that the data queried in the same transaction is not changed,
the experimental query program is composed as follows: it queries 10 data sequentially; after delay (25 msec), it
queries the data in the same way once more; next, it performs the commit; after delay (50 msec), it starts to process
the next 10 data. In Fig. 7 (3-1) and (3-2), the solid line shows the ﬁrst query results; the broken line shows the second
query results. As a result, the both were the same, that is, the query results were not changed even though they were
queried again. Here, the query results are just like (2) in the both case of (3-1) and (3-2). In addition, the latency due
to the conﬂict occurred 4.8 times in the shared lock, 1.4 times in the exclusive lock on average.
Second, we examined the performance comparison between “Read uncommitted” isolation level and “ f indOne”
method. The latter is the standard statement of MongoDB to query the speciﬁed single data. In this experiment, the
speciﬁed number of data had been saved in Account table beforehand, and all the data was queried one by one. There
was no signiﬁcant diﬀerence between the both as shown in Fig. 8. Moreover, to evaluate the performance of updating
more than two documents simultaneously, we performed the experiment to update 1024 data. As shown in Fig. 9, the
commit was performed for each update of the speciﬁed number. Through this experiment, we got the result that it is
more eﬃcient to update more than 30 documents simultaneously in this case.
5. Considerations
As shown in Fig. 7, the proposed method achieved the isolation level Repeatable read, so the target problem could
be resolved. That is, the plural documents can be updated as a transaction by this method. Moreover, the isolation level
can be speciﬁed for each transaction. Thus, as for the bank account, which is used in the experiment, it is possible to
perform each transaction with the isolation level required by the business as follows.
First, in the case where the query of the balance does not need the exact order, it can be eﬃciently performed with
Read uncommitted. In particular, as for the query transaction, since it does not lock the target data, the latency due to
conﬂict does not occur. Second, in the case of the bank account transfer between two accounts, the transaction with
Read committed can maintain the Consistency of the ACID properties. That is, their amount is queried as a certain
amount. However, in this case, it is assumed that each account is updated by single manipulation, such as increasing
or decreasing the speciﬁed amount. Third, in the case where the transaction queries the balance ﬁrst and decides the
withdraw amount, it is necessary to prevent its update from other transactions after this query. Therefore, in this case
the transaction should be performed with Repeatable read.
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Moreover, as for the query with Read uncommitted of this method, its performance is roughly equivalent to
f indOne method as shown in Fig. 8. By the way, we should consider the following: the access is generally performed
on document one by one in MongoDB; the transactions with diﬀerent isolation level can be performed concurrently
in this method. Therefore, by utilizing this method, it is considered that the required transaction processing can be
realized with maintaining the eﬃciency as a whole system as follows: the transaction having conventional access is
performed with Read uncommitted; to update plural documents simultaneously, the transaction is performed with the
necessary isolation level, that is, Read committed or Repeatable read.
And, as shown in Fig. 6, this method can be implemented as an application on MongoDB. Moreover, as shown
in Fig. 4, the lock information is saved in the individual document of the data collection; the transaction information
is stored in TP collection similarly. So, this method can be implemented by the usual methods of MongoDB. In
other words, this method not only provides the transaction processing for updating multiple documents of MongoDB,
but also has the eﬀect to be able to maintain the scalability by utilizing the functions as a distributed database of
MongoDB, such as the sharding and replication.
6. Conclusion and future work
Though MongoDB manipulates a variety of data ﬂexibly, there is the problem that it cannot manipulate the plural
documents with maintaining the ACID properties of the transaction. For this problem, we propose the transaction
processing method for MongoDB, which utilizes its advantage of the ﬂexible data structure without schema: each
document has both of the before and after updated data, and the valid data is queried based on the transaction state.
Furthermore, through the experiment, we conﬁrmed that the following isolation level could be composed by this
method: Read uncommitted, Read committed and Repeatable read.
We are designing the system to measure the stock of the plant using the surveillance camera video. When the stock
is changed, its data with video is stored in MongoDB. However, since the data is added and updated by the machine
and the plural workers simultaneously, the transaction processing is necessary to perform the concurrency control. So,
the future study will focus on this application and the evaluations through the actual operations.
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