The authors develop a coupled atmosphere-ocean-sea ice-land surface model for long-term climate change studies that incorporates the seasonal cycle. Three ocean basins, the Antarctic Circumpolar Current region, and the major continents are resolved. The model variables are sectorially averaged across the different ocean basins and continents. The atmosphere is represented by an energy-moisture balance model in which the meridional energy and moisture transports are parameterized by a combination of advection and diffusion processes. The zonal heat transport between land and ocean obeys a diffusion law, while the zonal moisture transport is parameterized so that the ocean always supplies moisture to the land. The ocean model is due to Wright and Stocker, and the sea ice model is a zero-layer thermodynamic one in which the ice thickness and concentration are predicted by the methods of Semtner and Hibler, respectively. In the land surface model, the temperature is predicted by an energy budget equation, similar to Ledley's, while the soil moisture and river runoff are predicted by Manabe's bucket model.
Introduction
At the present time, climate models generally fall into three categories: three-dimensional general circulation models (GCMs), models of intermediate complexity, and atmospheric energy balance models (EBMs) or energy-moisture balance models (EMBMs) coupled to simple ocean circulation models. In GCMs, each component of the climate system is modeled in as much detail as possible. They contain a realistic land-sea configuration and land surface topography, fairly complete representations of atmospheric and oceanic physics and dynamics, a sophisticated land surface model, and a dynamic-thermodynamic sea ice model. Examples of recent climate models in the second category include the LLN model (Gallee et al. 1991 (Gallee et al. , 1992 ; see appendix A for abbreviation definitions) and CLIMBER-2 (Ganopolski et al. 1998; Petoukhov et al. 1998) . These two models have low resolution in the vertical and zonal directions and simplified representations for the dynamical and physical processes in the atmosphere and ocean. Examples of models of the third category are Harvey (1988a Harvey ( , 1992 , Ledley (1988 Ledley ( , 1991a , and Chu and Ledley (1995) . The climate model described in this paper falls into the third category, hereafter called ''simple.'' W A N G A N D M Y S A K Although GCMs have been successful for (i) simulating the present and past climates and (ii) producing future climate scenarios, models in the other categories are useful for investigating the many feedbacks and interactions in the climate system and performing sensitivity studies. Also, current computational resources limit the ability of GCMs to simulate natural centuryto-millennial timescale variability, a topic of great interest today. While the models in the second category have more sophisticated dynamics than those in the third, the latter require fewer computational resources and have simpler representations of the physical processes. Despite their many shortcomings, we believe that simple models can help us better understand longterm climate changes and paleoclimates and that they can be used as practical training tools to study the climate system.
Following their introduction by Budyko (1969) and Sellers (1969) , EBMs have been coupled to mixed layer ocean models (Harvey 1988a; Ledley 1988) and to simple models of other components of the climate system (Steen and Ledley 1997) . Stocker et al. (1992) coupled an EBM with a prescribed hydrological cycle to a zonally averaged ocean thermohaline circulation (THC) model . Since a prescribed hydrological cycle eliminates significant interactions between the ocean's surface salinity and the atmosphere-ocean freshwater flux, Bjornsson et al. (1997) coupled a zonally averaged version of the Fanning and Weaver (1996) annual mean EMBM to the 2D ocean model of Wright and Stocker. Bjornsson et al. (1997) showed that there are significant differences in the stability of the THC simulated in a coupled model versus that in an ocean-only model under mixed boundary conditions. They also argued that a coupled model has to be used to investigate long-term climate variability. However, in Bjornsson et al., only two ocean basins are used and the EMBM has no resolution in the zonal direction. The role of the continents in determining energy and water budgets is also neglected, and sea ice and the seasonal cycle are excluded. The latter, however, plays an important role in ice age cycles.
During the past two million years, warm periods (interglacials) have alternated with cold periods (glacials) due to a complex set of processes involving orbital forcing (Milankovitch mechanism) and biogeochemical cycles. During a glacial, extensive sea ice cover and continental snow/ice are present. Both of these features have strong impacts on the energy and water budgets of the climate system through the formation and melting of ice and the ice-albedo feedback process, and both are affected by the seasonal cycle. Also, the initiation of glaciation and the glacial-interglacial cycles critically depend upon the seasonal cycle. Hence, the latter has to be included even in simple climate models. Furthermore, since (i) the seasonal variation of land surface temperature makes a significant contribution to the seasonality of the climate, (ii) continents are where snow/ ice can grow and decay, and (iii) land plays an important role in the global water budget, land surface processes should be included in a simple climate model.
Here, the coupled atmosphere-ocean model of Bjornsson et al. (1997) is extended substantially by including three ocean basins, a seasonal cycle, a thermodynamic sea ice model, and a land surface model that resolves the major continents and includes the hydrologic cycle. Thus, we are able to examine, for the first time, the role of the THC in the initiation of glaciation during an interglacial period. Further, since the model predicts the accumulation and ablation of continental snow/ice, it can be used for coupling to an ice sheet model (the subject of a future paper).
In section 2, we describe the model land-sea configuration and the model equations and parameters. In section 3, we present a simulation of present-day climate and investigate the model sensitivity to changes of the solar forcing and planetary emissivity. In section 4, a review of Quaternary paleoclimate data is given, and the model is then used to study the initiation of a glacial period. The conclusions are given in section 5.
Model description
In this section, the land-sea configuration is first described and the details of the model components are then presented, except for the ocean component, which is discussed at length in Stocker et al. (1992) and Bjornsson et al. (1997) . Here only a brief description of the latter component is given. In the ocean model, zonally averaged advection-diffusion equations for temperature and salinity are employed to predict their time evolutions. The velocity components are diagnosed from zonally averaged momentum equations and the continuity equation. The equation of state is nonlinear (Wright 1997) , and the convective adjustment scheme is taken from Schmidt and Mysak (1996) . The meridional overturning streamfunction is diagnosed from the velocity components. Wind stress from Hellerman and Rosenstein (1983) is applied to the top layer of the model. The zonally averaged east-west pressure gradient is parameterized in terms of the meridional pressure gradient. The dependent variables in the ocean model are listed in Table 1 , along with those used in the other climate components. In what follows, all the variables are zonally or sectorially averaged. Figure 1 shows the land-sea configuration employed. Following Hovine and Fichefet (1994) , the angular width of each basin that appears in the zonally averaging operator is changed for each latitude band used in the north-south grid; hence the basin widths vary with latitude. The north-south resolution is 5Њ, except across the equator where it is 10Њ. Clearly, the land-sea configuration resolves the major continents, the three main ocean basins, and the Antarctic Circumpolar Current region. The existence of more land in the Northern Hemisphere than in the Southern Hemisphere produces a notable interhemispheric asymmetry in the climatology. The sizes and locations of the continents have significant influences on the seasonal cycle. Note that the Antarctic continent and the Arctic Ocean are neglected. The reasons for neglecting the former are (i) the climate in the Southern Hemisphere is more stable than that in the Northern Hemisphere during interglacial-glacial cycles; (ii) the mechanisms of how the climate changes in the Antarctic affect the climate in the Northern Hemisphere are not known; and (iii) the focus of this paper is Northern Hemisphere climate. The reasons for neglecting the Arctic Ocean are (i) a 2D ocean model cannot resolve bottom topography, especially that in the Arctic Ocean; (ii) a zonally averaged sea ice model cannot simulate ice drift in the Arctic Ocean; (iii) the interactions between the Arctic Ocean and the northern North Atlantic are rather subtle; and (iv) the deep water formation regions and the THC, which are our main interests in this paper, can be resolved without an Arctic Ocean.
a. Land-sea configuration
VOLUME 13 J O U R N A L O F C L I M A T E
b. Atmosphere component
A sectorially averaged version (i.e., an average across different continents and ocean basins) of the 2D EMBM of Fanning and Weaver (1996) is used, with, however, some extensions. The surface air temperature (SAT) T a is predicted using the following energy balance equation:
LWSH where a is the constant air density near the surface, H a is the constant scale height of the atmosphere, and C a is the specific heat capacity of air. In (1), Q T is the zonal and meridional transport term defined as
where R is the radius of the earth, is the latitude, cos ϭ cos[( ϩ ϩ Ϫ )/2] (see Fig. B1 , appendix B) and the calculations of the fluxes , , , and 
where Q SSW is the monthly mean solar insolation at the top of the atmosphere (Berger 1978) , ␣ A is the atmospheric albedo, a is the atmospheric transmissivity of solar radiation, and B is the weighted average of the surface albedos, which is given by
where ␣ o (i,l,s) is the surface albedo of ocean (sea ice, snow-free land, snow over land) (see Ledley 1991b; Saltzman and Ashe 1976) , A is the sea ice concentration and A s is the land snow concentration. Next, Q LW is the net longwave radiation to space, which is modeled as
where P is the planetary emissivity and is the StefanBoltzmann constant. Further, Q ALH is the latent heat release due to precipitation, namely,
where L e(s) is the latent heat of evaporation (sublimation) and P r(s) is the rainfall (snowfall), defined as
s s
where P is the precipitation and f s is the snow fraction (Harvey 1988a) . Finally, Q LWSH represents longwave radiation and sensible heat exchanges (measured positive upward) between the atmosphere and underlying surfaces, namely,
In (9),
where o (i,l,s) is the surface longwave emissivity of the ocean (sea ice, snow-free land, snow over land), T o(i,l,s) is the surface temperature of the ocean (sea ice, snowfree land, snow over land) and A is the atmospheric emissivity; in addition,
where the heat exchange coefficient ,l,s) , in which C H is the Stanton number and U o (i,l,s) is the observed surface wind speed over the ocean (sea ice, snow-free land, snow over land) (Oberhuber 1988) . The surface specific humidity q in the model is predicted using the vertically integrated moisture balance equation:
where H q is the constant scale height depth for specific humidity, D q is the column integrated meridional and zonal moisture transport, and E is the evaporation from the underlying surface (ocean, sea ice, snow-free land, and snow-covered land). The net moisture transport D q is defined as . The moisture is always transported from the ocean to the land in all seasons. In summer, for example, the atmosphere over land is warmer than that over the ocean and the moisture content is generally higher. In this case, the monsoon transports moisture from the ocean (cold region) to the land (warm region).
The evaporation E is defined as
where E O(I,L,S) is the evaporation or sublimation from the ocean (sea ice, snow-free land, snow over land), that is,
where q sat (T o(l ) ) is the saturation specific humidities at the surface of the ocean (land) and q sati [T i(s) ] is the saturation specific humidities at the surface of the sea ice (snow over land) and ,l,s) (C E is the Dalton number). The definitions of w l and w k are given 
c sat a c ⌬t where ⌬t is one time step in the atmosphere model.
c. Sea ice component
We employ a zero-layer thermodynamic sea ice model without snow in which the ice surface temperature T i and mean thickness h are calculated based on Semtner (1976) , and the ice concentration A is predicted using the method of Hibler (1979) .
At any time step, when T i is less than the melting point, T i is derived from the following surface budget equation:
Here, Q iaLW and Q iaSH are given by (10) and (11), respectively, and Q iaLH is the latent heat flux due to sublimation:
The Q SSWi is the solar radiation absorbed by the sea ice, that is,
The Q FLUX is the heat flux through the interior of the ice (upward is positive), that is,
where k i is the heat conductivity of ice and T B is the freezing point at the ice bottom. If T i is greater than the melting point T m , T i should be reset to T m and ice melts. The mean ice thickness h and ice concentration A are determined from
A where i is the prescribed meridional ice advection velocity [see section 2e(2)], K A and K h are the diffusion coefficients, and the source terms are given by
Here, h f is the volumetric fusion heat of ice, h d is the demarcation thickness of ice (see also Hibler 1979) , Q oa is the net heat flux from the ocean to the atmosphere
is the solar radiation absorbed by the ocean], and Q aio is given by
The only term not yet determined in (28) is Q oiSH , which is the sensible heat flux from the mixed layer ocean to the ice bottom, namely,
where K io is the sensible heat exchange coefficient.
d. Land surface component
The land surface is simply considered as either snow free or snow covered, without any consideration of the fraction covered by vegetation. The heat capacity of the snow-free land surface is the same as used in Ledley (1991a) and thus is assumed to be equivalent to a water depth of 2 m, while the heat capacity of snow over land is neglected. The hydrological cycle for snow-free land and snow-covered land is simulated using the classic bucket model (Manabe 1969) .
1) THE SURFACE TEMPERATURE OF SNOW-FREE

LAND
For snow-free land, the snow concentration A s is taken as zero and the land surface temperature T l is predicted using the energy balance equation
lsLH where C w is the specific heat capacity of water, w is the constant water density, and H l is the equivalent water depth of the ground layer. Here, Q SSWl is the solar radiation absorbed by the land surface, namely,
and Q laLW and Q laSH are given by (10) and (11), respectively. The term Q laLH is the latent heat loss due to evaporation, namely,
where w l is the soil moisture content, w k is a critical value given by w k ϭ 0.75w m , where w m is the field capacity of moisture (Manabe 1969) . Finally, Q lsLH is the term representing the heat loss due to snowmelt, that is,
2) HYDROLOGICAL CYCLE OF SNOW-FREE LAND
The soil moisture content w l and runoff r are predicted in the following manner (Manabe 1969) . If initially w l equals w m and P is greater than E L , then
If initially w l equals w m and P is less than E L , then
If initially w l is less than w m , then 
Here, Q SSWs is the solar radiation absorbed by the snow, that is,
Further, Q sFLUX is the heat flux through the interior of the snow, namely, 
where the T m in the parentheses means that the flux is recalculated using T m instead of T s , and h fs is the volumetric fusion heat of snow.
4) HYDROLOGICAL CYCLE OF SNOW-COVERED
LAND
The soil moisture content and runoff are predicted using a modified bucket model that takes into account snowmelt (Manabe 1969) . If initially w l equals w m , then
If initially w l is less than w m , then
Since the meridional freshwater transport by the atmosphere is almost balanced by that in the ocean, the meridional freshwater transport by rivers can be omitted (Schmitt 1995 ). In the model, the runoff can only go to the left and the right side of the land in the zonal direction except in the region from 60Њ to 75ЊN, where a different scheme is used [see section 2e (3)]. The runoff going to the left side, r L , and that going to the right side, r R , are parameterized as
R s
where R s is the ratio of the runoff going to the left side over the total runoff.
e. Model parameters
1) ATMOSPHERE COMPONENT
All the parameters and physical constants for the EMBM are listed in Table 2 . Here we only discuss the new parameters and those parameters that are significantly different from those in Bjornsson et al. (1997) .
In this study, the atmospheric albedo ␣ A is introduced, whereas the planetary albedo ␣ P ϭ 0.315 ϩ 0.3615s Legates and Willmott (1990) and Stephens et al. (1981) . Contour interval is 0.025. is reduced from the ␣ P used by Bjornsson et al. in order to get a reasonable planetary albedo. It is worth pointing out that cloud effects are implicitly included in the prescribed atmospheric albedo ␣ A . Since our radiation scheme is very simple, the cloud effects cannot be treated explicitly in this paper. This radiation scheme will be improved in the future.
In Bjornsson et al., the planetary emissivity ⑀ P is determined objectively from the constraint that global solar heating must equal global outgoing longwave radiation. In this paper, we use the method of Stocker et al. (1992) to determine ⑀ P . The monthly planetary emissivities are determined from the observed monthly mean SAT (Legates and Willmott 1990) and monthly mean outgoing longwave radiation data from Stephens et al. (1981) . Thus, the planetary emissivity is a function of month and latitude. Its distribution is plotted in Fig. 2 .
Rather than using a constant value of critical relative humidity (Bjornsson et al. 1997) , here the observed climatology of relative humidity (Harvey 1988a ) is employed. However, the values in the mid-and high latitudes of the Southern Hemisphere are reduced by 0.2 to obtain a precipitation field that is consistent with observations. The reason for making this change is that (15) would otherwise produce too little evaporation in the Southern Hemisphere due to the cold ocean surface.
The value of the zonal heat exchange coefficient D Tz (see Table 2 ) is similar to Ledley (1991a) and is chosen to obtain a reasonable seasonal variation of the SAT. Too large (small) a D Tz can lead to too small (large) a seasonal variation of the SAT (Ledley 1991a) . The value of zonal moisture exchange coefficient D qz (see Table  2 ) is chosen to get a reasonable precipitation distribution over land. The coefficient of net Hadley energy (moisture) transport is chosen to get a reasonable energy (moisture) transport in the lower latitudes, as given by observations and the output of atmospheric GCMs.
2) SEA ICE COMPONENT
For the sea ice component, all the parameters are listed in Table 3 . In a zonally averaged model, sea ice cannot be simulated accurately, especially in northern high latitudes where the spatial inhomogeneity is substantial. From observations, sea ice can exist in a latitude belt where the zonally averaged ocean surface temperature is above the freezing point. Therefore, the freezing point is taken as 0ЊC, which is above the standard value of Ϫ1.8ЊC.
We argue that in a zonally averaged sea ice model, the value of the sensible heat exchange coefficient between ice and ocean should be quite small (see Table  3 ). Considering the zonal distribution of the ocean surface temperature and sea ice, the ocean water below the sea ice is much colder than that in an ice-free region and very close to the freezing point. Since the zonally averaged temperature of the mixed layer is used to calculate the sensible heat flux between sea ice and ocean, a low value of this coefficient should be used. Of course, this coefficient also depends on the stratification and lateral mixing of ocean water. Thus, many uncertainties remain in determining a suitable value for this coefficient. In this paper, we use a relatively small value (10 W m Ϫ2 K Ϫ1 ) to avoid a large sensible heat exchange between sea ice and sea water.
The zonally averaged advection velocities of sea ice that we use are taken from Harvey (1988b) and originate from a 30-yr sea ice simulation by Walsh et al. (1985) . The obvious shortcoming of using these data is that they are for the modern era and therefore may not be valid for other climatic periods.
3) LAND SURFACE COMPONENT
The parameters used in the land surface component are listed in Table 4 . The value of H l is taken from Ledley (1988) and w m is from Manabe (1969) . Regarding the values of R s [see (44) and (45)], we note that in subtropical regions of the Northern Hemisphere, the Atlantic Ocean receives less freshwater than the Pacific Ocean, while in the subpolar region, the Atlantic Ocean receives more freshwater than the Pacific Ocean (Rahmstorf 1995) . Thus, 70% of runoff in the North America continent and the Europe-Asia continent is arranged to enter the subpolar region of the Atlantic Ocean, while in the subtropic region, 30% of runoff enters the Atlantic Ocean. To the north of 60ЊN, all the runoff enters the northernmost box of the Atlantic Ocean. In the other regions, R s is simply taken as 0.5.
Simulation of present-day climate a. Numerical integration scheme
The EMBM, land surface model, and sea ice model are first spun up together under the forcing of monthly mean solar radiation at the top of the atmosphere (Berger 1978) and the zonally averaged monthly mean SST (Levitus 1982) . The models are integrated for 30 yr to reach an equilibrium. The ocean model is spun up by restoring the mixed layer temperature and salinity to their observed zonally averaged surface monthly mean values (Levitus 1982) , and applying the zonally averaged Hellerman and Rosenstein (1983) surface wind stress. The ocean model is integrated for 5000 yr to reach an equilibrium. The time step for the EMBM, land surface, and sea ice model is 6 h, while for the ocean it is 15 days.
After the equilibriums' states are obtained, the ocean model is coupled to the combined EMBM, land surface, and sea ice model using flux adjustments (Manabe and Stouffer 1988; Manabe and Stouffer 1994; Gordon and O'Farrell 1997) . The heat and freshwater fluxes are adjusted at each time step and in each grid cell. Since the equilibrium model ocean temperature in the mixed layer is different from the observed SST under the restoring boundary conditions, the difference between them is calculated and employed to adjust the model mixed layer temperature to equal the observed SST. This is similar to the procedure used by Gordon and O'Farrell (1997) . The adjustment is necessary because the EMBM is forced by the SST, which is different from the model mixed layer temperature. At high latitudes, this difference is quite large and therefore an unrealistic sea ice extent would result. The coupled model is then inte-
The annual mean latitudinal distribution of (a) model SAT, (b) precipitation, (c) runoff, and (d) soil moisture from model (solid line). The dashed and dot-dashed lines in (a) and (b) are the observed distributions taken from Legates and Willmott (1990) [available from NCAR (1997a) and NCAR (1997b), respectively]. grated for 5000 yr. The equilibrium climate state of the coupled model differs little from those of the decoupled EMBM-land surface-sea ice model and the ocean model. Figure 3 shows the annual mean latitudinal distribution of the model SAT, precipitation, river runoff and soil moisture. The modeled SAT is in good agreement with the observations in low latitudes. However, in the subtropical region and the very high latitudes of the Northern Hemisphere, the SAT is a few degrees warmer than the observed SAT. The probable reason for the subtropical discrepancy is that a diffusion process cannot accurately describe the atmospheric dynamics there. A possible reason for the discrepancy in the very high northern latitudes is that the sea ice model cannot simulate the observed sea ice concentration. In the Southern Hemisphere, the modeled SAT is notably colder in the subtropic region and warmer in the high latitudes than the observed SAT. The extreme cold climate observed in the Antarctic region is mainly due to the existence of the Antarctic ice sheet, whose effects cannot be simulated with an EBM. However, a more reasonable model SAT may be obtained for this region by adjusting the SAT using the lapse rate for this region. The major reason that the modeled SAT in the midlatitudes is colder than the observed is because the diffusion process leads to too-large meridional heat transports to the southern high latitudes. In reality, the Southern Hemisphere atmospheric circulation is more zonal and thus the heat transport cannot be parameterized only in terms of the meridional temperature gradient [see (B8) and note that the advection term is very small in mid-and high latitudes]. Figure 3b shows that the modeled precipitation values are smaller in the Tropics and larger in the northern high latitudes than the observed values. To improve the agreement in the Tropics, we need to increase the equatorward moisture transport by the Hadley circulation, that is, increase the value of ␣ q . However, the Hadley moisture transport will then be too large compared with observations (Peixoto and Oort 1992) and the transport in GCMs (Zaucker et al. 1994 ). In the high northern latitudes, if the sea ice concentration were simulated accurately, the evaporation would be reasonable and hence the precipitation would be also. In the mid-and high latitudes of the Southern Hemisphere, more favorable precipitation values are obtained by reducing the critical relative humidity (Harvey 1988a) , since the ocean is rather cold there and cannot evaporate efficiently.
b. Results of the control experiment
Figures 3c and 3d show large runoffs and extremely wet land surfaces in the storm track regions of the North- ern Hemisphere (around 50ЊN) and the Southern Hemisphere (around 40ЊS), where the gradients of the SAT are close to maximum values in our model. Note that runoff is zero from 60Њ to 70ЊN, because it is arranged to go to the northernmost box. In the subtropics, runoff is small and the land surface is dry due to the divergent moisture transport by the Hadley circulation and the eddies. These characteristics are in qualitatively agreement with observations (Lvovitch and Ovtchinnikov 1964) and the results of GCMs (Manabe and Holloway 1975) . However, the largest discrepancies occur in the Tropics, where runoff is too small and the land surface is too dry. The reasons for these discrepancies are (i) the use of a low value for ␣ q to obtain equatorward moisture transports that are similar to those observed and in GCMs, and (ii) the zonal moisture transports from ocean to land only depend on the thermal contrast between them; this contrast is quite small in the Tropics. Figure 4a shows that our model has the ability to simulate many characteristics of the seasonal cycle of the present-day climate. For example, the variations of the SAT in the mid-and high latitudes in the Northern Hemisphere are much larger than those in the same latitudes in the Southern Hemisphere. This is mainly due to the relatively large ocean area in the Southern Hemisphere. Also for this reason, the SAT at the edge of Antarctic continent never exceeds the melting point, which means that an ice sheet can exist there during an interglacial period of the Northern Hemisphere. However, in the high latitudes of the Northern Hemisphere (i.e., north of 60ЊN), the SAT in the summer season is above the melting point, which means that snow/ice over land cannot accumulate year by year. We also remark that in our model the land surface temperature is well simulated (figure not shown), and this helps to produce the realistic SAT pattern shown in Fig. 4a . The ability of our model to simulate these seasonal characteristics of SAT and the land surface temperature are essential for a meaningful study of the initiation of glaciation and the glacial-interglacial cycles. Figure 4b shows the simulated seasonal variation of snow depth in the northern mid-and high latitudes. Note that no year-round snow cover occurs, in contrast to the year-round snow cover that is observed and simulated in GCMs. Since our model has a very low resolution in longitude and cannot resolve Greenland and the Tibetan plateau, the Greenland ice sheet and topographic effects on snow/ice accumulation cannot be simulated. However, the neglect of the Greenland and the Himalayan ice sheets has little effect on the study of the initiation of glaciation and the glacial-interglacial cycle, since these two ice sheets occupy relative small areas and are very stable.
The meridional atmospheric heat and water vapor transports are shown in Fig. 5 . In the Northern Hemisphere, the dry static and total heat transports are in good agreement with observations (Peixoto and Oort 1992) and GCMs (Manabe and Wetherald 1980) . However, in the Southern Hemisphere, the maximum southward transports at around 60ЊS are too large; this happens because the temperature gradient reaches a maximum there and is too large. This is another example of how the diffusion process misrepresents the dynamics of the atmosphere in the Southern Hemisphere. To simulate accurately the transports in the Southern Hemisphere, a more sophisticated atmospheric model is needed. Since at low latitudes the latent heat transport is in the opposite direction to the dry static heat transport, the total heat transport there is small in both hemispheres, which implies that the net energy gain in the low latitudes is mainly transported by the ocean currents. The profile of meridional moisture transport (Fig. 5b ) is quite similar to the observed and GCM profiles (Fig.  3 of Zaucker et al. 1994 ). In the low latitudes, the Hadley circulation in our model transports moisture equatorward, while in mid-and high latitudes, eddies (parameterized as a diffusion process in our model) transport moisture poleward. Both observations and GCMs show a similar situation. However, there are some discrepancies between our simple model results and the observations and GCM results (Zaucker et al. 1994 ): (i) the modeled Hadley transport in the Northern Hemisphere is too large and that in the Southern Hemisphere is too small; (ii) the domain of the equatorward moisture transports in our model extends beyond 30ЊS and 30ЊN, while in the observations and in GCMs, this domain is confined to 30ЊS, 30ЊN; and (iii) the poleward moisture transports are somewhat smaller than Oort's climatology and are much smaller than in most GCMs. Since the vertically integrated heat and moisture transports in our simple model are parameterized only in terms of the surface variables and thus are not linked to the vertical profiles of wind, temperature, and humidity, it is not surprising that these discrepancies occur. Figure 6 shows the streamfunction (meridional overturning circulation) patterns in the various oceans. Since the THC in the Indian Ocean is relatively insensitive to climate changes, the streamfunction for this region is not shown. Figure 6a indicates that North Atlantic Deep Water (NADW) forms at a rate of 18 Sv (1 Sv ϵ 10 6 m 3 s Ϫ1 ) in the subpolar region of the North Atlantic and flows southward below a depth of 1 km. Part of this NADW recirculates in the Atlantic Ocean with a transport of 10 Sv, and the remainder flows into the circumpolar ocean at 30ЊS between 1.5 and 2.5 km. Between 2.5 and 5 km, Antarctic Bottom Water penetrates into the Atlantic Ocean at a rate of 4 Sv. The 12 Sv inflow into the Pacific from the south occurs below 3 km (Fig.  6b) , and then upwells and flows southward above 3 km. The deep overturning cell in the Southern Ocean and the Deacon cell around 40ЊS are clearly simulated (Fig.  6c) . Figure 7a shows that in the Atlantic Ocean, the heat transport is northward in both hemispheres, with the maximum occurring around 30ЊN. In the Pacific Ocean (Fig. 7b) , the ocean transports heat poleward in both hemispheres with, however, a much larger transport oc- curring in the Southern Hemisphere. The heat transport by the global ocean (Fig. 7c) is roughly symmetric about the equator. In the low latitudes, this transport is much larger than the atmospheric transport. The oceanic heat transports are in excellent agreement with the model results of Hovine and Fichefet (1994) and Ganopolski et al. (1998) , although they are somewhat smaller than the observed transports (Peixoto and Oort 1992) .
c. Sensitivity to changes of the solar forcing and planetary emissivity
The sensitivity of the thermal and hydrologic properties of the EMBM and the THC to changes in the monthly mean solar radiation at the top of the atmosphere and the planetary emissivity is next investigated. In this part, the warm (cold) climate run is defined as linearly increasing (decreasing) the monthly mean solar radiation at the top of the atmosphere by 2% and simultaneously decreasing (increasing) the planetary emissivity by 2% globally relative to the control run values over a period of 2 kyr. For the warm and cold climate run, the radiative forcings (see appendix C) at model year 2000 are 9.51 W m Ϫ2 and Ϫ9.51 W m Ϫ2 , respectively. For the warm climate run, the value of the radiative forcing is quite close to that for the scenario BaU (see appendix A) [atmospheric CO 2 concentration will be 825 ppmv around 2100 yr; see Fig. A .3, p. 333 and Fig. A.6 , p. 335 of Jenkins and Derwent (1990) ]. Figure 8a shows the changes of the SAT at the end of the warm and cold climate runs. The relatively larger response in high latitudes is due to the ice-albedo feedback. As a consequence, the meridional temperature gradient becomes smaller (larger) at the end of the warm (cold) climate run and hence the dry static heat transport is weakened (intensified; Fig. 8c) [also see (B8) below]. Figure 8b shows the net response of the surface specific humidity in the warm and cold climate runs. Unlike in the SAT case, the changes in high latitudes of this quantity are smaller than in the low latitudes and midlatitudes. Therefore, we conclude that at the end of the warm (cold) climate run the SAT gradient becomes smaller (larger) but the surface specific humidity gradient becomes larger (smaller). Consequently, the meridional moisture transport to the high latitudes is increased (reduced) in the warm (cold) climate run (Fig.  8d) [also see (B11) below], which is consistent with the results from GCM experiments with changed atmospheric CO 2 levels (Manabe and Wetherald 1980; Manabe and Bryan 1985; Manabe et al. 1991; Manabe and Stouffer 1994) . Such a response of the meridional moisture transport is also simulated by an annual mean EMBM (see Figs. 9 and 10 of Jentsch 1991b). We believe that the meridional diffusion process in the moisture balance equation can qualitatively simulate the response of the hydrological cycle in the mid-and high latitudes, where eddies are the dominant process for the water vapor transport.
It is important to explain why the gradient of surface specific humidity changes in an opposite direction to that of the SAT gradient (see Figs. 8b and 8a ). This is due to the fact that for the same SAT change, the saturated water vapor pressure changes are much larger in a warm region than in a cold region. Figure 9 shows how the saturated specific humidity changes over the temperature range (30Њ-20ЊC) when the SAT is increased by 2Њ, 4Њ, and 6ЊC; the change is much smaller at T ϭ Ϫ20ЊC than that at T ϭ 30ЊC. This clearly explains why the rate of increase of q in a warm region is much larger than that in a cold region. Also, we note that the change of saturated specific humidity is extremely small at T ϭ Ϫ20ЊC. This is the case in the southern high latitudes, where the SAT is very low. Figure 10a shows that the THC in the Atlantic Ocean at the end of the warm climate run is substantially weakened compared to the control run (Fig. 6) , having a maximum transport of only 14 Sv versus 18 Sv in the control run. Also, the NADW formation is shallower, 2.5 km versus 3.5 km in the control run. The weakening of the THC in the Atlantic Ocean in a warm climate was also simulated by Manabe et al. (1991) , Cubasch et al. (1992) , Manabe and Stouffer (1993, 1994) , Murphy and Mitchell (1995) , and Gordon and O'Farrell (1997) using coupled atmosphere-ocean GCMs. Manabe et al. (1991) and Manabe and Stouffer (1994) explained the reason for a weaker THC in great detail. In a warm climate, the moisture content in the atmosphere increases everywhere and hence the poleward moisture transport increases (Manabe and Wetherald 1980; Manabe and Bryan 1985) . Thus, the freshwater flux to the ocean in the high latitudes increases and the surface water of the northern Atlantic Ocean becomes fresher, which reduces the NADW formation rate. The poleward moisture transport also increases for the warm climate run in our simple model. However, the enhanced poleward moisture transport results from the increased meridional gradient of the surface specific humidity (see Fig. 8 ). Also, in a warm climate the SST of the northern North Atlantic increases and hence the surface density decreases, which contributes to reducing the NADW formation rate. This temperature-THC feedback, which is considered small by Manabe and Stouffer (1994) , plays an important role in stabilizing the THC in Rahmstorf and Willebrand (1995) , where a hydrologic feedback is neglected.
There is also a significant change of the Pacific Ocean THC at the end of the warm climate run (Fig. 10b) . The upwelling becomes weaker, which is mainly due to the change of the Atlantic Ocean THC. The Pacific THC is less sensitive to the atmospheric forcing changes than the Atlantic Ocean THC. One reason for this is that in the Pacific the THC is not so sensitive to changes in the hydrological cycle. Another reason is that the Pacific Ocean only reaches 60ЊN and hence the thermal effect of the atmosphere is smaller than that in higher latitudes. The zonally averaged global overturning cell in the Northern Hemisphere (Fig. 10c) is also weakened, as compared to the control run (Fig. 6c) . Figure 11 shows the THC at the end of the cold climate run. The Atlantic THC (Fig. 11a) is now significantly intensified (24 Sv vs 18 Sv for the control run) and the high-latitude sinking reaches a depth of 4.5 km (vs 3.5 km for the control run). The intensification of the Atlantic Ocean THC is mainly due to the decreased poleward meridional moisture transport in a cold climate (see also Fig. 8 ). Such a reduced moisture transport in a cold climate was also simulated in early GCM model studies (Manabe and Bryan 1985) and in an annual mean EMBM (Jentsch 1991b) . The reduced precipitation minus evaporation in the high latitudes leads to denser surface water and hence an enhanced NADW formation and an intensified Atlantic THC. Also, cooling leads to denser surface water in the northern North Atlantic Ocean and may contribute to an intensified THC there.
The Pacific THC (Fig. 11b) the control run; in particularly, the upwelling becomes stronger. The reasons for this can be inferred from the case of the warm climate run. The zonally averaged global overturning cell in the Northern Hemisphere is also intensified, as shown in Fig. 11c .
THC-climate interactions and their implications for paleoclimate
In this section, paleoclimate data spanning the initiation phase of the last glaciation through to the end of the last glacial period are first reviewed. Then the variation of the THC during the initiation phase of the last glaciation and the role of the THC in the initiation of glaciation are studied. Finally, the response of the climate to changes of the THC is investigated.
a. Review of paleoclimate data from the late Pleistocene
Ruddiman and McIntyre (1979) found that the subpolar North Atlantic (40Њ-60ЊN) maintained relatively warm SSTs through the two major intervals of ice sheet growth, which occurred at the boundaries between isotopic substages 5e and 5d at around 115 kyr, BP and between stages 5 and 4 at roughly 75 kyr BP. This conclusion is based on oxygen isotopic evidence of ice growth from benthic foraminifera and estimates of sea surface conditions derived from planktonic foraminiferal assemblages. During the substage 5e-5d transition, the sea surface in the subpolar Atlantic maintained temperatures as warm as observed today or were even 1Њ-2ЊC warmer for several thousand years. The ocean surface subsequently cooled in substage 5d, several thousand years after the midpoint of the ice-growth phase. Thus, when snow or ice was accumulating over land, the subpolar North Atlantic Ocean maintained relatively warm SSTs. The resulting large land-sea thermal gradient in the subpolar region forms part of an optimal configuration for delivering moisture to the Laurentide Ice Sheet. As a consequence, the ice sheet growth is rapid, as described below. Johnson and Andrews (1979) analyzed temperaturecorrected oxygen-isotope ratios from several deep sea cores and obtained a glacioeustatic sea level fall in excess of 50 m during the first 10 kyr of the last glaciation. Peltier (1994) estimated a sea level change of only 105.2 m during the last glacial. According to these authors, about 50% of the maximum ice volume during the last glaciation had accumulated within the first 10 kyr of the 100-kyr glacial period. The abundant moisture supply from subpolar oceans is essential for this rapid ice sheet growth.
Broecker (1994) reviewed six Heinrich events from 75 to 10 kyr BP. Heinrich (1988) found that sedimentary layers in cores from the Dreizack seamounts in the eastern North Atlantic record the melting of six great armadas of southward drifting icebergs. These events occurred at major climate boundaries. McManus et al. (1994) studied high-resolution records of foramiferal assemblages and ice-rafted detritus from two North Atlantic cores covering the period from 135 to 65 kyr BP. During stage 5, four events, similar to the conventional Heinrich events, occurred. The first of these, which occurred several thousand years later after the initiation of the last glaciation [see Fig. 3 in McManus et al. (1994) ], seems to mark the transition from warm SSTs to cold SSTs at 54ЊN [see Fig. 1 in Ruddiman and McIntyre (1979) ].
b. Response of the THC to the initiation of glaciation
The model is next run under certain changes of solar radiation and the planetary emissivity to study the response of the THC to the initiation of glaciation. But, unlike in section 3c, here the solar radiation and planetary emissivity are changed only in the region from 45Њ to 75ЊN. This is done because according to Milankovitch theory, a decrease of solar radiation in northern high latitudes by a few percent over several thousand years is enough to initiate a glaciation period. In the following, a cold paleoclimate is defined as one after which the solar radiation has been linearly decreased to a value 5% below the control value and the planetary emissivity has been linearly increased to a value 5% above the control value in the region from 45Њ to 75ЊN over a 2-kyr period. The value of the radiative forcing for this 5% change of the solar radiation and planetary emissivity is Ϫ3.96 W m Ϫ2 . Figure 12 illustrates the THC for a cold paleoclimate as defined above. The Atlantic THC (Fig. 12a) is significantly intensified (22.5 Sv vs 18 Sv for the control run) and the high-latitude sinking reaches a depth of 4.5 km (vs 3.5 km for the control run). This intensification is due to the decreased freshwater flux and cooler SST at high latitudes in a cold paleoclimate. The Pacific THC (Fig. 12b) also changes from the control run. The upwelling becomes strong, similar to Fig. 11b . The zonally averaged global overturnning cell in the Northern Hemisphere is also slightly intensified (Fig. 12c) .
We believe that the intensified THC in the North Atlantic during the initiation phase of glaciation is consistent with the paleoclimate data. Such a strong THC there could have maintained the warm surface water of the subpolar North Atlantic Ocean, as found by Ruddiman and McIntyre (1979) .
The intensified THC with deep sinking in the North Atlantic Ocean for a cold climate has also been simulated by Manabe et al. (1991) . They studied the transient responses of a coupled ocean-atmosphere model to various gradual changes of atmospheric CO 2 concentration. For a reduced CO 2 concentration, the THC in the Atlantic Ocean intensifies, mainly due to the decreased poleward meridional moisture transport. However, Manabe et al. believe that the intensified THC contradicts the ''observed'' weak or nonexistent deep water formation during the last glaciation. However, NADW formation during the last glaciation was not always weak or nonexistent (Keigwin et al. 1994; Keigwin and Jones 1994) . If NADW formation was weak, it was likely caused by massive iceberg discharges or large freshwater runoffs from land-based ice sheets that may have interrupted an intensified THC in a cold climate. This possibility will be discussed next.
c. The effects of freshwater discharge on the THC
There have been many recent modeling studies on the effects of freshwater discharge on the THC (e.g., Stocker and Wright 1991; Rahmstorf 1995; Manabe and Stouffer 1995, 1997) . These studies show that the THC in the North Atlantic is generally very sensitive to various inputs of freshwater. In the following experiments, we show that increased freshwater discharge from the land after several thousand years of ice sheet growth is responsible for weak or nonexistent NADW formation. In other words, if there was no increased freshwater discharge from the land, the THC in the Atlantic Ocean would remain strong.
The experiments conducted are as follows. In the cold paleoclimate run (described in section 4b), the freshwater input resulting from iceberg calving is simulated by increasing the runoff rate in the high latitudes just after model year 2000; then the coupled model is run until year 5000 to reach an equilibrium. From 45Њ to 75ЊN, the runoff going to the Atlantic Ocean is increased by 0.30, 0.37, and 0.44 Sv, respectively, for experiments I, II, and III. (For the control run, the North Atlantic Ocean from 45Њ to 75ЊN receives net freshwater input at the rate of 0.26 Sv.) Figure 13 shows the equilibrium THC in the Atlantic Ocean for experiments I, II, and III. The intensity of the THC in the Atlantic is obviously weakened by the freshwater input and significantly varies with the intensity of this input. In Figs. 13a and 13b , the NADW formation is much shallower than that in the cold paleoclimate run (2.5 vs 4.5 km) and the location of NADW formation shifts southward, which can be seen in the recent reconstructions of paleocean circulations (Sarnthein et al. 1994 (Sarnthein et al. , 1995 . This shift indicates the southward advance of sea ice in the North Atlantic Ocean. When the freshwater input exceeds a critical value, the halocline catastrophe occurs (Rahmstorf 1995) and the THC is completely shut down (Fig. 13c) . Upwelling thus becomes dominant in the North Atlantic. Our model results imply that the NADW formation and THC during the last ice age did not remain the same but varied with the intensity of freshwater input (e.g., iceberg discharges). The THC was stronger during the initiation phase of the last glacial than that during the interglacial period and weakened or shut down by the iceberg discharges that occurred at least several thousand years after ice sheet growth. Figure 14 shows the time series of the maximum value of the THC streamfunction in the Atlantic for experiments I, II, and III. Clearly, the THC remains strong during the first 2000 yr of integration and then suddenly drops after the increase in freshwater discharge. The rapid response of the THC to the freshwater input changes implies that massive iceberg discharges may cause abrupt climate changes.
d. Response of the climate to changes of the THC
Since an ice sheet model has not yet been incorporated into our coupled model, realistic total ice/snow accumulation cannot be expected from our results. In the following, we assume that the snow changes into ice once it hits the ground. Figure 15 shows the accumulated land ice thickness converted from snow depth in February at 72.5ЊN for the cold paleoclimate run and for experiments I, II, and III. For the cold paleoclimate run, the snow/ice accumulation is much faster than that for experiments I, II, and III because of the reduction of precipitation in experiments I, II, and III, as explained in the next paragraph. Figure 16 shows the time series of the precipitation in February over the North American continent at 72.5ЊN for the cold paleoclimate run and for experiments I, II, and III. The precipitation is significantly reduced in experiments I, II, and III. The major reason for this is that the weakened or collapsed THC in the latter three experiments leads to the advance of sea ice, which significantly reduces the SAT over the oceans and thus the supply of moisture from the ocean to the land. (We recall that the zonal moisture transport is proportional to the land-ocean thermal contrast.) Figure 17 shows the latitudinal distribution of annual mean SAT at year 5000 for the cold paleoclimate run and experiments I, II, and III. The temperature at northern high latitudes is not that cold for the cold paleoclimate run; however, it is extremely cold there for experiment III. Since the solar radiation remains the same, the significant difference between these two scenarios must result from internal processes in the climate system. The increased freshwater discharge weakens or shuts down the THC and thus reduces the poleward oceanic heat transport. The reduced heat transport leads to cooling in high latitudes and the advance of sea ice. The advance of sea ice leads to a further cooling due to the ice-albedo feedback and the reduction of the heat supply from the ocean. Therefore, through these mechanisms, the cooling effects of the reduced solar radiation are amplified by the internal processes in the climate system. For experiment III only, the SAT in the Southern Hemisphere is warmer than that for the other experiments.
There is increasing evidence that climatic anomalies on the millennial timescale in the Northern and Southern Hemispheres toward the end of the last glacial are possibly out of phase (Manabe and Stouffer 1988; Crowley 1992; Stocker et al. 1992; Bender et al. 1994; Schiller et al. 1997; Broecker 1998) . Stocker (1998) explained the physical mechanism responsible for this as follows: ''an active THC in the Atlantic transports heat from the Southern Ocean northward. In consequence, a reduction of the THC leads to a cooling in the north due to the reduction in meridional heat transport and to a corresponding warming in the south.'' This is exactly what occurs in the oceanic meridional heat transport of our model (Fig. 18) . For experiments I and II, the northward heat transport in the Atlantic and global oceans are slightly weaker than those for the cold paleoclimate run. However, there is no significant change in the southward heat transport in the Southern Ocean. Due to this, the SAT of the Southern Hemisphere in experiments I and II remains much the same as in the cold paleoclimate run (see Fig. 17 ). In the ice-covered region of the North Atlantic, the THC stops transporting heat northward. For experiment III, the halocline catastrophe case, the Atlantic and the global ocean transport heat southward almost everywhere. This obviously cools down the climate in the Northern Hemisphere and warms up the climate in the Southern Hemisphere (also see Fig. 17 ). Figure 19 shows the time series of annual mean SST at 62.5ЊN in the Atlantic for the cold paleoclimate run and experiments I, II, and III. For the cold paleoclimate run, the SST at 62.5ЊN decreases slightly from 6.9Њ to 6.1ЊC. In this cold climate, the ocean loses more heat to the atmosphere at the high latitudes and the SST tends to cool down, whereas the intensified THC transports more heat to the northern high-latitude upper ocean, which tends to warm up. The net effect of these competing mechanisms in our model is a slight drop of the SST in the subpolar North Atlantic. In section 4a, it was stated that the observed SST was as warm as today or possibly 1Њ-2ЊC warmer for several thousand years at the beginning of the last glacial. Here, we find that the SST at 62.5ЊN is slight colder than the initial value. The discrepancy may arise because (i) the present-day climate is employed as an initial condition in our model and (ii) a zonally averaged value is employed, whereas the data in Ruddiman and McIntyre (1979) are confined to a few locations (from 41Њ to 54ЊN and from 15Њ to 40ЊW). The SST changes associated with the change of the THC cannot be uniform because the horizontal gyre patterns and deep convections may contribute to SST changes. However, in experiments I and II, the weak THC leads to a large drop of SST in the subpolar Atlantic Ocean. The SST in experiment III drops down to the freezing point due to the collapsed THC. The weak or collapsed THC may cause more sea ice to form and hence create a colder climate due to the ice-albedo feedback. The ocean in the high latitudes loses more heat to the atmosphere and obtains less heat from the lower latitudes due to the weakened or collapsed THC. Therefore, a large drop of the SST in the subpolar North Atlantic Ocean occurs. Obviously, a weak or collapsed THC cannot maintain a warm subpolar North Atlantic Ocean and supply abundant moisture for rapid ice sheet growth. It is speculated that with the inclusion of an ice sheet model, the above scenarios would be improved.
e. Discussion
The above results suggest one possible sequence of climatic events during the last glacial. During the initiation phase of the glacial, the climate cooled down and year-round snow/ice cover appeared due to the reduced solar radiation in the northern high latitudes. The THC in the North Atlantic became stronger in response to the change of the hydrologic cycle. The strong THC made a significant contribution to increased heat transport to the high northern latitudes and hence the subpolar North Atlantic was only slightly cold (Fig. 19, solid line) and relatively warm in some locations (Ruddiman and McIntyre 1979) . The land ice grew rapidly in thickness due to the intense land-ocean thermal contrast, which created an abundant moisture supply from the subpolar North Atlantic Ocean. Also, during the initiation phase of the last glacial, the climate was only slightly colder at high northern latitudes due to the heat supply from the subpolar North Atlantic Ocean. In practice, the accumulated land ice would eventually flow southward and occupy more land area, and when the volume of ice sheets reached a critical value, the iceberg calving would have begun. (These aspects have not yet been modeled.) The extension of land ice cover gradually cooled down the climate through ice-albedo feedback. Because of the calving, increased freshwater discharge from the land to the ocean would weaken or shut down the THC in the Atlantic Ocean. The weakened or collapsed THC would transport much less heat to the northern high latitudes and thus the climate there would be cooled down further and sea ice would advance southward. The positive icealbedo feedback and the insulator effect on the air-sea heat exchange would lead to another further cooling of the climate until the outgoing longwave radiation balanced the reduced incoming radiation. Therefore, while the climate was not so cold at the initiation phase of the last glacial, when massive icebergs later flowed into the Atlantic Ocean after the buildup of ice sheets, the THC in the Atlantic Ocean was interrupted and an extremely cold climate was eventually established.
A negative feedback (THC-atmospheric hydrologic cycle feedback) exists in the interaction between the THC in the Atlantic and the atmospheric hydrologic cycle. If the THC becomes weak, the oceanic poleward heat transport is reduced. Sea ice then advances southward and the climate becomes cold due to the ice-albedo feedback and the insulator effect of sea ice cover. In a cold climate, the atmospheric poleward moisture transport is reduced, which leads to the reduction of the freshwater flux at high northern latitudes of the North Atlantic. The reduction of the freshwater flux leads to the increase of the SSS in the upper ocean of the NADW formation region, which enhances NADW formation and the THC.
The incorporation of an ice sheet model is clearly necessary to simulate long-term climate changes over thousands of years. In the present model, there is no ice flow over land and thus snow/ice accumulates in a relatively small region. The consideration of ice flow over land would enable us to simulate a reasonable ice sheet extent and height profile, which have strong effects on the climate through the ice-albedo feedback and freshwater reservoir effect. Once the ice flow is simulated realistically, the variations of solar radiation due to the changes of orbital parameters must be considered for obtaining more credible climate scenarios. The carbon and aerosol cycles are other important factors affecting the climate on long timescales (ϳ10 kyr), and their incorporation into the model is another future challenge.
Concluding remarks
A simple climate model that couples an EMBM, a zonally averaged ocean model, a thermodynamic sea ice model, and a land surface model has been developed. Since the variables are sectorially averaged in the longitudinal direction and all the components except the ocean have only one layer, the integration needs much less CPU time than more complex climate models. This model is thus especially appropriate for long-term paleoclimate studies.
Comparison of our results with observations and the simulations of GCMs indicates that this model can successfully simulate major features of the present-day climate. However, it cannot simulate certain details due to many simplifications of the physical and dynamical processes and the low model resolution. The sensitivity experiments show that the model responses to changes of the external parameters are qualitatively similar to the responses of other simple models and GCMs. Therefore, this simple climate model has considerable potential for investigating other climate periods and the transitions between them, provided certain modifications are made (e.g., inclusion of an ice sheet model, CO 2 -water vapor feedback, etc.).
The diffusion process can simulate reasonably well the meridional atmospheric heat and moisture transports in the Northern Hemisphere. The changes of these transports in response to climate forcing changes are qualitatively similar to GCMs; for example, the dry static heat transport is reduced (increased) in a warm (cold) climate, while the moisture transport is increased (reduced) in a warm (cold) climate. The ability of this model to simulate these transport changes is essential for millennial timescale climate modeling. Due to such changes of the moisture transport, the THC in the North Atlantic Ocean is weakened in a warm climate and intensified in a cold climate. An active atmospheric hydrologic cycle, which is usually prescribed in many paleoclimate models, must be included in a paleoclimate model, although its simulation is a challenge to modelers. In reality, the atmospheric moisture content and cloud cover also have significant effects on the energy balance; however, these aspects are neglected in our model. The ice sheet growth strongly depends on the snowfall rate, which changes over a large range in different climate states. For instance, in the case of a weak or collapsed THC, the sea ice extent is much larger than in the case of a strong THC, and hence the moisture supply to land ice sheets is significantly reduced.
The climate model presented above very crudely simulates the budget of shortwave and longwave radiation. The effects of the following quantities are not explicitly included in the energy budget: the water vapor content, cloud cover, CO 2 concentration, and aerosol concentration in the atmosphere. Water vapor can absorb longwave radiation. Therefore, more (less) outgoing longwave radiation is trapped in a warm (cold) climate. Since part of the incident shortwave radiation is reflected by clouds, more (less) cloud cover reflects more (less) solar radiation. Carbon dioxide and aerosol concentrations also have significant effects on the radiation budget, and their concentration have changed enormously over the history of the earth. For example, CO 2 concentration is usually very low and dust concentration very high during a very cold glacial period.
Since dynamic processes cannot be included in the EMBM, the mean meridional wind from Oberhuber (1988) and wind stress from Hellerman and Rosenstein (1983) are prescribed. In practice, changes of wind should be considered in the calculations of heat and moisture transports. The eddy processes are dominant in the midand high latitudes; therefore, the neglect of changes in the mean meridional wind is not a problem there. In the low latitudes, where the mean meridional circulation (Hadley) is dominant, its change should be considered. Jentsch (1991a) parameterized the change of mean meridional wind in terms of the temperature gradient. In future work, the changes of mean meridional wind and wind stress should be considered when simulating the transition between different climate states.
A zonally averaged sea ice model is not able to simulate a realistic distribution of sea ice concentration and thickness, especially in the Northern Hemisphere. Sea ice plays a very important role in the energy and water cycle of the climate system. It is still a challenge for all 3D climate models to simulate realistic sea ice and its effects on the climate system (Randall et al. 1998) . Much future work needs to be done on including a proper representation of air-ocean-sea ice interactions in climate models. However, our sea ice model can simulate qualitatively the sea ice responses to climate changes; for example, a weak or collapsed THC leads to the advance of sea ice in the northern North Atlantic.
Our model has been used to simulate the initiation of glaciation. As discussed in section 3c, in a cold climate, the moisture transport to the high latitudes is reduced and hence NADW formation and the THC in the North Atlantic Ocean are intensified. The intensified THC in a cold climate has also been simulated by a coupled GCM (Manabe et al. 1991) . Paleoclimate data seem to support the existence of a strong THC in the North Atlantic Ocean during the initiation phase of the last glaciation. Due to a warm subpolar North Atlantic Ocean maintained by the strong THC, the land-ocean thermal contrast is intense and hence the zonal moisture transport from the ocean to the land is very large. Although an ice sheet model has not yet been incorporated and thus a realistic ice sheet growth cannot be expected, our results show that a weak or collapsed THC is responsible for the much slower accumulation of land snow/ice than in the case of a strong THC. The rapid ice sheet growth during the initiation phase of the last glaciation (Johnson and Andrews 1979) supports our results. Observations show that a weak or collapsed THC also existed during the last glaciation. However, a cold climate is not responsible for this; en-W A N G A N D M Y S A K hanced freshwater discharges to the northern North Atlantic Ocean are a more plausible reason.
The strong THC in a cold climate is due to the reduced moisture transport to the high latitudes and the reduced SST in the subpolar North Atlantic. The THC-atmospheric hydrologic cycle feedback might play an important role in the glaciation period. Since during this time the variation of freshwater discharges from the land is much larger than during the interglacial period, the changes in the THC are certainly much larger. If the THC is weakened significantly, a very cold climate might occur. In such a case, this negative feedback would be very strong and possibly restore the THC. We hope to verify the role of this negative feedback in a study of the interactions between the THC and ice sheets and their role in millennial timescale oscillations that uses the present simple climate model coupled to an ice sheet model, but which also includes the CO 2 -water vapor feedback and the wind speed/stress-temperature feedback. 
The Calculation of Flux Terms
The calculation of atmospheric heat and moisture flux terms is illustrated in Fig. B1 .
The zonal fluxes of heat are calculated in a similar way to Ledley (1991a) , while the zonal fluxes of moisture are parameterized in order to supply moisture from the oceans to the land in all seasons. The fluxes are given below.
The zonal heat flux terms are parameterized as
T Tz 
q qz
where D qz is the zonal moisture exchange coefficient between land and sea. When the atmosphere over the land is colder than that over the ocean, that is, T i,j Ͼ T iϪ1,j and T i,j Ͼ T iϩ1,j , the zonal moisture flux terms are parameterized as
The meridional heat flux terms are calculated in the following manner (see also Sellers 1973; Ledley 1988) : In the above, K T is the meridional heat diffusivity defined in (B13) and (B14), ⌬T is the temperature difference between the two adjacent boxes in the meridional direction, ⌬ is the latitudinal interval of the two adjacent boxes, ␣ T is the coefficient of net Hadley sensible heat transport; the latter is defined as the ratio of vertically integrated meridional heat transport to the surface value. Finally, is the observed surface meridional wind at the boundaries of boxes (Oberhuber 1988) , and T is also defined at the boundary, which is the average of the temperatures in the two adjacent boxes: 
T T
where N is the number of boxes in north-south direction. Finally, K q in (B11) and (B12) is defined as K q (j) ϭ 1.5K T (j), j ϭ 1, 2, . . . , N ϩ 1. (B15) APPENDIX C
Radiative Forcing
The annual mean radiative forcing ⌬F is calculated using the following formula:
where T represents a 1-yr period. Then ⌬F(t) is defined as
where f is the fractional perturbation of the solar radiation and planetary emissivity, A is the area of the model domain, and the values of ␣ P and T a are taken from the control run.
