INTRODUCTION
Imagine a female student who rates herself and nine other people whom she knows personally on 30 adjective trait terms (e.g., friendly, outgoing, agreeable) using a 5-point Likert-type scale. A personality psychologist subsequently records her responses in a 30 x 10 2-dimensional matrix:
The psychologist next recruits more people to participate in the study, obtaining 49 additional 30 x 10 matrices: 
Trait Terms
As shown the data can be represented in a 3-dimensional array comprised of trait terms, rated individuals, and participants. The goal of the study may be to identify common patterns in how the participants organize the 30 trait terms. How would the psychologist analyze this wealth of information; namely, 15,000 data points? Now imagine a marketing researcher who asks a male participant to describe his favorite breakfast cereals using his own terms (e.g., crunchy, sweet, grows stale quickly). The researcher then constructs rating scales from the terms and asks the man to rate 10 popular breakfast cereals and the 'ideal breakfast cereal' on his personal scales. The researcher repeats this process with other participants, allowing each to use his or her own set of adjectives to describe the cereals. Moreover, the researcher does not require the participants to use the same number of adjectives; hence some participants provide three or four adjectives while others freely elicit twice as many terms to describe the cereals. Thirty-five people participate in the study, yielding data that may be represented as follows: Unlike the personality psychologist, the market researcher is confronted with data that are matched on one dimension (cereals) but not matched on the other (the personal descriptors that differ across participants). Nonetheless, the goal of the researcher is to determine which breakfast cereals are alike and most similar to the ideal breakfast cereal. How is the researcher to reach this goal? Gower's (1975) approach to the type of data gathered by the personality and market researchers above involved an inventive combination of Procrustes rotation and Analysis of Variance (ANOVA), which he referred to as Generalized Procrustes Analysis. The essence of this analysis can best be described using a simple data set:
Joe and Mary elicited their own terms to describe breakfast cereals, and then they rated three cereals and the ''ideal cereal'' on 7-point Likert-type scales (scored -3 to +3) constructed from their unique descriptors. The ratings for Joe and Mary can be plotted separately, as shown in Figure 1 . For these data the four cereals are matched and the two dimensions are not matched. The goal of Generalized Procrustes Analysis (GPA) is to maximally align the multivariate configurations of the matched figures in the two spaces. Examination of Figure 1 clearly reveals that both Joe and Mary viewed cereals A and B as highly similar to each other and distinct from cereal C and the ideal cereal. These latter cereals, C and the ideal, are themselves rated as highly similar. The key to GPA is to treat the unmatched dimensions as essentially arbitrary, and then rotate the two spaces to maximum similarity using Procrustes rotation (Cliff, 1966; Schönemann, 1966) . In this example, rotating the axes in Joe's graph approximately -90°would align the four cereals very closely with the cereals in Mary's 2-dimensional space.
The rotated alignment, however, between the two sets of ratings would not be perfect. The next major feature of GPA thus turns toward quantifying the degree of similarity between the two rotated multivariate configurations of cereals. Gower (1975) accomplished this goal by computing a consensus matrix, which is simply an average of the rotated matrices of ratings. With this matrix of means in hand, the techniques underlying ANOVA can then be used to partition the total amount of variability in the rotated ratings into two unique portions: consensus and residual. If Joe's and Mary's rotated ratings match the consensus matrix closely, the lion's share of the variance will be allocated to the consensus term. If the rotated ratings are quite discrepant, then the residual variance term will be relatively large. In order to quantify the magnitude of effect  that is, agreement among raters regarding the multivariate configuration of matched figures  a consensus proportion can furthermore be computed as the ratio of the consensus sum of squares to the total sum of squares in the ANOVA. The consensus proportion is thus kin to the traditional multiple R 2 statistic in regression, which ranges in value from 0 to 1 and indicates the proportion of overlap among the rotated ratings. It can be tested for statistical significance most efficiently using a randomization test (Wakeling, Raats, & Halliday, 1992) . The result for Joe and Mary was equal to .99 (p < .001), indicating near-perfect similarity in their multivariate configurations of the cereals, as can be clearly seen in Figure 1 . In addition to this useful summary statistic, a number of plotting routines can also be used to visualize the configuration of the matched figures in the consensus (average) matrix (see Gabriel, 1971; Gower & Dijksterhuis, 1994; Slater, 1977) . These techniques typically revolve round Principal Components Analysis or similar multivariate statistical techniques.
In addition to these analyses and statistics that are based on aggregated data, what is perhaps most impressive about GPA is the ability to focus on the persons in the analysis. This is typically done in two different ways. First, each person's complete matrix of rating values can be related to the consensus matrix, and the degree of similarity between the two quantified. Particular individuals who deviate greatly from the consensus can thus easily be identified. Moreover, the ANOVA procedures discussed above can be refined so that specific points of discrepancies among the raters can be identified. For instance, if Joe and Mary disagreed primarily in their views of 'cereal A', the refined ANOVA results would help the investigator identify this difference in the data. Second, the general and specific points of departure from the consensus matrix can be examined using powerful graphing routines. The multivariate configuration of a particular person's matrix of ratings can be plotted and compared to the consensus configuration to visually examine points of disparity. Additionally, all of the persons' particular dimensions can be plotted simultaneously with the consensus configuration, even if the rating scales are not matched as with Joe (''sweet'', ''crunchy'') and Mary (''expensive'', ''healthy'') above. These plotting tech- Grice, 2007) . In order to demonstrate the aggregate and person-centered features of GPA, we present data below collected from high school students attending a 1-week Summer Science Academy at Oklahoma State University. These students shared a common living space and participated in numerous activities over the course of the academy. At the end of the week we asked the students to rate themselves and their peers on scales constructed from their own personal constructs and scales constructed from adjectives for the Big Five personality traits. The data were therefore similar to the hypothetical studies described at the beginning of this manuscript. Did the high school students reach a consensus with regard to themselves and their peers on the Big Five traits? Did the average, multivariate configuration of the students' views of each other derived from the personal constructs match the configuration derived from the Big Five traits? Were particular students discrepant in their views of themselves and their peers compared to everyone else's views? In the analysis below, these questions will be addressed, and a number of the specific details regarding GPA will be introduced and discussed.
Method

Participants
Twenty-five high school students participated in the Summer Science Academy at Oklahoma State University, a program designed for Oklahoma high school students with the intention of developing interest in psychological research. Of these students, twenty (5 males, 15 females) voluntarily participated in this study after having their parents or guardians sign a consent form. Participants ranged in age from 13 to 16 years (M = 14.55, Mdn = 14.00, SD = 1.10) and were obtained from across Oklahoma. Six participants were Caucasian, 4 African American, 7 Asian, 2 Native American, and 1 was Hispanic. All participants were tested individually on computers, and did not take more than 2 hours to complete the experiment. One participant, however, failed to complete all of the procedures appropriately, and her data were consequently removed from the analyses.
Procedures
Personal Construct grid. Each participant was initially handed a sheet containing both labeled pictures of 21 students in the Summer Science Academy, and 4 spaces to induce cues of the 4 students who did not have their pictures taken, to insure the participants remembered the other students' names. Each participant was taken individually into a private workspace to complete the experiment. The ''ideal self'' and the names of the 25 students were entered into Idiogrid  software for managing and analyzing repertory grids and other types of self-report, personality data (Grice, 2002) . The participants were then administered a sentence completion task developed by Grice, et al. (2004) to elicit their bipolar personal constructs. For instance, the participants were required to complete the following sentence with a single word or short phrase: ''Generally speaking, I am the type of person who is ________ .'' After entering a response, the participants were immediately asked to enter the opposite word or phrase, thus yielding bipo-lar personal constructs (e.g., happy-sad, shy-outgoing). After eliciting the 10 personal constructs, participants rated (in an individually determined random order) each of the 26 figures (viz., ideal self, and 25 individuals, including themselves) on each construct using a 5-point Likert-type scale ranging from ''Very Inaccurate'' to ''Very Accurate.'' Each item stem was displayed as ''____ is the type of person who is ____'' (as opposed to ____). The first blank contained the figure being rated, and the other 2 blanks contained the poles of a personal construct; for example, ''Robert is the type of person who is shy (as opposed to outgoing).'' The 260 ratings for each participant were recorded in a 10 x 26 (constructs x figures) matrix, or grid, for further analysis in Idiogrid, and the names of the 25 students were changed to pseudonyms to protect confidentiality in the analyses and results reported below.
Big Five grid. For each participant the 26 figures from the personal construct grid were loaded into Idiogrid. The participants then rated each figure on 20 Big Five trait descriptors. The descriptors were selected from Goldberg's list of 100 lexical marker items (Goldberg, 1999) and altered slightly to fit the item stems. Four items were selected for each of the Big Five Personality traits, with two of the four items for each trait being reverse-keyed. The figures were then rated (in an individually determined random order) by each participant using the same 5-point Likert scale. Each item stem was presented as ''____ is the type of person who ____.'' The first blank contained the figure being rated, and the second blank contained the Big Five descriptor being considered; for example, ''Robert is the type of person who thinks of others first.'' The 520 ratings were recorded in a 20 x 26 (Big Five descriptor traits x figures) grid for subsequent analysis, and the names of the 25 students were again changed to the same pseudonyms to protect confidentiality.
Results
In the personal construct grids the constructs differed from participant to participant, while 25 of the 26 figures were matched across grids. Recall that each participant rated the other 24 students in the Summer Science Academy as well as himself or herself and the ideal self. Since the ideal self was not strictly matched across grids, it was removed from both the personal construct and Big Five grids. Given the remaining figures were matched across grids the participants views of themselves and their peers could then be examined.
Grid Pre-Scaling
The first decision that a researcher must make when utilizing GPA regards the scaling of the original grid ratings. Three pre-scaling options can be considered that remove systematic sources of variation between raters (for a review see Dijksterhuis & Gower, 1991) . The first pre-scaling option is referred to as dimensional scaling, and it can be applied when the grids or matrices of ratings differ with respect to their dimensions. If this scaling is applied each grid value will be divided by the square root of the number of non-matched figures in the grid, effectively reducing the variability of the ratings in large grids. In this way larger grids will not have a statistical 'advantage' over smaller grids in the ANOVA portion of the results that is due simply to their size. In this study each participant rated his or her peers on 10 personal constructs. The non-matched figures (viz., the personal constructs) were therefore equal in number across all of the grids, and dimensional scaling was not necessary.
The second pre-scaling option, referred to as centering scaling, essentially removes differences in scale means from the ratings. This scaling was applied to the current grids in Idiogrid; consequently, the grid values for each participant were subtracted from their respective construct means prior to being submitted to the GPA algorithm. The mean of each centered construct was therefore set equal to zero, and potential individual differences in construct means was thus removed.
The third pre-scaling option, isotropic scaling, was also applied to the current grids. This scaling technique essentially ''shrinks'' or ''stretches'' the original grid ratings to remove individual differences in scale usage. For example, if one participant endorses many different points on the entire scale (5 scale points) while another participant endorses primarily the mid-point of the scale, this difference may impact the ANOVA portion of the results. Applying isotropic scaling to these two participants' grids would decrease the overall variability of the first grid and increase the overall variability of the second grid. The computation of isotropic scaling values is slightly involved, and descriptions of the procedures can be found in ten Berge (1977) and Gower (1975) . The computed isotropic scaling values will be centered around unity, with values greater than unity indicating that the original ratings were stretched (that is, their variability was increased). Values less than unity indicate that the original ratings were shrunk (that is, their variability was decreased). As can be seen in Table 1 , the isotropic scaling values for the current 19 participants' personal construct grids show the ratings for Eric were stretched the most compared to the other 18 participants. Examination of Eric's original grid ratings in fact revealed that he never used the end-points of the rating scale. Rhonda's ratings were also stretched because she never endorsed the two lowest points on the rating scale. These individual differences may be of interest in another context, but the current goal is to examine the multivariate configuration of the rated people in the personal construct grids. Consequently, the isotropic scaling option was applied to essentially remove this systematic source of between-participant variability.
The Consensus Matrix
The central feature of GPA is undoubtedly the consensus grid, or matrix, which records the means computed from the rescaled and rotated original grids. The grids are rescaled according to the investigator's chosen options (see above), and then rotated to maximal agreement using the well-known Procrustes rotation technique. The GPA algorithm, as originally outlined by Gower (1975) , works in an iterative fashion, passing through the complete set of grids and producing a new consensus matrix at the end of each pass. The most recent consensus matrix is continually compared to the preceding consensus matrix (from the previous pass through the grids) until the two match at a level specified by the investigator; that is, until the quantified difference between the two consensus matrices fails to exceed some tolerance criterion (e.g., .001). Once the algorithm converges the final consensus matrix is saved, and the rescaled and rotated grids are then compared to the consensus matrix using standard ANOVA formulas and procedures. In this way individual grids that deviate from the consensus matrix (i.e., the average grid) can easily be identified, and particular points of variability in the ratings can also be identified. The ANOVA results also yield an overall index of variability among the rescaled and rotated grids referred to as the consensus proportion. When converted to a percentage it will range from 0 to 100, with higher values indicating greater similarity in the organization of the matched figures across raters. In the extremes, a consensus proportion of 0 would indicate ratings that are completely dissimilar (e.g., as one might expect with random numbers) while a consensus proportion of 1.0 (100%) would indicate perfect agreement among raters in the multivariate configuration of the matched figures. Lastly, consensus proportions between pairs of individual grids can also be computed and then submitted to further analysis to identify clusters of raters who are similar to one another. The results of the GPA for the personal construct grids yielded a consensus proportion of .45, which indicated only moderate average agreement among the 19 students when considering themselves and their peers. This consensus proportion was tested for statistical significance using a randomization test developed by Figure 2 . Bi-plot of consensus matrix from personal construct grids. Highly salient personal constructs are also indicated on the two axes. Wakeling, Raats, and MadFie (1992) . The test works by randomizing the matched figures in each of the 19 grids and then conducting the GPA. This process is repeated numerous times and the consensus proportion is computed and recorded for each trial. The observed consensus proportion can then be compared to the distribution of proportions generated from randomized grids. In the current data 500 trials were generated, and not a single value equaled or exceeded the observed consensus proportion. The observed proportion of .45 was therefore judged to be statistically significant at the .05 level (observed p < .002; that is, less than 1/500).
A common strategy is to submit the consensus matrix to a Principal Components Analysis (PCA), the purpose of which is to reduce the dimensionality of the consensus matrix so that the organization of the rated targets (in this case, rated students) can be visually examined in bi-plots. The relationships between the targets and the individual rating dimensions can also be examined in these biplots using extension analysis. Grice and his colleagues (Grice, 2007; Grice, Jackson, McDaniel, 2006; Grice, 2004) have shown how extension analysis can be conducted with personality data. For the current data, the first two principal components explained 58.75% of the variance in the consensus matrix values and were used to create the axes in Figure 2 . An extension analysis was then conducted in which the personal constructs for the 19 students were mapped into the twodimensional space formed by the principal components. A total of 190 constructs could potentially be mapped into the space, but the structure coefficients from the PCA were examined to select the most salient constructs shown in Figure 2 . As can be seen, the first component differentiates people who are outgoing and talka- (2) outgoing (10) pretending to like someone honest / truthful (4) try to be a leader (2) funny (3) loud (4) outspoken (2 Figure 2 thus represents the aggregate view computed from the 19 personal construct grids.
Analysis of Variance
As mentioned above, GPA is a combination of Procrustes rotation and analysis of variance (ANOVA). The ANOVA results for the personal construct grids are reported in Tables 2 and 3 , and they can be examined to identify points of agreement and disagreement among the participants' views of themselves and their peers. The residuals reported in the tables are most useful for this process and can be examined with respect to their relative magnitudes. As can be seen in Table 2 , the personal construct residual values are relatively homogeneous, ranging in value from 2.59 to 3.16 for the personal construct grids. Rhonda's grid produced the largest residual, indicating that her ratings deviated most from the consensus matrix; whereas Claire's grid showed the greatest degree of agreement with the consensus matrix. With smaller sets of grids and for different purposes these residuals can be used to identify 'outliers'; that is, people who deviate from the average view of the rated figures. In other contexts, for instance, the discrepant views of a person in a focus group could be identified and explored, or the novel views of a person on a management team could be extracted and investigated.
The ANOVA residuals for the rated peers can also be computed and examined for specific points of departure from the consensus matrix. As shown in Table 3 , these residuals ranged in value from 1.56 to 3.37. It appears the 19 participants showed the greatest discrepancies with respect to their ratings of Zach (residual = 3.37) and Debbie (residual = 3.23). As described by Dijksterhuis and Punter (1991) , the ANOVA residuals can be broken down even further to identify exactly which participants contributed most to the varied views of Zach and Debbie. Although these specific residuals are not reported here, they indicated that Eric's view of Debbie was most discrepant from the consensus. A bi-plot of Eric's first two principal components (explaining 72.20% of the rating variance) extracted from his grid are shown in Figure 3 . It can be seen that Eric viewed Debbie as highly similar to Zach, both of whom were construed as ''immature'', ''dependent'', ''uptight'', and ''serious.'' In the consensus matrix in Figure 2 , Debbie was viewed as most like Kayla, and neither were located on the extreme ends of the dimensions in the bi-plot or close to Zach. Comparing these visual plots demonstrates clearly how the views of specific individuals can be related to the aggregate results.
Procrustes statistics
The consensus matrix and consensus proportion are computed from all of the grids in the analysis, and the latter statistic indicates the general degree of similarity among the grids with respect to the configurations of the rated people. The same principles used to compute the consensus proportion can also be applied to pairs of grids. Specifically, the procrustes statistic can be computed for each pair of rescaled and rotated grids to indicate the extent to which any two participants differ with respect to the configurations of the rated people. Converse to the consensus proportion, high values for the procrustes statistic indicate greater dissimilarity between the grids, and while there is no limit on its magnitude a value of zero indicates perfect agreement between two grids. Given that the statistic can be computed for all pairs of grids it is common practice to report the procrustes statistics in matrix form. The matrix appears much like a correlation matrix, with the grids comprising the rows and columns and the procrustes statistics reported in the off-diagonal cells of the a Principal Components Analysis and the results plotted in a bi-plot. The latter analysis was chosen for the procrustes statistics computed for the personal construct grids. The first two components, explaining 40.94% of the variance, are plotted in Figure 4 . It can be seen that Jenny and Kayla were more similar to one another in their views than they were to the other participants. Similarly, Zach, Tom, and Jessica were relatively similar to one another in their ratings of themselves and their peers. Examination of such a plot can therefore aid in the identification of clusters of individuals who show relative agreement and disagreement in their ratings. For the current analyses, however, it should be noted that the procrustes statistics (not reported) were relatively homogeneous, ranging in value from .21 to .41, which is consistent with the homogeneous residuals reported in Table 2 . Consequently, the clusters of people in Figure 4 may not represent substantive differences in their views. For example, the procrustes statistic for Jenny and Kayla (0.22), who appear close to one another in Figure 4 , is not much lower than the procrustes statistic for Jenny and Tom (0.37), who appear quite discrepant in the figure. In order to investigate the practical relevance of these differences bi-plots created from Principal Components Analyses conducted on Jenny's, Kayla's, and Tom's individual grids could be constructed and examined.
Big Five grids
The Big Five grids in which the participants rated themselves and their peers on 20 marker items for the Big Five personality traits were also analyzed with GPA (sans the ideal self). The same pre-scaling options used for the personal construct grids were chosen, and the isotropic scaling factors are reported in Table 1 . Eric's ratings were again stretched more than the other 18 students as he again chose not to use the end-points of the rating scale. As stated above, however, these individual differences were not of primary importance in this study. The consensus proportion for the Big Five grids was equal to .55 (p < .002, 500 randomized trials) and was slightly higher than the result for the personal construct grids. A Principal Components Analysis was conducted on the consensus matrix, and the first two components that explained 40.45% of the variance in the consensus matrix were plotted in Figure 5 . Also shown in the figure are the 25 rated people and the Big Five marker items with salient structure coefficients. The first component clearly differentiates people who ''start conversations'' and ''feel at ease with people'' from those who are ''hard to get to know'' and ''very private.'' The second component differentiates people who think ''...of others first'' and who are ''...on good terms with nearly everyone.'' Matt, Andrea, Robin, and Rhonda are viewed as similar to one another and opposite to Erin, Jessica, and others in Figure 5 . The former individuals are, on average, viewed as being at ease with others and able to start conversations, while the latter are viewed as disinterested in others and hard to get to know. Zach is again relatively disparate from the other rated people, and is viewed, on average, catches on to things quickly.
worries about things. is on good terms with nearly everyone (2) likes order. waits for others to lead the way (2) thinks of others first.
likes order rarely gets irritated is on good terms with nearly everyone (2) likes order (3) waits for others to lead the way (7) is a very private person (8) is hard to get to know (9) catches on to things quickly. starts conversations (14) is good at many things (2) is not really interested in others (2) does not have a good imagination (2) feels at ease with people (8) seldom gets mad makes a mess of things.
worries about things (2) makes a mess of things (5) gets overwhelmed by emotions.
wastes his/her time (3) is hard to get to know.
Component 1 (29.01%)
Component 2 (11.44%)
as someone who wastes time and makes a mess of things. The constructs located on the opposite end of the second component also apply to Zach in a negative way, as he is not on good terms with others and does not think of others first. With respect to the ANOVA results, Table 2 again revealed a great deal of homogeneity among the residuals for the participants' Big Five ratings. In other words, no single student's grid deviated distinctly from the consensus matrix compared to the other students in the study. With respect to the views of particular students, Table 3 indicated that Debbie was again rated in a manner that was relatively inconsistent with the consensus view. Examination of the specific residuals (not shown) revealed that Eric viewed Debbie more negatively than he did Zach, whereas in the consensus matrix (see Figure 5 ), Zach alone was viewed as highly disparate from most of the other students. When comparing the personal construct ( Figure 2 ) and Big Five ( Figure 5 ) bi-plots, it becomes obvious that the 25 people are arranged in a similar pattern in both graphs. While the descriptive terms associated with the poles of the components may not match perfectly across the two figures, the organization of the rated people is highly similar. In fact, a GPA conducted on the two consensus matrices produced an extremely high consensus proportion of .97 (p < .002, 500 randomized trials). In terms of the aggregated data, then, the participants grouped themselves and their peers into highly similar clusters using either their own personal constructs or the Big Five Marker items. Discussion Gower's Generalized Procrustes Analysis (GPA; 1975) is an inventive combination of Procrustes rotation and analysis of variance. In the results above it was shown that GPA is a flexible and powerful technique for modeling three-dimensional matrices of data. Specifically, a number of questions were addressed regarding the intra-and inter-personal perceptions of students attending a Summer Science Academy. First, did the high school students reach a consensus with regard to their views of themselves and their peers? For the personal construct ratings the consensus proportion from the GPA was equal to .45, and for the Big Five ratings the value was equal to .55. The commonality found among the multivariate configurations of the students' ratings of themselves and their peers, although statistically significant, was therefore modest in both the personal construct and Big Five grid grids. Second, did the average, multivariate configuration of the students derived from the personal construct grids match the configuration derived from the Big Five trait grids? To address this question, we computed the consensus matrix from each rating task. As described above, a consensus matrix is an average grid that is computed from all of the participants' rescaled and rotated original grids. These two consensus matrices were themselves then submitted to a GPA, and the resulting consensus proportion was extremely high, .97, indicating very high similarity between the two configurations. Examination of the principal component bi-plots of the consensus matrices also indicated a high degree of similarity in the multivariate configurations of the rated students in the personal construct and Big Five consensus matrices. Third, did particular students emerge from the analysis as highly discrepant in their ratings of themselves and the other students when compared to the consensus? This question was answered on a general level with respect to each student's overall grid responses, and on a more specific level with respect to the ratings of particular students in each participant's grid. Several students were identified, for instance, to deviate generally from the consensus, although the extent of the differences were not noteworthy when compared to all of the participants in the study. On a more specific level, points of disagreement with regard to particular students (Zach and Debbie) in the group were clearly identified in both the Personal Construct and Big Five grids. These specific points of disagreement were furthermore attributed primarily to one student rater, Eric, as the differences between his views of Zach and Debbie and those expressed in the consensus matrix could be clearly seen in the comparison of the aggregate and individual bi-plots.
The analyses addressing this third question in fact reveal what is perhaps the most intriguing feature of GPA; namely, the capability of deftly moving from the aggregate to the individual in the analysis. Despite analyzing 4750 total ratings in the personal construct grids and 9500 total ratings in the Big Five grids, the individuals in the study were never lost from view nor were they swept away completely into the aggregate. Through the specific analysis of variance results and the visual examination of the bi-plots particular points of similarity and dissimilarity among the persons were discovered and examined. Recent years have seen renewed interest in sophisticated analyses that place considerably more focus on the individual relative to the aggregate (e.g., Molenaar, 2004 Molenaar, , 2005 , and Grice and his colleagues (Grice, 2004 (Grice, , 2007 Grice et al., 2004; Grice et al., 2006) have explored techniques that connect person-centered and aggregate-based results. In a similar vein, the recent emphasis on reporting and interpreting effect sizes will necessitate connecting aggregate patterns of results to the lives of individuals who are impacted by published research. While the aggregate may reveal important features of the data that can be meaningfully tied to variables and to hypotheses, the testing ground of most psychological theories will be the person, whether considered in isolation or considered as embedded in a social situation. With GPA a researcher can place his or her focus on the person and the aggregate in a single set of analyses. Consequently, GPA could prove particularly fruitful in the study of groups, such as families, classrooms, or organizations. It could also prove fruitful for studying how an individual changes over time in his or her views of self and others, or how a person's perceptions change across contexts. In the analyses above, rating matrices were obtained from 20 different students, but matrices obtained from the same person on different occasions or from the same person rating different thoughts, emotions, or actions in different situations could also be analyzed. The flexibility of GPA can in fact be seen in the variety of domains for which it has been used; for instance, in the study of individuals' perceptions of genetic engineering (Frewer, Howard, & Shepherd, 1997) , meat (Russell & Cox, 2003) , commercial ports (Williams & Langron, 1984) , and their views of the 'personalities' of pigs (Wemelsfelder, Hunter, Mendl, & Lawrence, 2000) .
Technical Issues
Beginning with Gower's (1975) original article, a number of technical issues have consistently been raised with respect to GPA. Perhaps foremost is the long-standing criticism of the sensitivity of Procrustes rotation. It has been shown, for instance, that even when two matrices of data are generated randomly, the Procrustes transformation can rotate the matrices to a level of agreement that can be surprisingly high (e.g., see Horn, 1967) . In the context of GPA, this property of Procrustes rotation would suggest that the consensus proportion may be inflated for some data sets. For instance, a consensus proportion of .70 may seem high given the possible range of values from 0 to 1; however, this result may simply be an artifact of the rotation's capitalization on chance patterns in the data. The randomization test developed by Wakeling, et al. (1992) is therefore an essential part of any GPA, since it allows the researcher to compare the observed consensus proportion to a distribution of proportions created from randomized versions of the original data matrices. Traditional cut-points for statistical significance (viz., .05 and .01) can then be used to determine if the observed consensus proportion is statistically significant.
A second issue regarding GPA is the application of the centering, dimensional, and isotropic pre-scaling transformations. Specifically, when are these transformations to be applied to the original data? Unfortunately, no simple answer can be offered to this question, but we generally recommend running a series of analyses with any given data set. When conducting a GPA, the goal of most researchers is to match the multivariate configurations of the rated targets (e.g., people, things, places, etc.) across raters. Removing potential, systematic differences in scale usage or dimensionality of the rating matrices appears to be consistent with this goal. The primary analysis should therefore be based on ratings that have been transformed with each of the three scaling options. Of course, if the rating matrices are all of the same dimensionality, as with the repertory grids in this study, then dimensionality scaling is superfluous. After the primary results are interpreted, the researcher should conduct the GPA again without one of the scaling options. The results can then be compared to the completely scaled results and the impact of the particular scaling option can be thoroughly assessed.
A third issue involves analyses based on grids of different dimensionality. Consider, for instance, the following two sets of ratings:
Joe has now rated the four cereals on three dimensions whereas Mary has rated the cereals on only two dimensions. As described above GPA can still be used to analyze such data by treating the dimensions as arbitrary and 'padding' Mary's ratings with a third row of zeros. As described above, the overarching goal of GPA is to align the multivariate configurations of the cereals. Joe's ratings comprise a 3-dimensional space whereas Mary's comprise only a 2-dimensional space. Mary's ratings, however, can be considered to comprise a 3-dimensional space in which the cereals do not extend into the third dimension. In other words, the ratings for the cereals are all zero on the third dimension. In computer programs such as Idiogrid (Grice, 2002) , small matrices will automatically be padded with zeros prior to the analysis, and the consensus matrix will be labeled in such a way as to indicate the arbitrary nature of the dimensions. The consensus matrix for Joe's and Mary's ratings above, for instance, appears as follows:
The labels 'Dim_1', 'Dim_2', and 'Dim_3' refer to the arbitrary dimensions, and the zeros in the third row indicate that the two matrices could not be matched in the third dimension. If other raters who used three dimensions were included in the analysis, the third row in the consensus matrix above would report values other than zero. It is thus by padding smaller matrices with zeros that matrices of different dimensionality can be analyzed in GPA. Of course, the matched figures must be the same and in the same order across matrices. In other words, both Joe and Mary needed to rate the same cereals that are recorded in identical columns in their two matrices. Finally, the graphical methods associated with GPA play a critical role in interpreting and reporting the results. In many cases these methods involve bi-plots created from the results of Principal Components Analyses. The figures created for the results above show how useful they can be for summarizing the aggregate results as well as relating individual data to the aggregate. Examples of similar plots can be found in Monteleone, Raats, and Mela (1997) , Oreskovich, Klein and Sutherland (1991) , and Russell and Cox (2004) . Furthermore, Gower and Dijksterhuis (1994) have discussed creating bi-plots from matrices with both quantitative and qualitative variables. Similar developments on both the applied and analytical fronts should contribute to the continued growth and popularity of Generalized Procrustes Analysis. 
