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Leveraging Structural Context Models and Ranking
Score Fusion for Human Interaction Prediction
Qiuhong Ke, Mohammed Bennamoun, Senjian An, Ferdous Sohel, and Farid Boussaid
Abstract—Predicting an interaction before it is fully executed is
very important in applications such as human-robot interaction
and video surveillance. In a two-human interaction scenario,
there often contextual dependency structure between the global
interaction context of the two humans and the local context
of the different body parts of each human. In this paper, we
propose to learn the structure of the interaction contexts, and
combine it with the spatial and temporal information of a video
sequence for a better prediction of the interaction class. The
structural models, including the spatial and the temporal models,
are learned with Long Short Term Memory (LSTM) networks to
capture the dependency of the global and local contexts of each
RGB frame and each optical flow image, respectively. LSTM
networks are also capable of detecting the key information from
the global and local interaction contexts. Moreover, to effectively
combine the structural models with the spatial and temporal
models for interaction prediction, a ranking score fusion method
is also introduced to automatically compute the optimal weight
of each model for score fusion. Experimental results on the BIT-
Interaction and the UT-Interaction datasets clearly demonstrate
the benefits of the proposed method.
Index Terms—Interaction Prediction, Interaction Structure,
LSTM, Ranking Score Fusion.
I. INTRODUCTION
HUMAN interaction prediction, or early recognition, hasa wide range of applications. It can help preventing
harmful events (e.g., fighting) in a surveillance scenario. It
is also very essential for human-robot interaction (e.g., when
a human lifts his/her hand to handshake or opens his/her
arms to hug, the robot will then respond accordingly). Unlike
action recognition whose objective is to classify a full video,
interaction prediction aims to infer an interaction class with
a sequence containing only a partial observation of the full
interaction activity. Interaction prediction is challenging due
to the large variations in human postures during a complete
interaction sequence.
Human interaction involves a sequence of postures of two
humans in a specific scenario. The global interaction context
of each video frame, containing the two humans, provides the
overall information of their positions and relationship. The
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Fig. 1: The structural model aims to capture the contextual
dependency and salient information from the global and local
interaction contexts.
local context (including different body parts of each human)
provides the fine-grained details of the body gestures.
Previous works focus on using the spatial and temporal
information from videos for human interaction prediction
[1], [2], [3], [4], [5]. Humans usually observe the content
of a scene from the global context, to obtain an overall
information, followed by an observation of the local context,
to acquire more details [6]. We hypothesize that the contextual
dependency among the global and local contexts thus needs
to be learned for a better prediction of the interaction class.
Moreover, the global and local contexts play different roles
depending on the types of the interaction. In the case where
the interaction involves the movements of both humans (e.g.,
walking towards each others or departing), the global context
(containing the relationship between the two humans) is more
useful than the local details. On the other hand, some other
types of interactions mainly consist of the movements of a
particular local body part of one human (e.g., upper body part
in “hugging” and lower body part in “kicking”).
To learn the contextual dependency and to capture the
salient information for interaction prediction, we propose to
learn structural models from the global and local interaction
contexts (as shown in Figure 1). More specifically, we organize
the global and local interaction contexts in a sequential order
and then use Long Short Term Memory (LSTM) networks
[7] to process the sequence and learn the structural models.
LSTM networks are designed for temporal modelling. They
are capable of detecting salient keywords in sequential data,
such as speech and sentences [8], [9]. LSTM networks have
also been used to learn the spatial dependency and discover
salient local features in images [10]. We propose to exploit the
structural information of the interaction context by processing
the sequence of the global and local contexts using LSTM net-
works. This will allow us to capture the contextual dependency
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of the interaction, and to detect the discriminate information,
which is relevant to the interaction class by “memorizing”,
and to block the irrelevant information by “forgetting”. The
learned structural models enhance the discriminative power
of the global and local contexts for interaction prediction.
Our experiments clearly show the benefits of using structural
models for interaction prediction (See Section IV-B).
The temporal information of a video sequence is also very
important for interaction prediction. Human interactions may
last for a long period and can consist of multiple different
sub-actions. It is insufficient to use a single frame that is
captured before the interaction happens to infer the class. The
temporal information that is captured along several consecutive
frames, on the other hand, provides critical cues to predict
a future interaction. To extract the temporal information, we
adopt the temporal convolution network proposed in [5], which
learns the temporal evolution using the features of several
consecutive optical flow images. We also consider the spatial
information of each video frame.
On this basis, our proposed interaction prediction frame-
work is achieved through the incorporation of the structural,
temporal and spatial models. These models have different
discriminative abilities in classification. Previous works av-
erage or manually assign weights to fuse the different models
[11], [12]. To effectively combine the complementary strengths
of the proposed structural, spatial and temporal models, we
introduce a new ranking score fusion method, which can
automatically find the fusion weights of these models for
the final interaction prediction decision. The advantage of the
ranking score fusion method over a simple average fusion is
shown in Section IV-B.
The main contributions of this paper relate to the proposed
learning methodology for interaction prediction. First, we
design novel structural models which are exploited using
LSTM networks to process a sequence of global and local
interaction contexts and improve the performance of inter-
action prediction. The structural models learn the contextual
dependency and extract the discriminative information that is
relevant to the interaction class. Experimental results clearly
demonstrate the benefits of the proposed structural models
(Section IV-B). Second, we develop a ranking score fusion
method to combine the structural, spatial, and temporal models
for the final prediction of an interaction class. The ranking
score fusion method automatically finds the optimal weights
of these models and is more robust compared to the average
fusion approach. Third, we have evaluated our method on two
interaction datasets and the experimental results demonstrate
that the proposed method outperforms the state-of-the-art
methods for human interaction prediction (see Section IV-B).
II. RELATED WORKS
The proposed method mainly focuses on learning sequences
of global and local contexts for human interaction prediction.
In this section, we therefore briefly describe existing works on
action prediction and sequence learning.
Ryoo [1] presented one of the early works on human interac-
tion prediction. This work formulated an interaction prediction
process as a posterior probability and represented the video
frames with integral bag-of-words (IBoW) and dynamic bag-
of-words (DBoW) to model the temporal evolution of features.
Hoai and De la Torre [13] proposed a structured output SVM
to train a detector to recognize partial events. When testing
on action data, they used the Euclidean distance transform
of binary masks between frames to create a codebook and
computed a histogram of temporal words to represent a
sequence of frames. Cao et al. [14] divided each activity into
multiple ordered temporal segments and constructed a matrix
basis for each segment with the spatio-temporal features from
the training data. A sparse coding method (SC) is then used
to approximate the features of the test video with one matrix
basis or a mixture of several matrix bases (MSSC). Lan et al.
[2] introduced a “Hierarchical Movemes” (HM) feature (i.e.,
combining features from coarse to fine temporal levels based
on HOG, HOF and MBH features) as representations and used
SVM to jointly learn the appearance models at different levels
and their intra relationships to predict interaction. Kong et
al. [3] represented partial videos using bag-of-words features,
and learned the multiple temporal scale support vector ma-
chine (MTSSVM) based on a structured SVM to recognize
unfinished videos. Kong et al. [4] extended their work and
proposed a max-margin action prediction machine (MMAPM)
for early recognition of unfinished actions. The limitation of
the above mentioned methods lies in their reliance on low-level
features. Recently, Ke et al. [5] applied CNNs on flow coding
images to learn the temporal information for human interaction
prediction. This method uses only temporal features and lacks
the discriminative spatial features of human postures.
Sequence learning has been used in the temporal domain
to capture the temporal information associated to consecu-
tive frames in a video. Traditional sequential models such
as Hidden Markov models (HMMs) [15] and Conditional
Random Fields (CRFs)[16] have been successfully used for
action recognition [17], [18], [19], [20]. However, they are
not suitable for applications with high dimensional features
[1]. Besides, they are not designed to learn long-term depen-
dencies. LSTM networks [7], on the other hand, are capable to
learn long-term dependencies. LSTM networks [7] is a variant
of Recurrent Neural Networks (RNNs) [21] with LSTM cells,
which can remove or add information over a period of time.
LSTM ntworks have been successfully applied for speech
recognition [22], video description and recognition [23], [11],
[24], [25]. LSTM networks have also been used in salient
keywords detection in sentences for document retrieval [9].
Although RNNs and LSTM are designed for temporal mod-
elling, they have also been used to process sequences of local
features in images to exploit the spatial dependency and extract
discriminative information for powerful image representation
[26], [27], [10].
III. PROPOSED APPROACH
An overall architecture of the proposed method is shown in
Figure 2. It contains a spatial model, a temporal model and
two structural models (i.e., a spatial structural model and a
temporal structural model). The prediction scores of the four
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Fig. 2: Outline of the proposed method. The goal of the proposed method is to effectively combine the spatial, spatial
structural, temporal and temporal structural information to predict the interaction class from a subsequence containing only
a partial observation of the interaction. We first compute optical flow images from consecutive video frames of the partial
sequence. The video frames are fed to the spatial and the spatial structural models, while the optical flow images are fed to the
temporal and the temporal structural models. The output scores of these models are fused with a ranking score fusion method
to predict the class of the partial observation of the interaction.
models are fused using a ranking score fusion method for the
final decision of the interaction class. The goal of the proposed
method is to effectively combine the structural, spatial and
temporal information of the videos for interaction prediction.
Learning the spatial and temporal information is a common
practice for video action recognition. For the scenario of two-
human interaction, we introduce structural models to extract
the salient information related to the interaction class and to
learn the contextual dependency among the global context of
the two humans and their local body gestures. In this section,
we first describe the proposed structural models in details, and
then briefly introduce the spatial and temporal models. Finally,
we present the ranking score fusion and the testing methods.
A. Structural Models
In a two-human-interaction context, the global context pro-
vides the overall information of the positions and gesture rele-
vance of the two humans. For example, if the two humans walk
towards each other to handshake (as shown in Figure 1), their
movements of body gestures are similar and the distance of the
two actors becomes smaller. While if someone intends to kick
another person, the gestures of the two humans are generally
different. The local context including each human and their
upper and lower body parts provides fine-grained details of the
gestures. There exist intrinsic relationships and dependencies
among the global and local contexts. In addition, the global
and local contexts play different roles for different interactions.
In some interactions, both humans perform actions. The global
context with regard to the relationship of the two humans
provides discriminant information to distinguish between the
different types of interactions (e.g., walking towards or depart-
ing from each other). For some other interactions, only one
actor performs an action, while the other actor stands still. In
this case, the local context of the moving human provides more
details than the global context and is thus more important. The
upper and lower body parts also a have different importance
depending on the types of interactions (e.g., the upper body
part is more important in “hugging” while the lower part is
more important in “kicking” action). Considering that LSTM
networks are capable to learn contextual dependencies and
detect salient information in sequences [9], [26], [27], [10],
we propose, in this paper, to organize the global and local
interaction contexts in a sequence and use LSTM networks to
learn the sequence to derive the structural models for a good
understanding of an interaction class.
1) Model Input: As shown in Figure 3, the proposed struc-
tural models include the spatial structural and the temporal
structural models. These models aim to learn the contextual
dependency and detect salient information from the global
and local contexts of the frame and optical flow images,
respectively. The global context is the image region which
contains both humans, while the local context consists of 6
local patches, including the whole body, the upper and the
lower body parts of each human. Inspired by the theory that
the human visual system analyses the contents of visual scenes
sequentially from the global to the local scene contexts [6], we
organize the global and local contexts in a sequential order, as
shown in Figure 3. More specifically, the order is: the global
context with two humans, the whole body of the left human,
the whole body of the right human, the upper body part of the
left human, the lower body part of the left human, the upper
body part of the right human, the lower body part of the right
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Fig. 3: The Network architecture of the structural models: (a) Spatial Structural Model and (b) Temporal Structural Model.
human.
For the temporal structural model, the inputs are the global
and local contexts of the optical flow image, which is derived
from the optical flow between consecutive frames. The x and
the y components of an optical flow vector are scaled to
values between 0 and 255 using a linear transformation. The
two components (x and y) correspond to two channels of the
optical flow image, and the third channel of the optical flow
image is set to 0.
2) CNN Feature Representation: The global and local con-
texts of the frame and optical flow images are fed to CNN
models that are pre-trained on ImageNet [28] to extract fixed-
dimension features. CNN pre-trained models have been shown
to be transferable across domains [29], and have achieved a
better performance than hand-crafted features in a variety of
visual recognition tasks [30], [31], [32], [33], [34]. Particularly,
CNN pre-trained models have been successfully used to extract
features from video frames and optical flow images for action
recognition and detection [35], [36], [37]. In this paper, the
CNN-M-2048 model [38] is used for feature extraction due
to its successful application in action recognition [35]. The
convolutional layers of this CNN model contain 96 to 512
kernels with a size varying from 3×3 to 7×7. The rectification
unit (ReLU) [39] is used as a nonlinear activation function.
The output of the first fully connected layer (layer 19) of
the network is used as the feature representation of the input
image.
3) Model Learning: The CNN features of the global and
local contexts are fed to LSTM networks in a sequential order
as described in Section III-A1. LSTM netwoks [7] are RNNs
[21] with LSTM cells. Standard RNN can be regarded as
multiple copies of the same network, allowing for processing
time series. The traditional RNNs suffer from the problems
of vanishing and exploding gradients [40], [41]. Compared
to RNNs, LSTM networks contain memory cells, which are
capable to learn long-term dependencies. The LSTM cell is
composed of a forget gate ft, an input gate it, a cell state Ct,
an output gate ot and a hidden state ht. Given an input xt
at time step t and a hidden value ht−1 of the previous time
step t−1, the equations of each gate and the states follow the
equations below.
ft = σ(Wfxt + Ufht−1 + bf )
C˜t = tanh (Wcxt + Ucht−1 + bc)
it = σ(Wixt + Uiht−1 + bi)
Ct = it ∗ C˜t + ft ∗ Ct−1
ot = σ(Woxt + Uoht−1 + VoCt + bo)
ht = ot ∗ tanh(Ct)
(1)
where Wf , Uf , Wc, Uc, Wi, Ui, Wo, Uo and Vo are the weight
matrices and bf , bc, bi and bo are the biases. σ(·) is the sigmoid
function.
At each time step t, the LSTM updates the hidden value
and output value with the above equations. By determining
when to remember and when to forget, LSTM networks are
capable to learn dependencies and to detect the discriminate
information in a sequence.
As shown in Figure 3, each sequence feeding to LSTM
networks contains seven time steps of CNN features. LSTM
networks output a hidden value and an output value at each
time step using Equation (1). The outputs of all time steps are
fed to a hidden layer including a fully connected (FC) layer
and ReLU, followed by another FC layer and a softmax layer
to generate class scores for each steps. More specifically, let
the output value of LSTM cell at time step t be ot ∈ Rd. d
denotes the number of hidden units of the LSTM cell. The
probability score of the ith class at the step t is given by:
zt = W2(max(W1ot + b1) + b2
yt,i =
exp zt,i
m∑
j=1
exp zt,j
(2)
where zt ∈ Rm is the vector fed to the softmax layer. W1 ∈
Rd1×d and b1 ∈ Rd1 denote the parameters of the first FC
layer. d1 is the number of units of the first FC layer. W2 ∈
Rm×d1 and b2 ∈ Rm denote the parameters of the second FC
layer. m is the number of interaction classes. The class scores
of all time steps are averaged to produce the final probability
scores of the structural model.
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Fig. 4: Network architecture of (a) the spatial model and (b)
the temporal model. “FC” denotes a “fully connected” layer.
During the training of the temporal model, every stack of k
optical flow images is fed to the model. During testing, the
prediction scores of the t time step is generated by feeding
the sequence formed by the tth and the previous k−1 optical
flow images to the model. The current tth optical flow image
is repeated when t < k.
B. Spatial and Temporal Models
The spatial interaction context provides the static human
postures of the two interacting humans. The spatial model is
introduced to extract the spatial information of the interaction
context from each individual frame for interaction prediction.
As shown in Figure 4(a), the input of the spatial model is
a single frame image containing both humans. The CNN-M-
2048 model [38] is used to extract a feature from the input
frame image which is the same as the feature representation
of the structural models (see Section III-A2). The feature is
then fed to a fully connected (FC) layer, a ReLU, another FC
layer and a softmax layer to generate the probability scores of
an interaction.
Because human interaction involves the movements of hu-
man limbs along a sequence, using only the spatial feature of
each individual frame is insufficient to infer the interaction
class, while the temporal feature of multiple consecutive
frames provides more information. The goal of the temporal
model is to exploit the temporal information for interaction
prediction. For the interaction prediction task, which aims
to recognize an interaction class at an early temporal stage
before an interaction happens, the testing sequences consist of
subsequences containing only a partial observation of the full
activity. The temporal evolution of partial sequences needs to
be learned for interaction prediction. The temporal convolution
network [5] aims to model the temporal information from
subsequences and has been successfully used for interaction
prediction. We therefore adopt the temporal convolution net-
work [5] to build our temporal model. As shown in Figure 4(b),
the input of the temporal model is a set of consecutive optical
flow images, which are fed to a pre-trained CNN model to
extract CNN features similar to the spatial and structural
models. The sequence of features are then processed with a
temporal convolution layer. The output feature is a compact
feature vector of the sequence. It is then fed to a hidden layer
and an output layer consisting of a FC and a softmax layer to
produce the probability scores of an interaction class. During
testing, the prediction result of the time step t is derived
by feeding a sequence consisting of the current tth and the
previous k−1 optical flow images to the model (k denotes the
number of consecutive optical flow images used for training).
The current flow image is repeated for k− t times to generate
a sequence of length k when t < k.
C. Ranking Score Fusion
For different datasets, the relative importance of the spa-
tial structural, temporal structural, spatial and temporal mod-
els may vary due to their different discriminations between
classes. The proposed ranking score fusion method is used
to find the optimal fusion weights to combine these models.
Given a testing sequence, the four models generate a score
matrix S ∈ R4×m at each time step (m is the number of
interaction classes):
S ,

s11, s12, · · · , s1m
s21, s22, · · · , s2m
s31, s32, · · · , s3m
s41, s42, · · · , s4m
 (3)
where spq denotes the score of the pth model for the qth
interaction class. Each column of S corresponds to one class.
Inspired by the ranking theory [42], we learn to rank these
columns so that sl  sj , where l is the ground truth class label
of the video, sj is the jth column of S, and denotes the order
between two vectors. The task is to learn a linear function
g : R4 7→ R which induces an ordering on the columns, i.e.,
g(sl)  g(sj), j = 1, · · · ,m and j 6= l (4)
where
g(s) = wT s (5)
and w ∈ R4 is a four dimensional weight vector of the linear
function.
Let {x(1),x(2)} be a pair of columns of a score matrix,
we have either g(x(1))  g(x(2)) or g(x(2))  g(x(1)), or
equivalently
ywT (x(1) − x(2)) > 0 (6)
where
y ,
{
+1, if x(1)  x(2)
−1, if x(2)  x(1). (7)
Thus one can treat the difference vector x(1)−x(2) as a training
example with label y. The weight vector w can be obtained by
training a binary classifier. More precisely, by using the score
matrices of all the videos at every time step, we can create a
training set
Q =
{(
x
(1)
i − x(2)i
)
, yi
}N
i=1
(8)
where N is the total number of the training pairs generated
from the score matrices.
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The weight vector w can be obtained by solving the
following optimization problem:
argmin
w
‖w‖2 + C
n∑
i=1
i
subject to yiwT (x
(1)
i − x(2)i ) > 1− i, i = 1, · · · , N.
(9)
However, this may result in negative weights (which is
counter-intuitive for a model to contribute negatively). To
ensure that the contribution of each model is zero at worst,
a non-negative constraint on the weight vector w is added.
The problem is solved approximately using the following
iterative method: first, a weight vector without the constraint
is obtained, then the negative weights are set to zero and
the remaining weights are re-trained until all of the weights
become non-negative.
D. Sequential-level Prediction
Given the trained four classification models and a testing
sequence containing n frames, there will be a score matrix
S ∈ R4×m as described in Equation (3) at each time step of
the sequence. Let the weights learned by the ranking score
fusion method be wo ∈ R4. The four rows of S are then
combined using wo to produce the final scores of each time
step. Let the final score of time step t (after combing the four
models) be ct = [ct,1, ct,2, · · · , ct,m]. ct,i = wTo si is the final
score for class i. si ∈ R4 is the ith column of S, which consists
of the scores of the four models for class i. m corresponds to
the number of classes. The prediction label of the sequence at
time step t is then identified as class pt where
pt = arg max
i
ct,i (10)
Now let h = [h1, h2, · · · , hm] be the histogram of the set
Ω , {pt : t = 1, 2, · · · , n}, where n is the number of frames
of the sequence and hi is the number of elements of Ω that is
equal to i. Finally, the sequence is predicted as class p∗ where
p∗ = arg max
i
hi (11)
This method is called majority vote, which determines the
class label of a sequence by counting the predicted labels at
all time steps.
IV. EXPERIMENTS
In this section, we present our evaluation results on two
datasets that have been used for interaction prediction.
A. Datasets
The proposed method has been evaluated on two interaction
datasets, i.e., the BIT-Interaction dataset [43] and the UT-
Interaction dataset [1].
BIT-Interaction dataset [43]: This dataset consists of 8 types
of interactions between two humans (bow, boxing, handshake,
high-five, hug, kick, pat and push). Each class of interactions
contains 50 videos. It is a very challenging dataset, including
variations in illumination conditions, scales, subject appear-
ances and viewpoints. In addition, there are also occlusions
by holes, bridges, pedestrians, etc..
UT-Interaction dataset [1]: This dataset includes two sets.
The background of Set 1 is simpler and mostly static. In
contrast, the background is complex and slightly moving on
Set 2. Each set includes 60 sequences of videos belonging to
6 interaction classes, i.e., handshake, hug, pointing, kick, push
and punch.
For each testing video, the interaction is predicted in 10
observation ratios, from 0 to 1, with a step size of 0.1. In
other words, each testing video is divided into 10 partial
sequences. The ith sub-sequence consists of the frames of
[1 : round(ni10 )], where n is the number of frames in the full
video. A prediction accuracy under an observation ratio of
0.2 denotes the accuracy that is tested with the the second
sub-sequence containing frames [1 : round(0.2n)]. If the
observation ratio is 1, the accuracy is tested with the entire
video. During training, the two humans in each frame are
detected using the detector in [44]. The image region with
both human regions is used as the global region to train the
models. In both datasets, the numbers of units of the LSTM
and the hidden layers in the structural models are set to 512
and 128, respectively. To train the temporal model, every seven
consecutive optical flow images are used as input. The number
of units of the hidden layer in the spatial and temporal models
is set to 512.
B. Experimental Results
The proposed method is compared with the previous meth-
ods. For both datasets, the same testing protocol that was used
in the previous works was adopted for a fair performance com-
parison. In addition, the following baseline are also conducted
to show the benefits of the structural models and the ranking
score fusion method.
Spatial+Temporal+Ranking (Sp Tp Rank): the prediction
scores of the spatial model and the temporal model are fused
using the weights learned by the ranking score fusion method
to produce the final prediction. Compared to the proposed
method, this baseline does not include the proposed structural
models.
Spatial+Temporal+Structural+Average (Sp Tp St Avg):
the prediction scores of the spatial, the temporal and the pro-
posed structural models are averaged to generate the prediction
results. Compared to the proposed method, this baseline does
not include the ranking score fusion method.
1) Result on the BIT-Interaction Dataset: There are 400
videos in this dataset. Following the same procedure as in
[43], a random sample of 272 videos are used for training and
the remaining videos are used for testing.
The proposed method is compared with other methods, in-
cluding IBoW [1] DBoW [1], SC [14], MSSC [14], MTSSVM
[3] and MMAPM [4]. The results are shown in Figure 5. It can
be seen that the proposed method performs consistently better
than other methods for all observation ratios. When using 20%
of the video (i.e., observation ratio is 0.2) to predict the interac-
tion class, the performance of the proposed method is 45.31%,
which is 8.59% better than MMAPM [4] (36.72%). When
testing with half sequences (i.e., observation ratio is 0.5), the
proposed method achieves an accuracy of 79.69%. Compared
to MMAPM [4](67.97%), the improvement is 11.72%.
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Fig. 5: Performance comparisons of the proposed method with
other methods on the BIT-Interaction dataset. (Best viewed in
color)
Table I shows the comparisons of the proposed method with
baseline Sp Tp Rank. It can be seen that the proposed method
achieves a better performance in 9 out of 10 cases. When using
only 10% of each testing video to predict the interaction class,
the performance of the proposed method is 41.41. Compared
to Sp Tp Rank(39.06), the improvement is 2.35%. When
testing with half sequences (i.e., observation ratio is 0.5), the
improvement of the proposed method is 3.13% (from 76.56%
to 79.69%). Compared to Sp Tp Rank the proposed method
incorporates the proposed structural models. It clearly shows
the benefits of the proposed structural models. The structural
models learn the contextual relationships between the global
and local contexts, and detect the discriminate salient features
that are related to the interaction class. This provides comple-
mentary information to the spatial and temporal models and
improves the interaction accuracy.
The comparison of the proposed method with baseline
Sp Tp St Avg is also shown in Table I. It can be seen
that the proposed method performs better than Sp Tp St Avg
in all observation ratios. When testing with an observation
ratio of 0.1, the accuracy achieved by the proposed method
is 7.82% better than Sp Tp St Avg (i.e., from 33.59% to
41.41%). The improvement is more significant with observa-
tion ratio 0.5, with an improvement of 10.16% (from 69.53%
to 79.69%). Both the proposed method and Sp Tp St Avg
incorporate the same models. Sp Tp St Avg combines the
spatial, structural and temporal models with the average fusion
method. These models are learned with different features,
which have different discriminations between classes. Simply
averaging these models thus generate suboptimal results. The
proposed method uses the proposed ranking method to find the
optimal fusion weights between these models and produces
better results. These significant improvements of the proposed
method clearly show the advantage of the ranking score fusion
method.
Table II compares the performance of the proposed method
with the four individual models. It can be seen that with this
dataset, the temporal and temporal structural models perform
better than the spatial model and the spatial structural model.
When the observation ratio is 0.5, the prediction accuracy of
the temporal and temporal structural models are more than
40% better than the spatial and spatial structural models. The
temporal and temporal structural models are learned with the
optical flow images, while the spatial and spatial structural
models are learned with the video frames. The backgrounds of
the video frames of this dataset are very complex. The optical
flow images are generated from the motion of two consecutive
frames. The background noise is removed, resulting a better
prediction accuracy. The weights learned by the score ranking
method is [0, 0.47, 0, 0.53] for the spatial, temporal, spatial
structural and temporal structural models. It can be seen that
the fusion of these four models using the learned weight im-
proves the performance of each model with most observation
ratios.
2) Results on the UT-Interaction Dataset: There is no
training/testing split with this dataset. The performance is
measured using leave-one-sequence-out cross validation, i.e.,
for each set, 54 videos performed by 9 groups of actors are
used for training and the remaining sequences of 1 group of
actors are used for cross validation. The model is validated
10 times and the averaged results are reported as the model
performance.
The proposed method is compared with other methods,
including IBoW [1] DBoW [1], HM [2], SC [14] MSSC [14],
and MMAPM [4], and the results are shown in Figure 6.
It can be seen that the proposed method achieves superior
results over other methods in 7 out of 10 observation ratios
for both Set 1 and Set 2. When the observation ratio is
0.1, the accuracy of the proposed method on Set 1 is about
55.0%. The improvement compared with the best previous
result (i.e., MMAPM [4]) is about 8.33%. The improvements
of the proposed method on Set 2 are more significant after an
observation ratio of 0.4. When testing with half the length
of the videos (i.e., observation ratio of 0.5), the proposed
method achieves an impressive 83.3% accuracy. Compared to
MMAPM (75.0%) [4], the improvement is 8.3%.
Table III and Table IV shows the comparison of the pro-
posed method with the baseline methods Sp Tp Rank and
Sp Tp St Avg on Set 1 and Set 2. It can be seen that the
proposed method outperforms the baseline methods in 9 out
of 10 observation ratios in Set 1 and all cases in Set 2 of
the UT-Interaction dataset. The comparison of the proposed
method with individual models are shown in Table V and
Table VI. The weights of the spatial, temporal, spatial struc-
tural and temporal structural models learned by the ranking
score fusion method are [0.16, 0.31, 0.23, 0.30] on Set 1, and
[0.22, 0.25, 0.18, 0.35] on Set 2. The fusion results outperform
the performances of individual models in all cases in Set 1
and 8 out of 10 cases in Set 2. This clearly demonstrates
the superiority of the proposed structural models and ranking
method.
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TABLE I: Performance comparison of the proposed method with other baselines on BIT-Interaction dataset.
Methods
Observation Ratio
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Sp Tp Rank 39.06% 42.19% 57.81% 70.31% 76.56% 79.69% 81.25% 85.16% 86.72% 84.38%
Sp Tp St Avg 33.59% 39.84% 51.56% 60.16% 69.53% 72.66% 73.44% 73.44% 75.00% 73.44%
Proposed Method 41.41% 45.31% 58.59% 72.66% 79.69% 81.25% 83.59% 83.59% 86.72% 85.94%
TABLE II: Performance comparison of the proposed method with individual models on BIT-Interaction dataset.
Methods
Observation Ratio
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Spatial 15.62% 18.75% 21.88% 30.47% 31.25% 35.16% 33.59% 34.38% 33.59% 33.59%
Temporal [5] 39.06% 42.19% 57.81% 70.31% 76.56% 79.69% 81.25% 85.16% 86.72% 84.38%
Spatial Structural 21.88% 23.44% 25.00% 28.12% 30.47% 32.03% 32.81% 33.59% 32.81% 32.03%
Temporal Structural 35.16% 44.53% 56.25% 67.97% 79.69% 79.69% 80.47% 82.03% 82.81% 82.03%
Proposed Method 41.41% 45.31% 58.59% 72.66% 79.69% 81.25% 83.59% 83.59% 86.72% 85.94%
(a) (b)
Fig. 6: Performance comparisons of the proposed method with other methods on the UT-Interaction dataset (a) Set 1 and (b)
Set 2. (Best viewed in color)
V. CONCLUSION
In this paper, we proposed novel structural models to
uncover the contextual dependencies and salient information
for interaction prediction. The structural models are learned
by using LSTM networks to process the sequence of global
and local contexts. We also proposed a novel ranking score
fusion method to determine the optimal weights of the spatial,
temporal and structural models, to effectively combine their
complementary strengths. The proposed method was compared
with previous works on two interaction datasets and has
achieved superior performance. We also performed an ablative
analysis and compared the proposed method with a baseline
that does not include the structural models and a baseline that
does not use the proposed ranking score fusion method. Exper-
imental results show the benefits of the proposed framework,
particularly the structural models and the fusion method.
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