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Abstract
A multi-scale hybrid quantum/classical approach using classical electrodynamics
and a collection of discrete three–level quantum systems is used to simulate the coupled
dynamics and spectra of a malachite green monolayer adsorbed to the surface of a spher-
ical gold nanoparticle (NP). This method utilizes finite difference time domain (FDTD)
to describe the plasmonic response of the NP within the main FDTD framework and a
three–level quantum description for the molecule via a Maxwell/Liouville framework.
To avoid spurious self-excitation, each quantum molecule has its own auxiliary FDTD
subregion embedded within the main FDTD grid. The molecular parameters are de-
termined by fitting the experimental extinction spectra to Lorentzians, yielding the
energies, transition dipole moments, and the dephasing lifetimes. This approach can
be potentially applied to modeling thousands of molecules on the surface of a plasmonic
NP. In this paper, however, we first present results for two molecules with scaled os-
cillator strengths to reflect the optical response of a full monolayer. There is good
agreement with experimental extinction measurements, predicting the plasmon and
molecule depletions. Additionally, this model captures the polariton peaks overlapped
with a Fano-type resonance profile observed in the experimental extinction measure-
ments. This technique can be generalized to any nanostructure/multi-chromophore
system, where the molecules can be treated with essentially any quantum method.
Keywords
plasmons, polaritons, Fano resonance, quantum/classical modeling, electrodynamics, quan-
tum mechanics, finite-difference time-domain
1 Introduction
Noble metal nanoparticles (NPs) possess unique chemical, electronic, and optical proper-
ties with important applications spanning molecular sensing, catalysis, metamaterials, and
2
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biologically-relevant technologies.1–10 Many of these applications exploit field enhancements
due to localized surface plasmon resonances, which are coherent oscillations of the free
electrons at the NPs surface.11–14 Changing the composition, size, shape, and surround-
ing medium allows for tunable optical properties of these plasmonic NPs. These broadly
tunable NPs show promise for the molecular detection, metamaterials, and novel dispersion
properties.15 Plasmonic gold and silver nanoparticles can be functionalized with biological
molecules and polymers through thiolation for applications in biolabeling,16,17 drug deliv-
ery,11,18 and photothermal therapy.19–21
Nonlinear responses of plasmonic nanoparticles such as second harmonic generation
(SHG) and sum frequency generation (SFG) can be significantly enhanced due to these
plasmon resonances.22–29 Additionally, interactions between plasmonic nanoparticles and
chromatic dyes give rise to molecular and plasmonic resonance coupling, which can be mea-
sured via extinction spectroscopy. When the plasmon frequency is in resonance with a
molecular excitation, strong coupling can lead to the formation of hybrid states, resulting
in exciton-polariton peaks separated by a splitting energy. Additionally, this coupling leads
to characteristic Fano-type resonances with corresponding plasmon and molecular spectral
depletions.30–32,32–38
The near-field dynamics and coupled dynamics of molecules, such as light harvesting dyes
adsorbed to the surface of plasmonic nanostructures,11 show promise in the fields of pho-
tovoltaics, catalysis, and chemical sensing. For example, the strong fields near the surface
of metal nanoparticles can boost the response of nearby adsorbates in low concentrations
which is ideal for sensing applications such as surface enhanced Raman spectroscopy (SERS),
or conversely, the optical responses of molecules at the surface of metallic nanostructures
can induce plasmonic modes via surface-enhanced fluorescence. There has been much re-
cent progress towards modeling these hybrid molecular/plasmonic systems. Some of the
many approaches to model the dynamics between plasmons and molecules include point-
plasmon/random phase approximation (RPA),39,40 a molecule treated with time-dependent
3
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Hartree Fock coupled to a continuous dielectric metal nanoparticle,41 resonant energy trans-
fer via quantum molecules embedded in a classical continuum background,42,43 coupled Liou-
ville/Maxwell equations,44 electrodynamics coupled to a density matrix master equation,33
extended Mie Theory on plasmonic nanospheres coupled to a two-level quantum model,45
finite-difference time-domain/real time-TDDFT,46–49 and quantum electrodynamics coupled
with time-dependent Hartree-Fock.32
Quantum/classical approaches based on a finite-difference time-domain (FDTD) solution
to Maxwell’s equations, with embedded quantum oscillators, are especially versatile as they
can describe arbitrary geometries of nanostructures with a nearby quantum emitter (e.g.,
molecule or quantum dot), potentially with solvent effects included. Typically these ap-
proaches involve a single quantum point source, but in many real systems there is coupling
between nanoparticles (NPs) and thousands of nearby dyes (e.g., adsorbed on the surface).
This requires an extensible approach capable of describing an arbitrary number of quantum
sub-regions within the FDTD main grid. In this paper, we present a method for modeling a
monolayer of molecules on the surface of a spherical plasmonic nanoparticle using two ”super
molecules” and compare these results to experimental extinction measurements. The method
can readily be extended to an arbitrary number of molecules. We use a phenomenological
N -level Hamiltonian for each molecule, but this approach can be extended to accommodate
any quantum description.
The remainder of the paper is structured as follows: In Sec. 2, we present expressions for
the FDTD evolution of the electric fields, magnetic fields, currents and polarizations for a
combined plasmon/molecule system, followed by an explanation of how to implement a com-
bined FDTD/N–level approach. Sec. 3 presents validation simulations including: single gold
NP extinction spectra, long-range resonant energy transfer (FRET) between two molecules,
and finally difference extinction spectra for malachite green monolayers adsorbed on a Au
NP (See Fig. 1). Comparison of these spectra with experiment allows us to extract approx-
imate transition dipole angles and monolayer separation distances. Finally, conclusions and
4
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Figure 1: Schematic of the gold/dye interface. The cationic malachite green (MG) molecules
are held at the surface via electrostatic interactions with the anionic mercaptosuccinic acid
(MSA) with a small water solvation layer between the MG and MSA. The transition dipole
moment for the brightest absorption is tilted with respect to the normal of the surface by
angle η. Assuming roughly two water shells, the overall separation ` between the Au surface
and the MG center of mass is roughly 25.4 A˚. For simplicity, in this paper we approximate
the molecular monolayer as two supermolecules with scaled oscillator strengths.
future extensions are presented in Sec. 4.
2 Theory
In this section, we outline an approach for coupling multiple quantum oscillators within
a classical electrodynamics background described using FDTD. Broadly, this involves five
components:
1. Describe the electric and magnetic fields in the vaccum (or background medium), and
the fields and currents on the metal nanoparticle, using FDTD.
2. Partition an auxiliary FDTD subregion around each quantum oscillator (molecule) to
remove spurious self-excitation of the molecules with their radiated fields. This uses a
total-field/scattered-field (TF/SF) approach.
3. Propagate each quantum molecule in time under the influence of the external field
5
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from the FDTD. This can be done using any quantum method, but here use we phe-
nomenological N -level molecules.
4. The quantum currents on each molecule act as source terms for the main FDTD grid
via the TF/SF boundary around each molecular subregion.
2.1 Basic FDTD Considerations
In the finite-difference time-domain (FDTD) approach, the fields and currents are discretized
on a grid and solved in time and space using a “leap-frog” integrator.50 The spatial and
frequency-dependent permittivity ε(r) and permeability, µ(r) are typically fit to experimental
bulk values. Neglecting magnetization effects in the metal (i.e., µ = µ0), the Maxwell’s
equations are:
εeff(r)
∂
∂t
E(r, t) = ∇×H(r, t)− J(r, t) (1a)
µ0
∂
∂t
H(r, t) = −∇× E(r, t) (1b)
where E(r, t) is the electric field, H(r, t) is the magnetic field, and J(r, t) is the electric
current density. Note that in this paper, J is only present on the metal nanostructure.
To avoid issues with “hard sources,” where propagated fields interact in non-physical
ways with the source, we use a total-field scattered-field (TF/SF) approach.51–53 Here, an
auxiliary 1D simulation with a specified pulse is propagated separately from the main 3D
grid. To excite the system, the 1D incident field is projected to 3D and added uniformly to
one side of the TF/SF boundary. The pulse is then subtracted out as it reaches the opposite
side, resulting in purely scattered fields outside the TF/SF boundary. By subtracting the
incident field, the resulting simulation outside the total-field region contains only scattered
fields. This technique is commonly used to calculate the scattering cross sections of arbitrary
objects via the outgoing flux (outside the TF/SF) along with a near-to-far-field transform
(NTFF).54 The corresponding absorption cross section can be computed inside the TF region
using flux monitors, but this approach can be somewhat sensitive to monitor position and
6
Page 6 of 39
ACS Paragon Plus Environment
The Journal of Physical Chemistry
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
grid spacing. Details on calculating the absorption and scattering cross sections are outlined
in the Supporting Information.
2.2 Coupling between Quantum Mechanics and FDTD
The electron dynamics in molecules must be described using quantum mechanics, which
necessitates a multiscale coupling between the main FDTD grid and multiple quantum sub-
regions. We assume that each molecule only occupies one FDTD grid point. This can be
justified for both the absorption and emission of the molecule as follows: For absorption,
when the wavelength of light is much greater than the size of the molecule, the applied field
on a molecule is essentially constant. Thus, the coupling is dominated by dipolar coupling
and the molecule can be treated as experiencing a uniform electric field with the value given
by the FDTD field a single point in space (at the center of mass of the molecule). For the
molecular radiation, the fields near the molecule may not be dipolar (especially for long
chromophores) but will become dipolar far enough away from the molecule. Given the rel-
atively large distances between the NP and molecules (∼ 25 A), this is also a reasonable
approximation. Extensions to close molecule-molecule distances may require going beyond
this dipolar emission approximation. This can be accomplished by solving the FDTD and
QM on the same (or overlayed) grids.48 Thus, the FDTD electric field at that point acts as
an external field on the molecule, and the molecular current acts as a source for the FDTD.
Direct application of this, however, results in spurious self-excitation of the molecule, as the
radiated field can immediately “re-excite” the emitting molecule. One way of overcoming
this is to use a full auxiliary FDTD grid for each molecule,40 but this is not tractable for a
large number of molecules. A better alternative is to instead partition a small FDTD region
around each molecule using a TF/SF-like coupling, such as the approach developed by Sei-
deman and coworkers.44 By propagating the fields in this small region using the analytical
expression for a radiating dipole, the radiated fields from the molecule do not interact with
the molecule itself, but are instead coupled back into the main grid some distance away
7
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using a “reverse” TF/SF boundary. In this paper we instead propagate using a FDTD with
a point source, which is valid for any quantum emitter.
Figure 2: Schematic of the multiscale quantum/classical approach. A main finite-difference
time-domain (FDTD) region contains the background and any potential metal nanostruc-
tures, while each quantum molecule is contained within its own FDTD subregion. These
molecules are excited via the electric field in the main region, but emit into their own auxil-
iary sub-region to prevent self-excitation. These emitted fields are then introduced into the
main region using reverse total-field/scattered-field (TF/SF)-like interfaces (arrows). This
approach allows for an arbitrary number of quantum molecules treated using any quantum
method.
Fig. 2 shows a schematic of the approach for the case of two molecules. The main
FDTD has two regions: a total field (TF) region which contains all nanostructures and
molecules, and a scattered field (SF) region which contains only the scattered fields (i.e., no
incident pulse). The boundary of the main FDTD region was taken to be a second-order
Mur absorbing boundary to remove non-physical reflections.52 The system is excited with a
broadband pulse via the TF/SF interface, as described in the previous section. This electric
field then acts as an external applied source for each quantum molecule in the region. Rather
8
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than radiate back into the TF region, which would allow the molecule to nonphysically excite
itself, instead each molecule radiates into its own auxiliary FDTD region centered around
the molecule (see Fig. 2). After propagating some distance from the molecule, this molecular
field is then added back to the main FDTD grid via a “reverse” TF/SF boundary. These
interfaces act as sources for the TF region. Finally, each molecular subregion has its own
absorbing boundary to prevent reflections.
An approach based on point polarizable dipole molecules, parameterized to either ex-
periment of QM calculations, would likely give a similar result for this application. Our
embedded time-dependent quantum method, however, can be extended to other nontriv-
ial cases. Because this method propagates the quantum molecules in the time domain, it
can capture nonlinear repsonses such as strong field excitations (e.g., Rabi cycling, tunnel
ionization,55 etc), and multiphoton processes (e.g., hyperpolarzabilities,56 high harmonic
generation, etc.). Additionally, it allows for extension to molecular photochemistry under
plasmonic fields via non-adiabatically57 (beyond Born-Openheimer) coupled electron/nuclear
dynamics simulations (e.g., surface hopping).
This technique has three advantages: (1) It does not assume any analytic form for the
molecular fields and is thus valid for any quantum point source (e.g., non-dipolar), (2) if the
grid parameters are consistent between the main and molecular FDTD regions, artifacts from
the interfaces will be minimal, and (3) it can be extended to a large number of molecules, as
the computational cost associated with each subregion is insignificant compared to the main
grid, and each region can be computed in parallel.
2.3 N-Level System with Dephasing
The above-described embedding technique is valid for virtually any quantum treatment of
the molecules (e.g., time-dependent Schro¨dinger equation, time-dependent density functional
theory, etc). For simplicity, here we will use a phenomenological N -level picture for the
quantum dynamics. In the density matrix representation, the equation of motion is governed
9
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by the von Neumann equation:
i
∂ρ(t)
∂t
=
[
ρ(t), H(t)
]
(2)
where for a N–level system H and ρ are N × N matrices. To incorporate dephasing, it is
convenient to instead use a Liouville representation:
i
∂||ρ(t)〉〉
∂t
= L ||ρ(t)〉〉 , (3)
where ||ρ(t)〉〉 is the density vector (length N2) and L is the Liouville operator (matrix size
N2 ×N2)
||ρ(t)〉〉 =

ρ11(t)
ρ12(t)
...
ρ1N(t)
ρ21(t)
...
ρNN(t)

(4)
The Liouville operator can be constructed from the Hamiltonian by converting from 2–index
to 4–index form:
Ljklm = Hjlδkm −Hmkδjl j, k, l,m ∈ [1, N ] (5)
where, without dephasing, the Hamiltonian is given by
H(t) = H0 − µ · E(t) (6)
10
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and µ is the transition dipole (tensor) operator, E(t) is a time dependent electric field, and
H0kl = εkδkl. The transition dipole matrix elements in direction d are
µdkl = −〈k|d|l〉 , (d = {x, y, z}) (7)
The 4–index L0 operator (N ×N ×N ×N) is then reshaped to 2–index for (N2×N2). For
example, if N = 2
L0 =

0 µ12 · E −µ12 · E 0
µ12 · E −∆ε2−1 + ∆µ2−1 · E 0 −µ12 · E
−µ12 · E 0 ∆ε2−1 −∆µ2−1 · E µ12 · E
0 −µ12 · E µ12 · E 0

(8)
where the energy of the transition is defined as ∆εl−k = εl − εk (e.g., ∆ε2−1 = ε2 − ε1),
and the difference in static dipole moments is defined as ∆µl−k = µl − µk. For a three level
11
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system (N=3), we get
L0 =

0 µ12 · E µ13 · E −µ12 · E 0
µ12 · E −∆ε2−1 + ∆µ2−1 · E µ21 · E 0 −µ12 · E
µ13 · E µ23 · E −∆ε3−1 + ∆µ3−1 · E 0 0
−µ12 · E 0 0 ∆ε2−1 −∆µ2−1 · E µ12 · E
0 −µ12 · E 0 µ12 · E 0
0 0 −µ12 · E µ13 · E µ23 · E
−µ13 · E 0 0 −µ23 · E 0
0 −µ13 · E 0 0 −µ23 · E
0 0 −µ13 · E 0 0
0 −µ13 · E 0 0
0 0 −µ13 · E 0
−µ12 · E 0 0 −µ13 · E
µ13 · E −µ23 · E 0 0
µ23 · E 0 −µ12 · E 0
−∆ε3−2 + ∆µ3−2 · E 0 0 −µ23 · E
0 ∆ε3−1 −∆µ3−1 · E µ12 · E µ13 · E
0 −µ12 · E ∆ε3−2 −∆µ3−2 · E µ23 · E
−µ23 · E µ13 · E µ23 · E 0

(9)
Now if we want to introduce dephasing of the coherences (i.e., T2 lifetimes) in a Redfield–like
picture,58 we add an imaginary part to the Liouville opertor
L = L0 + iLd (10)
In 4–index form:
Ldj,k,l,m = γjkδjk,jk, j 6= k (11)
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where γjk = γkj and the dephasing parameters are the inverse of the T2 lifetimes:
T2,jk =
1
γj,k
(12)
Note that we have not included T1 lifetimes here (energy loss/damping) although this is
easily done. E.g. for N = 2
γ12 = γ21 = − i
T2,12
(13)
and zero for other terms.
For a three level system, the 4–index dephasing Liouvillian is:
Ld12,12 = Ld21,21 = −iγ12 (14a)
Ld13,13 = Ld31,31 = −iγ13 (14b)
Ld23,23 = Ld32,32 = −iγ23 (14c)
(other terms are zero). In the 2–index form:
Ld =

0 0 0 0 0 0 0 0 0
0 −iγ12 0 0 0 0 0 0 0
0 0 −iγ13 0 0 0 0 0 0
0 0 0 −iγ12 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 −iγ23 0 0 0
0 0 0 0 0 0 −iγ13 0 0
0 0 0 0 0 0 0 −iγ23 0
0 0 0 0 0 0 0 0 0

(15)
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Now, if we assume the system starts purely in the ground state
||ρ(0)〉〉 =

1
0
...
0

(16)
we can propagate ||ρ(t)〉〉 by integrating the equation of motion:
||ρ(t+ ∆t)〉〉 = Uˆ ||ρ(t)〉〉 (17)
where the propagator Uˆ ≡ e−iL(t)∆t. In simple cases, the matrix exponentiation can be done
using diagonalization, but other methods, such as power series expansion, can be used.59,60
Now, the expectation value of the polarization can be computed from the density vector:
〈pd(t)〉 = pd(t) = 〈〈µd|ρ(t)〉〉 (18)
where µd is the dipole superoperator in the d-direction:
µd =

µd11
µd12
µd13
...
µd1N
...
µdNN

(19)
Note, this includes on-diagonals µkk which represent static dipole moments of the ground
and excited states. The time derivative of the polarization (Eq. 18) is required for coupling
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to the FDTD:
〈p(t)〉
dt
=
d
dt
〈〈µ|ρ(t)〉〉 (20a)
d
dt
〈p(t)〉 = 〈〈µ|dρ(t)
dt
〉〉 (20b)
Since
dρ(t)
dt
= −iLρ(t) (21)
Eq. 20a becomes
dp
dt
= −i 〈〈µ|Lρ)〉〉 (22)
This single molecule (microscopic) polarization is scaled by the volume of a simulation voxel
(∆V = ∆x×∆y ×∆z) to obtain the macroscopic current density:
dP
dt
=
dp
dt
∆V = J(t) (23)
This becomes a current source term in Maxwell’s equations via Eq. 1a.
3 Results
3.1 Validation of FDTD
Before discussing the coupled plasmon/molecule case, we validate the electrodynamics and
FDTD/QM approaches separately. For the electrodynamics, we developed our own FDTD
code to allow for ease of integration with the quantum code. For each simulation, the total
volume was approximately 2281 × 2281 × 2281 nm3. Convergence with grid spacing was
testing for ∆x = ∆y = ∆z = 16, 12, 8 au = 8.47, 6.35, 4.23 A˚. For the finest grid, this
corresponds to 5393 total grid points. The time step was taken to be 0.8 times the Courant
stability limit which corresponds to 0.036 a.u. = 8.71×10−4 fs. Each simulation was allowed
to continue until the fields decayed to 0.1% of the maximum intensity, corresponding to about
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3500 au of time. This required roughly 9.72× 104 time steps, which took about 20 hours on
16 processors (OpenMP parallelized) and used approximately 160 GB of RAM.
For each simulation, the system was initialized using the TF/SF boundary with an x-
directed, z-polarized broadband plane-wave excitation centered on the plasmon frequency.
The pulse was chosen to be a discrete Ricker Wavelet to minimize grid artifacts:
fr[q] =
(
1− 2pi2
[
Scq
NP
−Md
]2)
exp
(
−pi2
[
Scq
Np
−Md
]2)
(24)
where Sc is the Courant stability number, which is a dimensionless quantity representing
the ratio of the chosen simulation time step to the largest stable time step. Here, ∆tmax =
c∆x/sqrt(3), is the Courant stability limit for a cubic 3D grid (∆x = ∆y = ∆z), i.e., the
maximum possible time step for which the Yee FDTD propagation is stable.61 Np is the
number of points per wavelength at the center frequency ω0 and is defined by
Np =
Sc
ω0∆t
(25)
and the temporal delay Md is the delay multiple. This pulse contains no DC component,
and its spectral content is set by a single parameter (i.e., ω0).
62 After excitation, the energy
flow into and out of the system is measured as a function of time via a scattering flux
monitor located outside the total field region (in the scattering region) and an absorption
flux monitor located inside the total field region. By collecting the outgoing electric and
magnetic fields on these flux monitors, we can obtain extinction properties of the system
(molecule, nanoparticle, combined, etc). See Supporting Information for details.
Before progressing to the coupled quantum/FDTD case, we first validate our FDTD im-
plementation for a single gold nanoparticle. As is commonly done, the frequency-dependent
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permittivity of the metal is modeled as a sum of Lorentzians
ε(ω) = ε∞ + ε0 +
NL∑
j=1
βj
ω2j − iαjω − ω2
(26)
where αj, ωj, and βj are real material-dependent parameters. These parameters can be
directly incorporated through the auxiliary difference equation technique.61 For the param-
eters, we use the NL = 9 Lorentzian fit to experimental bulk values obtained by Neuhauser
et al.63 This fit is valid over the energy range between 0.6 – 6.7 eV.
Figure 3: Comparison of FDTD computed and experimentally measured extinction (ab-
sorption + scattering) for a 80 nm diameter gold nanoparticle. The computed spectra are
insensitive to grid and are consistent with experiment.
For this validation we computed the extinction (absorption + scattering) of a single
80 nm diameter gold nanosphere in water with various grid spacings and compared it to
the experimental extinction measured with a UV/Vis spectrophotometer. Additionally, we
can change the background medium through εeff = ε0εr in Eq. 1a. For these simulations,
we used εr = 1.782, which corresponds to a water solvent. Fig. 3 shows the spectra for
various grid spacings. Overall the spectrum is relatively insensitive to grid, and agrees well
17
Page 17 of 39
ACS Paragon Plus Environment
The Journal of Physical Chemistry
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
with experiment in the region of the plasmon resonance. Deviations at lower (∼1.8 eV) and
higher (∼2.5 eV) are likely due to polydispersity in the experiment. Based on these results,
we henceforth use a grid spacing of ∆x = 8 au = 4.23 A˚ for subsequent calculations of this
size nanoparticles.
3.2 Energy coupling between two molecules
Figure 4: Computed resonant energy transfer between a pair of two-level chromophores as
a function of separation (R). The transition dipole moments are shown with arrows. The
fractional energy transfer from an excited (donor) molecule to the acceptor follows a 1/R6
trend, consistent with a Fo¨rster-like process (dipole-dipole coupling).
To validate our multi-molecule embedding scheme, we computed resonant energy transfer
between a pair of spatially separated two-level molecules with aligned transition dipole mo-
ments. Here, to emphasize the effect, we chose each to have a non-physical transition dipole
moment of 57 au = 144 D. The frequency was chosen to be 0.073 au = 2.0 eV. For this
simulation, the subregion around each molecule was 30 au wide with an absorbing boundary
beyond each TF/MF boundary. The left molecule was initialized via a delta kick excitation.
The transfer was quantified by computing the maximum energy on the right molecule as a
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fraction of the maximum energy on the left molecule. Figure 4 shows this fractional energy
transfer as a function of intermolecular separation R. The observed 1/R6 behavior is char-
acteristic of a Fo¨rster-like resonance energy transfer (FRET) mechanism, which arises from
long-range dipole-dipole interactions.64–66 The energy transfer between the two embedded
molecules is mediated by the propagation of the electric fields through the FDTD back-
ground. This yields the dipole-dipole coupling without additional distance-dependent terms
in the Liouvillian (or corresponding operator for other QM methods). This type of interac-
tion can be modeled using purely quantum approaches such as TDDFT transition-dipoles67
or transition density cube methods.68 Embedded QM schemes like previous work40,44,47 and
our approach here have a few advantages. Since the molecules and intermediate fields are
propagated explicitly in time and space, these methods can be extended to FRET in en-
vironments with non-trivial frequency responses (e.g., near plasmons and surfaces, certain
solvents, etc). Additionally, they open the door to resonant energy transfer under intense
fields.
3.3 Plasmon/Molecule Coupling
Now we turn to the main topic of this paper, namely computing the coupled excitations
of plasmons with multiple nearby chromophores. Here we study the system consisting of a
80 nm gold NP with a full monolayer of malachite green molecules adsorbed on the surface
(See Fig. 1). Previous experimental studies on this system have exhibited strong coupling
between the plasmons and excitations on the dyes, which can be observed via a difference
UV-visible extinction spectrum.34 These systems have well-characterized nanoparticle sizes
(via transmission electron microscopy) and known surface coverage (via second harmonic
generation isotherms). Questions remain, however, about the physical origins of the observed
features in the coupling spectra, as well as the orientation (transition dipole angle) and
distance of the dyes molecules from the NP surface. In this section, we present simulations
for interpreting these difference spectra and approximating the geometries of the dyes with
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respect to the NP.
3.3.1 Parametrizing Monolayer of Quantum Molecules
We model malachite green as a three-level molecule, focusing only on the transitions at
2.02 eV and 2.13 eV. The molecular parameters were determined by fitting the experi-
mental spectrum to the sum of two Lorentzian functions, with the peak positions yielding
∆ε2−1 = 0.07423 au = 2.020 eV and ∆ε3−1 = 0.07822 au = 2.129 eV, respectively. The os-
cillator strengths were found by integrating the extinction, which gives the transition dipole
moments µ12 = 1.985 au = 5.046 D and µ13 = 1.575 au = 4.003 D. Here, we are only inter-
ested in modeling the two lowest excitations of the malachite green molecule: |1〉 → |2〉 and
|1〉 → |3〉. Since the |2〉 states will be negligibly populated (due to low field intensities), the
|2〉 → |3〉 is not experimentally observable and can be neglected. We thus turn off the excited
state absorption (|2〉 → |3〉) by setting µ23 = 0. For the lifetimes, it is generally impossible
to deconvolute an experimental absorption peak into T1 (damping) and T2 (dephasing) con-
tributions. A more sophisticated approach would be to use time-resolved techniques, such
as pump-probe transient absorption spectroscopy, to measure the T1 and T2 contributions.
For simplicity we assume only dephasing, with the corresponding lifetimes fit to the full
width half maximum of the experiment. Here, T12 = 481.4 au = 11.65 fs and T13 = 291.9 au
= 7.061 fs, corresponding to the dephasing times between states |1〉 and |2〉 and |1〉 and |3〉,
respectively.
Experimentally, we previously determined that each 80 nm Au NP had M ≈ 9200
molecules adsorbed to the surface.34 Although the formalism could be applied to directly
model this system, for simplicity we instead model the monolayer as two “super” molecules
with scaled-up transition dipole moments. This allows us to mimic the response of malachite
green covering the entire gold surface using only two quantum molecules. A super molecule
approach implicitly assumes a particular orientation of each molecule with respect to the sur-
face and neglects coupling between molecules. These super molecules then couple indirectly
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Figure 5: Computed extinction spectra for a single malachite green molecule, modeled as a
three-level system with parameters fit to match experiment.
through the plasmonic fields. Additionally, we experimentally determined the adsorption
site area of malachite green to be approximately 2.19 nm2, where the average molecule-
molecule distance is 1.14 nm. Although these molecules are potentially within the strong
coupling regime,69 we believe the overall spectra are dominated by the plasmon/molecule
coupling as evidenced by our good agreement with experiment. For smaller NP’s (i.e.,
< 50 nm), higher site densities, or molecules with higher oscillator strengths, we suspect
that the molecule/molecule interaction will play a more important role in the coupling.
We determined the super molecule transition dipole moments such that the absorp-
tion of the pair matches the expected response of a fully covered nanoparticle. Neglecting
molecule/molecule coupling, the scaling factor can be approximated from the experimentally
measured surface coverage M . Since absorption scales linearly with the number of molecules,
the total absorption of a collection of independent oscillators is given by:
σ˜ = M˜σ (27)
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where σ is the absorption of a single molecule, σ˜ is the absorption of the collection of
molecules, and M˜ is an effective number of molecules. For an isotropic arrangement, M˜ is
simply the number of molecules in solution. For the case of molecules adsorbed to a spherical
nanoparticle with a well-defined angle with respect to the normal, and for a particular light
polarization (say z), this becomes an orientational average. This is a surface integral of the
transition dipoles dotted into the normal, which accounts for alignment of the molecules
with respect to the z-polarized light field:
M˜ = M
pi∫
0
dθ
√
〈cos2(θ)〉
〈cos2(0)〉 = M
1√
2
(28)
Now, since absorption is directly proportional to the square of the transition dipole,
σ˜ ∝ µ˜2, the effective “super” transition dipole moment is given by:
µ˜ =
√
M˜µ (29)
A single molecule is unable to capture molecule-plasmon-molecule polariton modes so we
instead used two super dyes positioned at the θ = 0 and θ = 180◦ poles of the nanoparticle.
Before proceeding to the nanoparticle case, we first validated the super molecule approach
by comparing the z-polarized extinction of two dyes with purely z-oriented dipole moments
against that of four dyes, each located at some angle θ with respect to the z-axis. For a pair,
the transition dipole is scaled by an additional 1√
2
such that the absorption cross section is the
same (see Eq. 29). Fig. 6 shows the calculated extinction spectra for these two systems. Note
here, for molecules the scattering is negligible so the extinction is predominantly absorption.
The two are essentially identical, demonstrating that two super molecules can represent an
arbitrary number of molecules, at least in the limit of no molecular coupling.
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Figure 6: Computed z-polarized extinction of four molecules (θ = 30◦, 150◦, 210◦, and 330◦)
is captured correctly by two “super” molecules (θ = 0◦, 180◦). Here, the long axis of the red
ovals point along the direction of the transition dipole. This can be extended to modeling
an arbitrary number of molecules using only two oscillators, at least in the limit of negligible
molecule-molecule interactions.
23
Page 23 of 39
ACS Paragon Plus Environment
The Journal of Physical Chemistry
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
3.3.2 Au Nanoparticle/Malachite Green Difference Spectra
Using this approach we now model the coupled plasmon-molecule polariton response of Au
NP with malachite green adsorbed on the surface. This is a follow up on our previous experi-
mental results.34 For these coupled nanoparticle/molecule simulations, we parameterized our
grid using the best grid spacing from the convergence test of gold in Fig. 3 (i.e., ∆x = 8 au).
The malachite green monolayer was modeled using a pair of three-level super molecules, with
the molecular parameters fit to experiment (See Sec. 3.3.1). For the surface coverage, we
use our experimentally determined value of M ≈ 9200, which was obtained using second
harmonic generation (SHG) isotherm for a 80 nm gold nanoparticle.34
The physical distance between the NP surface and dye monolayer (`), as well as the angle
of the transition dipole with respect to the normal (η) both remain unknown. As a first
approximation, we estimate the distance by measuring the length of mercaptosuccinic acid
(MSA) (i.e., 9−12 A˚), the capping agent molecule, which is chemically bound to the surface
of gold, and the length from the edge of the dye to its center (i.e., 7− 10 A˚). Additionally,
since these dyes are held at the surface via electrostatic interactions, we estimate that there
are at least 1-2 water shells between the dye and MSA (i.e., ∼ 6 A˚). Therefore, we estimate
the distance from the NP surface to the center of the dye to be 25 A˚. (Figure 1) For
the angle, previous studies attribute observed results to a tilt angle of the dyes, but the
angle remains unclear. Moreover, the molecular tilt angle is potentially different from the
transition dipole angle. Thus for this paper, we compute the plasmon-molecule spectra for
a range of separations (`) and transition dipole angles (η) to determine rough values.
First, we explore the effect of transition dipole angle on the coupling. To start, we pick
the monolayer distance to be ` = 48 au = 25.4 A˚. This is consistent with approximately
1-2 shells of water between the surface and the center of the dye. Figure 7 shows resulting
z-polarized coupling spectra for a range of transition dipole angles. As in experiment, this
extinction spectrum was obtained by computing the spectrum of the NP+molecule system,
then subtracting the extinction spectrum of the lone gold nanoparticle, as well as that of
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a solution of M molecules. For the molecule subtraction, to be consistent with experiment
we used a ensemble average of molecular orientations, which corresponds to 1
3
M for the
z-polarization.
Figure 7 shows the difference in extinction as a result of the molecule-plasmon interac-
tions, that is, in the absence of plasmon/molecule coupling, the difference extinction would
be zero. In this case, the residuals reveal a Fano-like resonance centered at the molecular fre-
quency ∆ε2−1, which results in two additional peaks. The lower energy peak corresponds to
an in-phase coupled polaritonic mode |P−〉 involving the primary dye absorption (|1〉 → |2〉
transition) and the plasmon. This mode is significantly red-shifted from the uncoupled
molecular mode. The complimentary out-of-phase polariton |P+〉 is blue-shifted and lower
in magnitude. Additionally, there is a prominent negative feature at ∼2.02 eV which cor-
responds to depletion of the main molecular mode at ωm = ∆ε2−1, i.e., energy transferred
from the molecule to the plasmon, forming the polaritonic states |P−〉 and |P+〉. The cor-
responding plasmon depletion and second molecular mode (i.e., ∆ε3−1) overlap the |P+〉
polariton and are not clearly visible due to the small µ13 transition dipole for this molecular
mode. These signals would likely be more prominent for the case of a smaller nanoparticle,
where the cross section of the molecules would be closer in magnitude to that of the plasmon.
The effect of transition dipole angle η on these polaritonic states is also shown in Figure 7.
Regardless of angle, the frequency of the |P+〉 polariton is ∼ 2.14 eV, while the magnitude
decreases with increasing η. In contrast, the |P−〉 frequency blue-shifts and the magnitude
decreases with increasing η. At a distance of ` = 25.4 A˚, for example, a transition dipole angle
of η = 60◦ gives the best agreement with experiment, for both the frequency (∼ 1.89 eV)
of the modes as well as the relative magnitudes. The energy difference between the two
polariton peaks, ∆EP , corresponds to the splitting energy. This is a measure of the coupling
strength between the molecular and plasmon excitations. Our model predicts an approximate
splitting energy of ∆EP = 263 meV for malachite green and a 80 nm Au NP. This is in
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Figure 7: Comparison of FDTD computed and experimentally measured difference extinction
spectra (coupled system − pure Au NP − dye solution) for a 80 nm diameter Au nanoparticle
(NP) surrounded by malachite green molecules. The difference spectra reveals the coupling
between the plasmon and molecular excitations. The system is modeled using two “super”
dye molecules by fixing either the separation distance from the NP surface (Panel A) or
transition dipole angle (Panel B) and varying the other (e.g., Panel A ` = 25.4 A˚ and vary
η). The residual Fano-type resonances correspond to an in-phase polariton |P−〉 (lower
energy) and an out-of-phase polariton |P+〉 (higher energy). The depletion in the brightest
molecular mode is visible at 2.02 eV (ωm). The corresponding plasmon depletion and second
molecular mode overlap the |P+〉 polariton and are not clearly visible.34
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agreement with our experimental difference extinction measurements (Fig. 7C).34
Additionally, since the exact distance ` between the metal surface and the malachite
green monolayer is not implicitly known, we also explored its effect on the splitting energy
∆EP . Figure 7B shows the difference spectra with a fixed transition dipole angle (θ = 60
◦)
and various monolayer distances (` = 48, 60, 80, 100 au). The splitting energy decreases
with increasing `, as evidenced by a blue-shifting |P−〉 (in-phase) polariton frequency. The
magnitude, on the other hand, is relatively insensitive to `. This is likely due to the relatively
large separation from the surface, where the exponentially decaying electric field has a shallow
gradient. The |P+〉 (out-of-phase) polariton frequency and magnitude appears relatively
insensitive with increasing `. From these results, however, it is clear that the splitting
energy ∆EP decreases with `.
Since both η and ` affect the splitting energy, there is some ambiguity in using these
simulations to determine the molecular geometry. Without some experimental measure of
either of the parameters, it is difficult to conclusively approximate their values. In principle,
a full 2D parameter scan might be illustrative, but choosing a “best” angle and distance by
matching ∆EP might still be ambiguous. Regardless, assuming ` = 25.4 A˚ gives a transition
dipole angle of η = 60◦ which is consistent with a tilted malachite green molecule. Future
molecular simulation studies will give more insight into the geometry of malachite green
adsorbed to the surface of Au NP.
4 Conclusions
In conclusion, we have presented a multiscale method for computing the coupled plas-
mon/molecule excitations for systems containing an arbitrary number of molecules on the
surface of a metal. This uses finite-difference time-domain (FDTD) for the classical fields
and quantum mechanical for the electron dynamics on each molecule. In this paper, we de-
rive the expression for an N -level Hamiltonian with dephasing via a Redfield-like treatment,
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but this approach can also be extended to use any time-dependent quantum method.
We validated our results for the simple cases of a lone gold nanoparticle, as well as
resonant energy transfer between two isolated molecules. The technique was then extended to
model the extinction spectra of gold nanoparticles with an adsorbed monolayer of malachite
green described using two “super molecules.” This was used to predict the orientation of the
dye molecules (or at least that of their transition dipole), as well as the separation of the
monolayer from the gold surface. Our results capture the experimentally observed polariton
modes (coupled plasmon/molecule excitations) and agree with the observed experimental
splitting energy of ∼ 263 eV, with a “best guess” for the distance of ` ∼ 25.4 A˚, and a
transition dipole angle of η ∼ 60◦.
Both quantities ` and η are difficult to measure experimentally, but are crucial for in-
terpreting spectra and for applications spanning molecular sensing, plasmonic photovoltaics,
and near-field photocatalysis. As the coupling depends simultaneously on both transition
dipole angle of the molecule, as well as the separation from the surface, it is difficult to
conclusively assign their values from these simulations. Nevertheless, this ambiguity can be
remedied if one parameter is known, either from experimental measurements, or computed
using molecular simulations. In subsequent studies, to include potential molecule/molecule
interactions, we will use a larger number of oscillators rather then two “super molecules”.
The agreement of these results, however, with experiment suggests that primary mechanism
of coupling is due to the interaction between the molecule and plasmon, rather than inter-
molecular effects. The role of molecule-molecule coupling on the spectra will be explored
in future studies. Finally, this method can be extended beyond the simple N -level model
using real-time quantum chemistry techniques such as time dependent Hartree-Fock,70–72
time-dependent density functional theory,60,73–76 configuration interaction,77,78 coupled clus-
ter,79,80 and two-electron reduced density matrix methods.81 Moreover, to mitigate the com-
putational cost of multiple molecules, the FDTD as well as each molecule can be computed
in parallel, either using traditional MPI-like parallelization, or by using accelerator cards.
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Finally, spectral acceleration techniques such as filter diagonalization82,83 or Pade´ approxi-
mants,84 can significantly decrease simulations times.
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