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Abstract—Los esquemas de cifrado de clave pu´blica con
propiedades homomo´rficas tienen muchas utilidades en aplica-
ciones reales. Entre los esquemas con propiedades homomo´rficas
aditivas existentes, hay una familia (desde el esquema de
Goldwasser-Micali hasta el esquema de Paillier) cuya seguridad
se basa en problemas computacionalmente difı´ciles relacionados
con el problema de factorizar un nu´mero grande N . Los
esquemas de esta familia tienen diferentes propiedades tanto en lo
referente a la eficiencia, como al problema de teorı´a de nu´meros
concreto en el que basan su seguridad.
En este artı´culo proponemos un nuevo esquema a an˜adir a
esta familia. La hipo´tesis computacional en la que se basa la
seguridad de nuestro esquema es la hipo´tesis de la Residuosidad
Cuadra´tica mo´dulo N . En te´rminos de eficiencia, por un lado
nuestro esquema mejora todos los esquemas anteriores cuya
seguridad se basa en la hipo´tesis de la Residuosidad d-e´sima
mo´dulo N , para d ≥ 2; por otro lado, nuestro esquema es
en general menos eficiente (tiempo de descifrado) que algunos
esquemas como el de Paillier, cuya seguridad se basa en otra
hipo´tesis (Residuosidad N -e´sima mo´dulo N2). Sin embargo, si
los mensajes a cifrar son cortos, la eficiencia de nuestro esquema
es esencialmente la misma que la del esquema de Paillier.
I. INTRODUCCIO´N
Los sistemas criptogra´ficos de cifrado son una primitiva
esencial en el mundo de la seguridad en comunicaciones
digitales, porque son los encargados de proporcionar confi-
dencialidad a la comunicacio´n. En los sistemas de cifrado
sime´tricos, la misma clave secreta se usa para cifrar y para
descifrar, y por tanto debe ser compartida de manera segura
entre emisor y receptor. En los sistemas de cifrado asime´tricos
(o de clave pu´blica), cualquier emisor puede usar la clave
pu´blica del receptor parar cifrar, y esa clave es diferente de
la clave secreta, que so´lo conoce el receptor y que debe usar
para descifrar.
Los sistemas sime´tricos son ma´s eficientes que los
asime´tricos, pero presentan el problema de la generacio´n y
gestio´n de las claves. De hecho, e´sa fue la causa de la
aparicio´n de los sistemas asime´tricos. Adema´s, los sistemas
asime´tricos permiten otras funcionalidades, como por ejemplo
la capacidad de realizar operaciones aritme´ticas entre textos
cifrados que se traduzcan en operaciones aritme´ticas entre
los mensajes en claro subyacentes. Este tipo de operaciones
se encuentran en varias aplicaciones de la vida real que
necesitan confidencialidad de la informacio´n. Explicamos aquı´
dos ejemplos ilustrativos:
• Votacio´n electro´nica: cada votante envı´a un voto (0
o 1, si es una votacio´n de tipo referendum) cifrado,
para preservar la confidencialidad de su voto. Cuando
todos los votos cifrados se han recibido, se aplica una
operacio´n a los cifrados que resulta en un cifrado de
la suma de todos los votos. So´lo en ese momento, la
entidad competente procede a descifrar el cifrado global,
obteniendo el resultado final de la votacio´n.
• Computacio´n en la nube: una empresa o usuario particu-
lar que almacene cantidades my grandes de informacio´n
confidencial, puede contratar los servicios de alguna
empresa de cloud computing, y enviarles esa informacio´n
cifrada. Ma´s tarde, si el cliente quiere recuperar una
cierta funcio´n de alguna parte de esa informacio´n (por
ejemplo, el promedio de algu´n subconjunto de datos),
puede enviar a la empresa esa peticio´n, la empresa hara´
algunos ca´lculos sobre datos cifrados, enviara´ el cifrado
resultante al cliente, quie´n debera´ so´lo descifrar ese
cifrado final para recuperar el valor deseado.
Los sistemas de cifrado que permiten realizar este tipo
de operaciones reciben el nombre de homomo´rficos. Si las
operaciones entre cifrados se traducen en sumas (resp., multi-
plicaciones) entre mensajes, se dice que el sistema es aditiva-
mente (resp., multiplicativamente) homomo´rfico. Un sistema
que permita realizar algunas operaciones entre cifrados que se
traduzcan en sumas entre mensajes y otras operaciones entre
cifrados que se traduzcan en multiplicaciones entre mensajes,
recibe el nombre de completamente homomo´rfico.
Durante ma´s de 30 an˜os, desde 1978 hasta 2009, la ex-
istencia de sistemas completamente homomo´rficos ha sido un
problema abierto. En esos an˜os, sı´ que se propusieron sistemas
homomo´rficos respecto a una de las operaciones: suma [5],
[2], [6], [7], [8], [9] o multiplicacio´n [10], [3]. De e´sos,
algunos como RSA [10] son deterministas y por tanto no
puede conseguir el mı´nimo nivel de seguridad requerido, la
seguridad sema´ntica (ver Seccio´n II-B). El resto de sistemas
aditivos, excepto [9], basan su seguridad en la dificultad
de algunos problemas computacionales relacionados con la
dificultad de factorizar nu´meros grandes N = pq, con p y
q primos. El sistema aditivo en [9] utiliza retı´culos de enteros
(lattices); la criptografı´a basada en retı´culos es actualmente
uno de los temas ma´s estudiados en criptografı´a, y una de
las razones es la posibilidad de obtener buenas propiedades
homomo´rficas a partir de ellos. No so´lo se pueden combinar
cifrados para obtener sumas de mensajes, como en [9], sino
que se puede iterar esa idea para obtener un nu´mero limitado
de multiplicaciones de mensajes [1]. Adema´s, usando retı´culos
se han disen˜ado por fin los primeros sistemas completamente
homomo´rficos [4].
Sin embargo, la criptografı´a basada en retı´culos es au´n muy
reciente y tiene algunas desventajas, como el gran taman˜o
de las claves pu´blicas. Por eso, en aplicaciones reales que
so´lo requieran operaciones homomo´rficas aditivas (como las
votaciones electro´nicas, sistemas de recuperacio´n ano´nima
de informacio´n, etc.) se siguen utilizando esquemas de la
familia basada en el problema de la factorizacio´n, en particular
el esquema de Paillier [8]. Dentro de esta familia, algunos
esquemas tienen mejor eficiencia que otros (en cuanto al
coste de cifrar y descifrar, o en cuanto a la relacio´n entre
la longitud de un mensaje y la longitud de su texto cifrado).
En ese sentido, los esquemas ma´s eficientes son los de [7], [8].
Adema´s, los esquemas tambie´n se diferencian en el problema
computacional de teorı´a de nu´meros concreto en el que basan
su seguridad. Algunos esquemas [5] basan su seguridad en
la dificultad del problema de la Residuosidad Cuadra´tica
mo´dulo N , otros [2], [6] en la dificultad del problema de la
Residuosidad d-e´sima mo´dulo N , para d > 2, el esquema en
[7] basa su seguridad en la dificultad de factorizar nu´meros del
tipo N = p2q, y el esquema en [8] en el problema de la residu-
osidad N -e´sima mo´dulo N2, siendo N = pq. Se conjetura que
todos estos problemas son computacionalmente muy difı´ciles,
para valores muy grandes de N . Desafortunadamente, no se
conocen relaciones de comparacio´n entre estos problemas de
teorı´a de nu´meros, y por tanto no se puede afirmar que algu´n
esquema en esta familia sea “ma´s seguro” que otro.
En este artı´culo proponemos un nuevo esquema de cifrado
a an˜adir a esta familia de sistemas de cifrado aditivamente
homomo´rficos con seguridad relacionada con el problema de
la factorizacio´n; en concreto, demostramos formalmente la
seguridad sema´ntica de nuestro esquema si se supone que el
problema de la Residuosidad Cuadra´tica mo´dulo N = pq
es difı´cil. Esta hipo´tesis es una de las ma´s esta´ndar entre
las relacionadas con el problema de la factorizacio´n. Nuestro
esquema es ma´s eficiente que todos los esquemas cuya se-
guridad se basa en la hipo´tesis de la Residuosidad d-e´sima
mo´dulo N = pq, para d ≥ 2. Es decir, es ma´s eficiente que
los esquemas en [5], [2], [6]. Sin embargo, nuestro esquema
es menos eficiente que los esquemas en [7], [8], que basan
su seguridad en hipo´tesis que tal vez no son tan esta´ndar.
Queremos remarcar aquı´, no obstante, que si los mensajes a
cifrar son bastante cortos (cosa que pasa en aplicaciones reales
como referendums o recuperacio´n privada de informacio´n),
entonces la eficiencia de nuestro esquema es esencialmente
la misma que la eficiencia de los esquemas en [7], [8]. Por
todo eso, consideramos que nuestro esquema puede tener un
intere´s tanto teo´rico (es el primer sistema que permite cifrar de
manera eficiente ma´s de un bit y cuya seguridad reside en la
hipo´tesis de la Residuosidad Cuadra´tica) como pra´ctico (para
aplicaciones reales como un refere´ndum digital).
El resto del trabajo se organiza de la siguiente manera.
En la Seccio´n II repasamos los protocolos que forman un
sistema de cifrado de clave pu´blica, la definicio´n de seguridad
sema´ntica y el problema de la Residuosidad d-e´sima (en
particular, cuadra´tica). En la Seccio´n III describimos el nuevo
sistema de cifrado. Analizamos formalmente la seguridad de
este nuevo esquema en la Seccio´n IV y lo comparamos con
otros esquemas similares en la Seccio´n V. Finalmente, en la
Seccio´n VI presentamos un resumen de las contribuciones
de este trabajo y mencionamos algunos problemas abiertos
relacionados.
II. PRELIMINARES
A. Cifrado de Clave Pu´blica
Un esquema de cifrado de clave pu´blica PKE = (PKE.KG,
PKE.Enc,PKE.Dec) consta de tres algoritmos probabilı´sticos
y de tiempo polino´mico:
• El algoritmo de generacio´n de claves, PKE.KG, toma
como entrada un para´metro de seguridad λ y devuelve
una pareja (sk,pk) de claves secreta y pu´blica. Escribire-
mos (sk,pk)← PKE.KG(1λ).
• El algoritmo de cifrado, PKE.Enc, toma como entrada
una clave pu´blica pk y un mensaje m. La salida es un
texto cifrado c. Escribiremos c← PKE.Enc(pk,m).
• El algoritmo de descifrado, PKE.Dec, toma como en-
trada una clave secreta sk y un texto cifrado c. La salida
es un mensaje m˜. Escribiremos m˜← PKE.Dec(sk, c).
Se requiere la siguiente propiedad para que el esquema fun-
cione correctamente: PKE.Dec(sk,PKE.Enc(pk,m)) = m,
para toda pareja de claves (sk,pk)← PKE.KG(1λ).
El esquema PKE tiene propiedades homomo´rficas si existen
una operacio´n ⊗ entre textos cifrados y una operacio´n ⊕
entre mensajes tales que PKE.Dec
(
sk,PKE.Enc(pk,m) ⊗
PKE.Enc(pk,m2)
)
= m1 ⊕ m2, para toda pareja de claves
(sk,pk)← PKE.KG(1λ) y todo par de mensajes m1,m2.
B. Seguridad Sema´ntica
Recordamos aquı´ la nocio´n esta´ndar de seguridad para
esquemas de cifrado de clave pu´blica en te´rminos de indistin-
guibilidad, o seguridad sema´ntica. Consideramos ataques de
tipo CPA (chosen plaintext attacks), porque un esquema con
propiedades homomo´rficas no puede nunca alcanzar seguri-
dad contra ataques de tipo CCA (chosen ciphertext attacks).
Para definir la seguridad sema´ntica, usamos los experimentos
Exp-CPAb,PKEA (λ), para b = 0, 1, que implican a un adversario
A y un retador, y que se definen de la siguiente manera:
1) Inicializacio´n. El retador ejecuta (sk,pk) ←
PKE.KG(1λ). La clave pu´blica pk se envı´a al
adversario A.
2) Reto. El adversario A escoge dos mensajes m0 6=
m1 de la misma longitud. El retador calcula c =
PKE.Enc(pk,mb), y lo envı´a a A.
3) Apuesta final. El adversario A devuelve un bit b′ ∈
{0, 1}.
Sea Ωb el suceso donde A devuelve b′ = 1 en el exper-
imento Exp-CPAb,PKEA (λ), para b = 0, 1. La ventaja de ese
adversario A se define como
Adv-CPAPKEA (λ) = |Pr[Ω1]− Pr[Ω0]| .
Un esquema de cifrado de clave pu´blica se dice que
es indistinguible contra ataques CPA si Adv-CPAPKEA (λ) es
una funcio´n despreciable (negligible, en ingle´s) de λ, para
cualquier adversario A que corra en tiempo polino´mico (en
λ). Despreciable quiere decir que decrece ma´s ra´pido que el
inverso de cualquier polinomio.
C. El Problema de la Residuosidad Cuadra´tica
Sea N = pq un producto de dos nu´meros primos, cada
uno con λ/2 bits. Dentro del grupo Z∗N de unidades de
ZN , intuitivamente el problema de la residuosidad cuadra´tica
consiste en adivinar, dados N y un elemento aleatorio z ∈ Z∗N ,
si es un cuadrado mo´dulo N o no; es decir, si existe algu´n
nu´mero entero a ∈ ZN tal que z = a2 modN . Hay que
remarcar aquı´ que el sı´mbolo de Jacobi de z ∈ Z∗N , que
puede ser calculado de manera eficiente conociendo so´lo N ,
ya actu´a parcialmente como discriminador entre residuos y no-
residuos cuadra´ticos, puesto que el sı´mbolo de Jacobi de todos
los residuos cuadra´ticos es siempre 1, mientras que el sı´mbolo
de Jacobi de la mitad de los no-residuos cuadra´ticos es 0. Por
tanto, si definimos el problema con z ∈ Z∗N aleatorio, existirı´a
una probabilidad no-despreciable de solucionar el problema
usando el sı´mbolo de Jacobi.
Por tanto, restringiremos la definicio´n del problema a ele-
mentos z ∈ Z∗N que tengan sı´mbolo de Jacobi igual a 1. Por
tanto, definimos los subconjuntos QR(N) ⊂ JS1(N) ⊂ Z∗N
de la siguiente manera: JS1(N) contiene todos los elementos
de Z∗N con sı´mbolo de Jacobi igual a 1, y QR(N) contiene
todos los elementos de JS1(N) que son residuos cuadra´ticos
mo´dulo N .
El problema de la Residuosidad Cuadra´tica (QR problem)
se define de manera formal mediante los dos experimentos de
probabilidad siguientes, entre un retador y un algoritmo D. El
experimento Exp-QRβD(λ) se define de la siguiente manera,
para β ∈ {0, 1}.
1) El retador escoge aleatoriamente dos nu´meros primos
p, q, cada uno con λ/2 bits, y calcula N = pq.
2) El retador escoge z ∈ Z∗N de la siguiente manera:
• si β = 0, entonces z ∈R QR(N),
• si β = 1, entonces z ∈R JS1(N)−QR(N).
3) La pareja (N, z) se envı´a al algoritmo D.
4) D devuelve un bit β′ ∈ {0, 1}.
Sea ΩQRβ el suceso en el que D devuelve β′ = 1 en el
experimento Exp-QRβD(λ), para β ∈ {0, 1}. La ventaja de
ese algoritmo D en resolver el problema de la Residuosidad
Cuadra´tica se define como
Adv-QRD(λ) =
∣∣∣Pr[ΩQR1 ]− Pr[ΩQR0 ]∣∣∣ .
La hipo´tesis de la Residuosidad Cuadra´tica dice que
Adv-QRD(λ) es una funcio´n despreciable de λ, para cualquier
algoritmo D que corra en tiempo polino´mico (en λ).
El problema de la residuosidad cuadra´tica puede extenderse
para valores d ≥ 2 del exponente. Hablamos entonces del
problema de la Residuosidad d-e´sima, que consiste en adivinar,
dado un elemento z ∈ Z∗N , si existe un entero a ∈ ZN tal
que z = ad modN o no. Si se conoce la factorizacio´n de
N = pq, entonces el problema es fa´cil de resolver, puesto que
z es un residuo d-e´simo si y so´lo si z(p−1)/d = 1 mod p y
z(q−1)/d = 1 mod q. En general, podemos definir, para d ≥
2, el bit HQRN (d, z) que es igual a 0 si z es un residuo
d-e´simo mo´dulo N , e igual a 1 si no. El coste de calcular
HQRN (d, z) si se conocen p, q es de dos exponenciaciones
modulares, mientras que la hipo´tesis de la Residuosidad d-
e´sima afirma que calcular HQRN (d, z) conociendo so´lo N
es un problema computacionalmente difı´cil.
III. EL NUEVO ESQUEMA
Generacio´n de claves, PKE.KG(1λ). Escoger dos nu´meros
primos p, q de λ/2 bits cada uno, y calcular N = pq. Escoger
un entero positivo ` para la longitud admitida de los mensajes
a cifrar. Escoger un no-residuo cuadra´tico de manera aleatoria,
x ∈R JS1(N)−QR(N).
La clave pu´blica es pk = (N, x, `), mientras que la clave
secreta es sk = (p, q).
Cifrado, PKE.Enc(pk,m). Sea m ∈ Z+,m < 2` un
mensaje a cifrar; escribimos m = (m`−1, . . . ,m1,m0) para
la representacio´n en bits de m, de manera que m =
`−1∑
i=0
mi2
i.
El protocolo de cifrado funciona de la siguiente manera.
1) Escoger y ∈R Z∗N aleatoriamente.
2) Calcular y devolver el texto cifrado c = y2
`+1 ·
xm modN .
Descifrado, PKE.Dec(sk, c). Recordemos que el bit
HQRN (d, c) que nos indica si c es un residuo d-e´simo
mo´dulo N o no puede calcularse de manera eficiente (dos
exponenciaciones modulares) si los factores p, q de N son
conocidos (ver Seccio´n II-C).
Para descifrar un texto cifrado c ∈ ZN , se procede de la
siguiente manera, para i desde 0 hasta `− 1.
1) Calcular y definir mi = HQRN (2i+1, c).
2) Actualizar: c ←− c
xmi2
i modN
El protocolo de descifrado da como salida el texto en claro
resultante: m =
`−1∑
i=0
mi2
i ≡ (m`−1, . . . ,m1,m0).
A. Propiedad Homomo´rfica
Es fa´cil verificar que, para cualquier par de mensajes
m,m′ ∈ {0, 1, . . . , 2` − 1} tales que m + m′ < 2`, se
cumple que al multiplicar un cifrado de m por un cifrado
de m′, y reducir mo´dulo N , obtenemos un cifrado va´lido de
m + m′. En particular, esa propiedad permite re-aleatorizar
textos cifrados: si c = y2
`+1 · xm modN es un texto cifrado
para el mensaje m, cualquiera puede obtener un nuevo texto
cifrado c′ para el mismo mensaje m, sin necesidad de conocer
ni m ni la clave secreta. Para ello, basta con multiplicar c
por un cifrado aleatorio (y′)2
`+1
del mensaje 0, y obtener ası´
c′ = (y · y′)2`+1 · xm modN .
Esta propiedad homomo´rfica aditiva (manipular textos cifra-
dos permite obtener un texto cifrado de la suma de los men-
sajes subyacentes) es la misma que disfrutan otros esquemas
como Goldwasser-Micali [5], Benaloh [2], Naccacche-Stern
[6], Okamoto-Uchiyama [7], Paillier [8]. En cambio, otros
esquemas cla´sicos como RSA [10] o ElGamal [3] tienen una
propiedad homomo´rfica multiplicativa. La propiedad aditiva
parece tener ma´s utilidad en aplicaciones reales como sis-
temas de voto electro´nico, subhastas digitales, computacio´n
multiparte, etc.
Por u´ltimo, destacar que en los u´ltimos an˜os el tema de
los criptosistemas con propiedades homomo´rficas ha vuelto
con gran fuerza a la actualidad de la comunidad criptogra´fica,
debido a la aparicio´n de esquemas de cifrado que tienen a
la vez propiedades homomo´rficas aditivas y multiplicativas, el
primero de ellos debido a Gentry [4]. Estos esquemas comple-
tamente homomo´rficos son bastante complicados teo´ricamente
y de momento su eficiencia es muy precaria, pero se esta´n
obteniendo avances de manera muy ra´pida. Las aplicaciones
de los esquemas completamente homomo´rficos son potencial-
mente muy amplias, desde la delegacio´n de computaciones
costosas de manera privada (cloud computing) hasta protocolos
de consultas seguras sobre bases de datos cifradas.
IV. ANA´LISIS DE SEGURIDAD
Para demostrar que nuestro esquema tiene la propiedad
de seguridad sema´ntica suponiendo que el problema de la
Residuosidad Cuadra´tica es difı´cil, utilizaremos un argumento
hı´brido, muy comu´n para este tipo de demostraciones. En nue-
stro caso, en el que podemos aprovechar adema´s la propiedad
homomo´rfica del esquema, ese argumento nos da el siguiente
resultado.
Lema 1. Si existe algu´n adversario A contra la seguri-
dad CPA de nuestro esquema con ventaja Adv-CPAPKEA (λ),
entonces existe algu´n adversario Ai que elige siempre los
mensajes m0 = 0 y m1 = 2i, para algu´n i ∈ {0, 1, . . . , `−1},
con ventaja Adv-CPAPKEAi (λ) ≥ 1` · Adv-CPAPKEA (λ).
Demostracio´n. El retador ejecuta (sk,pk)← PKE.KG(1λ) y
envı´a pk al adversario A, que escoge dos mensajes m0 6= m1
de igual longitud `. Escribimos la representacio´n en bits
de dichos mensajes como m0 = (m0`−1, . . . ,m
0
1,m
0
0) y
m1 = (m1`−1, . . . ,m
1
1,m
1
0). Tomamos las posiciones en las
que los bits son diferentes, es decir J = {j|m0j 6= m1j}.
Si ordenamos esos ı´ndices de mayor a menor, obtendremos
J = {j1, j2, . . . , jt} con ` − 1 ≥ j1 > j2 > . . . > jt ≥ 0, y
por tanto t ≤ `.
Consideramos ahora los siguientes t+ 1 mensajes en claro:
m˜0 = m0, y para k = 1, . . . , t, definimos m˜k como el
resultado de cambiar el bit tk-e´simo al mensaje m˜k−1 anterior.
Obtenemos de esta manera una lista ordenada de mensajes,
m˜0, m˜1, . . . , m˜t, que cumplen que dos mensajes consecutivos
se diferencian so´lo en un bit, y adema´s m˜0 = m0 y m˜t = m1.
Definimos ahora t + 1 experimentos CPA modifica-
dos, mExp-CPAk,PKEA (λ), exactamente como el experimento
Exp-CPAb,PKEA (λ) definido en la Seccio´n II-B, pero ahora el
cifrado que se envı´a al adversario es c = PKE.Enc(pk, m˜k).
Sea Ω˜k el suceso donde A devuelve b′ = 1 en el experimento
mExp-CPAk,PKEA (λ), para k = 0, 1, . . . , t.
Tenemos ahora mExp-CPA0,PKEA (λ) = Exp-CPA
0,PKE
A (λ)
y mExp-CPAt,PKEA (λ) = Exp-CPA
1,PKE
A (λ), por tanto∣∣∣Pr[Ω˜t]− Pr[Ω˜0]∣∣∣ = |Pr[Ω1]− Pr[Ω0]| = Adv-CPAPKEA (λ).
Por otro lado, tenemos que
∣∣∣Pr[Ω˜t]− Pr[Ω˜0]∣∣∣ ≥∣∣∣Pr[Ω˜t]− Pr[Ω˜t−1]∣∣∣ + . . . + ∣∣∣Pr[Ω˜1]− Pr[Ω˜0]∣∣∣. Por tanto,
por un razonamiento ba´sico de desigualdades, debe haber
alguna de estas t diferencias que sea mayor o igual que
1
t · Adv-CPAPKEA (λ). Sea k∗ ∈ {1, . . . , t} el ı´ndice tal que∣∣∣Pr[Ω˜k∗ ]− Pr[Ω˜k∗−1]∣∣∣ ≥ 1
t
· Adv-CPAPKEA (λ)
y sea i = tk∗ . Tenemos pues que m˜k
∗−1 y m˜k
∗
difieren so´lo
en el bit i-e´simo. Sin pe´rdida de generalidad, supongamos que
m˜k
∗−1
i = 0 y m˜
k∗
i = 1. Viendo los mensajes como nu´meros
enteros, eso se traduce en m˜k
∗
= m˜k
∗−1 + 2i.
Ahora ya podemos construir un adversario Ai que cumple
las condiciones enunciadas en el lema: Ai escoge los mensajes
m0 = 0 y m1 = 2i y recibe un texto cifrado c =
PKE.Enc(pk,mb). Usando las propiedades homomo´rficas del
sistema, Ai opera c con un cifrado aleatorio del mensaje m˜k−1
para obener un cifrado c˜ = PKE.Enc(pk,mb + m˜k−1). Y
ahora Ai ejecuta el experimento mExp-CPA·,PKEA (λ) con el
adversario A, envia´ndole en la fase de Reto el texto cifrado c˜.
Es inmediato ver que cuando b = 0, el experimento que
ejecutan Ai y A es mExp-CPAk
∗−1,PKE
A (λ) y cuando b = 1,
el experimento que ejecutan Ai y A es mExp-CPAk
∗,PKE
A (λ).
Por tanto, tenemos que
Adv-CPAPKEAi (λ) =
∣∣∣Pr[Ω˜k∗ ]− Pr[Ω˜k∗−1]∣∣∣ ≥
≥ 1
t
· Adv-CPAPKEA (λ) ≥
1
`
· Adv-CPAPKEA (λ)
como querı´amos demostrar.
Lema 2. Si existe algu´n adversario Ai contra la seguridad
CPA de nuestro esquema, para i ∈ {0, 1, . . . , ` − 1}, que
elige siempre los mensajes m0 = 0 y m1 = 2i y tiene
ventaja Adv-CPAPKEAi (λ), entonces existe un algoritmo D
que resuelve el problema de la Residuosidad Cuadra´tica con
ventaja Adv-QRD(λ) ≥ 12(`−i+1) · Adv-CPAPKEAi (λ).
Demostracio´n. Para b ∈ {0, 1}, y j = 1, 2, . . . , ` − i + 1,
definimos el experimento Exp-CPA(b,j),PKEAi (λ) como el ex-
perimento que define la seguridad CPA (ver Seccio´n II-B),
modificado de la siguiente manera. Al generar el par de claves
(sk,pk), el retador escoge el elemento x de la clave pu´blica
se define tomando primero un elemento aleatorio x˜ ∈R Z∗N y
calculando despue´s x = x˜2
j
. En lo que refiere al texto cifrado
que se entrega a Ai en la fase de Reto, si b = 0 se le da
un cifrado c = PKE.Enc(pk, 0) de m0 = 0, y si b = 1 se
le da un cifrado c = PKE.Enc(pk, 2i) de m1 = 2i. Para
j = 0, definimos Exp-CPA(0,0),PKEAi (λ) = Exp-CPA
0,PKE
Ai (λ)
y Exp-CPA(1,0),PKEAi (λ) = Exp-CPA
1,PKE
Ai (λ).
Sea Ω˜(b,j) el suceso donde Ai devuelve b′ = 1 en el
experimento Exp-CPA(b,j),PKEAi (λ), para b ∈ {0, 1} y j =
0, 1, . . . , `− i+ 1. Por tanto tenemos
Adv-CPAPKEAi (λ) = |Pr[Ω1]− Pr[Ω0]| =
∣∣∣Pr[Ω˜(0,0)]− Pr[Ω˜(1,0)]∣∣∣
Veamos ahora que Pr[Ω˜(0,`−i+1)] = Pr[Ω˜(1,`−i+1)]. En
efecto, en esos dos experimentos el elemento x de la clave
pu´blica es x = x˜2
`−i+1
. Por tanto un cifrado de m0 = 0
tendra´ la forma c0 = y2
`+1
modN para un elemento aleatorio
y ∈ Z∗N , mientras que un cifrado de m1 = 2i tendra´ la
forma c1 = y2
`+1 · x2i modN = y2`+1 · x˜2`−i+1·2i modN =
(y·x˜)2`+1 modN . Como y·x˜ es tambie´n un elemento aleatorio
en Z∗N , tenemos que la distribucio´n de probabilidad de c0
es exactamente la misma que la de c1. Por tanto, el adver-
sario Ai tiene el mismo comportamiento en los experimentos
Exp-CPA(0,`−i+1),PKEAi (λ) y Exp-CPA
(1,`−i+1),PKE
Ai (λ).
A continuacio´n, veremos que para cada b ∈ {0, 1} y
cada j = 1, . . . , ` − i + 1, podemos construir un algoritmo
D que resuelve el problema de la Residuosidad Cuadra´tica
con ventaja Adv-QRD(λ) =
∣∣∣Pr[Ω˜(b,j)]− Pr[Ω˜(b,j−1)]∣∣∣. En
efecto, cuando D recibe la entrada (N, z) del problema
de la Residuosidad Cuadra´tica, D ejecuta el experimento
Exp-CPA(b,·),PKEAi (λ) con Ai, definiendo el elemento x de la
clave pu´blica del esquema PKE como x = z2
j−1
modN ,
y el texto cifrado como c = PKE.Enc(pk,mb). Si D esta´
en el experimento de residuosidad cuadra´tica Exp-QR0D(λ),
entonces z ∈ JS1(N) − QR(N) y por tanto el ex-
perimento que esta´n ejecutando D y Ai es en realidad
Exp-CPA(b,j−1),PKEAi (λ). Por otro lado, si D esta´ en el ex-
perimento de residuosidad cuadra´tica Exp-QR1D(λ), entonces
z ∈ QR(N) y por tanto el experimento que esta´n ejecu-
tando D y Ai es en realidad Exp-CPA(b,j),PKEAi (λ). Por tanto,
tenemos ΩQR0 = Ω˜(b,j−1) y Ω
QR
1 = Ω˜(b,j), y obtenemos el
resultado deseado: Adv-QRD(λ) =
∣∣∣Pr[ΩQR1 ]− Pr[ΩQR0 ]∣∣∣ =∣∣∣Pr[Ω˜(b,j)]− Pr[Ω˜(b,j−1)]∣∣∣.
Por u´ltimo, podemos utilizar la desigualdad triangular y los
dos resultados parciales descritos en los dos pa´rrafos previos,
para obtener el resultado enunciado en el lema. En efecto,
tenemos
Adv-CPAPKEAi (λ) =
∣∣∣Pr[Ω˜(0,0)]− Pr[Ω˜(1,0)]∣∣∣ ≤
≤
`−i+1∑
j=1
(∣∣∣Pr[Ω˜(0,j)]− Pr[Ω˜(0,j−1)]∣∣∣) +
+
∣∣∣Pr[Ω˜(0,`−i+1)]− Pr[Ω˜(1,`−i+1)]∣∣∣+
+
`−i+1∑
j=1
(∣∣∣Pr[Ω˜(1,j)]− Pr[Ω˜(0,j−1)]∣∣∣) =
= 2(`− i+ 1)Adv-QRD(λ).
Combinando los resultados en los Lemas 1 y 2, y teniendo
en cuenta que i ≥ 0, se obtiene directamente el siguiente teo-
rema que nos da la seguridad sema´ntica del nuevo esquema de
cifrado, bajo la hipo´tesis que el problema de la Residuosidad
Cuadra´tica es difı´cil.
Teorema 1. Si existe algu´n adversario A contra la seguri-
dad CPA de nuestro esquema con ventaja Adv-CPAPKEA (λ),
entonces existe un algoritmo D que resuelve el problema
de la Residuosidad Cuadra´tica con ventaja Adv-QRD(λ) ≥
1
2`(`+1) · Adv-CPAPKEA (λ).
El teorema anterior nos da una relacio´n concreta entre la
dificultad de romper la seguridad CPA del nuevo esquema
y la dificultad de solucionar el problema de la Residuosidad
Cuadra´tica (QR). Dicha relacio´n permite escoger de manera
segura la longitud de claves y la longitud de mensajes para el
esquema de cifrado, dependiendo del estado de arte en cuanto
a algoritmos conocidos para resolver el problema QR. Por
ejemplo, si la mejor manera conocida de resolver el problema
QR es factorizar el nu´mero N , y se asume (los datos no son
necesariamente reales) que el mejor algoritmo para factorizar
un nu´mero de λ = 2048 = 211 bits tiene probabilidad de e´xito
2−100 (o, lo que es equivalente, tiempo de ejecucio´n 2100), y
buscamos proteger nuestro esquema de cifrado contra ataques
que tengan probabilidad de e´xito como mucho 2−80, entonces
para que el resultado del teorema sea significativo y nos de´
seguridad real, podemos tomar ` tal que 2`(`+ 1) ≤ 220, por
ejempmlo ` = 29. En este ejemplo concreto, nuestro esquema
permitirı´a cifrar mensajes de ` = 29 = 512 bits mediante
textos cifrados de λ = 211 = 2048 bits. Por tanto, el factor de
expansio´n entre la longitud de un texto cifrado y la longitud
del mensaje serı´a en este caso λ/` = 4.
V. COMPARACIO´N CON OTROS ESQUEMAS
HOMOMO´RFICOS ADITIVOS
El esquema que proponemos en este trabajo es bastante
similar a otros esquemas de cifrado homomo´rficos, en par-
ticular los de Benaloh [2] y Naccache-Stern [6]. De hecho, el
protocolo de cifrado de nuestro esquema es exactamente igual
que el protocolo de cifrado de esos esquemas. La diferencia
esta´ en el protocolo de descifrado, que es ma´s eficiente
en nuestro caso, puesto que requiere O(`) exponenciaciones
modulares. En la siguiente tabla presentamos un resumen con
las caracterı´sticas de varios esquemas de cifrado de clave
pu´blica homomo´rficos cuya seguridad se basa en hipo´tesis
computacionales relacionadas de alguna manera con el prob-
lema de factorizar un nu´mero N producto de primos grandes.
En la tabla, λ es el para´metro de seguridad (la longitud en
bits de N ), y el coste de descifrado se deriva del hecho que
una exponenciacio´n modular del tipo z(p−1)/d modN tiene
coste O(λ3). El primer esquema de esta familia, propuesto por
Goldwasser y Micali [5], so´lo podı´a cifrar un bit; si se cifran
` bits con dicho esquema, los costes de cifrar y descifrar son
similares a nuestro esquema, pero la longitud total del cifrado
serı´a ` veces mayor. Nuestro esquema mejora a los esquemas
en [2] y [6] en lo que refiere al coste de descifrado. En cambio,
coste de Hipo´tesis
Esquema |m| |c| descifrado de
(caso peor) seguridad
GoMi84 [5] 1 λ O(λ3) Res. cuad.
mo´dulo N
Ben88 [2] ` λ O(`2`/2) Res. d-e´sima
mo´dulo N
NaSt98 [6] ` λ O(λ5 log(λ)) Res. d-e´sima
mo´dulo N
OkUc98 [7] λ/3 λ O(λ3) Factorizar
N = p2q
Pai99 [8] λ 2λ O(λ3) Res. N -e´sima
mo´dulo N2
Nuestro ` λ ` · O(λ3) Res. cuad.
esquema mo´dulo N
TABLE I
COMPARACIO´N ENTRE ESQUEMAS PKE HOMOMO´RFICOS.
nuestro esquema puede ser peor que los esquemas en [7] y [8]
en lo que refiere a factor de expansio´n entre las longitudes de
texto cifrado y mensaje, y es definitivamente peor que ellos
en lo que refiere al coste de descifrado (` veces peor). Sin
embargo, en aplicaciones reales como votacio´n electro´nica o
bu´squeda ano´nima en bases de datos, los mensajes a cifrar (y
por tanto ` en nuestro esquema) son pequen˜os, y en ese caso
nuestro esquema serı´a realmente comparable en te´rminos de
eficiencia a los esquemas en [7] y [8].
Una posible ventaja de nuestro esquema respecto a los
esquemas en [7] y [8] es la hipo´tesis de seguridad en la cual se
basan, puesto que la hipo´tesis de la Residuosidad Cuadra´tica
mo´dulo N = pq parece ma´s esta´ndar, mejor estudiada, que
hipo´tesis que utilizan mo´dulos como N = p2q o N2 = p2q2.
En cualquier caso, es un problema abierto (y aparentemente
muy difı´cil) encontrar relaciones entre todos estos problemas.
Nuestro nuevo esquema ganarı´a mucho intere´s e impacto
si, por ejemplo, se pudiese demostrar que el problema de
la Residuosidad Cuadra´tica mo´dulo N es estrictamente ma´s
difı´cil que el problema de la residuosidad N -e´sima mo´dulo
N2.
VI. CONCLUSIO´N
En este trabajo hemos propuesto un nuevo esquema de
cifrado de clave pu´blica con propiedades homomo´rficas adi-
tivas. El nuevo esquema puede situarse en una posicio´n
intermedia dentro de la familia de esquemas de este tipo
cuya seguridad se basa en la dificultad de algu´n problema
computacional relacionado con la factorizacio´n de nu´meros
grandes. Por un lado, nuestro esquema es ma´s eficiente que
el resto de esquemas existentes que basan su seguridad en
el mismo problema computacional (la residuosidad d-e´sima
mo´dulo N = pq, para d ≥ 2). Por otro lado, los esquemas
que tienen mejor eficiencia (en el algoritmo de descifrado, y
so´lo en el caso en que los mensajes cifrados sean largos) que
el nuestro basan su seguridad en otros problemas computa-
cionales diferentes, como factorizar nu´meros del tipo N = p2q
o bien decidir la residuosidad N -e´sima mo´dulo N2, cuando
N = pq.
Como lı´nea futura de investigacio´n, serı´a muy interesante
intentar encontrar relaciones entre todos estos problemas com-
putacionales de teorı´a de nu´meros, para aclarar que´ esquemas
de esta familia disfrutan de mejores propiedades de eficien-
cia y seguridad, globalmente. Por ejemplo, si fuese posible
demostrar que un algoritmo que resuelva el problema de la
Residuosidad Cuadra´tica mo´dulo N puede ser usado para re-
solver el problema de la Residuosidad N -e´sima mo´dulo N2, y
no al reve´s, entonces nuestro esquema tendrı´a mejor seguridad
que el esquema de Paillier, que es el mejor considerado y ma´s
utilizado en aplicaciones reales, dentro de esta familia.
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