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Resumen 
Para proporcionar del conocimiento semántico sobre los objetos con los que van a 
interactuar los sistemas robóticos, se debe abordar el problema del aprendizaje de las 
representaciones semánticas a partir de las modalidades del lenguaje y la visión. El conocimiento 
semántico se refiere a la información conceptual, incluida la información semántica (significado) 
y léxica (palabra), y que proporciona la base para muchos de nuestros comportamientos no 
verbales cotidianos. Por lo tanto, es necesario desarrollar métodos que permitan a los robots 
procesar oraciones en un entorno del mundo real, por lo que este proyecto presenta un enfoque 
novedoso que utiliza Redes Convolucionales Gráficas para aprender representaciones de palabras 
basadas en el significado. El modelo propuesto consta de una primera capa que codifica 
representaciones unimodales y una segunda capa que integra estas representaciones unimodales 
en una para aprender una representación desde ambas modalidades. Los resultados experimentales 
muestran que el modelo propuesto supera al estado del arte en similitud semántica y que tiene la 
capacidad de simular juicios de similitud humana. Hasta donde sabemos, este enfoque es novedoso 
en el uso de Redes Convolucionales Gráficas para mejorar la calidad de las representaciones de 
palabras. 
 
Palabras clave: Procesamiento Natural del Lenguaje, Redes Convolucionales Gráficas, 
Redes Neuronales Gráficas, Representaciones semánticas, Robótica Cognitiva 
 
  
Abstract 
To provide semantic knowledge about the objects that robotic systems are going to interact 
with, you must address the problem of learning semantic representations from modalities of 
language and vision. Semantic knowledge refers to conceptual information, including semantic 
(meaning) and lexical (word) information, and that provides the basis for many of our everyday 
non-verbal behaviors. Therefore, it is necessary to develop methods that enable robots to process 
sentences in a real-world environment, so this project introduces a novel approach that uses Graph 
Convolutional Networks to learn grounded meaning representations of words. The proposed model 
consists of a first layer that encodes unimodal representations, and a second layer that integrates 
these unimodal representations into one to learn a representation from both modalities. 
Experimental results show that the proposed model outperforms that state-of-the-art in semantic 
similarity and that can simulate human similarity judgments. To the best of our knowledge, this 
approach is novel in its use of Graph Convolutional Networks to enhance the quality of word 
representations. 
 
Keywords: Cognitive robotics, Graph Convolutional Networks, Graph Neural Networks, 
Natural Language Processing, Semantic representations.  
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Chapter 1 Introduction 
Project Environment 
The project has been carried out in the Institut de Robòtica i Informàtica Industrial (IRI), 
which is a Joint University Research Institute located in Barcelona and participated by the Spanish 
Council for Scientific Research (CSIC) and the Universitat Politècnica de Catalunya (UPC) that 
conducts basic and applied research in human-centered robotics and automatic control [1]. The 
institute, founded in 1995, is a key player in the Spanish robotics and automatic control scenes, 
and a valued participant in many international collaborations.  
According to [1], the IRI has three main objectives: to carry out excellent research in 
Robotics and Automatic Control, to cooperate with the community in industrial-technological 
projects, and to offer scientific education through graduate courses. The research activities are 
organized in four research lines: 
• Automatic Control. 
• Kinematics & Robot Design. 
• Mobile Robotics & Intelligent Systems. 
• Perception & Manipulation (the project belongs to this research line). 
 
Furthermore, IRI has received the María de Maeztu scientific excellence seal for the period 
July 2017 to June 2021. In this period, a strategic research program in human-centered robotics 
will be developed. This is the main accreditation given by the Spanish Government to research 
units that stand out for the impact and international relevance of their results. Also, IRI received 
the TECNIO accreditation in November 2018 and November 2020. This seal is granted by the 
Catalan Government to recognized and differential technology providers which are involved in the 
tech transfer process [1]. 
 
Problem Description 
Cognitive robotics is an approach to creating artificial intelligence in robots by allowing 
them to learn and respond to real-world situations, rather than pre-programming the robot with 
specific responses to every imaginable stimulus. Objective robotic cognitive abilities include 
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perceptual processing, attention allocation, anticipation, planning, complex motor coordination, 
reasoning about other agents, and perhaps even about your mental states [2]. 
It is necessary to develop methods that enable robots to process sentences in a real-world 
environment if we want them can communicate naturally with people. However, the language is a 
dynamic symbol system in which the meaning of a sign depends on the context and is understood 
subjectively [3]. The meaning of phrases and words is something that robots must ground, but this 
is not only determined by what they represent, but also by their relationship to other words. This 
is called distributional semantics and learning it is also crucial. 
Semantic knowledge refers to conceptual information, including semantic (meaning) and 
lexical (word) information, and that provides the basis for many of our everyday non-verbal 
behaviors. For example, if you want to crack an egg on a bowl, you must first recognize them and 
later infer their unobserved qualities (the bowl is rigid, the egg is hard-shell and liquid inside, and 
so forth), and employ the appropriate praxis to achieve the current goal. All tasks require semantic 
knowledge about both the actions and the objects. 
As part of the project and in relation to cognitive robotics, if you want to provide semantic 
knowledge about the objects that robotic systems are going to interact with, you must address the 
problem of learning semantic representations. As demonstrated in [4], new types of distributive 
models based on perception conceptualize the problem of the meaning representation as one of 
learning from multiple points of view corresponding to different modalities, so that attention will 
focus mainly on the modalities of vision and language. These modalities together ensure both the 
semantic relatedness and the perceptual grounding of the representations of the objects. 
  
Problem Synthesis 
The project will focus on investigating the suitability of a new model that uses Graph 
Convolutional Networks (GCNs) for learning semantic representations of objects from modalities 
of language and vision, to provide robotic systems with the necessary knowledge to interact with 
them. The knowledge can be organized in graphs and GCNs have proved to be successful in 
dealing with graph-structured data. 
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General Objective 
Design a system that learns semantic representations of objects by simultaneously 
combining language and vision modalities so that IRI robotic systems can interact with them. 
 
Specific Objectives 
1. Determine the influential characteristics of existing solutions that allow the problem to be 
adequately fragmented. 
2. Automate the process of acquiring information and preparing the data set for better 
exposure of these to the model. 
3. Establish the programming logic necessary for the generation of the model that addresses 
the problem of learning semantic representations. 
4. Validate the model developed with the execution of tests that allow the verification of the 
established criteria. 
 
Document Structure 
 In Chapter 2 will be presented the theoretical framework, which introduces and describes 
the theory that explains why the research problem under study exists, besides the concepts that are 
relevant to the topic and that relate to the areas of knowledge being considered. Chapter 3 describes 
the methodology used in the project, and which is based on the engineering design process. The 
details of technical specifications, scope, and limitations of the design proposal for the project 
appear in Chapter 4. Experimental results and their analysis will be shown in Chapter 5, including 
the different strategies of verification and validation that were applied to the proposed design, in 
addition to the economic analysis.  Chapter 6 includes conclusions and recommendations obtained 
from the project and in Chapter 7 appears the references to the bibliographic sources from which 
information necessary to develop the project was taken. Lastly, Chapter 8 and Chapter 9 
corresponds to Appendix and Annex, respectively. 
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Main Contribution Engineering 
To provide semantic knowledge about the objects that robotic systems are going to interact with, 
this project introduces a novel approach that uses Graph Convolutional Networks to learn 
grounded meaning representations of words, and that consist of a first layer that encodes unimodal 
representations, and a second layer that integrates these unimodal representations into one to learn 
a representation from both modalities. The proposed model validates the ability to simulate human 
similarity judgments and outperform the state-of-the-art [4] in semantic similarity.   
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Chapter 2 Theoretical Framework 
This chapter helps to clarify the implicit theory in a manner that is more clearly defined, 
besides introducing and describe the key concepts that are relevant to the topic. Evaluate 
definitions, theories, and models to explain why the research problem under study exists. The 
problem of learning semantic representations of objects in robots is related to the area of Cognitive 
Robotics, so this area and the meaning of semantic representations will be explained. Then, the 
role of Natural Language Processing in the project and several algorithms to generate the desired 
model that involves Graph Neural Networks. 
 
2.1 Cognitive Robotics 
The research in the fields of Artificial Intelligence (AI) and robotics are strongly connected 
and in recent years more and more complex robots have been developed. However, programming 
these systems has become more difficult, because there is a clear need for such robots to be able 
to adapt and perform certain tasks autonomously, or even learn by themselves how to act [2]. Such 
systems offer unprecedented potential for AI to help in a variety of human-centric applications 
such as elder care and household maintenance. According to [5], the importance of allowing non-
expert users to interact with them naturally and comfortably increases, and natural language is an 
excellent modality for end-users to give instructions and teach robots about their environments. 
Object manipulation in real-world settings is a very hard problem in robotics, yet it is one 
of the most important skills for robots to possess. Through manipulation, they can interact with 
the world and therefore become useful and helpful to humans. Yet to produce even the simplest 
human-like behaviors, a humanoid robot must be able to see, act, and react continuously. Even 
more so for object manipulation tasks, which require precise and coordinated movements of the 
arm and hand [2]. 
In Cognitive Robotics the aim is to provide robots with cognitive processes, like humans 
and animals, creating artificial intelligence in robots by allowing them to learn and respond to real-
world situations, rather than pre-programming with specific responses to every imaginable 
stimulus. Within the abilities includes perceptual processing, attention allocation, anticipation, 
planning, complex motor coordination, reasoning about other agents, and perhaps even about your 
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mental states [2], i.e., an integrated view of the body is taken, including the motor system, the 
perceptual system, and the body’s interactions with the environment.  
The acquisition of knowledge, whether through actions or perception, is a big part of 
cognitive robotics research [2]. Most social interactions in dialogue among humans require a 
substantial domain and context-specific knowledge to interpret the intents, emotions, and social 
relations among the agents involved. Lack of the kind of knowledge and models, it is hard for a 
robot or virtual agent to infer the social contexts and generate proper responses. 
Robots using language must learn how words are grounded on the perceptual and noisy 
world in which a robot operates, and natural language systems can benefit from the rich contextual 
information provided by sensor data about the world. Despite an extensive and growing body of 
research, some challenges still need to be addressed before we see language-controlled robotic 
assistants deployed in human spaces: 
• Learned models of language grounding should, as much as possible, be shared 
among all robots in the environment [5]. Similarly, robots that are not physically 
co-located should be able to share and combine learned models when applicable. 
Sharing data among robots with different sensors further increases complexity since 
learned models cannot be directly transferred.  
• Moving beyond descriptive language to more general vocabulary and higher-level 
representations of meanings, including more abstract, pragmatic, and intent-driven 
language interpretations [5]. This will require richer representations of contextual 
world information, including models of the time, people, and intent. 
• Asking questions about specific topics often leads to faster learning than receiving 
data sequentially, in part because queries can be selected using a variety of 
information-theoretic methods [5]. To go beyond learning passively from a human 
teacher, it is necessary for a robot to ask questions and otherwise direct its learning, 
which will ultimately require the incorporation of models of dialog and discourse.  
 
2.2 Semantic Representations 
Human language does not exist in isolation, because it is learned, understood, and applied 
in the physical world in which people exist, as seen in [5]. Finding the connection between symbols 
and their underlying meanings is the grounded language acquisition problem: taking linguistic 
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tokens and learning to interpret them by connecting them to real-world percepts and actions [6]. A 
true understanding of natural language requires capturing the connection between linguistic 
concepts and the world as experienced through perception, and even most abstract concepts are 
based on metaphorical references to more concrete physical concepts. 
According to [6], ideally, an AI system would be able to learn the language like a human 
child, by being exposed to utterances in a rich perceptual environment. The perceptual context 
would provide the necessary supervisory information and learning the connection between 
language and perception would ground the semantic representations of the system on its perception 
of the world. However, such supervisory information is highly ambiguous and noisy since the 
language could be referring to numerous aspects of the environment or may not even refer to 
anything in the current perceivable context [6]. 
In general, there has been an increasing interest in deriving semantic representations from 
text corpora in terms of word vector space [7], and different models specify a mechanism for 
constructing semantic representations based on the Distributional Hypothesis [8], which states that 
words that occur in similar contexts should have similar meanings. However, word meanings are 
tied to sensory experience as shown in [9], at least for concrete nouns. Indeed, psychological 
studies have given pieces of evidence that the meaning of words is grounded in perception and 
report a bias between what is said in texts and what can be seen in images [10].  
To further improve the quality of word representations, leveraging multimodal information 
is crucial. Zablocki et al. [10] stated that exploiting the visual surroundings and context of objects 
might be useful to grasp the semantics of words, e.g., from an image of an apple, we can infer its 
shape, color, and texture. Nevertheless, from an image of an apple growing on a tree (context), we 
can infer the relative size of apples, and that apples are fruits that grow on trees. If there is someone 
that is eating the apple, we can infer that apples are edible, and so on.  
A widely adopted way to test vector-based models is to measure how well model-generated 
scores approximate human similarity judgments about pairs of words [11]. More specifically, 
measure how well the model predictions of word similarity correlate with human semantic and 
visual similarity ratings [12]. Several benchmarks provide gold labels (i.e., human judgment 
scores) for word pairs, then the Spearman’s correlation is computed between the list of similarity 
scores given by the model (cosine-similarity between multimodal vectors) and the gold labels. The 
higher the correlation is, the more semantic is captured in the embeddings [10].  
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As demonstrated in [4], the ability to judge similarity underlies many cognitive tasks such 
as semantic priming and practical applications such as document retrieval. 
 
2.3 Natural Language Processing 
Natural language processing (NLP) is a branch of artificial intelligence that helps 
computers understand, interpret, and manipulate human language. NLP borrows elements from 
many disciplines, including computer science and computational linguistics, in its quest to bridge 
the gap between human communication and understanding computers [13]. Although that is not a 
new science, technology is advancing rapidly thanks to an increased interest in human-machine 
communication, as well as the availability of big data, powerful computers, and improved 
algorithms. 
Machines can analyze more language-based data than humans, without fatigue and in a 
consistent and unbiased way. Considering the staggering amount of unstructured data that is 
generated every day, from medical records to social media, automation will be instrumental in 
fully analyzing text and speech data efficiently. Basic NLP tasks include symbolization and 
parsing, lemmatization/derivation, part-of-speech labeling, language detection, and identification 
of semantic relationships. 
NLP has led to many achievements, of course, as many language problems and phenomena 
could be addressed using only written text. Nevertheless, many open questions, which cannot be 
solved with written text alone, remain in NLP. Now a new academic challenge is being introduced 
regarding NLP that uses sensor-motor information in real-world settings, namely language and 
robotics [5]. 
 
2.4 Word Embeddings 
In NLP, words are often mapped into vectors that contain numeric values so that the 
machine can understand them. Word embedding is a type of mapping that allows words with 
similar meanings to have similar representation, i.e., the texts converted into numbers and there 
may be different numerical representations of the same text [14].  
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But why do we need Word Embeddings? According to [14], many Machine Learning (ML) 
algorithms and almost all Deep Learning Architectures are incapable of processing strings or plain 
text in their raw form, because they require numbers as inputs to perform any sort of job 
(classification, regression, and so forth). With the vast amount of data that is present in the text, it 
is imperative to extract knowledge out of it and build applications (sentiment analysis, news 
classification, clustering by Google). Using word embeddings, you can create representations for 
words that capture their semantic relationships, meanings, and the different types of contexts they 
are used in. 
Different types of word embeddings can be broadly classified into two categories: 
Frequency-based Embedding and Prediction based Embedding. Due to the limitations of the first 
one, the project will focus on the second one. The Prediction based Embedding provides 
probabilities to the words and proves to be state of the art for tasks like word analogies and word 
similarities [14]. Word embeddings (Word2Vec) leverages the context of the target words, using 
the surrounding words to represent the target words with a Neural Network whose hidden layer 
encodes the word representation [15]. There are two types of word embeddings: Continuous Bag 
of Words (CBOW) and Skip-gram. 
 
2.4.1 Continuous Bag of Words 
The idea of the Continuous Bag of Words is to predict the word given a context. Then the 
inputs are the words surrounding, while the output is the target word, as illustrated in [14, Figure 
1]. For this type of word embedding, all the examples with the target word as the target are fed 
into the networks and taking the average of the extracted hidden layer. 
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Figure 1. The continuous bag of words architecture. Obtained from [14] 
 
Assuming the sentence “He is a nice guy”, to compute the word representation for the word 
“a”, we need to feed “He”, “is”, “nice”, and “guy” into the Neural Network and take the average 
of the value in the hidden layer. According to [15], it is claimed that Skip-gram tends to do better 
in rare words. Nevertheless, the performance of Skip-gram and CBOW are generally similar. 
 
2.4.2 Skip-gram 
For skip-gram, the idea is that the input is the target word, while the outputs are the words 
surrounding the target words, i.e., skip-gram aims to predict the context given a word, as illustrated 
in [14, Figure 2]. The model loops through the words in each sentence and tries to use the current 
word to predict its context, and the limit on the number of words in each context is determined by 
a parameter called window size [16]. In the sentence “I have a tabby cat”, for example, the input 
would be “a”, whereas the output is “I”, “have”, “tabby”, and “cat”, assuming that the parameter 
window size is 2. 
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Figure 2. The skip-gram architecture. Obtained from [14] 
 
For the target words, the word embedding is obtained by extracting the hidden layer after 
feeding the one-hot representations of that word into the network. Using skip-gram, the length of 
the hidden layer (that is a parameter called vector size) determines the new representation 
dimension of the vocabulary, and with this, the vectors will be more “meaningful” in terms of 
describing the relationship between words, as demonstrated in [15]. 
Mikolov et al. [7] presented several extensions of the original Skip-gram model as 
subsampling frequent words that accelerate learning (around 2x – 10x) and even significantly 
improves the accuracy of the learned vectors of the rare words or negative sampling that results in 
faster training and better vector representations for frequent words, compared to more complex 
hierarchical softmax.  
• Negative Sampling: this parameter addresses the problem that the skip-gram 
model has a large number of weights, modifying a small percentage of the weights 
in each training sample, rather than all of them.  
• Subsampling of Frequent Words: words such as “in”, “the”, “my”, and so on, do 
not bring much information and can easily occur hundreds of millions of times (too 
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many samples containing these words). Then, the authors propose a sampling rate 
which states whether we should keep a word or not. 
 
If the word embeddings are reduced to n-dimensions, it is possible to see relationships 
between certain words. As seen in [16, Figure 3], there are different examples of semantic 
relationship (male and female designations, and countries and their capital cities) and syntactic 
relationships (present vs past tense). The skip-gram model can learn implicitly the relationships 
between concepts and automatically organize them and considering that during the training we did 
not provide any supervised information. These relationships are represented by vectors of similar 
magnitude and mapped close to each other.  
 
 
Figure 3. Examples of the semantic and syntactic relationships between words. Obtained from [16] 
 
2.5 Graph Neural Networks 
Generalizing well-established neural models like RNNs or CNNs to work on arbitrarily 
structured graphs is a challenging problem. Molecular graph structures, biological protein-protein 
networks, recommender systems, social networks—all these fields can be modeled as graphs, 
which capture interactions (i.e., edges) between individual units (i.e., nodes). A graph is a data 
structure consisting of nodes (vertices) and edges connected to represent information with no 
definite beginning or end. In contrast to [17], edges can be either directed or undirected, depending 
on whether there exist directional dependencies between vertices, and directed graphs can be 
unidirectional or bidirectional.  
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According to [18], a convenient way to represent graphs is through an adjacency matrix 
𝐴 ∈ ℝ|𝜈|×|𝜈|, where 𝒱 is set of nodes. To represent a graph with an adjacency matrix, order the 
nodes in the graph so that every node indexes a particular row and column in the adjacency matrix, 
and then represent the presence of edges as entries in this matrix: 𝐴[𝑢, 𝑣] = 1 if (𝑢, 𝑣) ∈  ℇ (set of 
edges) and 𝐴[𝑢, 𝑣] = 0 otherwise. Each node has a set of features defining it and each edge may 
connect nodes that have similar features (it shows interaction or relationship between them). 
As seen in [19], graphs are not only useful as structured knowledge repositories: they also 
play a key role in modern machine learning. Many ML applications look to discover new patterns 
using graph-structured data as feature information or make predictions, but the central problem is 
discovering a way to incorporate information about graph structure into a machine learning model. 
The most important and well-studied ML tasks on graph data are node classification, relation 
prediction, clustering, and community detection, and graph classification, regression, and 
clustering. For more details, see [18].  
Recently, there has been an increase of approaches that seek to learn representations that 
encode structural information about the graph and to learn a mapping that embeddings nodes, or 
entire (sub)graphs, as points in a low-dimensional vector space ℝ𝑑. Hamilton [19] stated that the 
goal is to optimize this mapping so that geometric relationships in the embedding space reflect the 
structure of the original graph. Once the learned embeddings are optimized, they can be used as 
feature inputs for downstream machine learning tasks. 
These low-dimensional embeddings can be viewed as encoding or projecting, nodes into a 
latent space [19], where geometric relations in this latent space correspond to interactions in the 
original graph. An example embedding can be visualized in [19, Figure 4], with the Zachary Karate 
Club social network and where two-dimensional node embeddings capture the community 
structure implicit in the network. In the embedding space, the distances between nodes reflect 
similarity in the original graph, and the node embeddings are spatially clustered according to the 
different color-coded communities. 
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Figure 4. Zachary Karate Club social network and his two-dimensional visualization of node 
embeddings. Obtained from [19] 
 
Hamilton [18] sees the graph representation learning problem as involving two key 
operations. First, an encoder model maps each node in the graph into a low-dimensional vector or 
embedding. Next, a decoder model takes the low-dimensional node embeddings and uses them to 
reconstruct information about each node’s neighborhood in the original graph. This idea is an 
encoder-decoder perspective and summarized in [19, Figure 5]. Learn to decode high-dimensional 
graph information from encoded low-dimensional embeddings, it will produce embeddings that 
should contain all information necessary for downstream ML tasks. 
 
 
Figure 5. Overview of the encoder-decoder approach. Obtained from [19] 
 
The node embedding approaches generate representations of nodes, where we simply 
optimized a unique embedding vector for each node. However, there are more complex encoder 
models, such as the Graph Neural Network (GNN), which is a general framework for defining 
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deep neural networks on graph data. According to [19], the key idea is that instead of aggregating 
information from neighbors, the graphs can be viewed as specifying scaffolding for a message 
passing algorithm between nodes.  
The idea behind the GNN message passing framework is straightforward: every node 
aggregates information from its local neighborhood at each iteration, and as these iterations 
progress, each node embedding contains more information from the farthest reaches of the graph 
[18]. For instance, after the first iteration (k = 1) every node embedding contains information about 
the features of its immediate graph neighbors; after the second iteration (k = 2) every node 
embedding contains information from its 2-hop neighborhood; and generally, after k iterations, 
each node embedding contains information about its k-hop neighborhood. 
The information encoded in these node embeddings comes in two forms: 
1. Structural information: For instance, after k iterations of GNN message passing, 
the embedding of each node can encode information about the degrees of all the 
nodes in the k-hop neighborhood [18].  
2. Feature-based: After k iterations, the embeddings for each node also encode 
information about all the features in their k-hop neighborhood [18]. This local 
feature-aggregation behavior of GNNs is analogous to the behavior of the 
convolutional kernels in Convolutional Neural Networks (CNNs). However, 
whereas CNNs aggregate feature information from spatially-defined patches in an 
image, GNNs aggregate information based on local graph neighborhoods. 
 
2.6 Graph Convolutional Networks 
Machine learning on graphs is a difficult task due to the highly complex graph structure, 
but also informative. Most graph neural network models have a somewhat universal architecture 
in common, and Kipf [20] refers to these models as Graph Convolutional Networks (GCNs). 
Convolutional because filter parameters are typically shared over all locations in the graph. GCNs 
is a very powerful neural network architecture for ML, and according to [21], they are so powerful 
that even a randomly initiated 2-layer GCN can produce useful feature representations of nodes in 
networks. 
More formally, GCN is a neural network that operates on graphs. Given a graph 𝒢 =
(𝒱, ℰ), a GCN takes as input: 
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• A features description 𝑥𝑖 for every node 𝑖; summarized in a 𝑁 × 𝐹 feature matrix 𝑋, 
where 𝑁 is the number of nodes and 𝐹 is the number of input features for each node. 
• An 𝑁 × 𝑁 matrix representation of the graph structure such as the adjacency matrix 𝐴 
of 𝒢. 
 Generalizing the convolution operator to irregular domains is typically expressed as a 
neighborhood aggregation or message passing scheme. In terms of GNNs, for a single reference 
node, the neighboring nodes pass their messages embeddings through the edge neural networks 
[17]. The new embedding of the node is updated by applying a function on the current embedding 
and a summation of the edge neural network outputs of the neighboring node embeddings. With 
𝑥𝑖
(𝑘−1) ∈ ℝ𝐹 denoting node features of node 𝑖 in layer (𝑘 − 1) and 𝑒𝑗,𝑖 ∈ ℝ
𝐷 denoting (optional) 
edge features from node 𝑗 to node 𝑖.  
Message passing can be described as: 
 
𝑥𝑖
(𝑘) = 𝛾(𝑘) (𝑥𝑖
(𝑘−1), ℋ𝑗∈𝒩(𝑖)𝜙
(𝑘)(𝑥𝑖
(𝑘−1), 𝑥𝑗
(𝑘−1), 𝑒𝑗,𝑖)) (2.1) 
where ℋ denotes a differentiable, permutation invariant function (e.g., sum, mean, or max), and 𝛾 
and 𝜙 denote differentiable functions such as MLPs (Multilayer Perceptron). This process is 
performed, in parallel, on all nodes in the network as embeddings in layer 𝐻 + 1 depend on 
embeddings in layer 𝐻. In practice, that is why we do not need to move from one node to another 
to carry out message passing [17]. 
The GCN layer [22] is mathematically defined as: 
 
𝑥𝑖
(𝑘) = ∑
1
√deg(𝑖) √deg(𝑖)
∙ (Θ ∙ 𝑥𝑗
(𝑘−1))
𝑗∈𝒩(𝑖)∪{𝑖}
 (2.2) 
where neighboring node features are first transformed by a weight matrix Θ, normalized by their 
degree, and finally summed up. This formula can be divided into the following steps:  
1. Add self-loops to the adjacency matrix. 
2. Linearly transform node feature matrix. 
3. Compute normalization coefficients. 
4. Normalize node features in ϕ. 
5. Sum up neighboring node features.  
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Each layer corresponds to a feature matrix, and where each row is a feature representation 
of a node. These features are aggregated to form the next layer’s features (at each layer). In this 
way, at each consecutive layer, the features become increasingly more abstract. A multi-layer GCN 
is schematically depicted in [20, Figure 6]. 
 
 
Figure 6. Multi-layer Graph Convolutional Network (GCN) with first-order filters. Obtained from [20] 
 
Kipf [22] realized experiments to investigate the influence of the number of layers (model 
depth) on classification performance. The datasets used were Cora, Citeseer, and Pubmed using 
all labels, on 5-fold cross-validation, in which each cross-validation split was trained for 400 
epochs using the Adam optimizer with a learning rate of 0.01, dropout rate vale of 0.5 (first and 
last layer), L2 regularization value of 5x10-4, and 16 units for each hidden layer. The results are 
illustrated in [22, Figure 7].  
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Figure 7. Influence of the number of layers on classification performance 
 
The best results are obtained with a model that has 2 or 3 layers (for the datasets 
considered). Besides, training without the use of residual connections can become difficult for 
models deeper than 7 layers since the effective context size for each node increase by the size of 
its neighborhood for a model with K layers (with each additional layer). Also, overfitting can 
become a problem as the number of parameters increases with the depth of the model. 
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Chapter 3 Methodology 
The methodology used during the project is based on the Engineering Design Process. As 
seen in [23] this process consists of five steps for solving the design problem as illustrated in [23, 
Figure 8]. Furthermore, it is important to remember that it is an iterative process and involves 
continually refining the design to get a solution that accomplishes the requirements of the project.  
 
 
Figure 8. Engineering Design Process. Obtained from [23] 
 
 In the next subsections, a description of each step and details involved with the 
implemented solution will be mentioned and how they are related to the Engineering Design 
Process. Also, the Machine Learning Project Checklist [24] was used because the main area of the 
project is Artificial Intelligence, and it is helpful to have a guide to structure the right combination 
of elements to reliably deliver a good solution to any Machine Learning (ML) problem.  
 
3.1 Define the problem 
According to [23], the solution to a problem should begin with an unambiguous definition 
of the problem. Subsequently, the need must be identified and established (always occurs in 
response to a human need). In contrast to [24], knowing this is important because it will help to 
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determine which algorithms to select, which tests to use to evaluate and validate the proposed 
solution, and how much effort to spend tweaking it, i.e., this will help to frame the problem. 
The problem and the need of the project are to investigate the suitability of GCNs for 
learning semantic representations of objects (from modalities of language and vision), to provide 
robotic systems with the necessary knowledge to interact with them.  
 As seen in [23], once the need has been established, it must define that need in terms of an 
engineering design problem statement, and that requires collecting data, run experiments, and 
perform computations that allow that need to be expressed as part of an engineering problem-
solving process. In this project. 
Finally, this step also involved establishing selection criteria (specifications that a design 
solution must have or the attributes that it must possess to be considered successful), and at this 
point, it will most likely need to be redefined or modified. Furthermore, these criteria should not 
be too specific to allow flexibility throughout the design process [23]. The following is a list of 
preliminary criteria for the project: 
• The solution must employ Graph Neural Networks. 
• The solution must employ modalities of language and vision. 
• The solution has to consider the use of libraries such as PyTorch Geometric (PyG) or 
Deep Graph Library (DGL). 
• The solution should apply the theoretical knowledge of word embeddings. 
• The solution must show studies of the influence of the hyperparameters of the model. 
• The solution must be validated with a benchmark of word similarity. 
• The solution should be compared against the state-of-the-art. 
 
3.2 Gather pertinent information 
Once the problem has been defined, it proceeded to gather pertinent information (can reveal 
facts about the problem that results in a redefinition of the problem [23]). Also, it is good practice 
to list and verify the assumptions that have been made so far; this can help to catch serious issues 
early on [24].  
Some main resources to gather information were the TEC bases to compile scientific papers 
of interest, textbooks used in different courses of the major (e.g., Artificial Intelligence, Computer 
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Vision, Mechatronics Systems Design, Robotics), internet articles, and so forth. For this project, 
it was primordial to receive information and feedback from the project supervisor Mariella 
Dimiccoli, a researcher in the Perception and Manipulation Group at IRI, and Juan Luis Crespo, 
professor in the Mechatronics Engineering Area at TEC.  
Besides, as part of this step, the data for the model was obtained. Two datasets were used: 
1) the first one is the attribute-based representations proposed by [3], and the second one is the 
skip-gram-based representations used by [10], where for textual data use a dump of the Wikipedia 
database (a large collection of English texts) and for visual data use the Visual Genome dataset 
[25]. It is recommended to automate as much as possible, to obtain new data easily as illustrated 
in [5].  It should create a workspace, check the size and type of the data, how much space they 
require, exploration and visualization, document what you have learned, among others. 
 
3.3 Generate multiple solutions 
The best practice is to start with the existing solutions to the problem and then see what is 
wrong with those solutions and focus on how to improve your weaknesses. Consciously combining 
new ideas, tools, and methods to produce a unique solution to the problem, and this process is 
called synthesis [23]. The problem of the project addresses a need that is not new, but there are no 
existing solutions about learning semantic representations through multimodal graph neural 
networks, and for that reason, is an innovative project and research. 
This step also involves preparing the data: work on copies of the data to keep the original 
dataset intact, convert the data to a format easily manipulate, data cleaning, feature scaling, and so 
forth. It is important to write functions for all data transformations because you can easily prepare 
the data the next time you get a fresh dataset, apply these transformations in future projects, and 
make it easy to treat your preparation choices as hyperparameters [24]. In the next section, all 
implemented functions will be explained. 
With the information collected in the previous step, different models of graph neural 
networks were trained using standard parameters and their performances were measured and 
compared. Also, the most significant variables of each algorithm were analyzed, and the types of 
errors that each model generated. 
Lastly, it must remember that this is an iterative process, where hyperparameters must be 
adjusted, performance measured, errors analyzed, realize different combinations between 
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algorithms, among others. Combining the best models will often produce better performance than 
running them individually [24].  
 
3.4 Analyze and select a solution 
At this phase of the design process, each alternative solution must be analyzed and review 
the defined scope, time, and costs. This is a very subjective step and should be done by a group of 
experienced people, and consider the results of a design analysis [23]. 
Each design problem is unique and requires different types of analysis, such as functional 
analysis, product safety and liability, ergonomics, and so forth. How is a project focused on 
software, selection considered different analyses such as accuracy or interpretability of the output, 
speed or training time, the scalability, among others. 
As seen in [23], after analyzing the alternative solutions, you must decide and document 
which design solution is the best. Finally, the best solution will be refined and developed in more 
detail during the later stages of the design process.  
 
3.5 Test and implement the solution 
The final step of this process refers to the testing, construction, and fabrication of the 
solution to the design problem and where various implementation methods such as prototyping 
and concurrent engineering should be considered as illustrated in [23], in addition to documenting 
the design solution. Due to the nature of the problem, neither construction nor fabrication of the 
solution takes place, but testing and validation are primordial in the design process.  
The solution was tested and validated in a benchmark that realizes a semantic task known 
as word similarity, where Spearman’s correlation is computed between the list of similarity scores 
given by the model and the gold labels (i.e., human judgment scores). The benchmark used was 
the one created by [4], which consists exclusively of concrete nouns and it consists of 7576-word 
pairs, in which the similarity ratings were obtained using Amazon Mechanical Turk (AMT). 
Finally, at every step, you may find that your potential solution is flawed and must go back 
to a previous step to get a viable solution. Without proper testing at all stages of the process, you 
may find yourself making costly mistakes later.  
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Chapter 4 Design Proposal 
This chapter clearly and precisely demonstrates the follow-up of the methodology proposed 
in the previous chapter. Based on the Engineering Design Process [23] the following block diagram 
in Figure 9 was defined to respond to all objectives of the project and explain how the select 
solution was designed and implemented. 
 
 
Figure 9. Project workflow block diagram 
 
4.1 Frame the Problem 
The first step was to define the objective of the project, which is to investigate the 
suitability of a new model that uses GCNs for learning semantic representations of objects from 
modalities of language and vision.  
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The idea of use GCNs instead of another algorithm comes from [12], where the modeling 
is also based on a graph. If you think of the famous WordNet [26], all knowledge is organized in 
graphs. For example, from the domain of computer science, can be considered community 
structures [27] on an underlying graph structure. Therefore, it is of interest to test the suitability of 
GCNs, since they have proved to be successful in dealing with graph-structured data. 
As argued in the previous chapter, knowing the objective helps determine how to frame 
the problem, which algorithms to select, which tests to use to evaluate and validate the proposed 
solution, and so forth. In Table 1 are presented some characteristics (or questions) based on 
Machine Learning Project Checklist [24] and that need to be considered to frame adequately the 
problem. Considering this information before starting to develop the project can help to catch 
serious issues early on. 
 
Table 1. The influential characteristic that allows frame adequately the problem 
Define the objective. 
What are the currents solutions (if any)? 
Is it supervised, unsupervised, or reinforcement learning? 
Is it a classification task, regression task, or something else? 
How should performance be measured? 
List the data you need. 
Get the data. 
Explore the data to get insights. 
The data is ready or need to be prepared? 
Write functions for all data transformations. 
Research promising models. 
Fine-tune the system. 
Validate the results. 
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In this phase, some of the main articles were obtained to understand the problem of learning 
semantic representations and solutions proposed by different authors. Since that, the solution 
involves the use of GCNs, and according to [22], we are talking about semi-supervised learning 
and classification tasks.  
The basic idea of the project is: use different data (textual and visual) to generate word 
representations (through word embeddings) that are more “meaningful” in terms of describing the 
relationship between words [14] and enhance the quality of these vectors with the help of GCNs. 
The data that was used, functions for all data transformations, models, and how the performance 
was measured, will be explained in the next steps. 
 
4.2 Get the Datasets 
In chapter 2 was defined that several studies reveal that the meaning of words is grounded 
in perception and the interest of learning word representations from multimodal approaches. This 
approach requires both textual and visual data to later feed the model based on GCNs with input 
feature vectors from different modalities. For that reason in this step, it was important to list the 
data needed, check how much space it will take, and check legal obligations (and get authorization 
if necessary), as demonstrated in [24]. The following representations of the dataset were used: 
  
4.2.1 First Set (attribute-based) 
The first set used in the project is the attribute-based representations proposed by [4]. These 
representations are for induvial words and are unique in their use of attributes as a means of 
representing the visual modality. Silberer et al. [4] created a large-scale dataset consisting of nearly 
700K images and taxonomy of 636 visual attributes to train attribute classifier and extract attribute 
predictions for new images. Besides, analogously to representing the visual modality through 
attributes extracted from images, they represent the textual modality through attributes from text 
data (directly extracted from the corpus).  
These representations in both modalities were scaled to the [−1, 1] range and it was already 
prepared to feed the model. Also, the goal of using these representations is to compare the results 
obtained by [4] with their model SAE. The words used in the dataset are illustrated in Figure 10. 
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• Textual data: attributes were extracted by running Strudel [28] on the WaCkypedia 
corpus [29], and by retaining only the ten attributes with the highest log-likelihood 
ratio scores for each target word. The union of the selected attributes leads to 2,362 
dimensions for the textual vectors.  
• Visual data: obtained automatically from images by training an SVM-based 
classifier for each attribute on the VISA dataset [4] and encoded via 414-
dimensional vectors of attributes. More specifically, we used initial meaning 
representations of words for the McRae nouns [30] covered by the VISA dataset 
[4], which consists of a wide range of concrete concepts including animate and 
inanimate things (e.g.,  fruits, animals, vegetables, clothing, utensils, and vehicles).  
 
According to [4], the attributes are suitable for describing visual phenomena (e.g., actions, 
objects, scenes), beyond providing a cognitive and natural way of expressing the salient properties 
of word meaning. This is crucial because they allow generalization to new instances when there 
are no training examples available (it is possible to say something about new objects even though 
we cannot identify them), i.e., attributes transcend category and task boundaries while providing a 
generic description of visual data [4]. 
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Figure 10. Word keys (439) of the dataset that was used in the project 
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4.2.2 Second Set (skip-gram based) 
This data is the same used by [10], and initially, the idea was to compare the obtained 
results of this project against the state-of-the-art of this paper. But the final decision was to train a 
standard skip-gram model [7] with this data and generate skip-gram-based representations with 
the same words used in the First Set, but this will be explained in the next step. 
• Textual data: it was used a dump of the Wikipedia database (a large collection of 
English texts) with a size of 17.3 GB and that provides us with 4 million articles 
and a vocabulary of approximately 2.5 million unique words.  
• Visual data: it was used the Visual Genome dataset [25] that contains over 100K 
images with many different objects, 4842 unique entities with more than 10 
occurrences, where each image has an average of 21 objects, 18 attributes, and 18 
pairwise relationships between objects. 
 
Once the representations were obtained, a workspace with enough memory storage space 
was created. They were stored in Google Drive because all transformations, functions, and models 
were developed using Colaboratory, which allows writing and execution of arbitrary python code 
through the browser, and is especially well suited to ML, education, and data analysis [31]. 
Specifically, is a hosted Jupyter notebook service that requires no setup to use, while providing 
free access to computing resources including Graphics Processing Units (GPUs). 
 
4.3 Explore and Prepare the Datasets 
The next step was taking a glance at the data to get a general understanding of the kind of 
data since the goal is to go into a little more depth. As noted in the previous step, the First Set 
(formed by 439 words, in which textual data has 2368-dimensional vectors of attributes, visual 
data has 414-dimensional vectors) is ready to be processed in the model that will be explained in 
the next step. Nevertheless, the Second Set needs to be prepared before being able to use this 
information in the model, and this process is illustrated in Figure 11.  
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Figure 11. Block diagram of the process of preparing the Second Set 
 
For the textual data (dump of Wikipedia database), we have plain text, and many ML 
algorithms are incapable of processing this. Then the solution was generating the same 439 words 
of the First Set through word embeddings, i.e., vectors that contain numeric values so that the 
machine can understand them, as argued in chapter 2. To realize these word embeddings, the data 
was cleaned and tokenized with Gemsin [32], which is a free open-source Python library for 
representing documents as semantic vectors and can train Word2Vec models. The skip-gram was 
selected because as demonstrated in [7], outperforms all the other models in the quality of the 
learned representations. 
In the case of the visual data (Visual Genome dataset), we have a JSON file format that 
includes all object instances, the web address to download each image, x-y coordinates of each 
object bounding box, height-width of each object bounding box, and so forth. The solution for 
generating the word embeddings for this data is used in [10], where an image I can be seen as a 
bag of objects: I = {o1, o2, …}, and this simple view gives high-level information about the 
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environment in which objects occur. This generates 108077 sentences (one for each image) which 
each sentence is a list with total objects that appears in that image, and that will be trained with the 
skip-gram model generated for textual data.  
 
4.3.1 Skip-gram model for textual data of Second Set 
Given a text corpus (dump of Wikipedia), the skip-gram model aims at inducing word 
representations that are good at predicting the context words surrounding a target word [14]. The 
following hyperparameters (that were explained in chapter 2) in Table 2 were tuned based on the 
paper of Mikolov et al. [7], where we have:  
 
Table 2. Skip-gram model hyperparameters for training the textual data of Second Set 
Vector size 300 
Window size 5 
Subsampling 10-5 
Negative sampling 5 
Epochs 10 
Alpha 0.025 
  
The algorithm first constructs a vocabulary from the textual data and then learns the vector 
representation of words. Train this model took around 48 hours and generate a vocabulary of 
2514312 words (that will be cleaned to the 439 words later). 
 The word embeddings generated by the skip-gram can be tested thanks to different 
functions that offer Gensim. One of these functions is most_similar that finds the top-N most 
similar words for a given word, and some examples are illustrated in Figure 12. As argued in 
chapter 2, the skip-gram model can learn implicitly the relationships between words, without 
providing any supervised information during training. Indeed, the skip-gram model is so powerful 
that there are different proposals to learn semantic representations through this model.  
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Figure 12. Some examples for top-N most similar words for a given word 
 
4.3.2 Skip-gram pre-trained model for visual data of Second Set 
The reason of use a pre-trained model for visual data is simple: the data (number of 
sentences) is not large enough so that the skip-gram model cannot generalize well enough, i.e., the 
word representations will not be good enough at predicting the context words surrounding a target 
word. Thanks to the Gensim library, we can save the model generated in the training for textual 
data, and later use that model to train the visual data. 
The model also generates 2514312 words, but since that was re-trained for 10 epochs with 
visual data, the weights were updated, and the vectors changed slightly. As with textual data, these 
vectors will be cleaned to the 439 words of the First Set. 
 
4.3.3 Data Transformations for Second Set 
A crucial point before feeding the model with the generated word representations is to 
realize all data transformations since it is very critical for success. The algorithms that you may 
use can be powerful, but without the relevant or right data training, your system may fail to yield 
ideal results. This process is illustrated in Figure 13. 
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Figure 13. Block diagram of the process of applying the data transformations 
 
The applied transformations were: 
1. Data Cleaning: The main aim is to identify and remove errors and duplicate data, to 
create a reliable dataset. This improves the quality of the training data for analytics and 
enables accurate decision-making. Both textual and visual data were cleaned to have 
the same 439 words used in the First Dataset. 
2. Feature scaling: One of the most important transformations, due that ML algorithms 
do not perform well when the input numerical attributes have very different scales. 
Both textual and visual were scaled through standardization (gave better results than 
normalization). 
 
It is important to highlight that all algorithms used in this step were automated to prepare 
the data for the next time we get new datasets. Also, these algorithms can be applied in future 
projects, where it will be much easier to extract the word representations and realize the necessary 
transformations. 
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4.4 Model Selection 
According to classification introduced in [33], they consider two families of strategies to 
integrate language and perceptual modalities: 1) a posteriori combination, where each modality is 
learned separately and they are integrated afterward, and 2) simultaneous learning, where a single 
representation is learned from raw input data enriched with both modalities. 
 The proposed model falls in the category of a posteriori combination since the model takes 
as input textual and visual vector representations (which were generated in the previous step), and 
that each of them is the input of a dedicated two-layer GCN trained to classify words. The word 
embeddings generated for each GCN are concatenated and feed one last two-layer GCN that 
generates the final multimodal embeddings. This model is based on HM-DGE [12], and a 
schematic overview is provided in Figure 14.  
 
 
Figure 14. Proposed model for learning semantic representations with the help of Graph Convolutional Networks  
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Nevertheless, before using both textual and visual data as inputs of each GCN, these word 
representations must be converted on graphs (nodes and edges). This was possible with the use of 
PyTorch Geometric [34], which is a geometric deep learning extension library for PyTorch and it 
consists of various methods for deep learning on graphs and other irregular structures from a 
variety of published papers.  
It is crucial to define what means each hyperparameter in the model, to decide which is the 
most convenient during the training. These hyperparameters are: 
• Loss function: The error for the current state of the model must be estimated 
repeatedly and this function given an input and a target, calculates the loss, i.e., the 
difference between output and target variable [35]. Each loss function will give 
different errors for the same prediction, and therefore have an important effect on 
the performance of the model. 
• Optimizer: Optimization Algorithms are used to update weights and biases, i.e., 
the internal parameters of a model to reduce the error [36]. They can be divided 
into constant learning rate algorithms and adaptive learning rate algorithms. 
• Learning rate: This hyperparameter controls how much to change the model in 
response to the estimated error each time the model weights are updated [37]. A 
learning rate that is too large can cause the model to converge too quickly to a 
suboptimal solution, whereas a learning rate that is too small can cause the process 
to get stuck. 
• Dropout: It is a method for addressing the problem of overfitting. The main idea is 
to randomly drop units (along with their connections) from the neural network 
during training and this prevents units from co-adapting too much [38]. 
 
The GCNs use message passing scheme with cross-entropy as a loss function (this criterion 
combines LogSoftmax and NLLLoss in one single class, and it is useful when training a 
classification problem with C classes [39]), Adam as optimizer (Adam has a good convergence 
speed and quality [24], in addition to being used in most GNN [34]), and a dropout default value 
of 0.5. Besides, the best results were achieved with a learning rate of 0.01, with other values the 
quality of the word representations decreased. 
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The graph structure (edges) of each graph was determined by obtaining the similarity 
matrix of the data, and with the help of the similarity histogram, it was decided which nodes (word 
representations) are connected. This will be explained in detail in the next chapter, but how can 
you expect, the hyperparameter settings will be different for each data type. 
The model aims to enhance each unimodal representation individually in Layer 1 and later 
in Layer 2 map both into a common embedding space by inducing semantic representations that 
integrate both modalities [12]. However, not only the multimodal embeddings were evaluated, but 
also the outputs of each GCN and the multimodal features (the result of concatenating both textual 
and visual embeddings). Besides, another experiment was to swap the adjacency matrix between 
each modality, i.e., the GCN for the textual data used the adjacency matrix obtained for the visual 
data, and the GCN for visual data used the adjacency matrix obtained for the textual data.    
 
4.5 Fine-Tune the System 
The model in Figure 14 has three GCNs that need to be tuned individually to get better 
results. The hyperparameters that can be modified are: 
• Number of edges: As argued in the previous step, the edges of each graph were 
determined by obtaining the similarity matrix of the data and deciding which nodes 
are connected, with the help of the similarity histogram. It is crucial to determine 
the number of edges to ensure the best word embeddings during the training. 
• Embedding shape: This hyperparameter modifies the size (number of features) of 
the convolutional layer in the GCN. 
• Epochs: The epochs define the number of times that the algorithm will work 
through the entire dataset, i.e., each sample in the dataset has had an opportunity to 
update the internal model parameters. 
 
To find a great combination of hyperparameters, these were changed to different values 
and the word embeddings generated by each GCN were evaluated with the benchmark of word 
similarity used in [4].  This was an iterative process with step 6 (testing a validation) and was 
applied for both representations (first and second set).  
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4.6 Testing and Validation 
Finally, in this step were evaluated the word representations of each GCN of the model. As 
argued in chapter 2, a widely adopted way to test vector-based models is to measure how well the 
model predictions of word similarity correlate with human semantic and visual similarity ratings 
[12]. This possible with benchmarks that provide gold labels (i.e., human judgment scores) for 
word pairs, and measuring how well model predictions (cosine similarities) correlate with (mean) 
human similarity ratings using Spearman’s correlation. The higher the correlation is, the more 
semantic is captured in the embeddings [10].  
The benchmark used was the one created by [4], which consists exclusively of concrete 
nouns and which is useful for the development and evaluation of grounded semantic space models. 
Besides, it consists of 7576-word pairs and the similarity ratings were obtained using Amazon 
Mechanical Turk (AMT). To understand the benchmark of word similarity, some word pairs are 
presented in Table 3. 
 
Table 3. Some word pairs of the benchmark of word similarity used in [4] 
 
 
For example, the cosine similarity between the vector of “pants” and “robe” is computed 
and so on for all word pairs, and lastly, it is determined how this similarity correlate with human 
similarity rating (semantic and visual, that will be called SemSim and VisSim, respectively). This 
task serves as a biased indicator of the quality of the embeddings. The results obtained were 
compared to the model of the state-of-the-art [4]. The next chapter will be indicated the tests 
performed in each analysis to obtain the results and the number of tests applied in each case. 
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Chapter 5 Results and Analysis 
This chapter will show how was the process to fine-tune the system and the performance 
of the proposed model for both representations (attribute-based and skip-gram-based) when being 
evaluated in the benchmark of word similarity to know the quality of the embeddings. Also, all 
tests performed in each analysis to obtain the results and the number of tests applied in each case 
will be described. An analysis will be performed for each experiment and the chapter concludes 
with an economic analysis of the project. 
Firstly, the model was tuned for the attribute-based representations (both textual and 
visual), and the results obtained were validated against the results of the state of the art [4]. Later, 
the model was tuned again for the skip-gram-based representations and as with the first set, the 
results were validated against the results of the state of the art. Lastly, all results were summarized 
and compared against them.  
 
5.1 Experiments with First Set (attribute-based) 
As argued in the previous chapter, before using both textual and visual data as inputs of 
each GCN, these word representations must be converted on graphs (nodes and edges). Once you 
have the graph, results can be obtained by modifying GCN hyperparameters. It will be shown the 
results for the textual data, visual data, and finally multimodal data (concatenating textual and 
visual embeddings) according to the model in Figure 14. 
 
5.1.1 Textual data 
To create the graph, it was computed the similarity histogram and similarity matrix (also 
called affinity matrix) of the textual data through cosine similarity, and the results obtained appear 
in Figure 15. The main goal is to use this method to determine the adjacency matrix, defining the 
optimal cosine similarity. For example, if the optimal cosine similarity is 0.2, all word 
representations (nodes) that have a similarity between them greater than 0.2 are going to be 
connected. 
A similarity matrix is an essential statistical technique used to organize the mutual 
similarities between a set of vectors. These similarity measures can be interpreted as the probability 
that two words (vectors) are related, then, if two words have close features, then their cosine 
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similarity score will be much closer to 1 (lighter points) than two words with a lot of difference 
between them (darker points). The similarity histogram organizes a group of vectors into user-
specified ranges, that in this case, the y-axis indicates the percentage of occurrences and the x-axis 
the cosine similarity. 
 
 
Figure 15. Similarity histogram and Similarity matrix for textual data of the First Set (attribute-based) to 
determine the adjacency matrix 
 
With this information, we can define the optimal cosine similarity to create a graph in 
which only the words (vectors) with the higher similarity between them will be connected. By 
assigning a numerical value to the abstract concept of similarity, the similarity matrix allows ML 
algorithms to mimic human logic by making educated guesses about what information is related 
and how similar they are. Besides, enables systems to work with data from unlabeled or corrupted 
data sets with human-like intuition.  
The hyperparameters of the GCN for textual data were modified to different values. Each 
combination gives as a result new word embeddings that were evaluated in the benchmark of word 
similarity (SemSim and VisSim). Besides, the loss function was cross-entropy, the optimizer was 
Adam with a learning rate of 0.01 and a dropout value of 0.5. The results are presented in Table 4. 
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Table 4. Spearman’s correlation of model predictions for textual data of the First Set (attribute-based). 
The best results are highlighted in bold for the columns of SemSim and VisSim 
 
 
The number of tests realized for this data was a total of 13. The embedding shape of GCN 
was changed to five different values, the number of edges (determined by the optimal cosine 
similarity) was changed to four different values and the number of epochs was changed to four 
different values. The best results were obtained for 1) embedding shape of 250, optimal cosine 
similarity of 0.1 and 150 epochs, and 2) embedding shape of 100, optimal cosine similarity of 0.1, 
and 250 epochs. The first hyperparameter settings were chosen and the loss and train accuracy of 
the GCN is illustrated in Figure 16. 
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Figure 16. Loss and train accuracy of the GCN for textual data of the First Set (attribute-based) 
 
Although the loss has a high correlation with the quality of the embeddings, both are not 
perfectly aligned. The classification is the Pretext Task, and measuring the quality of the 
embeddings is the Downstream Task [40]. This is known as self-supervised learning, which is a 
particular case of unsupervised learning. 
 
5.1.2 Visual data 
As for textual data, the graph for this data was created computing the similarity histogram 
and similarity matrix of the visual data through cosine similarity and the results obtained appear 
in Figure 17. If two words have close features, then their cosine similarity score will be much 
closer to 1 (lighter points) than two words with a lot of difference between them (darker points). 
With this method, it is possible to determine the adjacency matrix to create a graph in which only 
the words (vectors) with the higher similarity between them will be connected. 
The hyperparameters of the GCN for visual data were modified to different values. Each 
combination gives as a result new word embeddings that were evaluated in the benchmark of word 
similarity. Besides, the loss function was cross-entropy, the optimizer was Adam with a learning 
rate of 0.01 and a dropout value of 0.5. The results are presented in Table 5. 
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Figure 17. Similarity histogram and Similarity matrix for visual data of the First Set (attribute-based) to 
determine the adjacency matrix 
 
Table 5. Spearman’s correlation of model predictions for visual data of the First Set (attribute-based). 
The best results are highlighted in bold for the columns of SemSim and VisSim 
 
 
42 
 
The number of tests realized for this data was a total of 13. The embedding shape of GCN 
was changed to five different values, the number of edges (determined by the optimal cosine 
similarity) was changed to three different values and the number of epochs was changed to five 
different values. The best results were obtained for: embedding shape of 250, optimal cosine 
similarity of 0.95, and 2500 epochs.  
 
5.1.3 Swapping the adjacency matrix 
As argued in chapter 4, another experiment was to swap the adjacency matrix between each 
modality, i.e., the GCN for the textual data used the adjacency matrix obtained for the visual data, 
and the GCN for visual data used the adjacency matrix obtained for the textual data (this will be 
called swap edges). This was proposed in [12] with the HM-DGE model. The results are presented 
in Table 6. The hyperparameter settings are the same both textual and visual. 
 
Table 6. Spearman’s correlation of model predictions for textual and visual data of the First Set, and 
their respective graphs swapping the adjacency matrix 
 
 
5.1.4 Multimodal data 
Once the GCNs for the textual and visual data has been defined, the word representations 
generated of both are concatenated, according to Figure 14. The adjacency matrix for this graph 
with new data (multimodal features) was created by computing the similarity histogram and 
similarity matrix through cosine similarity, in which only the vectors with the higher similarity 
between them will be connected. The results obtained appear in Figure 18.  
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Figure 18. Similarity histogram and Similarity matrix for multimodal data of the First Set (attribute-
based) to determine the adjacency matrix 
 
The best combination of hyperparameters of the GCN for multimodal features was 
determined through grid search, giving as result: embedding shape of 150, optimal cosine 
similarity of 0.9 and 500 epochs. Besides, the loss function was cross-entropy, the optimizer was 
Adam with a learning rate of 0.01 and a dropout value of 0.5.  The Spearman’s correlations for the 
model predictions are: 0.72 (SemSim) and 0.59 (VisSim). Using as input of this GCN the word 
embeddings (both textual and visual) that swapping their adjacency matrix, the Spearman’s 
correlations are 0.74 (SemSim) and 0.58 (VisSim). 
The results in terms of Spearman’s correlation for each GCN in the proposed model were 
summarized in Table 7 and compared against the results (SAE model) of the state of the art [4]. 
Semantic Similarity refers to SemSim and Visual Similarity refers to VisSim. Each column 
corresponds to a unimodal (textual (T) or visual (V)) or multimodal (T+V) representation. For 
example, in Semantic Similarity: T refers to SemSim value for textual data, V to SemSim value 
for visual data, and T+V to SemSim value for multimodal data.  
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Table 7. Comparative results in terms of Spearman's correlations between model predictions of each 
GCN of the model (for the First Set) and the state-of-the-art 
 
 
In rows where only one value appears with an asterisk (*), it refers to Spearman’s 
correlation of the multimodal features, i.e., the concatenation of the word embeddings for both 
textual and visual, but without to be trained for the GCN multimodal. 
The proposed model trained on attribute-based input performs best on semantic similarity 
(against the SAE model) than on visual similarity. The SAE model is better with multimodal 
representations, but this is not the case with the GCN model, where the unimodal representations 
get higher Spearman’s correlations. Besides, the multimodal features (ρ = 0.73 and ρ = 0.62) obtain 
better results than the multimodal embeddings (ρ = 0.72 and ρ = 0.59), for the case without swap 
edges. This suggests that the GCN (layer 2) of the proposed model Figure 14 does not contribute 
in enhance the quality of the word embeddings. Further, as one would expect, textual data 
dominates visual data when modeling semantic similarity, while visual data dominates textual data 
when modeling visual similarity ratings. 
 The highest semantic similarity (ρ = 0.75) was reached with the output of the GCN trained 
on textual data, whereas the highest visual similarity (ρ = 0.65) was reached for the bimodal SAE. 
For the GCN the highest visual similarity (ρ = 0.62) was reached with the multimodal features 
(without being trained for the GCN of layer 2).  
 
5.2 Experiments with Second Set (skip-gram based) 
As for First Set, before using both textual and visual data as inputs of each GCN, these 
word representations must be converted on graphs (nodes and edges). Once you have the graph, 
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results can be obtained by modifying GCN hyperparameters. It will be shown the results for the 
textual data, visual data, and finally multimodal data according to the model in Figure 14. 
 
5.2.1 Textual data 
To create the graph, it was computed the similarity histogram and similarity matrix of the 
textual data through cosine similarity, and the results obtained appear in Figure 19. Defining the 
optimal cosine similarity, the adjacency matrix can be determined. For example, if the optimal 
cosine similarity is 0.1, all word representations (nodes) that have a similarity between them 
greater than 0.1 are going to be connected. 
 
 
Figure 19. Similarity histogram and Similarity matrix for textual data of the Second Set (skip-gram-
based) to determine the adjacency matrix 
 
The hyperparameters of the GCN for textual data were modified to different values. Each 
combination gives as a result new word embeddings that were evaluated in the benchmark of word 
similarity (SemSim and VisSim) used in the state-of-the-art [4]. The results obtained are presented 
in Table 8. 
The number of tests realized for this data was a total of 17. The embedding shape of GCN 
was changed to six different values, the number of edges (determined by the optimal cosine 
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similarity) was changed to six different values and the number of epochs was changed to five 
different values. The best result was obtained for: embedding shape of 300, optimal cosine 
similarity of 0.125 and 150 epochs. Besides, the loss function was cross-entropy, the optimizer 
was Adam with a learning rate of 0.01 and a dropout value of 0.5. 
 
Table 8. Spearman’s correlation of model predictions for textual data of the Second Set (skip-gram-
based). The best results are highlighted in bold for the columns of SemSim and VisSim 
 
 
5.2.2 Visual data 
As for textual data, the graph was created computing the similarity histogram and similarity 
matrix of the visual data through cosine similarity and the results obtained appear in Figure 20. 
With this method, it is possible to determine the adjacency matrix. 
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The hyperparameters of the GCN for visual data were modified to different values. Each 
combination gives as result new word embeddings that were evaluated in the benchmark of word 
similarity, and the results are presented in Table 9. 
 
 
Figure 20. Similarity histogram and Similarity matrix for visual data of the Second Set (skip-gram-based) 
to determine the adjacency matrix 
 
The number of tests realized for this data was a total of 18. The embedding shape of GCN 
was changed to five different values, the number of edges was changed to six different values and 
the number of epochs was changed to seven different values. The best results were obtained for: 
embedding shape of 100, optimal cosine similarity of 0.125, and 1000 epochs. Besides, the loss 
function was cross-entropy, the optimizer was Adam with a learning rate of 0.01 and a dropout 
value of 0.5. 
 
 
48 
 
Table 9. Spearman’s correlation of model predictions for visual data of the Second Set (skip-gram-
based). The best results are highlighted in bold for the columns of SemSim and VisSim 
 
 
5.2.3 Swapping the adjacency matrix 
As for the First Set, another experiment was to swap the adjacency matrix between each 
modality. The results are presented in Table 10. The hyperparameter settings are the same both 
textual and visual. 
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Table 10. Spearman’s correlation of model predictions for textual and visual data of the Second Set, and 
their respective graphs swapping the adjacency matrix 
 
 
5.2.4 Multimodal data 
Once the GCNs for the textual and visual data has been defined, the model predictions are 
concatenated, according to Figure 14. The adjacency matrix for this graph with new data 
(multimodal features) was created by computing the similarity histogram and similarity matrix of 
the visual data through cosine similarity, and the results obtained appear in Figure 21. 
 
 
Figure 21. Similarity histogram and Similarity matrix for multimodal data of the Second Set (skip-gram-
based) to determine the adjacency matrix 
 
Through grid search, the best combination of hyperparameters of the GCN for multimodal 
features was determined, giving as result: embedding shape of 400, optimal cosine similarity of 
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0.5 and 500 epochs. Besides, the loss function was cross-entropy, the optimizer was Adam with a 
learning rate of 0.01 and a dropout value of 0.5. The Spearman’s correlations for the model 
predictions are: 0.63 (SemSim) and 0.44 (VisSim). Using as input of this GCN the word 
embeddings that swapping their adjacency matrix, Spearman’s correlations are 0.69 (SemSim) and 
0.51 (VisSim). 
The results in terms of Spearman’s correlation for each GCN in the proposed model were 
summarized in Table 11 and compared against the results (SAE model) of the state of the art [4]. 
Semantic Similarity refers to SemSim and Visual Similarity refers to VisSim. Each column 
corresponds to a unimodal (textual (T) or visual (V)) or multimodal (T+V) representation. For 
example, in Visual Similarity: T refers to VisSim value for textual data, V to VisSim value for 
visual data, and T+V to VisSim value for multimodal data.  
 
Table 11. Comparative results in terms of Spearman's correlations between model predictions of each 
GCN of the model (for the Second Set) and the state-of-the-art. The best results are highlighted in bold 
 
 
In rows where only one value appears with an asterisk (*), it refers to Spearman’s 
correlation of the multimodal features, i.e., the concatenation of the word embeddings for both 
textual and visual, but without to be trained for GCN multimodal. 
Same as with the First Set, the proposed model trained on skip-gram-based input performs 
best on semantic similarity (against the SAE model) than on visual similarity. The SAE model is 
better with multimodal representations, but the GCN model gets higher Spearman’s correlations, 
with the unimodal representations. Also, the multimodal features (ρ = 0.73 and ρ = 0.55) obtain 
better results than the multimodal embeddings (ρ = 0.63 and ρ = 0.44), for the case without swap 
edges. This suggests that the GCN (layer 2) of the proposed model in Figure 14 does not contribute 
in enhance the quality of the word embeddings. Further, as one would expect, textual data 
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dominates visual data when modeling semantic similarity, while visual data dominates textual data 
when modeling visual similarity ratings. 
 The highest semantic similarity (ρ = 0.74) was reached with the output of the GCN trained 
on textual data, whereas the highest visual similarity (ρ = 0.65) was reached for the bimodal SAE. 
For the GCN the highest visual similarity (ρ = 0.56) was reached with the output of the GCN 
trained on textual data and with the output of the GCN trained on visual data (with the adjacency 
matrix of the textual data).  
 
5.3 Summarizing all experiments 
The results in terms of Spearman’s correlation for each GCN in the proposed model (both 
for the First and Second Set) were summarized in Table 12 and compared against the result 
obtained for the model of the state-of-the-art [4].  
 
Table 12. Comparative results in terms of Spearman's correlations between model predictions of each 
GCN of the model (for the First and Second Set) and the state-of-the-art. The best results are highlighted 
in bold 
 
 
In rows where only one value appears with an asterisk (*), it refers to Spearman’s 
correlation of the multimodal features, i.e., the concatenation of the word embeddings for both 
textual and visual, but without to be trained for GCN multimodal. 
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After analyzing the First and Second Set with the proposed model, it is determined that 
performs best on semantic similarity than on visual similarity, in relation to the SAE model. The 
SAE model is better with multimodal representations, but the GCN model gets higher Spearman’s 
correlations, with the unimodal representations.  The highest semantic similarity (ρ = 0.75) was 
reached with the output of the GCN trained on textual data (attribute-based), whereas the highest 
visual similarity (ρ = 0.65) was reached for the bimodal SAE. For the GCN the highest visual 
similarity (ρ = 0.60) was reached with the output of the GCN trained on textual data (attribute-
based) with the adjacency matrix of the visual data.  
It is important to notice that the visual data obtained with the skip-gram model get lower 
results in comparison with the attribute-based visual data. However, when comparing the results 
obtained with the Second Set, one must be careful, since the most logical thing is to only compare 
the results obtained with the trained model with the same input representations (attribute-based). 
The Second Set was generated with the data used in [10] and it was interesting to test the word 
representations obtained from the skip-gram model. 
 
5.4 Model Validation 
To validate the proposed model illustrated in Figure 14, in Table 13 and Table 14 appear 
the results in terms of Spearman’s correlations between the model predictions (new word 
embeddings) of each GCN of layer 1 and the initial representations (attribute-based and skip-gram-
based raw data). It can be seen that both GCN Textual and GCN Visual improve the performance 
when compared with initial representations (Textual data and Visual data of each set). This 
validates the capabilities of the individual GCNs to enhance the vectors and to learn meaningful 
word representations. 
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Table 13. Comparative results in terms of Spearman's correlations between model predictions of each 
GCN of layer 1 and the First Set (attribute-based) 
 
 
Table 14. Comparative results in terms of Spearman's correlations between model predictions of each 
GCN of layer 1 and the Second Set (skip-gram-based) 
 
 
The GCN for the attribute-based representations (Table 13) enhances the initial 
representations up to 17% in SemSim and 15% in VisSim. On the other hand, the GCN for skip-
gram-based representations (Table 14) enhances the initial representations up to 7% in SemSim 
and keeping the same value in VisSim.  
However, how was demonstrated in Table 12, the GCN Multimodal (T+V) does not 
improve the word representations obtained from the GCNs Textual and Visual. It could be 
considered that it is better just to concatenate the model predictions from layer 1 (multimodal 
features) instead that use the GCN of layer 2 to get new word embeddings (multimodal 
embeddings), but it is necessary to do more experiments with different datasets, hyperparameters, 
and benchmarks to conclude that. 
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5.5 Validation with Robotics Systems 
Although the idea of this project was to apply the results obtained in IRI robotic systems, 
a significant number of challenges still need to be addressed before we can create a robot that can 
learn and understand language through natural interactions with human participants (despite an 
extensive and growing body of research). According to [3], we must tackle the following problems 
(excluding the topics that have been intensively studied, e.g., robot audition and vision, nonverbal 
communication in social robotics, and so forth): 
• Logic probabilistic programming and learning distributed semantics.  
• Unsupervised syntactic parsing with grounding phrases and predicates. 
• Category and concept formation.  
• Metaphorical expressions. 
• Affordance and action learning.  
• Pragmatics and social language. 
• Dataset, simulator, and competition. 
 
The option of testing in a robotic simulator was considered, but a conventional robotics 
simulator tends to focus on physical simulation to provide a reliable evaluation of the behavior and 
physical control of robots [3], and since the main goal is precision, it takes a long time to get a 
simulation result. Besides, the language acquisition process has a strong relationship not only 
between simple actions such as "forward" or "turn right", but also more complex actions using a 
realistic body and limbs. 
These results will play an important role in the evaluation of learning and recognition 
performance. As demonstrated in [5], robots using language must learn how words are grounded 
on the noisy perceptual world in which a robot operates, and natural language systems can benefit 
from the rich contextual information provided by sensor data about the world. Understanding and 
acquiring languages in real-world environments is an important task for the robotics systems of 
the future because our social environment is filled with rich and dynamic linguistic interactions.  
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5.6 Economic Analysis 
The economic analysis goes beyond something financial and involves the efficient use of 
resources. In this part will be mentioned the different costs of the project (personnel, equipment, 
and energetical) and what this project is expected to contribute to the scientific production of IRI. 
 
5.6.1 Personnel cost 
This project was carried out with the help of a researcher from the IRI. The details of work 
by the personnel involved in this project can be summarized as follows: 
• Four months (16 weeks) of personal work with a daily dedication between 5 and 7 
hours per day, 5 days per week. 
• Assistance by the researcher with an average attendance of 2 hours per week each. 
 
The personnel cost of the project can be computed assuming an hourly rate of 20 €/h for 
the student (as a technical engineer) and 50 €/h for the researchers (approximate pay rate for 
external hiring of a CSIC researcher. The breakdown of the cost is presented in Table 15.  
. 
Table 15. Personnel cost breakdown of the project 
 
 
5.6.2 Equipment cost 
The computer used costs 600 euros and the GPU used 1000 euros. Besides, none of these 
products were obtained exclusively for this project and it is expected to be operated during all their 
lifetime. For that reason, the equipment cost will be computed by dividing the total worth of each 
hardware by its lifespan and multiplying it by the time that it has been used for this project. The 
breakdown of the equipment cost is presented in Table 16. 
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Table 16. Equipment cost breakdown of the project 
 
 
5.6.3 Energetical cost 
The energetical cost of this project comes from the electricity usage of the different types 
of equipment used and of the workplace. To compute the energetical cost, a rate of 0.11 €/kWh 
will be used (extracted by actual rates from Endesa [41]). Consumption is assumed based on the 
average annual consumption of 52.5 kWh/m2 (approximately, the office has a surface of 60 m2). 
The energetical cost of the project is presented in Table 17. 
 
Table 17. Electricity usage and energetical cost breakdown of the project 
 
 
5.6.4 Total cost 
The total cost of the project (summarizing all previous costs) is presented in Table 18. 
 
Table 18. The total cost of the project 
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5.6.5 Scientific production 
A summary of publications made by IRI in the last 10 years [42] is presented in Table 19, 
and in Figure 22 this information is presented in a chart. 
 
Table 19. Summary of publications made by IRI in the last 10 years 
 
 
 
Figure 22. Summary of publications made by IRI (chart) 
 
IRI's scientific production is published in the top journals in the fields of interest. In 
addition, the researchers present their work in the top conferences, promoting the exchange of 
ideas with research institutions and related companies. This project (and those that will be 
generated from it) for now is an unpublished work, but it is expected to contribute to the scientific 
production of the IRI, which in bibliometric terms has grown steadily for more than a decade and 
has continued during this period. 
  
0
20
40
60
80
100
120
140
160
2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Technical Reports
Conference Articles
Book Chapters
Journal Articles
Books
 
58 
 
Chapter 6 Conclusions and Recommendations  
This chapter includes the conclusions obtained from the project and the results regarding 
its objectives, to determine whether the project was successful or not. Lastly, a section of 
recommendations is included to prepare the way for the approach of future works. 
 
6.1 Conclusions 
Regarding the project objectives, the influential characteristics helped to frame the problem 
and to consider all necessary steps to find the best solution to the project. Besides, the process of 
acquiring and prepare the data (through different functions and transformations) to the model was 
automated. Even these algorithms can be used the next time we get a new fresh dataset or in future 
projects. Lastly, the programming logic was established to proposed a model that addresses the 
problem of learning semantic representations, and these representations were validated through a 
benchmark of word similarity and comparing the results against the state-of-the-art [4]. 
In detail, a model that uses Graph Convolutional Networks to learn semantic 
representations of objects by simultaneously combining textual and visual modalities was 
presented. The first layer encodes unimodal representations, and the second layer integrates these 
enhanced unimodal representations into one.  The two representations of the dataset (attribute-
based and skip-gram-based) were encoded as word embeddings and obtained from text and image 
data. To the best of our knowledge, the proposed model is novel in its use of GCNs to enhance the 
quality of word representations. 
Comparative results on the task of simulation of word similarity show that the proposed 
model outperforms baseline in some cases (mainly in semantic similarity). The GCNs of layer 1 
validates the capabilities of the unimodal representations to learn meaningful word representations 
and enhance the embeddings up to 17% in SemSim and 15% in VisSim for the attribute-based 
representations and up to 7% in SemSim and keeping the same value in VisSim for the skip-gram-
based representations. However, the GCN of layer 2 (multimodal) does not improve the quality of 
the word representations. 
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6.2 Recommendations 
In future works, it should be tested with different parameters and data when creating the 
word embeddings in the skip-gram model. Even use other techniques such as Global Vectors for 
Word Representation (GloVe) or the recent Transformers.  
Besides, it will be important to test bigger datasets, since the dataset used during the project 
consists exclusively of concrete nouns and count with only 439 words. Therefore, different 
benchmarks of word similarity must also be applied, such as the widely used WordSim353 [43] or  
Rel-122 norms [44], since they contain many abstract words. 
 Also, everyday interest in GNNs increases, which generates more and more methods such 
as GCNII, SAGE, or GAT (to mention a few), so that, implementing these methods and comparing 
the results obtained would contribute to the investigation of the learning of semantic 
representations. 
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Chapter 8 Annex 
To maintain order in this report, in the following link you will find all the programming 
codes used to carry out this project: 
 
https://github.com/lainerjose/Final_Graduation_Project 
 
 
