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In quantum technologies, point defects in semiconductors are becoming more significant. Understanding the
frequency, intensity, and polarization of the zero phonon line is important. The last two properties are the sub-
ject of this paper. I present a method for calculating these properties and show the importance of using wave
functions from both the ground and excited state. The validity of this method is demonstrated on the diva-
cancy in 4H-SiC. Here, the calculated polarization and lifetimes are in excellent agreement with experimental
measurements. In general, this method can help to identify point defects and estimate suitable applications.
I. INTRODUCTION
Applications for point defects in semiconductors are many
and include qubits [1–3], quantum sensing applications [4–6],
and single photon emitters [7–11]. Studying point defects is
an active field and for the applications mentioned, properties
like isolated spin, long coherence time, and room tempera-
ture operations [12–14] are desired. Also, the possibility to
integrate point defects in quantum technologies and semicon-
ductor devices is preferred. Before these applications can be
realized, the point defects present in the material of interest
need to be identified.
To achieve accurate identification of a point defect, many
different properties such as zero phonon line (ZPL), zero field
splitting, and hyperfine coupling parameters need to be com-
pared [15]. This approach works best for high spin and sym-
metry point defects since zero field splitting and hyperfine
coupling parameters only exist for high spin defects. How-
ever, even if these properties formally should exist in high spin
defect, the low symmetry configuration can make it difficult to
measure a clear signal in electron spin resonance experiment,
see the missing hyperfine for low symmetry configurations in
Table III in Ref. 15. One of these low symmetry configura-
tions is a promising candidate for exploring spin and optical
dynamics [16]. For both low spin and symmetry point defects,
the polarization of the ZPL is a great addition to the proper-
ties used to understand the point defect. It is easy to measure
regardless of the defect spin. For low spin defects, ZPL and
the corresponding polarization may be the only measurements
available. For low symmetry defects, group theory can not de-
termine the polarization, hence calculations are required. For
applications, like single photon emitters, a ZPL with a large
intensity is required [17]. To determine if point defect will
be a bright single photon emitter, an accurate ZPL intensity is
needed. The intensity will, in turn, affect the lifetime of the
excited state. The effect of ion relaxation and corresponding
electronic structure change of the excited state has on the po-
larization and intensity of ZPL has not yet been determined.
This paper aims to show how these changes of the excited state
affect both the polarization and intensity of ZPL.
In this paper, the divacancy in 4H-SiC is used to demon-
strate the validity of this method. For material with different
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polytypes, one point defect can have many configurations. For
instance, in 4H-SiC, the divacancy has four different configu-
rations. In experiments, divacancy related luminescence lines
are named UD-2 group [18] and PL1-4 lines [19, 20]. These
configurations have previously been identified by comparing
theoretical calculations with experimental measurements [15].
The different divacancy configurations in 4H-SiC exist due to
the different non-equivalent symmetric sites for the Si and C
atoms. 4H-SiC consists of four layers: two layers, which have
a hexagonal-like environment denoted with h; and two layers,
which have a cubic-like environment denoted with k. In the
case of the divacancy, the following notation VSi-VC denotes
which layers the point defect belongs to.
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FIG. 1: (a) and (b) shows the C3v and C1h point group
symmetry divacancy configurations. (c) shows the schematic
electronic structure for the divacancy. (d) shows the
excitation cycle. Where, (e)-(h) shows the partial densities of
the (purple) a1 and (green) e orbitals at the different
excitation stages for the hh configuration.
Figure 1(a) shows the C3v point group symmetry configu-
rations, hh and kk. Figure 1(b) shows the C1h point group
symmetry configurations, kh and hk, which can exist in three
different orientations due to the symmetry of the defect-free
crystal. The polarization of the different configuration fol-
lows the point group symmetries. For the C3v point group
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symmetry, the polarization must be in the basal plane (x- and
y-direction), since no change takes place in the z-direction.
However, the C1h point group symmetry can have polariza-
tion in any direction. Figure 1(c) shows a schematic diagram
of the electronic structure for the divacancy. Here, the transi-
tion between the defect orbitals in the band gap is highlighted.
In the case of the divacancy in 4H-SiC, this transition between
the 3E and 3A2 many-body state produces the ZPL line. Fig-
ure 1(d) shows the ZPL line as the transition between the ex-
cited state including the ion relaxation and ground state. Fig-
ure 1(e)-(h) shows the k-point averaged partial densities for
the a1 and e orbitals during each step in the excitation cycle
for the hh configuration.
In this paper, I present how to calculate and converge the
ZPL polarization. The method consists of calculating the
transition dipole moment (TDM) between Kohn-Sham (KS)
orbitals from the ground and excited wave functions. Using
only one wave function would give the polarization of the ab-
sorption, not of the ZPL. These polarizations differ due to the
ionic relaxation and corresponding electronic structure change
of the excited state. This method is demonstrated on the diva-
cancy in 4H-SiC, where the ion relaxation and corresponding
electronic structure change is necessary to reproduce the po-
larization of the low symmetry configurations as well as the
lifetimes of all configurations.
II. METHOD
The TDM µ from initial orbital ψi to final orbital ψf is
defined as
µ = 〈ψf |qr|ψi〉 . (1)
This equation is rewritten into reciprocal space, which for a
periodic system would give
µk =
i~
(f,k − i,k)m 〈ψf,k|p|ψi,k〉 . (2)
Where f,k and i,k are the eigenvalues of the final and initial
orbital. The subscript k is added to emphasize the k-point de-
pendency of the TDM (cf. Figure 1(e) in Ref. 21). Usually,
the initial and final orbitals are two orbitals in the same wave
function. However, the ZPL is a transition between two differ-
ent electronic structures thus two wave functions are needed.
In this article, the final orbital is taken from the excited wave
function while the initial orbital is taken from the ground wave
function.
The ground and excited wave functions are obtained using
density functional theory [22–24] (DFT) and the constrained
occupation DFT method [25], respectively. In practice, I
use the Vienna Ab initio Simulation Package (VASP) [26,
27], which is based on projector augmented wave (PAW)
method [28, 29]. The calculations use the semi-local func-
tional of Perdew, Burke, and Ernzerhof (PBE) [30] to describe
the exchange-correlation. The plane wave (kinetic) energy
cutoff is set to 600 (900) eV. The energy criterion for the elec-
tronic self-consistent cycle is set to 10−6 eV and the ion re-
laxation to 5×10−5 eV. To avoid wrap-around errors, the grid
for the Fast Fourier transform is set to twice the largest wave
vector. The k-point grid is constructed using a Monkhorst-
Pack [31] grid. The Brillouin zone was sampled using the
tetrahedron method, except for the Γ-point calculations where
Fermi smearing is used, with smearing width of 1 meV. The
supercell of 4H-SiC contains 576 atoms, which is the unit cell
repeated (6, 6, 2) and thus follow the symmetry of the crystal.
The only symmetry used in the calculations is Ψk = Ψ∗−k.
After the density has reached self-consistency, the ground
and excited wave functions are post-processed using PyVasp-
wfc [32], a python class for VASPWAVECAR. This code reads
the plane wave coefficient of the pseudo wave function and
calculates the TDM between different KS orbitals according
to Eq. (2), I modified this code to handle reading two wave
functions instead of one. When using the pseudo wave func-
tions, the contribution inside the PAW spheres is neglected.
This contribution is about 5% of the total wave function [33]
and should only affect the intensity of the TDM since the po-
larization is determined mostly from the interstitial region.
In general, each component in the TDM vector is a complex
number. The amplitude of these complex numbers gives the
polarization, hence the phase can be neglected. The absolute
value of TDM is obtained by averaging over the k-points,
µ¯ =
∑
k
wk(|µkx|xˆ+ |µky|yˆ + |µkz|zˆ)
/∑
k
wk, (3)
where wk is the weight of the k-point. The average TDM vec-
tor µ¯ shows the polarization–the amplitude of this vector can
be used to estimate the spontaneous transition rate between
the excited and ground state. This is calculated using the Ein-
stein coefficient A which is defined as
A =
n(2pi)3ν3|µ¯|2
30hc3
. (4)
This equation contains the following constants: ν is the tran-
sition frequency of the ZPL; 0 is the vacuum permittivity; h
is the Planck constant; c is the speed of light; and n is the re-
fractive index, which for 4H-SiC is n = 2.6473. The inverse
of A is the radiative lifetime τ between the excited and ground
state.
III. RESULTS
Here follow the results from testing the method on the dif-
ferent configurations of the divacancy in 4H-SiC. For this de-
fect, e is the final orbital and a1 is the initial orbital in Eq. (2).
In the excited state, the degenerate e orbital is singly occu-
pied in one spin channel leading to a Jahn-Teller splitting. For
the relaxation of the excited state, the static Jahn-Teller is in-
cluded while the dynamic Jahn-Teller is neglected.
Figure 2 shows µ¯ with changing k-point sampling. First,
convergence is reached for 2 × 2 × 2 k-point set, which is a
total of 8 k-points. This is the same convergence as needed
for the ZPL energy (cf. Figure 3(d) in Ref. 15). Second, the
sampling of the Brillouin zone accounts for the main change
in convergence. Including relaxation for each k-point set only
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FIG. 2: k-point convergence for µ¯ for the hh, hk, kh, and kk
configurations. (x), (y), and (z) depicts the different
directions of the µ¯. In the z-direction, only the kh is
non-zero. The solid lines show the results using the Γ point
relaxed structure. The dashed lines show the results including
ion relaxation for each k-point set.
affects the kh configuration. This change is most visible in the
x-direction, where including the relaxation for the 2 × 2 × 2
k-point set gives a value of 4.6 Debye, whereas using the Γ-
point relaxed geometry gives a value of 1.6 Debye.
As mentioned in the introduction, the high symmetry con-
figurations (hh and kk) can only be oriented in one way.
However, the low symmetry configurations (kh and hk) ex-
ist in three orientations, each with a different µ¯. Here, the
z-component, which is parallel to the c-axis of the supercell,
is the same. In the basal plane, the x- and y-components
vary. This change is a rotation of the µ¯, therefore the sum
of these components is the same. Hence, the combined x- and
y-components are called the perpendicular component (⊥c)
and the z-component is called the parallel component (‖c).
Using the convergent 2× 2× 2 k-point set with relaxation,
µ¯ is calculated for the absorption, ZPL, and emission in five
different ways to show the effect of each change. To keep
track of the orbitals’ origin, a superscript is added to µ¯ff,ii
to denote which wave function and geometry is used. Index
ff and ii indicate where the final and initial orbital originates
from. The first and second letter denotes the wave function
and relaxed geometry, respectively, with the notation: g for
ground and e for excited. For the absorption, µ¯gg,gg is cal-
culated between the orbitals in only the ground wave func-
tion, whereas µ¯eg,gg is calculated using the same geometry
but the final orbital is taken from the excited wave function.
The ZPL is calculated between the final orbital from the ex-
cited wave function on the corresponding relaxed geometry
and the initial orbital from the ground wave function on the
corresponding relaxed geometry thus denoted µ¯ee,gg . For the
hh configuration, Figure 1(f) and (g) shows the orbitals used
in µ¯ee,gg . For the emission, µ¯ee,ge is calculated between the
ground and excited wave functions on the excited geometry
FIG. 3: Theoretical polarization for absorption, ZPL, and
emission. The left column shows the perpendicular
components and the right column shows the parallel
components. The absorption results are shown using µ¯gg,gg
in (a)-(b) and µ¯eg,gg in (c)-(d). (e)-(f) shows the ZPL results
µ¯ee,gg . The emission results are shown using µ¯ee,ge in
(g)-(h) and µ¯ge,ge in (i)-(j). When the same wave function is
used, (a)-(b) and (i)-(j), the x-axis is the average difference
between the eigenvalues. Otherwise, the x-axis is the total
energy difference.
while µ¯ge,ge is calculated with only ground wave function
on the excited geometry. The results for the different tran-
sitions are presented in Figure 3. Here, no apparent difference
in the absorption and emission polarization is observed when
going from only ground wave function to both ground and ex-
3
cited wave functions while keeping the geometry fixed. The
electronic excitation is not enough to change the polarization.
Only when including the ion relaxation and corresponding
electronic structure change does both the polarization and in-
tensities change. For the ZPL spectra, the intensities roughly
double compared with both absorption and emission. The hk
configuration changes from both parallel and perpendicular
polarization in the absorption spectra to only perpendicular
polarization in the ZPL spectra and stays that way also in the
emission spectra. The choice of functional when calculating
the ZPL polarization is marginal, see Appendix A for further
discussion.
FIG. 4: Polarization data for the divacancy in 4H-SiC. The
top row is the experimental data, which was part of a series
of photoluminescence measurements [34], where (a) and (b)
shows the perpendicular and parallel components,
respectively. The bottom row is the theoretical results, (c)
shows perpendicular and (d) parallel components of µ¯ee,gg .
In Figure 4, the theoretical polarization results are com-
pared to the experimental measurements [34]. Here, the ZPL
µ¯ee,gg reproduce the trend present in experiment. In the per-
pendicular direction, the experimental data is large for PL1,
PL2, and PL4 but small for PL3, see Figure 4(a). The theo-
retical results reproduce this trend, see Figure 4(c). Here, the
intensity has been reversed for PL1 and PL2 when compared
to experiment. In the parallel direction, only PL3 is visible for
experiment data and kh for theoretical results, see Figure 4(b)
and (d), respectively.
The radiative lifetimes for the different configurations are
calculated from the µ¯ intensities using Eq. (4). For the ab-
sorption, using µ¯gg,gg or µ¯eg,gg , the lifetime ranges from 38
to 50 ns (kk: 38.49 ns, hh: 39.05 ns, kh: 42.39 ns, and hk:
50.82 ns). For the ZPL, using µ¯ee,gg , the lifetime ranges from
16 to 23 ns (kh: 16.41 ns, hk: 18.52 ns, kk: 18.65 ns, and hh:
23.01 ns). The ZPL lifetimes are shorter than the absorption
due to the larger µ¯. Note, that the low symmetry configura-
tions have the shortest lifetime for the ZPL whereas it is the
high symmetry configurations for the absorption.
IV. DISCUSSION
It is clear from Figure 2, 2× 2× 2 k-point grid is needed to
converge the TDM results. The high symmetry configurations
converge fastest, with no change going to 3 × 3 × 3. The
low symmetry configurations have a small increase going to
3×3×3, most noticeable for the kh in the x-direction and hk
in the y-direction. Also, including relaxation for the 2× 2× 2
grid had a large effect in the kh.
Figure 3 shows the differences in polarization and intensi-
ties between using ground and excited wave functions. First,
only going from ground wave function to ground and excited
wave functions do not affect the polarization or intensities as
seen for both absorption and emission. The electronic change
of the wave function is not enough to change the intensities be-
cause the single orbitals themselves barely change during the
excitation. Only when the ions in the excited state are allowed
to relax and the single orbitals change, do the polarization and
intensities change. The orbital change due to the ion relax-
ation can be seen in Figure 1 going from (e) to (f). The higher
intensities indicate a higher probability of optically relaxing
back to the ground state. In the case of the divacancy, this
amplitude roughly doubles compared with absorption. For a
general point defect, it may change orders of magnitude de-
pending on how large the ion relaxation and orbital change in
the excited state is.
For the polarization, the high symmetry configurations (hh
and kk) do not change their polarization regardless of absorp-
tion, ZPL, or emission. As discussed in the introduction, the
polarization must follow the point group symmetry, which
states that the change between a1 and e orbital in C3v sym-
metry is zero in the parallel direction, as can be seen in Fig-
ure 3. The amplitude of the perpendicular components can
still change, which it does between the absorption and ZPL.
For the low symmetry configurations (kh and hk), any polar-
ization is possible from a group symmetry point of view. This
can also be seen in Figure 3, the polarization changes quite
drastically for these configurations when going from absorp-
tion to ZPL. When these results are compared to experiment
as in Figure 4, it is clear that the change in electronic structure
due to ion relaxation of the excited state is needed to correctly
reproduce the polarization. This is most noticeable in the par-
allel direction for the hk configuration which is only zero if
two wave functions are used, see Figure 4(d).
The theoretical results can be used to interpret the experi-
mental data. The ZPL energy and the limitations of the PBE
functional have on the results has been discussed in detail in
Ref. 15. When comparing the theoretical polarization to ex-
periment, the intensity of the ZPL line is determined by the
TDM. However, when comparing with experiment, other fac-
tors affect the measured intensity. These include the concen-
tration of the point defects, non-radiative relaxation, and vi-
brations. I assume the concentration of different point de-
fects is the same. Any differences in concentration should
only have a minor effect on the intensity. The percentage of
non-radiative relaxation is also assumed to be the same for the
different configurations as well as the vibrational effects in
both the ground and excited state. Calculating any differences
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in these rates and effects would require time-consuming ab-
initio calculations. In this article, the vibrational effects and
zero-point motion has been assumed to be the same in both
the ground and excited state. This does not have to be the case
as argued in Ref. 35 but as also mentioned in this reference,
including these effects are highly non-trivial. Overall, these
effects should only affect the intensities of the TDM, not the
polarization.
Here follows how to identify the different configurations for
the divacancy in 4H-SiC using the ZPL energy and polariza-
tion results. First, the PL3 line clearly is the kh configuration.
This conclusion is reached by comparing the polarization re-
sults presented in Figure 4(b) and (d). When comparing Fig-
ure 4(a) and (c), PL4 can be identified with hk. Here, both
the polarization and ZPL energy provide a clear identification.
For the PL1 and PL2, the relative difference between the in-
tensities and ZPL energies are too low to accurately identify
the configurations. As discussed in the previous paragraph,
small changes could be due to differences in concentration,
non-radiative relaxation, and vibration and would require fur-
ther time-consuming ab-initio calculations. An indication that
the vibration could be important can be seen if the temper-
ature is increased (20 K), then the intensities reverse for the
PL1 and PL2 as shown in Figure 1b in Ref.19. Alternatively,
additional properties such as hyperfine and zero-field split-
ting, can be used to make an accurate identification for these
configurations [15]. When using only the ZPL energy and
polarization results, the low symmetry configurations can be
accurately identified, where PL3 is kh and PL4 is hk, which
strengthen the previous identification [15] where hyperfine for
these configurations are missing.
The radiative lifetimes calculated in this article show that
the ZPL lifetimes are shorter (16 to 23 ns) than the absorp-
tion lifetimes (38 to 50 ns). Previous theoretical calculation
(configuration interaction approach with constrained random
phase approximation) obtains a lifetime of 63 ns for the hh
configuration [36]. This lifetime is in the same range as the
absorption lifetimes presented in this paper showing that in-
cluding a better description of the correlated states does not
improve the lifetime results. See Appendix A for additional
discussion about the choice of functional and the effect on
the lifetime. However, including the ion relaxation of the ex-
cited state and corresponding electronic structure change pro-
duces results closer to experiment. The ZPL lifetimes are
closer to experiement but still slightly overestimate the ex-
perimental range of 12 to 15 ns [5]. However, these lifetimes
were measured at 20 K, which may speed up the radiative de-
cay. Another source of error for the ZPL lifetimes is that the
contributions inside the PAW spheres are neglected. These
contributions may slightly increase the amplitude of the µ¯,
which in turn would lower the lifetime further. Overall, the
ZPL lifetimes are still closer to experiment than the absorp-
tion lifetimes. Further supporting the importance of including
electronic structure change due to the ion relaxation of the ex-
cited state when calculating TDM. Additional experimental
lifetimes at 0 K are needed for a better comparison with the
lifetimes presented in this article.
V. CONCLUSION
To conclude, this work shows how to obtain the theoreti-
cal ZPL polarization and intensity as well as the importance
of including electronic structure change due to the ion relax-
ation of the excited state. For the ZPL, the most important
part is using the best physical representation of both the ex-
cited and ground state. Before the excited electron returns to
the ground state, the best physical description of that electron
is provided by the excited wave function and corresponding
geometry. The method calculates the transition dipole mo-
ment between Kohn-Sham (KS) orbitals from the ground and
excited wave functions. This method not only provides the
polarization, which could be used as a compliment when iden-
tifying the different configurations, but also the total intensity,
which could be used to estimate radiative lifetimes. For the
divacancy in 4H-SiC, the calculated polarization and the esti-
mated lifetimes are in excellent agreement with experimental
measurements. Here, the low symmetry configurations are
identified by comparing the polarization results and experi-
mental measurements. In general, this approach may be espe-
cially useful for identifying low spin and symmetry configura-
tions. The ability to calculate polarization, intensities, and ra-
diative lifetimes is a great addition to the analysis of any point
defect. With these properties, one could screen point defects
for their potential use in applications, like single photon emit-
ters where large intensities and short lifetimes are required.
Appendix A: Functional dependence on polarization and
lifetime
To investigate the effect of the functional, the TDM is
also calculated with the screened hybrid functional of Heyd,
Scuseria, and Ernzerhof (HSE06)[37, 38]. The hybrid func-
tional is calculated on the relaxed PBE functional geometry,
with Γ-point only, for both the ground and excited state with
corresponding PBE wave function as a starting point. The
electronic self-consistent cycle is reduced to 10−4 eV and no
ion relaxation takes place due to the high computational load.
Only small changes are expected if a larger k-points mesh is
used or ion relaxation is included for the HSE calculations.
Table I shows the TDM results for absorption and ZPL for the
two functionals.
For the absorption results, the intensity goes down for all
configurations when using the HSE functional. The largest
change is for the hk where the polarization also changes to
only x-direction. For the absorption, the HSE functional has
a large effect on the electronic structure thus providing the
most accurate results. However, for the ZPL results, there is
only a small intensity difference between the PBE and HSE
results. For the high symmetry configurations the intensity in-
creases with the HSE functional while for the low symmetry
configurations, it decreases. This indicates that a more accu-
rate exchange-correlation functional is not necessarily needed
to describe the polarization and intensity between the excited
and ground state. This is most likely because the TDM is
an electrostatic property and the orbital change of the excited
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TABLE I: µ¯ for each divacancy configuration for absorption
(µ¯gg,gg) and ZPL (µ¯ee,gg) with PBE and HSE functional.
Absorption ZPL
Configuration TDM PBE HSE PBE HSE
hh
µ¯x 3.16 2.61 4.34 4.48
µ¯y 5.27 4.22 7.57 7.79
µ¯z 4.58·10−7 2.88·10−6 7.94e·10−3 5.26·10−3
|µ¯|2 37.74 24.62 76.04 80.69
kk
µ¯x 2.43·10−3 1.86·10−2 4.70 4.92
µ¯y 6.09 5.00 8.26 8.59
µ¯z 3.54·10−4 3.34·10−4 4.73·10−3 7.68·10−3
|µ¯|2 37.10 25.03 90.26 97.96
hk
µ¯x 9.06·10−5 5.43 9.68 9.62
µ¯y 2.62 7.67·10−6 3.31·10−3 3.42·10−3
µ¯z 8.70 2.16·10−5 1.75·10−2 1.29·10−2
|µ¯|2 82.61 29.43 93.61 92.48
kh
µ¯x 1.18·10−5 7.13·10−5 1.11 2.35
µ¯y 2.96 2.33 4.31 3.98
µ¯z 8.51 6.37 11.66 10.40
|µ¯|2 81.10 46.01 155.64 129.60
state is greater than the change due to exchange-correlation
effects. Hence, the main contribution comes from the use of
different wave functions to describe the physical states when
calculating the TDM for the ZPL.
There is only a small change for the TDM results when
switching from PBE to HSE functional, what about the life-
time. The radiative lifetimes depend on both the TDM and
energy of the ZPL, see Eq. (4). It is well known that the PBE
ZPL energies are underestimated and the HSE ZPL energies
are accurate compared to experiment [15].. For the absorption
(µ¯gg,gg) the HSE lifetime ranges from 38 to 75 ns (kh: 38.07
ns, hk: 56.55 ns, hh: 74.26 ns, and kk: 74.63 ns). Compared
to the PBE lifetimes, the upper limit increase from 50 to 75 ns
and low symmetry configurations now have the shortest life-
time. For the ZPL (µ¯ee,gg) the HSE lifetime ranges from 13 to
23 ns (kh: 13.51 ns, hk: 18.00 ns, kk: 19.06 ns, and hh: 22.66
ns). Compared to the PBE lifetimes, the lower limit decrease
from 16 to 13 ns and the order between the configurations
is the same. The main conclusion that the ZPL lifetimes are
shorter than the absorption still holds regardless of functional.
Note, the change in polarization and energy between the PBE
and HSE functional almost cancel out each other when calcu-
lating the radiative lifetime, at least for this defect. The HSE
lifetimes are slightly closer to the experimental lifetimes than
the PBE lifetimes. But as a first step, the PBE functional is
accurate enough for the ZPL polarization, intensity, and life-
times.
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