The paper presents a data-driven approach to the modelling and forecasting of hydrological systems based on nonlinear time-series analysis. Time varying parameters are estimated using a combined Kalman filter and fixed-interval-smoother, and state-dependent parameter relations are identified leading to nonlinear extensions to common time-series models such as the autoregressive exogenous (ARX) and general transfer function (TF). This nonlinear time-series technique is used as part of a data-based mechanistic modelling methodology where models are objectively identified from the data, but are only accepted as a reasonable representation of the system if they have a valid mechanistic interpretation. To this end it is shown that the TF model can represent a general linear storage model that subsumes many common hydrological flow forecasting models, and that the rainfall-runoff process can be represented using a nonlinear input transformation in combination with a TF model. One advantage of the forecasting models produced is that the Kalman filter can be used for real-time state updating leading to improved forecasts and an estimate of associated forecast uncertainty. Rainfall-runoff and flood routing case studies are included to demonstrate the power of the modelling and forecasting methods. One important conclusion is that optimal system identification techniques are required to objectively identify parallel flow pathways.
INTRODUCTION
Many data-driven modelling techniques, such as neural networks, are black-box in nature. Although they provide an important predictive tool in many hydrological applications, they provide little physical insight into the dominant behavioural modes of the system, and are likely to be less robust than models that have a sound physical basis. Time-series analysis has often been used in the modelling and forecasting of hydrological systems since it has some important advantages such as optimal parameter estimation, and an inherently stochastic formulation that allows probabilistic predictions to be easily generated.
Time-series modelling techniques are often thought of as black-box techniques and indeed they do provide powerful black-box signal processing methods of interpolation and forecasting (see Young (1999a) for an excellent review of time-series analysis and forecasting). However, these tools can also be used within a data-based mechanistic (DBM) modelling framework (Young & Lees 1993; Young et al. 1996; Young 1998a,b ) to produce physically acceptable models, or as a precursor to mechanistic modelling where the data-based mechanistic model indicates the required parsimony of the subsequent mechanistic model. This paper demonstrates that one time-series model, the general transfer function (TF), can be directly related to well-known hydrological models such as linear reservoir based models, and if an extra step of checking the physical interpretability of the TF model is added to the identification procedure, then the resultant models can be considered to be data-based mechanistic: that is they are objectively identified from the data but are only accepted as a reasonable representation of the system if they have a valid mechanistic interpretation. Note that this modelling approach is similar to the grey-box modelling methods of Jacobsen & Madsen (1996) and DeMoor & Berckmans (1996) . These DBM models retain the forecasting advantages of time-series models but, since they are now constrained during identification to transfer function representations of linear stores in a general cascade/ parallel structure, they are likely to be more robust when used in out-of-sample forecasting applications.
A commonly used time-series model in hydrology is the autoregressive exogenous model (ARX: Box & Jenkins 1976) ; because it is linear in the parameters, the estimation problem can be formulated as a linear regression. However, unless the noise inputs conform to a very restrictive, and in practice rather unlikely, form this method produces biased parameters that are not minimum variance estimates. It is for this reason that although parallel processes in hydrology are intuitively sensible due to different experimentally observed flow pathways, and indeed have been built into numerous conceptual models, it was not until optimal system identification methods such as the refined instrumental variable techniques of Young (1984) were used in conjunction with transfer function models that parallel structures were objectively identified from the data (Young 1992) . These linear data-driven modelling techniques have subsequently been used in many other environmental modelling studies to produce models whose physical interpretation has sometimes questioned existing modelling paradigms. A good example of the application of this DBM modelling methodology in the area of water quality modelling is the development of the aggregated dead-zone (ADZ) model of solute transport (Beer & Young 1983; Lees et al. 1998a ) that helped to objectively reveal the importance of dead-zone processes in the advection-dispersion process of natural channels. Until recent nonlinear extensions to time-series modelling techniques (Priestly 1988; Young 1993) , one disadvantage of linear time-series models in comparison with other data-driven modelling techniques was that they are poor descriptors of the nonlinear processes that are particularly important in the case of rainfall-runoff modelling, owing to the highly nonlinear effect of dynamic contributing areas. Time-series analysis has traditionally been dominated by the en-bloc procedures of Box & Jenkins (1976) that do not provide information on the nature of the model parameter non-stationarity. Several researchers (Priestly 1988; Young 1993) realised that recursive state estimation based on the Kalman filter (Kalman 1960) provides a method of analysing the time-series directly in their non-stationary form so that time varying parameter models can be produced. This then enables statedependent relations to be examined and finite forms of these parametric relations used to define nonlinear models.
Here, this new state-dependent parameter modelling technique is used to extend the data-based transfer function model to a nonlinear transfer function with the time variable parameters modelled as a generalised random walk class of the stochastic Gauss Markov model. Time variation in parameters could be the result of either changes in the system (e.g. land-use or climatic changes) or nonlinearity. It is well-known that many nonlinear hydrological models can be represented by small perturbation linearised models and that the linearised model parameters can be related to state variables: see for example Perumal (1994) and Camacho & Lees (1999) .
Therefore the time varying parameters can be considered as state-dependent parameters of a nonlinear model. Estimation of these state-dependent parameters is challenging since they vary rapidly. Two important developments in the identification of state-dependent parameter relations that are described in this paper are fixed-intervalsmoothing (FIS) and dependent-state data sorting. FIS, which is a backward pass procedure that is carried out after the forward pass of the Kalman filter, helps to remove the inevitable filtering lag so improving the relation between the estimated variable parameters and states.
Dependent-state sorting (Young 1998a ) involves sorting the input and output data according to the ranked order of the dependent state so that parameter variations from one sample to the next are reduced, resulting in better defined relations as is demonstrated in one of the case studies described in this paper.
The aim of this paper is to describe these state-of-theart time-series modelling techniques in the context of hydrological modelling and forecasting, and to illustrate the power of these techniques through rainfall-runoff and flood routing case studies. The first part of the paper outlines the state-dependent parameter method of nonlinear time series analysis, as applied to the dynamic autoregressive exogenous model that is most suitable for flow modelling applications; before describing the general linear transfer function and the associated simplified refined instrumental variable (SRIV) method of optimal parameter estimation. Next, the relation between DBM models and more conventional hydrological models is discussed and methods of real-time forecast updating are described. Finally, two illustrative case studies are presented that utilise the DBM models and associated identification, estimation and forecasting techniques.
NON-STATIONARY TIME-SERIES MODELS
The unobserved components model of Young (1999a) is a very general non-stationary time-series model that can be used in the DBM modelling of a wide range of environmental, biological, mechanical and economic data (Young 1998b) . The model can be developed for multivariate systems, but since only univariate systems are considered here, for simplicity the following version is considered, 
or in vector-matrix form,
where
Here u i , i = 1, 2, . . . r are input variables; the triad [n, 
where and h i,t is zero mean white noise with variance q i . This general model comprises as special cases the random walk (RW: a = c = 1; b = g = e = 0), integrated random walk (IRW: a = b = g = e = 1; c = 0) and smoothed random walk (SRW: 0 < a , 1; b = g = e = 1; c = 0), which is an intermediate of the RW and IRW. In practice, the SRW is not often used since it introduces an additional metaparameter that must be optimised. The use of a stochastic GRW process to describe the evolution of the parameters over time may seem complex, but it is just a statistical mechanism to allow for the estimation of parametric change.
Combining (4) with (7) leads to the following Gauss-Markov (GM) state-space equations,
where x t is the state vector that is formed by concatenation of the x i,t state vectors; H t is an appropriately defined observation vector formed from z t ; F is the state transition matrix that is a block diagonal aggregation of the F i matrices; g is a concatenation of the g i vectors; and t is an appropriately dimensioned vector of zero mean white noise sequences with covariance Q that is independent of e t (see Ng & Young (1990) for a more expansive description of this formulation).
STATE ESTIMATION
Since the DARX model has been formulated as a The KF (Kalman 1960) can be written as follows:
repeat for t = 1, 2, . . . , N Prediction
where P t is the normalised parameter covariance matrix that is related to the parameter covariance matrix P * t by P * t = s 2 P t ; v t is the normalised output variance that is related to the output variance v * t by v * t = s 2 v t ; and Q r is defined as the noise variance ratio (NVR), which reduces the number of metaparameters that have to be optimised without losing any of the flexibility of the original KF algorithm. Q r is usually diagonal with a single NVR specified for each parameter. Increasing the NVR for a particular state has the same effect as increasing the variance of the system noise in relation to the measurement noise, resulting in the error between the estimated output and the actual output having a larger effect on the parameter estimate. The NVR can also be shown to control the weighting effect of the data in the locality of the parameter estimate at sample t on the parameter estimate, with higher NVR values reducing the number of none zero weights (Young 1999a) . Note also that the shape of the local weighting effect is controlled by the nature of the GRW with a RW having a Gaussian shape which applies maximum weight to the current data with declining weight each side.
For off-line application the forward pass KF can be combined with a backward pass fixed-interval-smoother (FIS) that produces optimal parameter estimates given all of the data rather than just the data up to sample t. Several FIS algorithms are available, and one that has been found to work well in practice is the following modified Bryson-Frazier fixed-interval smoothing algorithm (Bierman 1973) , (Young 1998a (Young , 1999a . This sorting means that variations in the state-dependent parameter from one data step to the next are considerably smoother, which in turn means that lower NVRs can be specified while still adequately tracking the parameter variations resulting in less noise propagation.
FORECASTS
For on-line forecasting applications the prediction equations on the KF can be employed to calculate f-step-
ahead forecasts: f = 1, 2, . . .,
where the forecast variance is given by v * t + f = s 2 v t + f . In on-line forecasting applications s 2 must also be recursively estimated since it is not known a priori. It can be shown (Brown et al. 1975 ) that the variance of the normalised innovations d n where, is distributed as a normal Gaussian sequence with zero mean and variance s 2 . Therefore an estimate ŝ 2 t of s 2 can be obtained from the following recursion (Young 1984) 
METAPARAMETER ESTIMATION
To apply the KF and FIS, values of metaparameters or 'hyper-parameters' such as the elements of the NVR matrix Q r and parameters of the GRW need to be specified. As these are not known a priori they must be estimated either using modifications to the KF that are termed adaptive filtering (Mehra 1970; Wood & Szö llö si-Nagy 1980) or by using numerical optimisation of an appropriate performance criterion. While adaptive filtering is less computationally demanding, convergence is not guaranteed, and with improvements in computing power and optimisation algorithms, numerical optimisation is now the preferred method. Theoretically a maximum likelihood (ML) approach is most appealing and although it is not possible to form an analytical likelihood function due to the non-stationary nature of the model, prediction error decomposition (Schweppe 1965 ) leads to the following function based on the KF innovations and output variance which should be minimised so as to maximise the likelihood (see also
where k is the number of metaparameters.
Numerical optimisation can be performed using wellknown local optimisation methods such as the simplex (Nelder & Mead 1965) or global optimisation methods such as the shuffled complex evolution (SCE) method (Duan et al. 1993) . Since Equation (17) is based on onestep-ahead distribution properties, forecasting performance may be improved by metaparameter optimisation that is based on the root mean squared (f-step-ahead)
GENERAL TRANSFER FUNCTION
Up to this point, discussion has been predominantly related to non-stationary models and methods of par-ameter estimation for the purpose of state-dependent parameter estimation. If the system is linear, or the nonlinearity can be characterised as an input nonlinearity, then it is more efficient to estimate the linear parameters using a recursive least squares algorithm or en-bloc variant (see, for example, Young et al. 1996) . The constant parameter version of the DARX model (the ARX model) could be used, although the autoregressive nature of the noise model is often inappropriate, and unless the actual noise process conforms to this structure the parameters will be biased. A more appropriate model structure is the general transfer function, where the model components are defined as a constant parameter version of the DARX model (Equation 2). This model is nonlinear in the parameters and must be transformed to the following vector matrix estimation form,
This model is now linear in the parameters, although because the noise entering the system is coloured, the parameters will become biased as the signal:noise ratio reduces. However, one method to ensure unbiased (consistent) parameter estimates is to use an instrumental variable (IV; Young 1970) method of system identification, and in conjunction with data prefiltering this method produces optimal parameter estimates for this model. Note that work is continuing (Young 1999b) on the development of an IV version of the KF/FIS parameter estimator that will enable optimal estimation of a dynamic transfer function model.
SIMPLIFIED REFINED INSTRUMENTAL VARIABLE PARAMETER ESTIMATION
The simplified refined instrumental variable (SRIV) method of identification and estimation for constant parameter transfer function models (Young 1985 (Young , 1991 uses the following recursive least squares algorithm (Young 1984) ,
where the data vectors are defined as follows,
in which w t is the instrumental variable, defined as an estimate of the noise free system output and obtained from the following adaptive auxiliary model, Here, the polynomials Â (z − 1 ) and B i (z − 1 ) are adaptive estimates of the TF model polynomials; and the star superscripts indicate that the associated variables are adaptively pre-filtered in the following manner,
The adaption of both the auxiliary model and prefilters is performed within a three-step iterative procedure (Young 1984 (Young , 1991 Jakeman & Young 1984 ) and, at the end of the final iteration, the estimated parameter vector | N is returned along with standard errors that can be calculated from the covariance matrix P * N = s 2 P N (Young et al. 1996) .
The SRIV algorithm is asymptotically optimal in a maximum likelihood sense if the noise e t is serially uncorrelated white noise with a Gaussian amplitude distribution. If the noise is not white but can be assumed to follow an ARMA process, then the related but more complex refined instrumental variable (RIV) algorithm (Jakeman & Young 1984 ) is optimal and can be used instead. However, the IV aspect of the analysis ensures that the SRIV estimate | N is always consistent, provided the IV assumptions are applicable (e.g. Young 1984) .
Moreover, experience over many years suggest that the SRIV algorithm is very robust in practice and often yields good results when the more sophisticated RIV algorithm (and other related optimal algorithms, such as the ML approach of Box & Jenkins 1976) fail to yield acceptable models because of their need to simultaneously estimate the noise process.
MODEL ORDER IDENTIFICATION
Model order identification is based around the coefficient of determination, R 2 T and the heuristic YIC criterion, which are defined as follows, where s 2 y is the variance of the output time-series, and
where np = n + m is the number of estimated parameters in the vector; s 2 p ii is an estimate of the variance of the estimated uncertainty on the ith parameter estimate; and | 2 i is the square of the ith parameter in the vector. The coefficient of determination R 2 T is a statistical measure of how well the model explains the data: if the variance of the model residuals s 2 is low compared with the variance of the data s 2 y , then R 2 T tends towards unity; while if s 2 is of similar magnitude to s 2 y then it tends towards zero. Note, however, that R 2 T is based on the variance of the model residuals and it is not the more conventional coefficient of determination R 2 based on the variance of the one step ahead prediction errors: this is because R 2 T is a more discerning measure than R 2 for TF model identification: while it is often quite easy for a model to produce small one step ahead prediction errors, since the model prediction is based on past measured values of the output variable y t , it is far more difficult for it to yield small model response errors, where the model output is based only on the measured input variable u t and does not refer to y t .
The YIC is a more complex criterion that provides a measure of the balance between model fit and overparameterisation. From the definition of R 2 T it can be seen that the first term is simply a relative measure of how well the model explains the data: the smaller the model re- 
ON-LINE UPDATING
If the forecasting model is either linear or nonlinear where the nonlinearity takes the form of an input nonlinearity, then state updating can be performed using the KF in its original form where the states are now model states rather than parameters, and the constant parameters are contained in the state equation transformation matrices. The general transfer function model can be formulated as the following GM state space equations,
where x t is the state vector; u t is the input data matrix;
H is the observation vector; F is an appropriately defined matrix containing the TF denominator parameters; G contains the TF numerator model parameters, and t and e t are as defined previously. Note that the KF prediction Equations (10) and the forecasting Equations state-updating is used to incorporate past observations into forecasts in an optimal manner. This combined approach has been successfully used in practice in the Dumfries flood forecasting system (Lees et al. 1994 ).
DATA-BASED MECHANISTIC MODELLING AND FORECASTING METHODOLOGY
It is suggested that the DBM modelling methodology for input-output systems should be done in the following steps: Investigate the additional use of on-line parameter adaptation to track slowly varying system changes.
9. Verify the models on a data period that is independent of the calibration period, and evaluate the real-time forecasting performance.
In cases where measured data are not available, the DBM techniques can still be used to investigate the dominant mode behaviour of systems. This is performed by experimentation on mechanistic models where the model is perturbed and output data collected. The techniques described in this paper are then used to investigate the dominant system processes and this information can then be used to guide the development of parsimonious mechanistic models. As a caveat here it should be noted that care should be taken not to remove processes from the model that may be important during situations outside those captured in the calibration data. For instance, the snow-melt component of a rainfall-runoff forecasting model will obviously be unidentifiable if no snow fall is recorded during the calibration data period.
DATA-BASED MECHANISTIC HYDROLOGICAL MODELS
One of the major advantages of the TF over other conceptual hydrological models is that the structure is objectively identified as part of the modelling procedure so resulting in parsimonious models. At first sight to many hydrologists, this feature places the TF in the group of 'black-box' models along with neural network models since the esti- where ∆t is the discretisation step size. Introducing a lag element d results in a TF with [1, 1, d] structure that can be rearranging into the following difference equation form, 31) as is shown in Figure 1 . To decompose an identified TF into its constituent linear storage structures requires partial fraction expansion (see Young 1992) . Note that the transfer function is not constrained to the linear storage parameter relation a 1 = 1 − b 0 , i.e. mass can be generated or lost: this is a very useful feature in cases where additional inflow such as flow from ungauged tributaries or lateral inflow occurs, as is demonstrated in the flood routing case study described below.
Having ascertained that the SISO TF can be con- 
This rainfall loss function is closely related to the antecedent precipitation method of effective rainfall calculation since it can be shown that the output of a first-order filter is the summation of exponentially weighted past inputs. Extensions to this loss function have since been made to incorporate the effects of long-term changes in evaporation resulting in the IHACRES model (Jakeman & Hornberger 1993) , which is one example of a new class of hybrid conceptual-metric (HYCOM) continuous simulation models that combine various conceptual loss functions with a metric TF routing model (Wheater et al. 1993; Lees et al. 1998b) . a better indicator of catchment wetness than the output from a model. propose the following simple loss function,
where t is a shift parameter that is usually zero, and a is optimised using a nonlinear numerical optimisation method such as the simplex method. Excellent results have been reported for this loss function in a number of applications when it is combined with a parallel structure TF model (e.g. Young et al. 1997) .
Obviously the power law form of this loss function is
subjective and many other forms could be appropriate 
REAL-TIME FLOOD FORECAST UPDATING
It has long been recognised by researchers that on-line forecast correction using the latest available flow data should be an important component of a real-time flood forecasting system. However, with a couple of notable exceptions, many areas of the UK currently rely on forecasting systems that do not have any mechanism for the automatic real-time correction of flood forecasts.
Although experienced operators can take account of systematic errors in hindcasts there is a concern that errors can be made under the pressurised conditions that occur during flooding events. 
where Q t is the flow forecast and Q t is the measured flow.
This method is of course equivalent to KF state updating with the NVR set to a large value such that the KF estimate closely tracks the output. Although this technique is very simple, it has the disadvantage that probabilistic forecasts are no longer produced.
Parameter updating refers to the on-line estimation of model parameters using a recursive estimator such as the KF with the state vector now containing the parameters.
Owing to the limited information content contained within individual flood events, it is not possible to robustly estimate very many model parameters on-line. In many situations it is sufficient to estimate a scalar gain parameter that does not change the 'shape' of the hydrograph but simply shifts the output up or down (see Equation 28 ). Lees et al. (1994) report a successful application of adaptive gain updating to an operational TF based flood forecasting system for Dumfries in south-west Scotland.
CASE STUDY I: RAINFALL-RUNOFF MODELLING
To demonstrate the performance of the nonlinear rainfallrunoff model and different system identification techniques, a limited modelling exercise has been performed using data from the River Hafren, Plynlimon, Wales (Figure 2) . This catchment, which is one of the UK Institute of Hydrology's experimental catchments, has been selected since the rainfall-runoff response is similar to many fastresponding UK catchments where production of flood forecasts typically relies on a rainfall-runoff model. Details of the catchment's climatic ré gime, geology and instrumentation can be found in Foster et al. (1997) . Calibration Figure 5 shows the results of different variants of the state-dependent modelling procedure to show the importance of state-dependent sorting and fixedinterval-smoothing: Figure 5a shows the state-dependent relation produce by the Kalman filter with the data processed in time sequence; Figure 5b shows the same relation but with the data sorted according to the dependent state which is flow in this case; and Figure 5c shows the state-dependent relation using the Kalman filter with FIS and sorted data. It can be clearly seen that sorting the data according to the dependent-state results in a dramatically improved state-dependent parameter relation and that FIS also reduces the scatter considerably. Figure 5d , which shows the NVR optimisation results for the state parameter sorted and time ordered variants, reveals that the optimum NVR for the sorted data method is significantly lower. Since the data are sorted, changes in the variable parameter estimate from one step to the next are relatively small, and therefore the memory of the state estimator can be increased resulting in reduced noise propagation into the parameter estimates, and therefore improved state-dependent parameter relations. Figure 5e , which shows the variable parameter estimate and the state re-ordered into time sequence after state ordering, reveals the clear relation between discharge and the b 0 parameter that controls the model gain, and that this relation is nonlinear with a cut-off point that can be interpreted as the point of catchment saturation, i.e. all rainfall is effective. Note that it was found that the RMSE(1) based metaparameter optimisation method produced better predictive models in this application than the ML method that produced a higher estimated NVR.
Since the identified state dependent in this case is a gain nonlinearity, the overall nonlinear model can be
represented as a TF model with an input nonlinearity. This reformulation allows the use of SRIV system identification to objectively identify the routing model structure and 
where f(Q t ) is a finite form of the state-dependent relation shown in Figure 5c where each first-order transfer function can be considered to be a linear store with 'quick' flow passing though one store and 'slow' flow though the other store. The time constants are calculated using Equation (33) as 1.83 hours for the quick store and 50 hours for the slow store with 61% of flow passing through the slow store.
In contrast to the SRIV identification results, the ARX results given in Table 1 The estimated second-order model is, Note that the parameter standard errors are one order of magnitude larger than the SRIV identified model parameters. (Kalinin 1971) and Muskingum-Cunge (Cunge 1969) methods. It is an accepted fact that the propagation of a flood wave is a nonlinear process and therefore application of the linear models previously described may result in crude approximations of actual waves, particularly under conditions dominated by high resistance effects. Recently, these models have been extended into a nonlinear form where the parameters vary with flow producing a better representation of the flood routing dynamics: see for example Perumal's (1994) Although the model fit is excellent in terms of explanation of output variance, examination of the model fit and residuals indicates a systematic under-estimation of peak flows. Figure 9 , which shows the model fit over the period of highest flow, confirms that on the whole the model fit is excellent but that there is an underestimation of peaks.
This discrepancy could result from the use of a rating curve which, as with most rating curves, is more uncertain at high flows, but analysis will proceed under the assumption that there is no systematic measurement error present. 
Treating the state-dependent nonlinearity as an input nonlinearity and estimating the linear transfer function using the SRIV algorithm results in the following nonlinear transfer function model, Figure 9 shows the significant performance improvement at peak flows of the nonlinear TF model, especially for the largest flow peak. State-dependent parameter modelling was also carried out with both the a 1 and b 0 parameters allowed to vary. Again good relations with flow resulted, with the b 0 parameter increasing with flow and the a 1 parameter reducing with flow. However, as indicated by the model fit given in Table 3, Verification results, also given in Table 3 , and shown in Figure 9 for the highest verification flow period, reveal a similar trend to the calibration results with all the models recording similar R 2 T values but with the nonlinear models Figure 10 , which shows a comparison of the forecasting performance of the inputnonlinear model with and without state updating, reveals that state updating improves the 8 hour forecast performance but not dramatically so. However, Figure 11 , which shows the state updated versus non-state updated performance over the range of lead times that are produced by the KF shows that as the lead time is reduced performance improves dramatically with an almost perfect fit to the observed discharge for the one-step-ahead forecasts.
Figure 10 also shows the probabilistic 8 hour forecasts generated from the KF. As stated earlier these probabilistic forecasts are very useful in an operational context since a measure of the forecast accuracy is provided, and naturally this accuracy improves with reduced lead times as the state updating procedure has more effect.
CONCLUSIONS
The paper has demonstrated that non-stationary models,
in particular the DARX model estimated using a combined KF/FIS algorithm, can be used to estimate time variable parameters that can be related to state variables, such as discharge, resulting in nonlinear state-dependent 
