In this paper, we propose a novel meshfree Generalized Finite Difference Method (GFDM) approach to discretize PDEs defined on manifolds. Derivative approximations for the same are done directly on the tangent space, in a manner that mimics the procedure followed in volume-based meshfree GFDMs. As a result, the proposed method not only does not require a mesh, it also does not require an explicit reconstruction of the manifold. In contrast to some existing methods, it avoids the complexities of dealing with a manifold metric, while also avoiding the need to solve a PDE in the embedding space. A major advantage of this method is that all developments in usual volume-based numerical methods can be directly ported over to surfaces using this framework. We propose discretizations of the surface gradient operator, the surface Laplacian and surface Diffusion operators. Possibilities to deal with anisotropic and discontinous surface properties (with large jumps) are also introduced, and a few practical applications are presented.
INTRODUCTION
The solution to partial differential equations (PDEs) defined on a surface or manifold is of fundamental interest in various fields. They have application in the fields of computer graphics [55] , image processing [9] , fluid flow [36] , and cell biology [37] , to name a few.
Most existing surface PDE solvers can be classified into two types. The first, referred to as intrinsic methods, solve the PDE directly on the manifold using either a mesh [11, 12, 14, 38] , a parametrization of the manifold [17] , or an explicit reconstruction of the manifold [29] . In the second type of methods, referred to as embedding methods, the surface PDE is extended to a PDE defined on a band around the manifold, which is then discretized [2, 6, 43, 45] . The significant disadvantage of these methods is that they rely on discretizing a higher dimensional space, and thus they tend to be expensive in terms of computational time. On the other hand, the intrinsic methods have the disadvantage that the parametrization can be non-trivial to obtain, and that they need to deal with singularities arising in metric terms of surface differential operators [20] . A more detailed breakdown of existing literature on surface PDEs can be found in [5, 58] .
Constructing a good meshing of a manifold can be a very difficult process. It is thus often desirable to discretize a manifold directly with a set of scattered points, referred to as a point cloud. As a result, the need for meshfree methods to solve surface PDEs arises. In this paper, we present a new meshfree method for solving surface PDEs.
Several meshfree methods for surface PDEs have already been proposed. Most notable among these are the radial-basis function (RBF) based methods [18, 20] . RBF based surface PDE solvers combine the advantages of both intrinsic and embedding methods. They solve surface PDEs on the surface itself, without needing to parametrize or mesh the surface. However, they suffer from the drawback of needing a somewhat ad-hoc choice of basis function and related shape parameter, which affects stability and the conditioning of the linear systems [20, 35] . This choice is application dependent [49] , given data (right hand side or initial condition) dependent [7] , and can even be domain dependent. The optimal choice is not always known. We use a meshfree generalized finite difference method (GFDM) to avoid this issue.
Meshfree GFDMs [16, 21, 24, 30] are strong form meshfree methods that have been shown to be robust methods, and have been used in a wide variety of applications [10, 23, 34, 53] . Approximations are carried out using a weighted least squares approach. In this paper, we propose a meshfree GFDM approach to solve PDEs defined on a surface. This is done by projecting local neighbourhoods to the tangent space, and performing approximations there. This extends the work of Demanet [8] for mesh-based surface Laplacians to a meshfree context applicable to various differential operators. The proposed new method retains the advantages of RBF based methods, while avoiding the disadvantage of the ad-hoc choice of basis functions and shape parameters.
We note that meshfree GFDM approaches to solve surface PDEs have already been proposed by Liang et al. [28, 29] . In contrast, we do not rely on surface-based metrics, and thus avoid the issue of arising singularities. Another key difference from [28, 29] is the formulation used here enables transferring developments from volume-based numerical methods directly to surfaces.
The remainder of the paper is organized as follows. In Section 2, we present the basics of meshfree GFDMs and introduce the notation used in the paper. Section 3 introduces a novel way to discrete surface differential operators in a meshfree GFDM setting. Section 4 contains a short note on the implementation of boundary conditions. While Section 3 deals with 2-manifolds in 3 dimensional space, Section 5 extends those ideas to higher dimensions and co-dimensions. Section 6 presents a range of numerical examples and validation, and the paper is concluded with a discussion on the work in Section 7.
PRELIMINARIES

Basics and Nomenclature
For the majority of this paper, we consider a smooth orientable 2-manifold M embedded in R 3 . Extensions of the ideas presented here to higher dimensions and co-dimensions can be done easily, and will be discussed briefly in Section 5. The manifold M is also referred to as the embedded space or surface, while R 3 is also referred to as the embedding space. We consider a manifold given by an unevenly distributed point cloud consisting of N points. For each point i on the manifold, approximations are carried out on the neighbourhood or support S i consisting of |S i | nearby points. S i is based on proximity, given by Eucledian distances in the embedding space. Throughout this paper, all distances are computed in the embedding space only. Distances along the manifold are never needed, and are not computed. The size of the support S i is given by the smoothing length h i . We adopt the following distance conventions from volumetric meshfree GFDM for fluid flow [10, 51] . During set up of the point cloud, it is ensured that no two points are closer than r min h, and that there is no hole of size r max h on the surface that does not contain any point. The parameters r min = 0.2 and r max = 0.45 are fixed across all simulations, and are adopted from volumetric meshfree GFDM conventions [51] . This ensures that that each support of size h has about 15 − 20 points. This also results in h serving as an indication of the point cloud spacing. In all simulations, it is assumed that h is chosen such that the local neighbourhoods are sufficiently dense to accurately capture the local curvature of the surface.
We assume that at each interior point i, the unit surface normal n i and unit tangents t 1,i , t 2,i to the surface have already been computed. Similarly, for each boundary point, the unit surface normal n i , the unit surface tangent t i , and the unit boundary normal ν i are assumed to be known. Note that these normals and tangents form an orthogonal system of vectors. Normal and tangent computation could have been done in any of multiple ways. One possibility is to use Principle Component Analysis (PCA) to construct the normal and tangent information based on the eigenvalues of local covariance matrices (see, for example, [29, 33] ). Weighted PCA approaches [40] could also be used for the same. Alternatively, surface normals and tangents could be computed based on local geometric information in each neighbhourhood using the same procedures done in meshfree GFDM simulations of fluids to compute normals at the free surface (see, for example, [44] ). This latter approach will be used for all simulations in this paper. Further, if the point cloud is based directly on a CAD model, normal information could also be taken from the CAD model itself, if it is available, and the tangents could be computed accordingly.
The following notation is used for differential operators throughout this paper. ∇, ∆ are used to denote the continuous operators in the embedding space R 3 . Subscripts M and T to the differential operators are used to indicate the corresponding operator defined on the manifold and the tangent space respectively, while the subscript tn is used to indicate operators in R 3 in a rotated tangentnormal frame. A˜is used overhead to explicitly state, if needed, that the operator being considered is a discrete one. A second subscript i is used to indicate that the discrete operator is being considered at the point i. Thus, ∆ M,i indicates the discrete surface Laplacian at point i.
Volume-based Meshfree GFDMs
Classical meshfree GFDMs for volume or bulk domains shall henceforth be referred to as 'volumetric' GFDMs. They are strong-form methods, in which for a function u defined at each numerical point i = 1, 2, . . . , N , its derivatives are approximated as
where (·) i indicates the discrete differential operator at point i, and the differential operators without the tilde indicate the continous differential operators. All meshfree GFDM notation used here follows from [51] . For each point i, the stencil coefficients c ij are found using a weighted least squares approach. The weighted sum of the stencil coefficients is minimized such that monomials m ∈ P up to a certain order, usually 2, are exactly differentiated. For example, for the Laplacian,
where W is a weighting function. Throughout this paper, we use a Gaussian weighting function
where W F > 0, and the inclusion of the smoothing length h j of the neighbour point is for point clouds with uneven point distributions. Note that for a central point i, the weighting function is only relevant for the neighbouring points j ∈ S i . The same procedure also holds for other differential operators. The monomials depend on distance relative to the central point i. So, for example, in R 2 , for the x derivative, the monomial consistency conditions lead to the following system
where δx ij = x j − x i and δy ij = y j − y i . The number of neighbours is always taken to be larger than the number of monomial consitency conditions. Continuing the example of the x derivative, the minimization equivalent of Eq. (4) can be written as min
2 , with W i being the diagonal matrix of weights. This minimization leads to the differential operators given by c
Note that the LHS matrix in Eq. (6) is the same for all differential operators being approximated. Thus, multiple differential operators can be computed numerically with a single minimization procedure with multiple right hand sides [50, Section A.2] .
We wish to use a similar approach here for surface derivatives. All numerical differential operators on a manifold will be defined in a manner similar to Eq. (1) and Eq. (2), and the procedure for computing the stencil coefficients will be done in a similar manner to Eq. (3) and Eq. (4).
SURFACE DIFFERENTIAL OPERATORS USING A MESHFREE GFDM
Consider a function u : M → R defined on the surface, and an open subset Ω of
A functionû : Ω → R is said to be an extension of u if u andû agree on the manifold, u| M = u. Further,û is said to be a normal extension of u if n · ∇û ≡ 0.
In this paper, we use normal extensions to extend functions locally. We then use these extensions to define numerical differential operators entirely on the tangential plane at each point. We emphasize that the extension is not done numerically as is the case for embedding methods such as the closest point method [31, 45] . Further, no dummy or virtual points are needed for differential operator compuation, as is the case for some RBF-based methods for surface PDEs [41] . Here, only the manifold M is discretized, whereas Ω is not. The concept of (normal) extensions is only used to derive a way to compute differential operators directly on the tangential plane in a straight forward manner.
Surface Gradient
The surface gradient of a function can be defined as the conventional gradient of its extension with the component normal to the surface removed
where P = I − n n T for identity I is the projection matrix (to the tangent space). Here, we defineû such that it is a normal extension of u. Thus, n · ∇û = 0, and Eq. (7) reduces to
Thus, determining a numerical approximation ∇û to ∇û (the gradient of the extensionû ), will give us an approximation to the surface gradient ∇ M u of the original function u.
To compute the approximation ∇û, we once again make use of the fact that n · ∇û = 0 everywhere on the manifold. Rather than computing ∇û directly, we first consider the rotated components
where the subscript tn indicates the rotated t 1 , t 2 , n coordinate frame at a particular point. Thus, we only need to compute numerical approximations to the tangential components t k · ∇û for k = 1, 2.
Once these tangential components are known, they can be rotated to get the gradient ∇û.
where the rotation matrix R T is composed of the the tangential and normal column vectors.
Numerical Surface Gradient Operator
We showed above that the problem of computing numerical differential operators for the surface gradient of a function can be reduced to that of computing numerical differential operators for the tangential components of the regular volumetric gradient of the normal extension of the function. Numerically, at each discrete point i on the manifold, we compute approximations of the tangential components of ∇û entirely on the tangent plane T i spanned by t 1,i and t 2,i , i.e. we compute
where ∇ T represents the discrete 2 dimensional gradient in the tangential plane. For this, we project each point j ∈ S i to the tangential plane T i . Let the projection of the point j ∈ S i to T i be labelled as j Ti . Since u is being extended normally (the derivative in the normal direction is 0),û evaluated at point j Ti is the same as u evaluated at point j. Thus, we set
A neighbouring point j ∈ S i is projected to the tangent plane T i along the surface normal of the central point n i . As a result, tangential distances are preserved. The distances between the central point i and the projected points j Ti can be computed by simply rotating the original distances. If δ x ij = x j − x i , then the distances in the tangential and normal directions are given simply by R δ x ij , where R is the rotation matrix introduced in Eq. (11) . Of these, only the tangential distances are needed for derivative computation. The computation of the differential operators according to a procedure like Eq. (3) and Eq. (4) only requires the distances between points, as shown in Eq. (6). Since we already have these distances, there is no need to actually add a point numerically at the projected location. We note that the idea of projecting to the tangent space to compute numerical approximations is not a novel one. It has also been done by mesh-based surface PDE solvers. Lai et al. [27] do the same, but while also working with surface-based metrics. Demanet [8] does the same in the mesh-based framework, but only for the surface Laplacian. There, they project points along the surface normal of the neighbouring point itself n j . Such a procedure would involve a little more work numerically, and as we show later, is less accurate than the central normal projection used here. The difference between the two methods of projecting neighbouring points to the tangent space is illustrated in Figure 1 for a 1-dimensional manifold in R 2 . Unlike the neighbour normal projection, the central normal projection method does not give a global normal extension of the function. i.e. if the union of all the projected locations on tangential planes T = ∪ i,j∈Si x j T i is considered,û defined on T does not form a global normal extension of u. However, this is not relevant in the present context. Our interest is only local. For each point i, a virtual projection of its neighbours in S i to its tangential plane T i is only performed to numerically compute the derivatives at point i itself.
For each point i, once the tangential distances to the neighbouring points are known, we compute 2 dimensional volumetric numerical differential operators on the tangential plane for the first derivatives along the t 1,i and t 2,i directions, as explained in Section 2.2.
min
for k = 1, 2, where P T are the set of monomials, usually up to order 2, in t 1,i and t 2,i on the tangent plane. Using Eq. (11) and Eq. (9), the computed differential operator stencil coefficients can now be rotated to obtain the numerical surface gradient operator. We have
where c
M,x ij
are the stencil coefficients for the surface gradient in the x direction, and similarly for the other directions. Further, 
for c n ij = 0. This procedure used for the computation of the numerical surface gradient operators can be extended easily to obtain discretizations for any surface differential operator.
A key point to note here is that the main computation of differential operator stencil coefficients, according to Eq. (14) and Eq. (15) , follows the exact same procedure as that of regular volumetric differential operator computation. As a result, any and all developements in volumetric meshfree GFDMs can be directly used for surface PDEs. This is the one of the biggest advantages of this method over existing work for the same. A significant amount of work has been done to modify GFDM differential operator for different ends, and they can be easily carried over to surface PDEs using the present work. These include developments such as higher order spatial discretizations [32] , conservation [26, 51] , accuracy considerations [52] , upwinding methods for advection [42, 48] , staggered methods [54] , among others. A few examples of carrying over volumetric GFDMs developments to surface PDEs are shown in the coming sections.
Surface Divergence
The numerical gradient operators computed above can be used to compute the surface divergence. For brevity, we write the numerical surface gradient according to Eq. (16) as
where G ki are the operators computed in the previous section. For example,
ij u j . Using the notation of Eq. (21), the numerical surface divergence can be computed as
Surface Laplacian
The surface Laplacian, or Laplace Beltrami, of a scalar valued function is defined as
Using Eq. (9) and Eq. (20) leads to
Similar to the surface gradient case, we compute a numerical approximation to ∆û on the tangent plane. Using the same ideas as that in Section 3.1, and specifically Eq. (11), we get
where ∆ T is the 2 dimensional Laplacian on the tangent plane, and RR T = R T R = I. Eq. (28) uses the fact that the divergence is invariant under rotations. The last equation arises due to the n direction derivatives being 0. The same can alternatively be derived using the rotational invariance of the Laplacian.
Similar to before, we compute a 2 dimensional volumetric numerical operator for the Laplacian on the tangential plane, which directly gives the discretization for the surface Laplacian.
The numerical surface Laplacian is then given by
Optimized Surface Laplacian
As mentioned earlier, all modifications of volume based meshfree GFDMs can be directly carried over to the case of surface operators. An important issue in volumetric meshfree GFDMs is the use of optimized Laplacian stencils to improve stability for Poisson problems [46] . For this, instead of a direct minimization according to Eq. (33), it is desired that the central stencil value |c ∆ ii | is made "as large as possible" in relation to the neighbouring ones |c ∆ ij |, j = i, while maintaining the consistency conditions of Eq. (32) . Several procedures for the same have been done in the past (for example, [19, 47] ). Here, we follow the method done in our earlier work [50, Section 2.5.5]. A short explanation of the same is given in Appendix A.
Anisotropic Surface Laplacian
We generalize the previous section to an anisotropic surface Laplacian (surface diffusion) operator ∇ M · κ∇ M , for diffusion coefficeint κ. Proceeding in the same manner as earlier, the surface diffusion of a scalar valued function can be evaluated as follows
where ∇ T ·κ RT ∇ T is the 2 dimensional diffusion operator on the tangential plane,κ is the (possibly component-wise) normal extension of κ, andκ RT is the appropriate submatrix ofκ R . For scalar valued κ,κ R =κ =κ RT . Eq. (37) uses the fact that the divergence is invariant under rotations. The last equation arises due to the n direction derivatives being 0. Thus, similar to the case in the earlier sections, the surface diffusion operator at a point i has been reduced to the 2 dimensional volumetric diffusion operator on the tangent plane of that point, which is approximated numerically.
where D T is used as a shorthand for ∇ T ·κ RT ∇ T . The numerical surface diffusion operator is then given by
Anisotropic Surface Laplacian with Large Jumps in Diffusion Coefficient
It is often required to model diffusion with not just a discontinuous diffusion coefficient, but one with large jumps (with several orders of magnitude). To do the same, modifications needs to be made to the standard procedure of computing the numerical diffusion operator mentioned above. To achieve the same on a manifold, we extend our earlier volumetric work. For a scalar-valued κ, the following consistency conditions are enforced in addition to Eq. (40) .
where δs ij T are distances along the direction of greatest change in κ, s = We note that this is similar in concept to the work of Yoon and Song [59] who add step functions, wedge functions and scissor functions to the polynomial test functions for GFDMs.
BOUNDARY CONDITIONS
One of the biggest advantages of meshfree GFDMs over particle-based meshfree methods such as SPH is the ease of handling a vast variety of boundary conditions [50] . This is carried over to meshfree GFDMs on manifolds as well. To illustrate the same, we consider a surface Poisson equation
where ∂M 1 and ∂M 2 are parts of the manifold boundary. The discretized linear system would simply be given by
We note that the neighbourhoods S i for boundary points i will always be "one-sided". Similar to the case of volumetric meshfree GFDMs, the computation of differential operators on boundary points follows the exact same procedure as that for interior points. The use of ghost or virtual nodes outside the domain is not done. More details about implementing different kinds of boundary condition using meshfree GFDMs can be found in our earlier work [50] .
HIGHER DIMENSIONS AND CO-DIMENSIONS
The ideas presented in this paper can easily be extended to manifolds in higher dimensions, or higher co-dimensions. The main difference is the change of the projection operator. For a k dimensional manifold in R n , we have
where the normal space is spanned by the unit normals n r . At the discrete level, once again, the only change is the way of projecting neighbouring points to the tangent space. Distances in the tangential space can still be computed by rotating actual distances in the embedding space. The only difference would be in the rotation matrix, which would computed as
where t 1 , . . . , t k are orthogonal to each other and each n r . Thus, R T has mutually orthogonal columns. Once the distances in the tangential space are known (given by the appropriate submatrix of R δ x ij ), the differential operators can be computed in the same manner as volumetric k-dimensional operators.
NUMERICAL RESULTS AND VALIDATION
We emphasize that we do not use uniformly spaced point clouds, with the exception of the first example. All irregularly spaced point clouds are setup in a manner similar to that done in several volumetric meshfree GFDMs. Starting from a CAD file for the geometry, points are placed using an advancing front technique for point clouds, like that done by Drumm et al. [10] . Using the distance conventions used in [10, 51] results in about 15 − 20 points in each neighbourhood. Normal computation follows the procedure used for free surfaces of volumetric flow by meshfree GFDM, as done by [44] .
Unless specified otherwise, in all numerical examples monomials up to the second order are considered in the computation of all numerical differential operators. Further, the sparse linear systems arising in each example are solved with a BiCGSTAB iterative solver [56] without the use of any pre-conditioner. If available, the solution of the previous time level is used as an initial guess.
Heat Equation on a Sphere
As a validation case, we consider the surface diffusion equation
on a unit sphere. For initial conditions u 0 = xy, the analytical solution to Eq. (54) is given by
We note that the same example has also been considered in Chen et al. [4] . The sphere is discretized with a quasi-uniformly distributed point cloud generated by DistMesh [39] . Irregularly spaced point clouds are considered in the later sections. For consistency with the case of irregularly spaced point clouds considered from the next example, here, neighbourhoods are taken to be the 15 closest points, including the center point. Further, h is taken as the maximum distance between a center point i, and all its neighbouring points j ∈ S i . The point cloud is taken to be quasi-regularly spaced in this example only to determine the numerical order of convergence. Further, a small time step of ∆t = 0.1h 2 is used for the same reason. For a numerical solution u, relative errors in the solution are measured at t = 0.3 as A Crank-Nicolson time integration method is used. We consider two cases here: one with monomials up to the second order, and one with monomials up to the third order. The plots of the relative error against the number of points N are shown in Figure 2 . In each of the cases, the experimental order of convergence matches the theoretical expectation. Due to the use of small time steps, the BiCGSTAB solver converged within very few iterations. Up to a tolerance of 10 −10 , the maximum number of iterations required for convergence was 5, 5, 4 and 3 for the second order case; and 3, 3, 3 and 2 for the third order case. In both cases, the number of iterations are reported in the order of increasing N .
To obtain an order of accuracy higher than third order, the size of the neighbourhoods would need to be increased. To use monomials up to order p, for a k dimensional manifold, the number of monomial functions needed is given by the binomial coefficient p+k k . Thus, to ensure that the local least squares systems for computing the differential operators are solvable, a necessary condition is that the number of neighbours should be more than p+k k . The increased support sizes results in denser linear systems. This is one of the limitations of using classical GFDMs to approximate derivatives. To overcome this, modification in volumetric GFDMs to obtain higher order accuracy [32, 54] would need to be extended to surfaces.
Diffusion on a Torus with forcing
We consider the diffusion equation again, but with forcing
The domain is taken to be a torus given by
A manufactured solution is considered, as done in [20] . The exact solution is given by
The forcing function is taken such that Eq. (59) satisfies Eq. (57), and is given in [20] . Once again, a Crank-Nicolson time integration method is used with a small ∆t, as done above. From this example onwards, all points clouds are taken to be irregularly spaced, and are set up in a manner similar to [10] . The plots of relative error against the number of points N are shown in Figure 2 . The figure illustrates that projection to the tangent plane along the central normal (as done in this paper) is more accurate in the present context than the projection along the neighbour normals (as done in some meshbased methods [8] ). Further, the experimental order of convergence is seen to match the theoretical expectation of second order for both types of projection. Up to a tolerance of 10 −10 , the maximum number of iterations required for convergence was 7, 7, 6 and 5, in order of increasing N . We note that the larger time steps used in the coming examples require higher number of iterations for convergence of the sparse linear system solver.
Four Strip Problem on a Surface
We now consider an elliptic problem with rough coefficients
with appropriate boundary conditions. A common case to test numerical schemes is the volumetric equivalent of Eq. (60) with discontinuous η (for example, [54] ). Here, we consider not just rough coefficients, but η with large jumps, up to several orders of magnitude. Eq. (60) with f ≡ 0 is solved on a wave surface defined by z = sin(2x) sin(y), x ∈ [0, 4π], y ∈ [0, 4π], which is shown in Figure 4 . The domain has four strips along the x direction, each of the same width, with different values of the diffusion coefficient η. Starting from x = 0, η 1 = 10 4 , η 2 = 10 0 , η 3 = 10 2 , and η 4 = 10 0 . Figure 4 shows the different strips for η. It also illustrates that the points are unevenly distributed, and that extra points are not added along the interfaces where η changes.
Dirichlet boundary conditions are enforced at two ends, and pseduo-Neumann boundary conditions on the other two. 
where ŷ = (0, 1, 0). The domain is discretized with a total of N = 13918 points. Due to the large jumps in η, the addition of the extra test functions for the computation of the diffusion operator, as explained in Section 3.4.1, is essential to prevent excessive numerical oscillations. Using these, the numerical solution is plotted in Figure 5 , where the domain is warped by a scalar multiple of the solution φ. The figure illustrates that the result shows a good agreement with the expectation that the solution does not vary in the y direction, and that the linear slope of the solution in the x direction is inversely related to the values of η.
Advection on a manifold
Having considered a parabolic and an elliptic PDE, we now consider the hyperbolic problem of the transport equation
on the surface of a cone given by
with −6 ≤ z ≤ 0. To discretize Eq. (65), we once again take advantage of the fact that developments in volumetric GFDMs can be directly carried over here. Numerical methods to discretize the advection term for the volumetric case have been widely studied, including using meshfree GFDMs [42, 48] . Here, we follow the work of Seifarth [48] for volumetric meshfree GFDMs. A upwind discretization of Eq. (65) leads to the following semi-discrete form
where
where δ x ij = x j − x i are the distances computed in R 3 ; and φ + ij and φ − ij are the reconstructed values. Here, we use a MUSCL reconstruction with a Superbee limiter. A pure upwind scheme is also shown for comparison. For both cases, a SDIRK2 [1, 15] implicit second order method of time integration is used, which enables the use of large time steps. A linearization of the arising sparse implicit system is done before using a BiCGSTAB solver. More details of the scheme, including the time integration, can be found in [48, Section 4.3] .
A Gaussian bell is transported on the cone. The initial condition is given by
2 )−exp(−25)
for x 0 = (2, 0, −3). The velocity field is taken to be v = (−y, x, 0). Note that this is not divergencefree on the manifold, and that it lies on the tangent bundle of the manifold. Time integration is performed with a time step of ∆t = 0.02 until t end = 2π, which corresponds to one full rotation. The domain is discretized with N = 52 193 points. The results using the scheme mentioned above are shown in Figure 6 . Results for a pure upwind scheme (without any reconstruction) with the same time integration method and same initial conditions are shown in Figure 7 . These figures illustrate that the MUSCL reconstruction with Superbee limiter results in minimal numerical diffusion, while the pure upwind scheme causes excessive numerical diffusion. Further, a direct central difference approximation of the v · ∇ operator leads to unstable simulations. Each of these observations agrees with the expectation for volumetric advection. The errors can be quantified as follows. For the numerical domain with N = 52 193, as used in Figures 6 and 7 , at t = 0, max(φ) = 0.99 for both simulations (the maximum value of 1 of Eq. (70) is not attained as no point is present exactly at x 0 ). At t = 2π, max(φ) = 0.36 for the pure upwind case, and max(φ) = 0.97 for the MUSCL and Superbee case.
After, one full rotation, at t = 2π, the analytical solution matches the initial condition. We measure relative errors for this with varying N . The plots of the same are shown in Figure 8 . A smaller time step is used in these simulations ∆t = 0.1h. The smoothing lengths considered in the simulations for Figure 8 start with h = 0.6 and are consecutively halved till h = 0.075, which results in the number of points varying from N = 2960 to N = 853837. The value of the peak of the Gaussian is also shown in the same figure to illustrate the numerical diffusion of the peak of the solution.
This example, once again, illustrates the ease of taking over volume based GFDM ideas to the surface PDE discretization setting explained in this paper. In fact, for the simulations in this section, not only was the work of volumetric methods carried over, the code of Seifarth [48] was also used directly. 
Cahn-Hilliard Equation
We now consider the PDE system of the Cahn-Hilliard equation [3] on a closed manifold (with no boundaries). It describes the process of phase separation [25] . Numerical solutions to the equation on manifolds has had a lot of interest [4, 13] . Here, we consider the Cahn-Hilliard equation as a pair of coupled second order PDEs, as done in [22] . where f is an order parameter on the manifold, µ is the chemical potential, P e is the surface Peclet number, and Cn is the Cahn number. As commonly done, the function g is taken according to a double well potential g(f ) = Figure 9 . The airplane CAD files are based on that by NASA CRM [57] . Note that each part of the airplane, including the wings, have non-zero thickness, and there is a layer of points on each side of the geometry. Thus, the discretized airplane considered here has no boundaries, and forms a closed manifold.
This example also illustrates that the present method can handle complex geometries and nonsmooth surfaces. The connection between the wings and the fuselage, for instance, has sharp changes. A first order time-integration scheme is used
which is solved in one large coupled linear system. The evolution of f is shown in Figure 10 for P e = 1, Cn = 0.5, ∆t = 10 −4 and N = 15 713 points in the domain. Our simulation results show similar trends to those exhibited in mesh-based solutions [4, 13] . The concentration f first evolves to the range [−1, 1], and the separation continues until a steady state is reached. 
CONCLUSION
We presented a new meshfree approach to solving PDEs defined on manifolds embedded in R n . This approach is applicable for manifolds both with and without boundaries. Differential operators are computed directly on the tangent space, and they can be applied directly to function values on the manifold. The discretized domain consists of points only on the manifold, with no bulk discretization around the surface. Consequently, the method scales with the actual dimension of the manifold, and not the dimension of the embedding space.
One of the biggest advantage of this method lies in the fact that the differential operators are computed on the tangent space in the same way as regular, volume-based, meshfree methods for the dimension of the tangent space. As a result, all developements in classical volumetric meshfree GFDMs can be directly carried over to manifolds. This was illustrated with different examples, for the optimization of the Laplacian stencil, for treating diffusion with large jumps in the diffusion coefficients, and for discretizing advection terms.
The applicability of this method was shown with numerical examples for a parabolic PDE, an elliptic PDE, and a hyperbolic PDE. Numerical results showed good compatibility with analytical solutions. The numerical simulations also showed that this method can handle unevenly distributed particles, and sharp edges in the point cloud. The simulations showed promising results, and suggest that this method could be extended to solve a wider range of problems on surfaces.
