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ABSTRACT 
OWNERSHIP STRUCTURE IMPACT ON EXCHANGE RATE EXPOSURE 
UNDER THE RMB REGIME REFORM  
by 
JIA Luning 
Master of Philosophy 
This thesis investigates effects of exchange rate exposure upon stock returns of a large 
sample of Chinese firms when they are divided into SOEs and non-SOEs. I obtain the 
exposure estimates first and examine their determinants. By extending the current 
literature, I introduce the ownership structure into the framework and I compare 
different ownership impacts on the exposure before and after the Reform. My study 
shows that a SOE or non-SOE firm makes no difference in facing the exchange rate 
exposure before the Reform. If a firm is a SOE, the firm faces smaller exposure after 
the Reform. I further explore the asymmetric exposure from currency depreciation 
and appreciation in relation to ownership structure. I find that non-SOEs face higher 
exposure from appreciation than from depreciation before the Reform. But both SOEs 
and non-SOEs face lower exposure from appreciation than from depreciation after the 
Reform. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
DECLARATION 
      I declare that this is an original work based primarily on my own research, and 
I warrant that all citations of previous research, published or unpublished, have been 
duly acknowledged. 
                                                                                                                              
                                 
                             
 
( JIA Luning ) 
Date:                                        
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

i 
 
Table of Contents 
Chapter 1. Introduction ................................................................................................ 1 
Chapter 2. Literature Review ....................................................................................... 4 
2.1 Introduction .................................................................................................... 4 
2.2 Theoretical Studies on Foreign Exchange Rate. ............................................. 4 
2.3 Empirical Studies on the Measurement of Foreign Exchange Exposure ....... 6 
2.4 The Empirical Analysis of the Exposure Determinants ................................. 9 
2.5 Researches related to the exposure of RMB exchange rate .......................... 11 
Chapter 3. Hypothesis Development ......................................................................... 12 
Chapter 4. Methodology............................................................................................. 17 
4.1 Exchange rate exposure measurement .......................................................... 17 
4.2 The determinants of exchange rate exposure ................................................ 19 
4.3 Testing asymmetric exchange rate exposure ................................................ 22 
Chapter 5. Data description ........................................................................................ 24 
Chapter 6. Empirical results ....................................................................................... 27 
6.1 Frist round regression findings ..................................................................... 27 
6.2 Second round empirical findings .................................................................. 31 
6.3 Findings for asymmetric exposure................................................................ 35 
Chapter 7. Robustness tests ........................................................................................ 39 
7.1 Normality tests .............................................................................................. 39 
7.2 Results of the SOE equity share ratio ........................................................... 42 
7.3 Industry effect control dummy ..................................................................... 43 
7.4 Blinder–Oaxaca decomposition .................................................................... 44 
7.5 Elusive effects of exchange rate on firm’s ownership structure ................... 46 
7.6 A separate sample of all those firms from 2000-2015 .................................. 47 
Chapter 8. Conclusion ................................................................................................ 51 
 
 
ii 
 
Appendix .................................................................................................................... 53 
Table 1 .................................................................................................................... 53 
Table 2 .................................................................................................................... 54 
Table 3 .................................................................................................................... 58 
Table 4-A ................................................................................................................ 59 
Table 4-B ................................................................................................................ 60 
Table 5 .................................................................................................................... 61 
Table 6 .................................................................................................................... 64  
Table 7 .................................................................................................................... 65 
Table 8-A ................................................................................................................ 66 
Table 8-B ................................................................................................................ 67 
Table 9 .................................................................................................................... 68 
Table 10-A .............................................................................................................. 69 
Table 10-B .............................................................................................................. 70 
Table 10-C .............................................................................................................. 71 
Table 11-A .............................................................................................................. 72 
Table 11-B .............................................................................................................. 73 
Table 12 .................................................................................................................. 74 
Table 13-A .............................................................................................................. 75 
Table 13-B .............................................................................................................. 76 
Figure 1 ................................................................................................................... 77 
References .................................................................................................................. 78 
 
 
 
iii 
 
ACKNOWLEDGEMENTS 
I would like to express my gratitude to all those who helped me during the writing 
of this thesis. 
My deepest gratitude goes first and foremost to Prof. Jimmy Ran, my chief 
supervisor, for his constant encouragement and guidance. Prof. Jimmy Ran gives me 
enormous help and continuous support through my postgraduate study. I have finally 
completed this thesis under his careful, patient and instructive supervision. He has 
spent much time reading each chapter of this thesis and provided me with inspiring 
advice. Without his patient instruction, insightful criticism and expert guidance, the 
completion of this thesis would not have been possible. 
I would also like to express my heartiest thanks to my co-supervisor Prof. Whitten 
Gregory William. Prof. Whitten has given me a big help when I was taking the courses 
and taught me many presentation skills. I do appreciate his patience, encouragement, 
and professional instructions during my postgraduate study. 
I am also deeply indebted to Prof. Cui, Prof. Zhang and Prof. Voon, who gave me 
valuable comments on my thesis. And I want to thank all the teachers and staff in 
Economic Department for their great help to me. 
Last but not the least, no words can fully express my greatest and deepest 
gratitude to my family for their irreplaceable love. 
 
1 
 
Chapter 1. Introduction 
Foreign exchange exposure is defined as the sensitivity of the changes in ﬁrm’s 
value to the variations of exchange rate. Adler and Dumas (1984) firstly postulate that 
foreign exchange exposure can be measured as the coefﬁcient of a regression of firm 
stock return on the change in currency value. Foreign exchange rate fluctuation is an 
important source of uncertainty for numerous multinational corporations. Bartov, 
Bodnar and Kaul (1996) document the convincing evidence that an obvious rise in 
volatility of stock returns is corresponding to the period of enhanced variability of 
exchange rate.  
I have been motivated in this investigation by the following facts. Firstly, a vast 
literature explores the exchange rate exposure in developed countries, but little work 
has been done by using Chinese data. Besides, some current studies on China only 
concentrate on industry or national level foreign exchange exposure, but rarely focus 
on the firm-level exposure. Research analyzing the determinants of exchange rate 
exposure for Chinese firms is scanty. This study attempts at filling up this gap. 
Secondly, China has become the largest export economy in the world. In the year 
2015, China’s total exports increased rapidly to 2.28 trillion U.S dollar, which accounts 
for around 22.4% of total GDP.1 Meanwhile, with the continuous improvement of 
                                                     
1This information is provided by World Bank. 
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living standards, the Chinese residents’ demand for imported goods and services rises 
sharply. Similarly, from the microeconomic perspective, there is a large amount of 
Chinese multinational corporations setting foreign subsidiary companies over the past 
few years. Besides, more and more Chinese firms tend to take part in foreign activities. 
They sell products to different regions of the world and import raw materials used for 
production from other countries. Therefore, the exchange rate variability is an essential 
economic factor for many Chinese enterprises. My third motivation is that I would like 
to check whether the reform of RMB exchange rate regime does or does not increase 
foreign exchange exposure to firms involved with international trade. Since the year 
of 1994, China created a unitary managed and floating exchange rate regime and RMB 
to U.S. dollar exchange rate was officially stipulated at around 8.7. On July 21, 2005, 
China monetary authority announced that managed floating exchange rate regime 
would be adopted, and the currency value of RMB would be based on market supply 
and demand. Since then, the exchange rate of the RMB would be not tightly pegged to 
US dollar singly but in relation to a basket of currencies.2 Therefore, I feel that the 
reform of exchange rate regime has a profound impact on Chinese firms’ foreign 
exchange exposure. 
The rest of the thesis is organized as follows: Chapter 2 briefly reviews the related 
                                                     
2The detailed information of the reform of RMB exchange rate regime can be found in the notice of 
People Bank of China (2005). 
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literatures. Chapter 3 presents the hypothesis development. Chapter 4 discusses the 
adopted methodologies. Chapter 5 presents the data description. Chapter 6 carries out 
the empirical results. Chapter 7 provides some necessary robustness checks. Chapter 
8 concludes this thesis.
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Chapter 2. Literature Review 
2.1 Introduction 
Since the breakdown of Bretton Woods system for monetary and exchange rate 
management, countries were not obligated to maintain exchange rate by tying their 
currencies to gold, and many currencies become free-floating. Thus, how to measure 
exchange rate exposure gradually becomes an important issue of international trade, 
foreign direct investment and multinational corporations. Meanwhile, it has triggered 
a series of theoretical and empirical studies. 
 
2.2 Theoretical studies on foreign exchange rate 
Earlier theoretical studies point out firms should have significant foreign 
exchange exposure. By characterizing an oligopolistic firm's profit-maximizing 
strategy, Shapiro (1975) was the first to investigate effects of exchange rate fluctuation 
on firm’s production price, production cost, production quantity and corresponding 
profitability. Adler and Dumas (1984) define the exchange rate exposure as the current 
expectation of the sensitivity of risky asset price to the exchange rate. Furthermore, in 
their study, the definition of foreign exchange exposure comes down to a coefficient 
in regression model. Those two above are the seminal papers opening up the research 
avenue on the relationship between exchange rate and firm activities and values. 
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Being different from early studies, most recent theoretical models analyzing how 
firm responses to the fluctuation in exchange rate is usually based on two alternative 
assumptions of competition: the assumption of quantity competition and the 
assumption of price competition. Marston (2001) analyses the effects of change in 
exchange rate on a firm’s value by setting two economic structures: one is a simple 
industry of a monopolistic firm and another is a competing industry with two duopoly 
firms. Bodnar, Dumas and Marston (2002) (hereafter BDM) derive a theoretical 
duopoly model of an exporting firm to examine the relationships among foreign 
exchange exposure, product market competition and firm’s export ratio. Particularly, 
the exporting firm in the BDM model only competes in foreign market. Bodnar et al. 
(2002) also empirically test their model on data for eight Japanese industries, but not 
all those industries can be explained by their model. Bartram, Brown and Minton (2010) 
improve the original BDM model by assuming a global firm, which can compete in 
both domestic and international market. This improvement expands the dimension of 
the original BDM model and makes their model more realistic as compared with the 
original BDM model. Dekle (2005) builds a structural model of exchange rate 
exposure for multiple exporters, unlike most theoretical models assuming only one 
representative exporter. Allayannis and Ihrig (2001) develop a structural model of 
exchange rate exposure to prove that industry markup is an important explanatory 
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factor for exposure. 
There is another small stream of theoretical studies showing diversified exchange 
rate exposure. Choi (1986) separates the effects of exchange rate variability on firms’ 
value into three factors: home economic effect, foreign economic effect and the 
transaction effect of foreign cash flows. Choi (1986) consider that the above three 
factors have opposite effects on firms’ cash flows when exchange rate changes and this 
model predicts that exchange rate exposure is possibly but not always diversifiable in 
general. 
 
2.3 Empirical studies on the measurement of foreign exchange exposure 
Empirical studies on foreign exchange exposure typically concentrate on two 
aspects. The first aspect is the methodology to measure exchange rate exposure and 
the second is to examine the determinants of exposure. 
Since the first study by Adler and Dumas (1984), a rich number of studies 
measure exchange rate exposure by using linear regression. Jorion (1990) improves 
the Adler and Dumas (1984) model by adding the factor of market return, and he uses 
a sample of multinationals in U.S. market, but only a small number of firms in the 
sample exhibit significant foreign exchange exposure. Jorion’s (1990) framework is a 
classical two-factor model. He and Ng (1998) follow the empirical model proposed by 
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Jorion (1990) to examine foreign exchange exposure by using a sample of Japanese 
multinational corporations, and their results show that almost half sample experiences 
significant exposures. Both Jorion (1990) and He and Ng (1998) examine foreign 
exchange exposure in a limited set of firms. In their studies, the selected sample only 
contains multinational firms or firms actively engaging in international activities. 
Bartram et al. (2010) not only make an improvement of the theoretical model, but also 
employ Jorion (1990) model to resolve the puzzle of discrepancy between theoretical 
model and empirical estimations results. They illustrate that firm gross foreign 
exchange exposure can be mitigated by three channels: exchange rate pass-through, 
operational hedging and financial risk management. However, Bartram et al. (2010) 
also only analyze a sample of manufacturing firms with exports. 
Another stream of studies examines the exchange rate movements on industry 
level. Griffin and Stulz (2001) analyze the industry-level foreign exchange exposure 
and across-country competition. They use Japanese industry data and U.S. relevant 
industry data. Dominguez and Tesar (2006) examine the industry-level exposure by 
three different kinds of exchange rate: trade-weighted exchange rate, bilateral 
exchange rate to US dollar and bilateral exchange rate to major trading partner’s 
currency (if the major trading partner is not the U.S.). They find the evidence that 
exchange rate exposure is prevalent at industry level. 
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In order to demonstrate foreign exchange exposure on a broader scale, some 
scholars try to employ some other statistical methods to measure exchange rate 
exposure. Jorion (1991) introduces arbitrage pricing theory into the original empirical 
methodology to test exchange rate exposure by using industry-level data in U.S. 
market. Bartov and Bodnar (1994) consider that stock returns may not respond to 
currency movements instantly and they empirically explore the lagged effects of 
currency movements on stock returns. Choi and Jiang (2009) extend Jorion (1990) 
approach by using Fama–French size and book-to-market factor. 
Some scholars consider that the fluctuation of exchange rate has an asymmetric 
effect on firms’ stock returns and the speciation of foreign exchange exposure should 
be nonlinear. Koutmos and Martin (2003) make the first empirical model to test 
asymmetry exchange rate exposure and provide evidence that currency appreciation 
or depreciation can asymmetrically influence stock returns. Bartram (2004) examines 
the nonlinearity of exchange rate exposure by using several types of regressions 
models, and he find that the cubic specification presents the highest percentage of firms, 
which shows significant exposure. Muller and Verschoor (2006) show that foreign 
exchange exposure is more distinct to the large fluctuation of currency. Besides. 
Doidge, Griffin and Williamson (2006) employ a profolio approach to investigate the 
economic importance of foreign exchange exposure. 
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2.4 The empirical analysis of the exposure determinants   
A series of studies also investigate some certain variables that determine foreign 
exchange exposure, and exchange rate exposure is determined by three kinds of factors: 
firm’s international activities, the structure of industry competition and some other 
firm accounting ratios, such as quick ratio or long-term debt ratio.  
Jorion (1990) first postulates the two-stage regressions to analyze the 
determinants of foreign exchange exposure and he shows that the degree of foreign 
trade involvement has a positive effect on firm’s foreign exchange exposure. Based on 
this two-stage framework, some scholars propose some new explanatory variables in 
the second stage regression. For instance, He and Ng (1998) extend the two-stage 
regressions model by incorporating some accounting ratios as the explanatory 
variables. More specifically, in addition to the variable of foreign sales ratio, He and 
Ng (1998) introduce other five factors: book-to-market ratio, quick ratio, long-term 
debt ratio, dividend ratio and firm market size, respectively. They verify that firm-level 
exchange rate exposure is negatively related to long-term debt ratio and dividend 
payout ratio but positively related to book-to-market ratio and quick ratio. 
Allayannis and Ofek (2001) analyze the link between exchange rate exposure and 
firm’s usage of foreign currency derivatives. They point out that the firm’s increasing 
percentage of foreign currency derivatives in total assets decreases exchange rate 
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exposure. Being different from He and Ng (1998), Bartram (2004) employs cash flow 
ratio as a proxy for firm liquidity. Moreover, he documents that the dummy variables 
of industrial sectors are important determinants of exchange rate exposure. 
Bartram and Karolyi (2006) provide the evidence that establishing the common 
currency area, such as Euro zone, can reduce foreign exchange exposure. Dominguez 
and Tesar (2006) suggest that firms with overseas subsidiary are more sensitive to 
exchange rate movements. Doidge et al. (2006) point out that the percentage of foreign 
assets has a negative effect on exposure. 
Aggarwal and Harper (2010) find the evidence that firm’s asset tangibility and 
asset turnover have negative effects on foreign exchange exposure while R&D 
expenses has a positive effect on exposure. They also posit that firm’s foreign 
exchange exposure should be negatively related to industry concentration. Wei and 
Starks (2013) postulate firm’s default probability and products structure contains the 
information of foreign exchange exposure, and their results verify that firm with higher 
default probability or higher product uniqueness exhibits larger foreign exchange 
exposure. 
Bergbrant, Campbell and Hunter (2014) find out that exposure is getting larger, 
when rivals use an unfair financial advantage to compete in the market. Moreover, they 
also examine relationship between exposure and country-level characteristics, such as 
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GDP growth rate and GDP per capita income. Ito Koibuchi Sato and Shimizu (2016) 
posit that firm’s foreign exchange exposure is correlated with the choice of currency 
invoicing. They use the data of Japanese firms and find that yen invoicing share 
reduces firm’s foreign exchange exposure while U.S. dollar invoicing share raises 
exposure. 
 
2.5 Researches related to the exposure of RMB exchange rate 
Some Chinese scholars have also tried to understand the exposure but their data 
are too aggregate and none looked into this issue in relation to the ownership structure, 
which is an essential dimension of the Chinese economy. Tang (2015) analyzes RMB 
exchange rate exposure by using the method of seemingly unrelated regression. Wang, 
Zhang and Wang (2015) empirically examine foreign exchange exposure in Chinese 
steel industry. Additionally, Nie, Zhang, Zhang and Zhou (2015) explore the national-
level foreign exchange exposure in China. 
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Chapter 3. Hypothesis Development 
This chapter presents some hypotheses development in China-A share stock 
market. According to the percentage of total shares controlled by government, all firms 
can be sorted into two types, state-owned enterprises (SOEs) and non-state-owned 
enterprises (non-SOEs). Some hypotheses are related with firm ownership structure. 
The shift of RMB exchange rate regime and the ownership structure of enterprise play 
important roles. 
 
Hypothesis 1: SOE or non-SOE makes no difference in facing exposure before the 
exchange rate reform. 
Before the exchange rate reform, RMB exchange rate is highly pegged to US 
dollar. Under the economic environment with stable exchange rate, both SOEs and 
non-SOEs are relatively less sensitive to the currency movements. Therefore, the SOEs 
face the same level of exchange rate exposure as the non-SOEs do in the post-reform 
period. 
 
Hypothesis 2: The firm faces smaller exposure if it is SOE after the exchange rate 
reform. 
13 
 
I put this hypothesis mainly due to some reasons as following. Firstly, profit 
maximization is not the main objective of SOEs operations. SOEs usually prepare the 
specific anti-risk funds to cover the losses when they encounter the loss caused by 
exchange rate fluctuations. Even though SOEs suffer huge losses in international 
activities, the government can still provide compensations for them in order to 
minimize the losses. Those compensations let administrative staff do not need to bear 
the losses but simply consider that the losses incurred by currency movements do not 
matter.  
Secondly, SOEs usually are median-sized or large-sized corporations, which have 
adequate funds to support their risk management in international business and to shield 
themselves from currency movements. Aggarwal and Harper (2010) demonstrate that 
U.S. larger firms are less sensitive to exchange rate movements because their foreign 
exchange exposures are more possibly diversified either from products or from 
customers. Dominguez and Tesar (2006) and Wei and Starks (2013) also show the 
empirical results, which imply that larger firms appear to suffer from smaller exchange 
rate exposure.  
Thirdly, banks provide better lending policies and high credit quotas for SOEs, 
which make SOEs easily get external finance. With financial support, SOEs are not 
less sensitive to operating costs and losses than non-SOEs. Besides, after exchange 
14 
 
rate reform, most SOEs can directly open a current account in the bank to process their 
foreign currency incomes and use foreign currency without getting approval from 
relevant authorities. 3  This policy makes SOEs can flexibly manage their foreign 
reserves and indirectly decreases the foreign exchange exposure for SOEs to some 
degree. 
 
Hypothesis 3: Non-SOEs face higher exposure from currency appreciation than from 
currency depreciation before the Reform. 
Jorion (1990) and Bodnar and Gentry (1993) point out that exporting firms are 
unfavorably affected by home currency appreciation. Thus, firms may be more 
sensitive to currency appreciation. Non-SOEs are not familiar with foreign laws and 
sales channels when they export their products to other countries. When non-SOEs 
negotiate with foreign customers, it is difficult for them to put forward their favorable 
conditions in case that home currency suddenly appreciates. Besides, due to lack of 
financial support and qualified personnel who are specialized in the management of 
foreign exchange exposure, sudden appreciation of home currency easily disturbs non-
SOEs’ original production plans and they may need longer recovery period when their 
foreign sales are hampered. Thus, non-SOEs are likely to show larger reactions to 
                                                     
3The detail of policy refers to notice of the People's Bank of China (2006).  
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home currency appreciation. 
However, SOEs have the advantage of policy information. They may know the 
magnitude of currency movements in advance and accordingly make adjustments of 
their sales strategies. Therefore, I suppose that SOEs face symmetric foreign exchange 
exposure. 
 
Hypothesis 4: Both SOEs and non-SOEs face lower exposure from currency 
appreciation than from currency depreciation after the Reform. 
 Counter-intuitive as it might sound, there is a good reason for it in China. RMB 
has been appreciating for a long time first by the moderate magnitude even before the 
exchange rate reform and then more drastically afterwards. Even if I start counting 
from the Reform, it had been going up for about ten years before going down only last 
year. Such a long time of appreciation has certainly built up an inertia for all firms so 
that their revenue and cost plans were made based upon their old expectations, which 
were often correct so long as the currency appreciation still went on. In other words, 
firms were more accustomed to adapt themselves to the on-going appreciation. Once 
the currency suddenly began depreciating, most firms were not ready to react 
accordingly. Fortunately, the counter-intuitive argument here is supported by some 
empirical undertaking in Japan. Chow and Chen (1998) find the evidence that Japanese 
16 
 
firms have learned how to deal with the adverse effect of their currency appreciation 
during the period of the continuous Japanese Yen appreciation. The results reveal that 
the same logic is also applicable in China.  
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Chapter 4. Methodology 
4.1 Exchange rate exposure measurement  
I follow the measurement of exchange rate exposure in previous empirical studies 
as a statistically significant relationship between firm-level stock return and the change 
in exchange rate.4 The firm-by-firm regression is given by, 
𝑅𝑡 = 𝛼 + 𝛽𝑋𝑡 + 𝛾𝑅𝑚𝑡 + 𝜀𝑡  (1)    
where 𝑅𝑡  stands for stock return of individual company in China A-Share stock 
market in period t; 𝑋𝑡 represents percentage change of RMB real effective exchange 
rate in period t; 𝑅𝑚𝑡 is the rate of return for the whole China A-Share stock market 
and then 𝛽 captures the foreign exchange exposure for the individual company.𝑅𝑡 
and 𝑅𝑚𝑡  are acquired from China stock market & accounting research (CSMAR) 
database, and 𝑋𝑡 is obtained from bank of international settlement (BIS). 
More explicitly, in this thesis, I choose the individual stock return that 
incorporates price and dividend adjustment.5 I also employ the market return, which 
is measured as value-weighted, and dividend-adjusted average return of all companies 
in China A-share stock market. Most previous studies suggest the usage of value-
weighted market return as the independent variable, such as Jorion (1990), Jorion 
                                                     
4This empirical work is proposed by Jorion (1990) and followed by a considerable number of related 
studies. 
5In detail, CSMAR database provides two kinds of individual stock return: return with dividend 
adjustment and return without dividend adjustment. In addition to the option of dividend adjustment, 
CSMAR database provides another option for aggregate market return: value-weighted return and 
equal-weighed return.  
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(1991) and Dominguez and Tesar (2006), but rarely mention whether dividend 
adjustment should be incorporated into stock returns. Choi and Jiang (2009) 
unambiguously state that the dividend-adjusted stock returns are employed in their 
research. For equation 1, the data frequency is monthly.6 
Following a vast number of literatures, the real trade-weighted exchange rate is 
employed as the economic factor.7 Specifically, the real effective exchange rate is 
calculated as the following formula: 
𝑅𝐸𝐸𝑅𝑖 = ∑ 𝑡𝑟𝑎𝑑𝑒 𝑤𝑒𝑖𝑔ℎ𝑡 (𝑐𝑜𝑢𝑛𝑡𝑟𝑦 𝑗
𝑛
𝑗 ) ×
𝑏𝑖𝑙𝑖𝑡𝑒𝑟𝑎𝑙 𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒 𝑟𝑎𝑡𝑒 (𝑐𝑜𝑢𝑛𝑡𝑟𝑦 𝑗) ×
𝑑𝑜𝑚𝑒𝑠𝑡𝑖𝑐 𝑝𝑟𝑖𝑐𝑒 𝑙𝑒𝑣𝑒𝑙
𝑐𝑜𝑢𝑛𝑡𝑟𝑦 𝑗 𝑝𝑟𝑖𝑐𝑒 𝑙𝑒𝑣𝑒𝑙
  (2)8       
For country i as the domestic country, country j=1,2,...n are country i’s trading 
partners, and the bilateral exchange rate between country i and other countries is 
expressed as the price of one unit of a domestic currency in terms of the foreign 
currency. Therefore, a higher real trade-weighted exchange rate implies that the 
domestic currency is appreciating or becoming stronger. The trade weight reflects the 
patterns of the whole country but not a single industry.  
Multilateral exchange rate is helpful to estimate whether a currency has 
appreciated or depreciated against a number of currencies. Aggarwal and Harper (2010) 
                                                     
6The data frequency is consistent with most previous literatures. Allayannis and Ofek (2001) point out 
that high frequency data (daily or weekly data) are noisier and may exist the problem of nonsynchroneity. 
7Related examples of employing the effective exchange rate in the study can be found as Jorion (1990), 
Bartov and Bodnar (1994), He and Ng (1998), Choi and Jiang (2009), Bartram et al. (2010) and Wang 
et al. (2015). 
8The Bank for International Settlements website, www.bis.org, provides this equation. 
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point out that effective exchange rate reflects the whole monetary conditions that firms 
need to face and it also represents the aggregative movements of the firm’s settlement 
currency value. The second reason for choosing effective exchange rate is that if just 
using the bilateral exchange rate of single trading currency to capture a firm’s foreign 
exchange exposure, it will be a failure to estimate the exposure related to other 
currencies that are also employed in this firm’s international activities (Jorion, 1990). 
Therefore, the change of bilateral exchange rate to a single currency is a bias to reflect 
the whole effect of all transaction currencies employed by firm. Even though some 
scholars argue that trade-weighted exchange rate is too diversified to conceal the effect 
from an individual currency, Bartram (2004) and Dominguez and Tesar (2006) 
demonstrate that using bilateral exchange rate just improves the statistical significance 
of foreign exchange exposure on a limited scale. However, creating a trade-weighted 
exchange rate at industry level is difficult, because the categories of international trade 
data do not usually match those of stock market (Griffin and Stulz, 2001). 
 
4.2 The determinants of exchange rate exposure  
As mentioned in chapter 2, Jorion (1990) is first to develop a conventional two-
stage framework to examine the relationship between exchange rate exposure and the 
volume of foreign sales. The first stage regression captures the coefficients of change 
20 
 
in exchange rate, and then those estimated coefficients are used as the dependent 
variable in the second stage regression. 
In subsequent empirical study, He and Ng (1998) employ the two-stage 
framework to find the determining variables of exposure. Differently, Jorion (1990) 
only consider the effect of export ratio on firm’s foreign exchange exposure, while He 
and Ng (1998) not only concentrate on the effect of foreign activity, but also examine 
the relationship between exposure and other firm’s accounting ratios. In this thesis, I 
basically follow the framework that is created by He and Ng (1998) to test the 
hypotheses in chapter 3. More explicitly, I run the following pooled cross-sectional 
regression. 
|𝛽|̂𝑖 = 𝛼0 + 𝛼1𝑆𝑇𝐴𝑇𝐸𝑖 + 𝛼2𝐷𝐸𝑖 + 𝛼3𝐵𝑀𝑖+𝛼4𝑄𝑅𝑖 + 𝛼5𝐷𝐼𝑉𝑖 + 𝛼6𝐿𝑂𝐺𝑆𝐼𝑍𝐸𝑖 +
ε𝑖   (3)     
In equation (3), |𝛽|̂ stands for the absolute value of foreign exchange exposures, 
which is estimated from equation (1), across different periods.9 It is a remarkable fact 
that the estimated foreign exchange exposure can be selected into sample only when 
its p-value is under or equal to 5% in equation (1). That is to say, no insignificant beta 
exposures estimated from equation (1) are included in the dataset of this regression.10 
                                                     
9Most related studies employ the absolute value of foreign exchange exposure in the second stage 
analysis, such as Allayannis and Ofek (2001), Bartram (2004), Doidge et al. (2006), Wei and Starks 
(2013), Bergbrant et al. (2014). He and Ng (1998) do not employ absolute beta as dependent variable 
but separate the betas into two groups by the sign of beta. 
10He and Ng (1998) do not eliminate the insignificant estimated exposures in the second stage regression 
because their sample only contains 171 Japanese multinationals’ stock returns. 
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To test the potential impact of firm’s ownership structure on foreign exchange rate 
exposure, I introduce a dummy variable in equation (3). Specifically, STATE is a 
dummy variable, which takes the value of one if a firm belongs to category of SOEs 
and zero otherwise.11 BM is a firm’s book-to-market ratio; DE is the firm’s long-term 
debt ratio; QR is firm’s quick ratio; DIV is firm’s dividend payout ratio and LOGSIZE 
stands for the firm’s market capitalization.  
He and Ng (1998) highly emphasize the impact of firm’s hedging operation on its 
exchange rate exposure. They deem that firm’s hedging incentive is negative to firm’s 
liquidity and the firm with high liquidity usually has a low dividend payout ratio or a 
high quick ratio. They also argue that firm with lower long-term debt ratio is more 
exposed to exchange rate fluctuations, because firm with lower long-term debt ratio 
usually has lower financial distress cost, and then has less desire to take part in hedging 
activities. Besides, they consider that firm with lower book-to-market ratio has a 
greater incentive to employ more currency derivatives to hedge in order to reduce 
underinvestment costs. Therefore, He and Ng (1998) predict that the coefficient signs 
of BM and QR in equation (4) should be positive and those of DE and DIV should be 
negative. 
                                                     
11Following the rule of China National Bureau of Statistics, in this thesis, a firm is classified as state-
owned enterprises, if it meets the condition that its more than 50% of total shares are controlled by 
government. 
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4.3 Testing asymmetric exchange rate exposure 
Although equation (1) is a standard model to test symmetric foreign exchange 
exposure, I believe that currency appreciation and depreciation could trigger 
asymmetric responses in exposure.12 I follow Koutmos and Martin (2003) framework 
to analyze asymmetric exposure by setting a dummy variable when I distinguish a 
currency appreciation from depreciation. So the modified equation (1) is shown as: 
𝑅𝑡 = 𝛼 + (𝛽1 + 𝛽2𝐷𝑡)𝑋𝑡 + 𝛾𝑅𝑚𝑡 + 𝜀𝑡  (4)     
where 𝑅𝑡 , 𝑋𝑡  and 𝑅𝑚𝑡  are similarly defined as in equation (1); 𝐷𝑡  is dummy 
variable that takes the value of one if 𝑋𝑡 > 0  (denoting an appreciation by the 
exchange rate definition) and zero otherwise. Thus, the response of individual stock 
returns is equal to 𝛽1 when 𝐷𝑡 = 0, (with currency depreciation or 𝑋𝑡 is negative). 
By the same token, the response of stock returns is equal to 𝛽1 + 𝛽2 when 𝐷𝑡 = 1, 
(with currency appreciation or 𝑋𝑡 is positive). A statistically significant 𝛽2 implies 
that the changes of exchange rate asymmetrically affect individual stock returns and 
in the meantime 𝛽1  captures the symmetric exposure. Then I employ t tests to 
examine the differences between the absolute magnitude of exposure from currency 
appreciation and that from currency depreciation. I sort the estimates coefficients by 
the p-value of 𝛽1 and the p-value of 𝛽2 simultaneously and collect the coefficients 
                                                     
12Numerous papers in the empirical literature have rejected the symmetric exposure hypothesis. See for 
example, Koutmos and Martin (2003). 
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only if both 𝛽1 and 𝛽2 are significant at 10% level.  
Specifically, the null hypothesis is 
𝐻0:    𝜇 |𝛽1| − 𝜇|𝛽1+𝛽2| ≥ 0  (5)    
such that the depreciation exposure is bigger than or equal to the appreciation exposure, 
on average. Meanwhile, the alternative hypothesis is  
𝐻𝐴:   𝜇 |𝛽1| − 𝜇|𝛽1+𝛽2| < 0  (6) 
Then the testing method is  
Reject 𝐻0 𝑖𝑓 
|𝛽1| − |𝛽1 + 𝛽2|
√
𝑆|𝛽1|
2
𝑛|𝛽1|
+
𝑆|𝛽1+𝛽2|
2
𝑛|𝛽1+𝛽2|
< −𝑡𝑣,𝛼  (7) 
where v is obtained from equation (8) 
v =
[(
𝑆|𝛽1|
2
𝑛|𝛽1|
) + (
𝑆|𝛽1+𝛽2|
2
𝑛|𝛽1+𝛽2|
)]
2
(
𝑆|𝛽1|
2
𝑛|𝛽1|
)
2
𝑛|𝛽1| − 1
+
(
𝑆|𝛽1+𝛽2|
2
𝑛|𝛽1+𝛽2|
)
2
𝑛|𝛽1+𝛽2| − 1
  (8) 
For equation (8), 𝜇 |𝛽1| and 𝜇|𝛽1+𝛽2| are the means of normal distributions of |𝛽1| 
and |𝛽1 + 𝛽2|. |𝛽1| and |𝛽1 + 𝛽2| are means of the observed samples. 𝑆|𝛽1| and 
𝑆|𝛽1+𝛽2| are standard deviations of the observed samples. 𝑛|𝛽1| and 𝑛|𝛽1+𝛽2| are the 
observation numbers.  
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Chapter 5. Data Description 
The whole sample period spans from January 2000 to December 2015. In order 
to track the reform effect, I split the sample period into two sub-periods for empirical 
investigation: January 2000–December 2004 (the pre-reform period) and January 
2006–December 2015 (the post-reform period). To get a bigger sample size, I also set 
another sub-period: January 2011–December 2015. In this sub-period, China A-share 
stock market experienced explosive growth with a large number of companies 
initiating IPO. 
To make the identification of sample firms in the dataset, there is a selection 
procedure that contains a few of steps. For each period, the initial sample incorporates 
all companies listed in China A-share stock market. Subsequently, I check the firms 
about their monthly stock market return availability in the CSMAR database. For each 
5-year period (2000-2004 and 2011-2015), the firms that do not have at least four 
years of consecutive monthly returns are excluded. In the 10-year sub-period (2006-
2015), firms with return history of less than eight years are screened out. Finally, this 
procedure yields four sub-samples, size of 856, 1280 and 1837 firms in the period 
2000-2004, 2006-2015 and 2011-2015, respectively. For the first round regression, 
the variable definitions are summarized in table 1. 
[Insert table 1 here] 
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The variables employed in the second round are also summarized in table 1. 
Explicitly, BM is a firm’s book-to-market ratio, which is calculated as firm’s year-end 
book value of equity to firm’s year-end market capitalization. DE is the firm’s long-
term debt ratio, which is scaled as a firm’s year-end book value of long-term debt to 
firm’s year-end market value of equity. QR is firm’s quick ratio, which is scaled as the 
total current assets minus total inventories then over total current liabilities. DIV 
represents firm’s dividend payout ratio, which equals to the fraction of income paid 
to its shareholders in one year. LOGSIZE is the year-end logarithm of firm’s market 
capitalization (in 100 million RMB). All the right-hand side variables in equation (4) 
are sample average and obtained from CSMAR database.  
Being different from prior studies, in this thesis, I extend the scope of sample 
selection, by following the suggestion of Adler and Dumas (1984). They underline 
that firms with international trade can affect the firms without any international trade. 
They provide an example that manufacturing firm with heavy exports must have a 
large requirement of electricity and if the export demand for this firm’s production 
increases, the electricity cost will rise and firms in electricity industry will benefit. 
From another point of view, firms in the same stock market can react upon each other. 
Marston (2001) points out that the purely domestic (with zero export) firm can still be 
sensitive to exchange rate movements by three channels: (1) it competes with 
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international trade-related firms in the domestic market; (2) it purchases the imported 
products; (3) it purchases the products whose prices are sensitive to exchange rate 
movements. Dominguez and Tesar (2001) also consider that multinational 
corporations or exporting firms would be the least likely to suffer from foreign 
exchange exposure because those firms are the most possible to create some hedging 
strategies. 
Table 2 presents some descriptive statistics for the monthly returns on the 
individual firms, aggregated market and RMB real effective exchange rate. In this 
table, the classifications are according to the China Securities Regulatory Commission 
(CSRC) category, and firms are classified into 18 industrial sectors by the CSRC 
category. In each period, among all industrial sectors, manufacturing sector possesses 
the largest number of enterprises. Real estate and wholesale & retail industries rank 
second and third respectively. 
[Insert table 2 here] 
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Chapter 6. Empirical Results 
6.1 Frist round regression findings 
Firm-by-firm time series regressions are estimated by using equation (1).13 Table 
3 presents the distribution of listed corporations with significant exchange rate 
exposure of which the p-value is below or equal to the significance level of 5% in three 
sub-sample periods across different industrial sectors. Each coefficient on 𝑋𝑡 in table 
3 is estimated over a 5-year or 10-year period. 
[Insert table 3 here] 
Column 1 lists 18 sectors, each of which has different number of firms expressed 
by the capital letter N in column 2. For example, manufacturing sector in the 3rd row 
of column 1 has 427 firms indicated in the 3rd row of column 2. In the time period 
2000-2004, I have run regression for each of the 427 listed firms. But there are only 
13 significantly negative beta exposure estimated in the 3 row of column 3 headed by 
N- on top of the column, and rotationally similarly, 12 significantly positive beta 
exposure estimated in the 3 row of column 4 headed by N+. The number 3.04 in 
brackets immediately following 13 in the 3rd row of column 3 denotes the percentage 
of 13 firms with the significantly negative exposure out of the total of 427 firms. By 
the same token, in column 4 I obtain 2.81 percent of the total firms that have 
                                                     
13Before proceeding with the estimation, I follow the Dickey and Fuller (1979) test to examine whether 
each time series contains a unit root. The results, although not tabulated, show that the null hypothesis 
of non-stationarity for each time series is significantly rejected. 
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significantly positive exposure. So the total of significant exposure estimates in 
manufacturing sector is 25, the largest number of firms with significant exposure 
across all sectors in both SH and SZ stock markets. Information on exposure for other 
firms is similarly tabulated. I notice that many firms do not have significant exposure 
and I only use the significant beta estimates into the second round regressions. The 
electricity sector is in strong relation with manufacturing sector. Therefore, there are 
19.6% of firms with significant exchange rate exposure in electricity sector. For leasing 
& commerce sector, the percentage of companies with significant exposure is 33.33%, 
which is the highest percentage among all the sectors. The fraction of firms with 
significant exposure in culture and entertainment sector is 28.57%, which ranks second. 
For agriculture, construction, hotel and catering, information technology, finance, 
scientific research, education and health & social work sectors, there is no firm with 
significant exposure. The finance industry is a special industry, which takes the action 
as intermediation of cash flow or financial products. Even though there is a large 
amount of operations with foreign currencies happening in financial firms, their 
hedging ability should be solid. Possibly, due to the above reason, there is no financial 
firm with significant exchange rate exposure. For the remaining sectors with no 
significant foreign exchange exposure firm, the explanation may be that there is no 
international trade happening in those sectors and relation between those sectors and 
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other sectors with substantial international trade is weak. Totally, there are 61 of 856 
firms with significant exposure in period 2000-2004. More specifically, 2.57% of all 
selected firms show negative significant exposure and 4.56% show positive significant 
exposure. 
Columns 5, 6 and 7 indicate the time period 2006-2015. For the period 2006-2015, 
there are 27 corporations with significant foreign exchange exposure in manufacturing 
industry, which is provided with the largest amount of corporations with significant 
foreign exchange exposure. In electricity sector, there are 11.84% of firms with 
positive significant foreign exchange exposure. For hotel and catering, information 
technology, scientific research, education and health & social work sectors, there is 
also no firm with significant exposure. Being different from situation in period 2000-
2004, there are other three sectors, which have no firm with significant exposure. 
Those three sectors are environment & public facilities, leasing & commerce and 
miscellaneous. Besides, in agriculture sector, there are 9.52% of firms with negative 
exposure. Totally, there are 23 firms with negative significant exposure and 41 firms 
with positive significant exposure in period in 2006-2010. However, due to the growth 
of sample size in period 2006-2015, the percentage of firms with significant exposure 
to total firms is 6.00%, which is lower than that in period 2000-2004. 
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At last, columns 8, 9 and 10 record the results for period 2011-2015. In this period, 
leasing & commerce sector has the highest percentage (23.53%) of firms with 
significant foreign exchange exposure among all the sectors as well. Compared with 
situations in other periods, the fraction of significant exposure for wholesale & retail 
sector increases sharply to 11.2%. Moreover, there are two firms associated with 
significant exposure in information technology sector. The number of firms with 
significant exposure in agriculture, hotel and catering, scientific research, education, 
environment & public facilities, health & social work, culture & entertainment and 
miscellaneous sectors is still zero. Generally speaking, there are 99 of 1837 firms with 
significant exposure in period 2011-2015, and 88 of those exposures are negative and 
only 11 firms have a positive significant exposure. The percentage of firms that have 
significant foreign exchange exposure is 5.39%. 
According to the above results in table 3, firm-by-firm regression analysis does 
not yield a solid evidence to support the widespread existence of foreign exchange 
exposure for most Chinese listed firms. The percentage of firms with significant 
foreign exchange exposure remains one-digit level in each time periods. The weak 
empirical results are similar with previous studies, such as Jorion (1990), Bartram 
(2004), Dominguez and Tesar (2006) and Bartram and Bodnar (2007). 
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Intuitively, the weak results can be ascribed to the fact that the relative stable 
exchange rate picks up less of the variability of stock returns. Usually, compared with 
the volatility in stock market, the volatility in exchange market is relatively smaller. 
This situation makes that exchange rate exposure is not often priced under Capital 
Asset Pricing Model. Moreover, related earlier studies share a feature that their 
samples only cover the developed market data, such as U.S. data or Germany data. The 
currency values of developed countries are relative more stable than those of emerging 
markets. Figure 1 presents the standard deviation of currency movements from 2006 
to 2015 in both developed countries and in major emerging markets. As shown in 
figure 1, China is a developing country but with stable home currency value. 
[Insert figure 1 here] 
 
6.2 Second round empirical findings  
Table 4-A presents the results based on equation (3) for the three periods. In the 
second round regressions, I use the estimated exposure from equation (1) as dependent 
variable. The dataset only contains estimated coefficients obtained from the first round 
regressions reported in Table 3 of which p-values are smaller than or equal to 0.05. 
Column 1 displays all independent variables and the important variable is the STATE 
dummy. The estimates for the period 2000-2004, 2006-2015 and 2011-2015 are 
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displayed in columns 2 to 3, 4 to 5 and 6 to 7 respectively. Column 2 reports the 
estimated coefficients without considering firm size while column 3 considers this 
extra variable. I observe that both estimated coefficients for the STATE dummy 
variable in columns 2 and 3 are not statistically significant, clearly indicating that 
neither SOE nor non-SOE makes any difference in facing exchange rate exposure 
before the Reform. Thus hypothesis 1 cannot be rejected. I consider the following 
possible reasons: RMB exchange rate had been quite stable before the Reform, thanks 
to the direct government intervention to peg the link between RMB and USD. If the 
fluctuations were quite moderate, firms’ exposure to exchange rate has to be mild. On 
the other hand, when firms were involved with exports particularly with the 
government support, exchange rate exposure as compared with foreign market 
entrance or even occupation has to be secondary and thus negligible. But the results 
are in sharp contrast when I consider the time period after the Reform. Columns 4 and 
5 denote the full time period after the Reform in 2005 and columns 6 and 7 for 2011 
till 2015 are reported separately only because it just come to my attention that many 
firms became listed after 2011 and many of them joint together to compete for exports 
with more significant exchange rate exposure. It can clearly be seen that those all four 
estimated coefficients on the STATE dummy are all significantly negative after the 
Reform and I get the evidence that if the firm is SOE, the exposure is lowered. This 
33 
 
confirms hypothesis 2 at 10% significance level, with 1 estimated coefficient at 5% 
and other 3 at 10% significance level. 
For other independent variables, dividend payout ratios are negatively correlated 
with exposure universally across 3 time periods. Being partially consistent with the 
evidence documented by He and Ng (1998), QR has positive effect on foreign 
exchange exposure, except for weak negative effect in the period 2006-2015. For the 
period 2000-2004, 2006-2015, the sign of BM coefficient is negatively significant. 
Furthermore, in above two periods, the signs of DE coefficient are positive. Those 
situations are opposite with the results reported by He and Ng (1998). 
The plausible reason is mixed in terms of the positive relationship between long-
term debt ratio and exchange rate exposure. Nance, Smith and Smithson (1993) 
postulate that without effective control, it is difficult to decompose two different effects 
that work through firm’s leverage ratio: on the one hand, firm with higher leverage 
ratio has stronger incentives to hedge; on the other hand, firm with more growth 
options usually employs lower leverage ratio and has stronger desires to hedge. Their 
empirical results also show that impact of leverage ratio on firm’s hedging activity is 
ambiguous. Moreover, there is another empirical study resolving the puzzle of effect 
of leverage ratio on hedging incentive. Mian (1996) finds the empirical evidence that 
leverage ratio (debt ratio) is positively correlated with the hedging of interest rate 
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fluctuations but negatively correlated with the hedging of currency value movements. 
Some other empirical studies also report that the financial leverage has a significant 
positive influence on foreign exchange exposure (Aggarwal and Harper, 2010; Wei 
and Starks, 2013). 
There is also some evidence to explain why BM coefficient is not consistent with 
the predicted sign. Lewellen (1999) argues that book-to-market ratio captures 
information about firm’s expected future returns and he documents considerable 
evidence that book-to-market ratio is positive related to firm’s stock returns. Moreover, 
Lewellen (1999) points out that BM has explanatory power in the variation of firm’s 
stock return and high BM can absorb much of the volatility of stock returns. In my 
empirical analysis, the relationship between exchange rate exposure and firm’s book-
to-market ratio can be subsumed by arguments postulated by Lewellen (1999). 
Therefore, firm with high BM has stronger ability to decrease the variance in firm value 
and is less sensitive to the time variation of exchange rates. Aggarwal and Harper 
(2010) and Wei and Starks (2013) also document the evidence that the level of foreign 
exchange exposure is negatively related to the book-to-market ratio. 
In order to strengthen my analysis, I also re-examine the regressions by 
employing the square root of absolute value of the foreign exchange exposure as the 
dependent variable. This transformation of betas is invented by Dominguez and Tesar 
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(2006). Table 4-B reports the relationships among transformed exposure and other 
explanatory variables. As seen from table 4-B, the results in columns 2 and 3 show 
that the effect of STATE is not a statistically significant contributor to the foreign 
exchange exposure in pre-reform period. It is worthwhile to point out that this finding 
is also in favor of the hypothesis 1, which states SOE or non-SOE makes no difference 
in facing exposure during the post-reform period. The significantly negative STATE 
coefficients in the period 2006-2015 and in the period 2011-2015 lend a support to the 
hypothesis 2 that the firm faces smaller exposure if it is SOE during the post-reform 
period. Additionally, the signs of other independent variables are broadly consistent 
with results in table 4-A. 
[Insert table 4-A and table 4-B here] 
6.3 Findings on asymmetric exposure 
Table 5 gives the detailed results from each regression for each firm. Panel A 
provides the descriptions before the Reform and column 1 routinely lists the coding 
number of each firm. Columns 2 and 3 report the estimated coefficients of 𝛽1 and 𝛽2. 
While estimated coefficients of 𝛽1  give the firms’ response to depreciation, only 
𝛽1 + 𝛽2  in column 4 indicate firms’ response to appreciation by the design from 
equation 4. It is important for me to report the p-values of the two estimated 
coefficients in each regression since I use p-values smaller or equal to 10% 
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significance level as the selection criterion to keep 35 estimated coefficients for both 
𝛽1 and 𝛽2 out of the total 856 regressions on each firm. I have to delete all other 
firms if the p-value of 𝛽1 is below or equal to 10% while the p-value of 𝛽2 is higher 
or if the p-value of 𝛽2 is below or equal to 10% while the p-value of 𝛽1 is higher or 
both are higher. It is really not easy to keep 35 firms out of 856 by the stringent criterion. 
Column 7 clearly indicates which firm is SOE or non-SOE.  
Panel B and Panel C are the results from the time periods after the Reform and 
follow the same pattern. But please notice that the number of firms maintained in Panel 
B is 94 out of the total of 1280 firms while only 72 firms have survived from the total 
1837 in Panel C by the harsh and rigorous criterion. 
Table 6 reports the summary of the regression results from table 5. Column 1 
distinguishes different time periods and the ownership structure of the listed firms. To 
follow the established method in related studies, such as Bartram (2004), I use the 
absolute values of the estimated coefficients of 𝛽1  and 𝛽1 + 𝛽2  to focus on the 
magnitude differential comparison between the depreciation exposure and 
appreciation exposure. In order to reflect the full picture of all firms belonging to either 
SOEs and non-SOEs, I calculate the average magnitude of depreciation exposure, 2.74 
for instance in column 2 represented by the absolute value of 𝛽1, for non-SOEs. To 
gauge the fluctuations in all the estimated coefficients of the depreciation exposure 
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before the Reform, I am obliged to report the standard deviation 0.82 in the third 
column, which has to be used in the calculations of the testing statistic. Displayed in 
the same fashion, the average magnitude and its standard deviation for the appreciation 
exposure are reported in columns 4 and 5. Column 6 provides a direct and quick glance 
over the differences in between the depreciation and appreciation exposure, not 
adjusted by their own standard deviations. Column 7 reports the testing statistic, -3.24, 
which is smaller than the critical value at 5% significance level. Column 8 gives the 
number of observations, critical for calculation of the testing statistics. So the testing 
result is reported in the last column. For non-SOEs before the Reform as an illustration 
example, the null hypothesis is that depreciation exposure, on average, is bigger than 
or equal to the appreciation exposure and the alternative hypothesis is just the opposite. 
In this case, I reject the null in favor of the alternative hypothesis so that I use Yes to 
indicate the final testing result. I have obtained the evidence that non-SOEs have 
bigger appreciation exposure than their depreciation exposure, thus hypothesis 3 is 
substantiated. But I cannot make any reliable inferences for SOEs before the Reform 
because the number of firms that could survive from the tough selection criterion is 
just too limited. 
For SOEs and non-SOEs after the Reform considered in Panel B, I fail to reject 
the null that the depreciation exposure is bigger than or equal to the appreciation 
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exposure because the testing statistics have to be smaller than the negative t critical 
values as indicated in equation (7). Thus I get evidence that supports hypothesis 4.     
[Insert table 5 and table 6 here] 
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Chapter 7. Robustness Checks 
In order to make sure that the results are consistently resilient, I provide the 
following robustness checks. 
  
7.1 Normality tests  
I apply two methods for testing the normality. The first method is the Skewness 
and Kurtosis Test and the second method is Shapiro–Wilk W normality test. The 
normality testing results are provided in table 7.  
[Insert table 7 here] 
Skewness and kurtosis test for normality is invented by D’Agostino, Belanger, 
and D’Agostino (1990). Their test statistic is 
𝐾2 = 𝑍1
2 + 𝑍2
2   (9)   
under 𝜒2 distribution with 2 degrees of freedom with the null hypothesis that the 
population is a normal distribution. 
where the 𝑍1 is 
𝑍1 =
1
𝑙𝑛 (√𝑊)
𝑙𝑛 [
𝑌
𝛼
+ {(
𝑌
𝛼
)
2
+ 1}
1
2
]  (10)  
𝑊2 = −1 + [2{𝛽2(𝑔1) − 1}]
1
2  (11)  
 
 
40 
 
𝛽2(𝑔1) =
3(𝑛2 + 27𝑛 − 70)(𝑛 + 1)(𝑛 + 3)
(𝑛 − 2)(𝑛 + 5)(𝑛 + 7)(𝑛 + 9)
  (12) 
𝑌 = 𝑔1 × {
(𝑛 + 1)(𝑛 + 3)
6(𝑛 − 2)
}
1
2
  (13) 
𝑔1 =
∑(𝑥𝑖 − ?̅?)
3
𝑛
[
∑(𝑥𝑖 − ?̅?)2
𝑛 ]
3
2
  (14) 
𝛼 = {
2
𝑊2 − 1
}
1
2
  (15) 
and the 𝑍2 in equation (16), 
𝑍2 =
1
√2/(9𝐴)
[
 
 
 
(1 −
2
9𝐴
) − {
1 −
2
𝐴
1 + 𝑋√
2
𝐴 − 4
}
1
3
]
 
 
 
  (16)      
A = 6 +
8
√𝛽1(𝑏2)
[
2
√𝛽1(𝑏2)
+ {1 +
4
𝛽1(𝑏2)
}
1
2
  (17) 
√𝛽1(𝑏2) =
6(𝑛2 − 5𝑛 + 2)
(𝑛 + 7)(𝑛 + 9)
{
6(𝑛 + 3)(𝑛 + 5)
𝑛(𝑛 − 2)(𝑛 − 3)
}
1
2  (18) 
X = {𝑏2 −  E(𝑏2)}/√var(𝑏2)  (19) 
𝑏2 =
∑(𝑥𝑖 − ?̅?)
4
𝑛
[
∑(𝑥𝑖 − ?̅?)2
𝑛 ]
2   (20) 
E(𝑏2) =
3(𝑛 − 1)
𝑛 + 1
  (21) 
var(𝑏2) =
24𝑛(𝑛 − 2)(𝑛 − 3)
(𝑛 + 1)2(𝑛 + 3)(𝑛 + 5)
  (22) 
Specifically, 𝑥1 ⋯𝑥𝑛  are the sample observations. 𝑔1  denotes the coefficient of 
skewness and b2 denotes the coefficient of kurtosis as calculated by summation given 
above and 𝑛 denotes the sample size. 
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If I set the significance level at 5%, then the critical value for skewness and 
kurtosis test is 5.991. I calculate the test statistic 𝐾2  for each firm during three 
different time periods. Then I cannot reject the null hypothesis in most cases and the 
normality or asymptotic normality holds across those different time periods. Besides, 
I cannot reject the null hypothesis for the normal distributions of exchange rate and A-
share stock market return during each time period at the critical value of 5.991 by using 
this method. 
The Shapiro–Wilk W normality test is invented by Shapiro and Wilk (1965) and 
extended by Royston (1982). The test statistic is now 
𝑧 =
(𝑦 − 𝜇𝑦)
𝜎𝑦
  (23) 
The test statistic z should follow the standard normal distribution under the null 
hypothesis that the population is a normal distribution. 
Explicitly, 
𝑦 = (1 − 𝑊)𝜆  (24) 
𝜇𝑦 and 𝜎𝑦 are mean and standard deviation of 𝑦, and the quantity 𝜆 depends on the 
sample size 𝑛. 
𝑊 =
(∑ 𝑎𝑖𝑥𝑖)
𝑛
𝑖=1
2
∑ (𝑥𝑖 − ?̅?)2
𝑛
𝑖=1
  (25) 
𝑥𝑖 is ith-smallest number in the sample (the ith order statistic); 
?̅? is the sample mean; 
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The constants 𝑎𝑖 are given by 
(𝑎1,⋯ , 𝑎𝑛) =
𝑀𝑇𝑉−1
(𝑀𝑇𝑉−1𝑉−1𝑀)
1
2
  (26) 
𝑉 = (𝑣𝑖𝑗) is the corresponding n × n covariance matrix, where 
𝐶𝑜𝑣(𝑥𝑖, 𝑥𝑗) = 𝑣𝑖𝑗   (27) 
𝑀 = (𝑚1,⋯ ,𝑚𝑛)
𝑇 is the vector of expected values of standard normal order statistics, 
where 
𝐸(𝑥𝑖) = 𝑚𝑖  (28) 
If I set the significance level at 5%, the critical value for test statistic is 1.645. 
Similarly, I calculate the test statistic 𝑧  for each firm during three different time 
periods. The general results are similar to those of the first test and I cannot reject the 
null hypothesis in most cases. Results on distributions of exchange rate and A-share 
stock market return during each time period are similar to those from the test above.  
 
7.2 Results of the SOE equity share ratio 
Recall that I use the dummy variable to indicate the ownership, where I assign 1 
to firms with more than 50% of the total equity shares belonging the state and 0 to 
firms with less than 50%. By taking the pains and making great efforts, I have 
successfully collected the data on the exact proportion ratio of the equity shares 
controlled by the state ownership. Then I use this data set to replace the dummy 
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variable for my new rounds of regressions. Table 8-A presents the relationships among 
estimated foreign exchange exposure, the ratio of firm’s stock shares controlled by 
government and other indicators. The results in table 8-A are similar with those in table 
4-A. During the period 2000-2004, the government equity share ratio is not significant. 
However, this variable is significant during the period 2006-2015 and 2011-2015. 
Therefore, hypotheses 1 and 2 cannot be rejected by using either the dummy or the 
exact equity ratio. Table 8-B reports the relationships among transformed exposure by 
the taking the square root of the beta estimated coefficients, government control ratio 
and other independent variables. The results in table 8-B are also similar to those from 
table 4-B. 
[Insert table 8-A and table 8-B here] 
 
7.3 Industry effect control dummy 
Since the data set includes all the listed firms in China, many similar firms could 
belong to a particular industry by sharing more or less the common characteristics. I 
have reasons to believe that some industries are more sensitive to exchange rate 
exposure than others. So I would like to know which industry or industries are sensitive. 
By assigning a dummy variable and providing the significant estimated coefficients on 
such a dummy from the regressions, it is vivid and direct to observe which industry is 
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indeed sensitive. Table 9 tabulates the dummy variable assignments to each industry. 
The regression results are presented in table 10-A, table 10-B and table 10-C. After 
controlling for industry effects, the coefficients on other independent variables such as 
STATE, BM do not change significantly. However, the results show there are three 
industries that are sensitive to exposure in period 2011-2015 and only one sensitive 
industry both in period 2000-2004 and in period 2006-2015. In particular, the real 
estate sector is not one of them.   
[Insert table 9, 10-A, 10-B and 10-C here] 
 
7.4 Blinder–Oaxaca decomposition 
The Blinder–Oaxaca decomposition method is developed by Blinder (1973) and 
Oaxaca (1973). This method for linear regression model is often appealing for testing 
the equality of the two sample means and their original example is to compare the male 
and female average salaries. This method can be expressed by following statements. 
Given two groups of observations A and B, I have an outcome variable, Y, and a set of 
independent variables, X. 
𝑅 = 𝐸(𝑌𝐴) − 𝐸(𝑌𝐵)     (29)      
In equation (29), 𝑅  is how much of the difference of expected value of the 
outcome variable and 𝐸(𝑌) denotes the expected value of the outcome variable. 
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𝑌𝑙 = 𝑋𝑙
′𝛽𝑙 + 𝜀𝑙   𝑙 ∈ (𝐴, 𝐵)   (30)     
Equation (30) is a linear regression model for each of the two data samples A and 
B (A is the sample for males and B for females in their original investigation), where 
𝑋 is a vector that contains the independent variables and a constant; β contains the 
coefficients of independent variables and 𝜀𝑙 is the error term. Therefore, the mean 
difference of dependent variables from two group A and B can be expressed as 
equation (31). 
𝑅 = 𝐸(𝑌𝐴) − 𝐸(𝑌𝐵) 
= 𝐸(𝑌𝐴)
′𝛽𝐴 − 𝐸(𝑌𝐵)
′𝛽𝐵 = {𝐸(𝑋𝐴) − 𝐸(𝑋𝐵)}
′𝛽𝐴 + 𝐸(𝑌𝐵)
′(𝛽𝐴 − 𝛽𝐵)     (31)    
For the equation (31), the mean difference of dependent variable is divided into 
two components: the first part of is due to group differences in the independent 
variables and the second part is due to the differences in the coefficients. Given the 
two distinctive samples, it is straightforward to carry out the hypothesis tests on the 
estimated coefficients. 
Good as it is, this method cannot be used in my study because I do not have two 
distinctive samples to address the appreciation exposure and depreciation exposure 
separately. For example, one independent variable is the book-to-market ratio of the 
listed firm in Shanghai Stock Exchange, which is not daily observation and above all 
it is not directly or necessarily related to exchange rate, and it remains the same under 
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any fluctuations in RMB exchange rate, either appreciation or depreciation. In the first 
round of regressions, the dependent variable is the individual stock returns, not the 
exposure sensitivity coefficient, although I could distinguish appreciation from 
depreciation from the data on exchange rate changes. But in the second round of 
regressions, all independent variables are not relevant to exchange rate changes. So 
structurally speaking, the models differ completely from Blinder–Oaxaca 
decomposition model. On one hand, organizationally I do not have two samples. On 
the other hand, operationally I run the regressions at both the first and the second stage, 
but Blinder–Oaxaca model does not. So the models in this study are organizationally 
and operationally different from their model. Given this harsh and realistic constraint, 
I could only use the t-test to compare the average sensitivity from the appreciation 
exposure with its counterpart from the depreciation exposure. 
 
7.5 Elusive effects of exchange rate on firm’s ownership structure  
The state ownership structure in China was established since the founding of the 
People’s Republic of China in 1949. From 1950 to 1955, ownership structure of 
enterprise most frequently used was the public ownership directly copied from The 
Soviet Union and the public-private partnership aiming at absorbing the urban semi-
capitalists and bourgeoisie. The private capital could be employed only under this kind 
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of ownership because the government needed to maintain the public ownership in its 
dominant position. From the 1950s to the 1970s, China economy was a closed-
economy with little relevance to international finance and international trade. 
Therefore, during this period, exchange rate hardly affected China’s economy. The 
ideology by state ownership structure is to benefit the public. The overactive exchange 
rate is not consistent with this ideology. Since 1979, China government adopted the 
Open-Door policy in order to boost the economy. However, the premise of reform is 
also to keep the state ownership. With the deepening up of China's reform, some 
private enterprises could be influenced by exchange rate. However, up to present, 
public ownership is still dominant in China. The fact is that the ownership structure 
precedes the exchange rate changes, but not the other way round. Even though 
exchange rate changes drastically in recent years, this could hardly shake the solid 
foundation of the Chinese ownership structure, or at least, not yet so far.  
 
7.6 A separate sample of all those firms from 2000-2015 
 Disregarding all the new firms periodically or continuously entering the stock 
market, I make a sample that contains all firms, whose shares are traded throughout 
2000 to 2015. The selection criterion for this sample is that firms should at least have 
180 trading months. Thus, by this harsh filtering criterion, I get a sample containing 
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746 firms. Following the previous methodology in this study, I come up with some 
new regression models to test the effect of exchange rate regime reform on the listed 
firms. The models are: 
𝑅𝑡 = 𝛼 + 𝛽𝑋𝑡 + 𝛾𝑅𝑚𝑡 + 𝜃𝐷 + 𝜀𝑡  (32)     
𝑅𝑡 = 𝛼 + 𝛽𝑋𝑡 + 𝛾𝑅𝑚𝑡 + 𝜃𝐷 + 𝜆𝐷𝑋𝑡 + 𝜀𝑡  (33) 
𝑅𝑡 = 𝛼 + 𝛽𝑋𝑡 + 𝛾𝑅𝑚𝑡 + 𝜃𝐷 + 𝜆𝐷𝑋𝑡 + 𝜂𝐷𝑅𝑚𝑡 + 𝜀𝑡  (34)   
For equations (32), (33) and (34), the definitions of variables are same as those in 
equation (1). Besides, D is dummy variable that takes the value of one when the 
observations is in post-reform period (August 2005 to December 2015) and zero 
otherwise. Thus, the coefficient 𝜃 reflects the effect of exchange rate regime reform 
on firm stock return. 𝐷𝑋𝑡 and 𝐷𝑅𝑚𝑡 are the interaction terms, which imply effects 
of exchange rate movement and market return on firm stock return in post-reform 
period respectively. 
[Insert table 11-A and 11-B here] 
Table 11-A and table 11-B presents the coefficient chosen results of regression 
equations (1), (32), (33) and (34) by using the data of those 746 firms. For each fraction 
in table 11-A and table 11-B, the numerator denotes the number of firms with a 
significant coefficient at the 5% level or 10% level, and the denominator designates 
the total number of firms in the data set. For example, the fraction in the second line 
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of the first column in table 11-A denotes that there are 32 out of 746 firms with 
significant foreign exchange exposure at 5% level.  
[Insert table 12 here] 
The column (1) in table 12 show the second regression result by using the 
estimated exposures that are significant at 10% level from equation (32) as the 
dependent variable while the column (2) show result that the dependent is replaced by 
the square root of those estimated exposures. However, the results reveal that the firm’s 
ownership structure has little effect on firm’s foreign exchange exposure during the 
long period. The plausible reason may be that either SOEs or non-SOEs employ 
derivatives to hedge the risk from foreign exchange exposure in the long run. 
Table 13-A reports the detailed results from equation (4) for those 746 firms. 
Sharing the structure with table 5, columns 2 and 3 in table 13-A report the estimated 
coefficients of 𝛽1 and 𝛽2, and the 𝛽1 + 𝛽2 in column 4 indicate firms’ response to 
appreciation. Columns 5 and 6 reports the p-values of 𝛽1 and 𝛽2 separately. It is 
difficult to keep 35 firms of which p-values of both 𝛽1 and 𝛽2 are lower than 10% 
simultaneously.  
Table 13-B presents the summary of the regression results from table 13-A. I 
calculate the average magnitude of depreciation exposure, 2.43 in column 1 and that 
of appreciation exposure 1.47 in column 3. Column 5 provides the difference in 
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between the depreciation and appreciation exposure, not adjusted by their own 
standard deviations. I fail to reject the null that the depreciation exposure is bigger than 
or equal to the appreciation exposure because the testing statistic displayed in column 
6 reports is 6.18, larger than the critical value at 5% significance level. I want the test 
statistic to be smaller than the critical value in order to reject the null in this case, 
similar to equation (7) on page 23. 
[Insert table 13-A and 13-B here] 
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Chapter 8. Conclusion 
In this thesis, I estimate foreign exchange rate exposure by employing Chinese 
data across three time periods. Under firm-by-firm regressions, the results show that 
the percentage of firms with significant foreign exchange exposure is similarly equal 
to the significance level during each period. The weak evidence replicates the results 
from a series of related studies.  
Borrowing framework from He and Ng (1998), this thesis is further extended to 
investigate the determinants of foreign exchange exposure. Importantly, I add a 
dummy variable into this empirical framework to examine the effect of firm’s 
ownership structure on exposure. The results from second round regressions document 
that firm’s ownership structure has weak effect on foreign exchange exposure in pre-
reform period but is an essential factor that explain the cross-sectional difference in 
foreign exchange exposure after the Reform. 
Following Koutmos and Martin (2003), I also measure firms’ asymmetric foreign 
exchange exposures regarding to firm’s ownership structure. The results reveal that 
that non-SOEs face higher exposure from appreciation than from depreciation before 
the Reform, and both SOEs and non-SOEs face lower exposure from appreciation than 
from depreciation after the Reform. 
By using the unique firm-level Chinese data and exploring exchange rate 
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exposure from different ownership structure, this thesis makes a contribution to the 
current related studies. 
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Appendix 
 
 
Table 1  
Definitions of variables 
Variable symbol Variable definition Data source Frequency 
Panel A:    
Variables in equation (1)    
𝑅𝑡 Individual stock return CSMAR database Monthly 
𝑋𝑡 The change of exchange rate  BIS Monthly 
𝑅𝑚𝑡 China A-share aggregate market return CSMAR database Monthly 
Panel B:    
Variables in equation (3)   
|𝛽|̂𝑖 Absolute value of estimated foreign 
exchange exposure 
Equation (1)  
𝐵𝑀𝑖   Firm book-to-market ratio CSMAR database  
𝑄𝑅𝑖 Firm quick ratio CSMAR database  
𝐷𝐸𝑖  Firm long-term debt ratio  CSMAR database  
𝐷𝐼𝑉𝑖  Firm dividend payout ratio CSMAR database  
𝐿𝑂𝐺𝑆𝐼𝑍𝐸𝑖  Firm market value CSMAR database  
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Table 2 
Summary Statistics 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Panel A: market returns       
 min 25% mean 75% max Std. Dev. 
2000-2004 -0.132199 -0.0482 -0.0006 0.0401 0.1427 0.0593 
2006-2015 -0.250632 -0.0428 0.0175 0.0786 0.2397 0.0923 
2011-2015 -0.150651 -0.0428 0.0094 0.0489 0.1765 0.0716 
Panel B: RMB real effective exchange rate changes      
 min 25% mean 75% max Std. Dev. 
2000-2004 -0.0342315 -0.0117 -0.0015 0.0092 0.0261 0.0138 
2006-2015 -0.0320336 -0.0058 0.0034 0.0142 0.0437 0.0142 
2011-2015 -0.0295755 -0.0012 0.0042 0.0133 0.0315 0.0116 
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Table 2  
Summary Statistics (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Panel C-1: firm return descriptions in each sector (2000 Jan-2004 Dec) 
Industrial Sector No of firms min 25% mean 75% max Std. Dev. 
Agriculture 8 -0.2520 -0.0686 -0.0060 0.0487 0.3954 0.0990 
Mining 29 -0.3837 -0.0707 -0.0030 0.0533 0.8773 0.1064 
Manufacturing 427 -0.7710 -0.0651 -0.0009 0.0543 1.7418 0.1055 
Electricity 51 -0.5029 -0.0646 -0.0004 0.0550 1.0475 0.1040 
Construction 15 -0.3543 -0.0746 -0.0049 0.0500 1.3497 0.1072 
Wholesale & retail 89 -0.6803 -0.0668 -0.0022 0.0527 0.8867 0.1030 
Transportation 32 -0.4656 -0.0565 0.0021 0.0491 0.8108 0.0902 
Hotel & catering 8 -0.3233 -0.0803 -0.0043 0.0630 0.5709 0.1137 
Information technology 17 -0.3435 -0.0663 0.0042 0.0556 2.3360 0.1395 
Finance 16 -0.4420 -0.0674 0.0016 0.0595 0.7929 0.1046 
Real estate 103 -0.6354 -0.0727 -0.0029 0.0547 1.0145 0.1102 
Leasing & commerce 9 -0.2838 -0.0738 -0.0042 0.0474 0.7115 0.1187 
Scientific research 2 -0.4723 -0.0793 -0.0101 0.0522 0.3017 0.1250 
Environment & public facilities 11 -0.3249 -0.0629 -0.0011 0.0525 0.5335 0.1021 
Education 1 -0.2513 -0.0679 -0.0071 0.0379 0.3146 0.0975 
Health & social work 1 -0.4053 -0.1261 0.0042 0.1026 0.6322 0.1930 
Culture & entertainment 14 -0.3747 -0.0756 0.0007 0.0594 1.2345 0.1240 
Miscellaneous 23 -0.5456 -0.0730 -0.0028 0.0504 1.7044 0.1203 
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Table 2  
Summary Statistics (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Panel C-2: firm return descriptions in each sector (2006 Jan-2015 Dec) 
Industrial Sector No of firms min 25% mean 75% max Std. Dev. 
Agriculture 21 -0.4837 -0.0653 0.0347 0.1178 10.7956 0.2683 
Mining 47 -0.5839 -0.0720 0.0322 0.1171 2.3813 0.1813 
Manufacturing 691 -0.7498 -0.0653 0.0315 0.1145 12.8482 0.1819 
Electricity 76 -0.5873 -0.0561 0.0274 0.1004 7.7507 0.1734 
Construction 29 -0.5267 -0.0699 0.0336 0.1147 1.3581 0.1746 
Wholesale & retail 116 -0.6112 -0.0621 0.0310 0.1099 2.5944 0.1621 
Transportation 53 -0.7703 -0.0570 0.0234 0.0910 3.8103 0.1503 
Hotel & catering 9 -0.4411 -0.0585 0.0343 0.1064 1.6418 0.1749 
Information technology 29 -0.5062 -0.0669 0.0352 0.1226 1.1725 0.1687 
Finance 20 -0.5423 -0.0653 0.0485 0.1070 7.7980 0.3502 
Real estate 117 -0.6909 -0.0707 0.0368 0.1203 22.0526 0.2769 
Leasing & commerce 11 -0.4439 -0.0621 0.0334 0.1194 1.5510 0.1691 
Scientific research 2 -0.3688 -0.0628 0.0815 0.1142 10.3471 0.7272 
Environment & public facilities 14 -0.4484 -0.0526 0.0275 0.0955 1.0821 0.1405 
Education 1 -0.3824 -0.0803 0.0307 0.1199 0.5152 0.1738 
Health & social work 2 -0.4136 -0.0604 0.0438 0.1237 1.7692 0.1980 
Culture & entertainment 17 -0.5340 -0.0701 0.0438 0.1181 12.3972 0.3394 
Miscellaneous 25 -0.4634 -0.0686 0.0340 0.1208 2.4596 0.1761 
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Table 2  
Summary Statistics (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Panel C-3: firm return descriptions in each sector (2011 Jan-2015 Dec) 
Industrial Sector No of firms min 25% mean 75% max Std. Dev. 
Agriculture  31 -0.4498 -0.0729 0.0149 0.0963 1.0770 0.1388 
Mining 61 -0.5081 -0.0742 0.0039 0.0733 1.1754 0.1370 
Manufacturing  1098 -0.6490 -0.0689 0.0183 0.0906 12.7522 0.1559 
Electricity 78 -0.5873 -0.0548 0.0166 0.0745 1.8550 0.1277 
Construction  49 -0.5606 -0.0700 0.0169 0.0809 1.1482 0.1431 
Wholesale & retail 127 -0.5478 -0.0653 0.0190 0.0874 2.6721 0.1498 
Transportation  72 -0.4602 -0.0554 0.0175 0.0697 3.8103 0.1413 
Hotel & catering  12 -0.3419 -0.0576 0.0216 0.0857 1.3596 0.1464 
Information technology 58 -0.5121 -0.0768 0.0323 0.1095 1.5954 0.1775 
Finance 38 -0.4785 -0.0513 0.0168 0.0684 1.3587 0.1275 
Real estate  128 -0.4785 -0.0513 0.0168 0.0684 1.3587 0.1275 
Leasing & commerce 17 -0.4439 -0.0616 0.0263 0.0969 0.9955 0.1518 
Scientific research 6 -0.4777 -0.0627 0.0272 0.1068 0.5991 0.1456 
Environment & public facilities 17 -0.3572 -0.0555 0.0162 0.0747 0.5500 0.1200 
Education 1 -0.3824 -0.0928 0.0425 0.1354 0.5152 0.1888 
Health & social work 2 -0.4136 -0.0519 0.0443 0.0961 1.7692 0.2203 
Culture & entertainment 18 -0.5133 -0.0728 0.0262 0.0978 2.1559 0.1673 
Miscellaneous  24 -0.4558 -0.0689 0.0263 0.1025 2.4596 0.1634 
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Table 3 
Reports of significant estimated coefficients of exchange rate by Equation (1)  
Table 3 provides the percentage of firms that show a significant exchange rate exposure with regard to the RMB real effective exchange rate for 
different industrial sectors and time periods. The significance level is 5%.  
 
 2000Jan-2004Dec  2006Jan-2015Dec  2011Jan-2015Dec 
 N N- N+  N N- N+  N N- N+ 
Agriculture 8 0(0.00) 0(0.00)  21 0(0.00) 2(9.52)  31 0(0.00) 0(0.00) 
Mining 29 0(0.00) 1(3.45)  47 4(8.51) 0(0.00)  61 5(8.20) 0(0.00) 
Manufacturing 427 13(3.04) 12(2.81)  691 7(1.01) 19(2.75)  1098 44(4.01) 3(0.27) 
Electricity 51 4(7.84) 6(11.76)  76 0(0.00) 9(11.84)  78 4(5.13) 1(1.28) 
Construction 15 0(0.00) 0(0.00)  29 1(3.45) 2(6.90)  49 2(4.08) 0(0.00) 
Wholesale & retail 89 0(0.00) 3(3.37)  116 2(1.72) 1(0.86)  127 14(11.02) 0(0.00) 
Transportation 32 2(6.25) 2(6.25)  53 0(0.00) 6(11.32)  72 3(4.17) 1(1.39) 
Hotel and catering 8 0(0.00) 0(0.00)  9 0(0.00) 0(0.00)  12 0(0.00) 0(0.00) 
Information technology 17 0(0.00) 0(0.00)  29 0(0.00) 0(0.00)  58 1(1.72) 1(1.72) 
Finance 16 0(0.00) 0(0.00)  20 0(0.00) 1(5.00)  38 0(0.00) 5(13.16) 
Real estate 103 1(0.97) 6(5.83)  117 9(7.69) 0(0.00)  128 10(7.81) 0(0.00) 
Leasing & commerce 9 1(11.11) 2(22.22)  11 0(0.00) 0(0.00)  17 4(23.53) 0(0.00) 
Scientific research 2 0(0.00) 0(0.00)  2 0(0.00) 0(0.00)  6 0(0.00) 0(0.00) 
Environment & public facilities 11 0(0.00) 1(9.09)  14 0(0.00) 0(0.00)  17 0(0.00) 0(0.00) 
Education 1 0(0.00) 0(0.00)  1 0(0.00) 0(0.00)  1 0(0.00) 0(0.00) 
Health & social work 1 0(0.00) 0(0.00)  2 0(0.00) 0(0.00)  2 0(0.00) 0(0.00) 
Culture & entertainment 14 0(0.00) 4(28.57)  17 0(0.00) 1(5.88)  18 1(5.56) 0(0.00) 
Miscellaneous 23 1(4.35) 2(8.70)  25 0(0.00) 0(0.00)  24 0(0.00) 0(0.00) 
Total 856 22(2.57) 39(4.56)  1280 23(1.80) 41(3.20)  1837 88(4.79) 11(0.60) 
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Table 4-A  
Reports of testing results on hypothesis 1 and 2 by using the STATE dummy 
Explicitly, the dependent variable is the absolute value of estimated foreign exchange 
exposure. STATE is a dummy variable, which takes the value of one if a firm belongs 
to category of SOEs and zero otherwise. DIV is dividend payout ratio; QR is quick 
ratio; BM is book-to-market ratio; DE is long-term debt ratio and LOGSIZE is firm’s 
market capitalization. The empirical results are described below. All the independent 
are scaled as the average over the estimation period of foreign exchange exposure. 
Standard errors are in parentheses. ***, **, and * indicate significance at the 1%, 5% 
and 10% level respectively. 
 
 
 
 
 
 
 
 
 
 
 
 2000-2004 2006-2015 2011-2015 
STATE 0.0866 0.0830 -0.214* -0.226* -0.494* -0.524** 
 (0.119) (0.130) (0.110) (0.114) (0.256) (0.256) 
DIV -1.785* -1.824 -2.861*** -3.070*** -0.304 -0.500* 
 (0.964) (1.115) (0.811) (0.952) (0.210) (0.257) 
QR 0.0603 0.0596 -0.137* -0.141* 0.110** 0.102* 
 (0.0778) (0.0792) (0.0793) (0.0803) (0.0551) (0.0552) 
BM -0.547** -0.547** 0.0248 0.0155 -0.583*** -0.596*** 
 (0.217) (0.219) (0.0670) (0.0709) (0.132) (0.132) 
DE 1.569* 1.557* -0.989* -0.985* 2.489** 2.556** 
 (0.851) (0.875) (0.583) (0.588) (1.183) (1.179) 
LOGSIZE  0.0175  0.0705  0.546 
  (0.245)  (0.165)  (0.416) 
Constant 1.972*** 1.918** 2.360*** 2.121*** 3.487*** 1.514 
 (0.235) (0.794) (0.158) (0.582) (0.218) (1.522) 
R2 0.204 0.204 0.346 0.348 0.284 0.298 
adj-R2 0.128 0.111 0.290 0.279 0.242 0.249 
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Table 4-B  
Reports of testing results on hypothesis 1 and 2 by using the STATE dummy and by 
transforming the dependent variable 
Explicitly, the dependent variable is the square root of absolute value of estimated 
foreign exchange exposure. STATE is a dummy variable, which takes the value of one 
if a firm belongs to category of SOEs and zero otherwise. DIV is dividend payout ratio; 
QR is quick ratio; BM is book-to-market ratio; DE is long-term debt ratio and 
LOGSIZE is firm’s market capitalization. The empirical results are described below. 
All the independent are scaled as the average over the estimation period of foreign 
exchange exposure. Standard errors are in parentheses. ***, **, and * indicate 
significance at the 1%, 5% and 10% level respectively. 
 
 
 
 2000-2004 2006-2015 2011-2015 
STATE 0.0347 0.0324 -0.0746* -0.0769* -0.131* -0.138** 
 (0.0454) (0.0496) (0.0382) (0.0397) (0.0670) (0.0671) 
DIV -0.711* -0.737* -1.058*** -1.099*** -0.0891 -0.135** 
 (0.368) (0.426) (0.282) (0.332) (0.0550) (0.0676) 
QR 0.0215 0.0210 -0.0474* -0.0481* 0.0245* 0.0228 
 (0.0297) (0.0302) (0.0276) (0.0280) (0.0144) (0.0145) 
BM -0.218** -0.218** 0.00715 0.00534 -0.173*** -0.176*** 
 (0.0830) (0.0838) (0.0233) (0.0247) (0.0346) (0.0346) 
DE 0.630* 0.623* -0.344* -0.343* 0.714** 0.729** 
 (0.325) (0.334) (0.203) (0.205) (0.310) (0.310) 
LOGSIZE  0.0114  0.0137  0.127 
  (0.0935)  (0.0576)  (0.109) 
Constant 1.402*** 1.367*** 1.534*** 1.488*** 1.857*** 1.399*** 
 (0.0897) (0.303) (0.0552) (0.203) (0.0571) (0.399) 
R2 
adj-R2 
0.215 
0.139 
0.215 
0.123 
0.363 
0.308 
0.363 
0.296 
0.312 
0.273 
0.323 
0.275 
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Table 5 
Reports of the regression results for each individual firm based on equation (4) 
Panel A: 2000Jan-2004Dec 
Code β1 β2 β1 + β2 p(β1) p(β2) SOE 
000570 -3.962  7.554  3.592  0.003  0.009  0 
000040 -3.708  9.072  5.364  0.007  0.003  0 
000555 -4.203  8.302  4.099  0.011  0.020  0 
600889 2.307  -5.366  -3.058  0.014  0.009  1 
000955 2.559  -4.301  -1.741  0.014  0.056  0 
000700 2.491  -4.651  -2.160  0.015  0.035  0 
000702 5.896  -8.678  -2.782  0.015  0.096  1 
000537 -3.385  11.295  7.910  0.019  0.001  0 
600177 2.234  -4.967  -2.733  0.019  0.017  0 
000025 -4.131  6.966  2.836  0.022  0.075  1 
000789 3.162  -5.692  -2.530  0.024  0.061  1 
000666 2.059  -6.107  -4.048  0.034  0.005  0 
600624 2.720  -5.322  -2.602  0.035  0.057  0 
000498 2.650  -5.520  -2.869  0.037  0.047  1 
600613 4.277  -7.201  -2.923  0.040  0.099  0 
600103 3.010  -7.111  -4.102  0.043  0.029  0 
000921 1.769  -3.679  -1.910  0.045  0.064  0 
000936 2.473  -5.533  -3.061  0.046  0.041  0 
000623 2.157  -7.031  -4.874  0.050  0.004  0 
600887 2.296  -4.403  -2.107  0.052  0.086  0 
000502 -3.394  8.801  5.407  0.054  0.023  0 
000048 -4.133  10.763  6.630  0.058  0.025  0 
000661 2.412  -5.905  -3.493  0.061  0.036  0 
000920 4.210  -10.350  -6.143  0.063  0.037  1 
000928 1.457  -4.790  -3.332  0.067  0.007  1 
000698 2.183  -6.743  -4.560  0.070  0.012  0 
600220 1.662  -3.926  -2.264  0.072  0.052  0 
600884 1.628  -3.895  -2.268  0.076  0.053  0 
600738 -3.030  9.123  6.093  0.080  0.017  0 
600182 3.183  -6.913  -3.731  0.083  0.083  0 
600832 -1.977  6.522  4.545  0.094  0.013  1 
600076 -2.771  10.150  7.380  0.095  0.006  0 
600189 1.452  -5.544  -4.092  0.096  0.004  1 
000677 1.639  -4.029  -2.391  0.096  0.062  0 
000533 2.016  -8.526  -6.510  0.097  0.002  0 
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Table 5 
Reports of the regression results for each individual firm based on equation (4) (continued) 
Panel B: 2006Jan-2015Dec 
Code β1 β2 β1 + β2 p(β1) p(β2) SOE Code β1 β2 β1 + β2 p(β1) p(β2) SOE Code β1 β2 β1 + β2 p(β1) p(β2) SOE 
000961 -7.461  9.765  2.303  0.000  0.000  0 600099 -4.390  7.158  2.768  0.019  0.013  1 000715 -3.260  5.012  1.752  0.056  0.057  0 
600220 -10.010  11.273  1.262  0.000  0.005  0 000687 -5.479  7.057  1.578  0.020  0.050  0 000045 -3.538  5.426  1.888  0.056  0.054  1 
600683 -6.783  8.798  2.016  0.000  0.001  0 000155 -3.968  5.628  1.660  0.021  0.029  1 600293 -5.821  8.522  2.700  0.056  0.068  0 
000671 -6.860  8.702  1.842  0.001  0.006  0 600084 -5.035  6.726  1.691  0.021  0.040  1 000506 -8.207  12.157  3.951  0.057  0.069  0 
000969 -5.579  6.311  0.732  0.002  0.019  1 600870 -5.983  8.891  2.908  0.022  0.023  0 600476 -3.803  5.550  1.748  0.058  0.070  0 
000918 -7.821  8.533  0.713  0.002  0.039  0 600187 -33.900  40.590  6.688  0.022  0.088  1 600059 2.984  -4.688  -1.704  0.060  0.054  1 
600575 -5.314  6.607  1.293  0.003  0.014  1 000678 -3.415  4.395  0.981  0.023  0.055  0 600156 -3.743  6.065  2.322  0.062  0.048  1 
600094 -12.600  18.069  5.466  0.003  0.008  0 600255 -3.635  6.407  2.772  0.023  0.009  0 600805 -2.812  4.593  1.781  0.063  0.048  0 
000959 -3.727  6.359  2.633  0.003  0.001  1 000795 -4.462  5.298  0.835  0.023  0.081  0 002035 -3.244  4.424  1.180  0.064  0.099  0 
000965 -4.359  4.872  0.514  0.003  0.031  1 600724 -3.495  4.649  1.154  0.024  0.050  1 600790 -2.871  4.143  1.272  0.064  0.081  0 
000656 -7.486  9.792  2.306  0.004  0.009  0 600827 -3.111  3.737  0.626  0.025  0.076  0 600184 -3.639  6.137  2.498  0.065  0.043  0 
600882 -4.746  5.307  0.562  0.004  0.033  0 000816 -3.919  5.963  2.044  0.026  0.027  0 000950 -3.209  5.357  2.148  0.066  0.045  1 
600381 -7.266  8.775  1.508  0.004  0.018  0 600833 -3.371  5.141  1.770  0.026  0.027  0 000925 -5.018  9.258  4.240  0.067  0.036  0 
000078 -4.791  5.674  0.883  0.004  0.026  0 000903 -3.163  4.704  1.541  0.027  0.032  1 600455 -3.612  5.534  1.922  0.067  0.082  0 
000611 -5.425  6.998  1.573  0.004  0.017  0 600241 -3.774  5.213  1.439  0.028  0.049  1 600138 2.430  -4.066  -1.636  0.069  0.048  0 
600180 -7.907  10.358  2.451  0.007  0.022  0 000860 2.795  -3.634  -0.839  0.028  0.062  1 600963 2.941  -4.151  -1.209  0.070  0.094  0 
000923 -5.150  8.217  3.067  0.007  0.005  0 600521 3.702  -6.287  -2.585  0.032  0.018  0 000780 -2.253  3.633  1.380  0.072  0.058  1 
600582 -4.680  7.228  2.548  0.008  0.008  1 600141 3.801  -5.679  -1.878  0.032  0.038  0 600418 -2.905  4.486  1.580  0.072  0.071  0 
600395 -4.915  6.099  1.184  0.009  0.034  1 600556 -9.449  15.070  5.621  0.035  0.027  0 600467 2.737  -4.433  -1.696  0.074  0.059  0 
000533 -4.794  5.592  0.798  0.009  0.048  0 600593 -3.271  5.714  2.444  0.036  0.018  0 600657 -3.726  5.398  1.673  0.075  0.090  0 
600546 -4.294  6.491  2.197  0.010  0.011  1 600316 -4.952  6.579  1.627  0.039  0.075  1 600760 -3.453  6.550  3.097  0.079  0.032  0 
000546 -6.460  7.190  0.730  0.011  0.062  0 000859 -3.479  5.415  1.935  0.040  0.037  1 600579 -3.185  5.279  2.094  0.083  0.065  1 
600776 -5.055  5.839  0.784  0.013  0.059  1 600177 -2.675  4.271  1.595  0.040  0.032  0 600149 -4.144  6.698  2.554  0.085  0.069  0 
000615 -4.148  5.371  1.223  0.014  0.039  0 002034 -3.799  5.004  1.205  0.040  0.078  0 000065 -3.522  8.449  4.927  0.086  0.008  1 
000985 -3.577  5.756  2.179  0.015  0.011  1 600178 -3.452  5.855  2.404  0.043  0.027  1 600190 -2.475  3.981  1.506  0.089  0.075  0 
600222 -3.405  4.549  1.144  0.016  0.035  1 600028 2.235  -3.382  -1.147  0.047  0.050  1 000536 -5.577  8.809  3.232  0.091  0.098  0 
000607 -5.088  5.190  0.102  0.016  0.093  0 000421 -2.945  4.145  1.199  0.048  0.063  0 600872 -3.442  6.394  2.952  0.092  0.042  0 
600562 -5.428  7.369  1.940  0.018  0.035  0 000679 -2.932  3.868  0.936  0.049  0.091  0 600507 -2.782  5.217  2.435  0.096  0.042  0 
000631 -115.30  137.900  22.590  0.018  0.062  0 600415 -3.690  5.886  2.196  0.050  0.044  1 000582 -3.000  5.611  2.611  0.096  0.044  1 
600883 -4.426  7.104  2.677  0.018  0.014  0 600166 -2.764  4.766  2.003  0.054  0.030  0 000514 -3.325  5.068  1.743  0.097  0.099  1 
600538 -4.474  6.319  1.845  0.019  0.030  0 600375 -3.444  4.957  1.512  0.054  0.070  0        
600856 -4.975  7.830  2.856  0.019  0.015  0 000856 -3.459  6.336  2.876  0.054  0.022  1        
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Table 5 
Reports of the regression results for each individual firm based on equation (4) (continued) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Panel C: 2011Jan-2015Dec 
Code β1 β2 β1 + β2 p(β1) p(β2) SOE Code β1 β2 β1 + β2 p(β1) p(β2) SOE 
002143 -18.810  21.565  2.753  0.000  0.002  0 600159 -4.220  4.861  0.641  0.031  0.092  1 
002180 -18.070  15.598  -2.474  0.002  0.062  0 600066 3.603  -4.786  -1.183  0.033  0.056  0 
600246 -7.278  9.981  2.703  0.002  0.004  0 002520 -8.702  12.100  3.397  0.039  0.045  0 
000061 -6.495  5.947  -0.549  0.003  0.059  0 000400 5.312  -9.713  -4.401  0.039  0.013  0 
600819 -8.158  7.416  -0.741  0.004  0.065  0 600535 3.451  -5.678  -2.228  0.043  0.026  0 
000985 -5.766  6.261  0.495  0.005  0.036  1 600884 4.803  -7.761  -2.958  0.045  0.030  0 
600155 -13.340  16.657  3.321  0.005  0.017  0 000046 -5.303  8.674  3.372  0.046  0.029  0 
002377 -7.615  9.673  2.058  0.005  0.017  0 601118 5.589  -8.348  -2.759  0.046  0.046  1 
002295 -8.269  10.323  2.054  0.007  0.022  0 002217 -5.117  6.821  1.704  0.047  0.076  0 
000155 -7.070  6.824  -0.246  0.010  0.088  1 600141 3.668  -4.889  -1.221  0.048  0.077  0 
000923 -7.735  9.947  2.213  0.011  0.027  0 002092 -5.271  6.874  1.603  0.052  0.075  0 
600818 -7.177  8.856  1.679  0.011  0.033  0 600620 5.769  -7.752  -1.984  0.054  0.082  0 
000607 -15.300  14.219  -1.082  0.012  0.067  0 600976 4.575  -7.084  -2.509  0.055  0.046  0 
600358 -8.019  7.973  -0.046  0.012  0.087  0 600859 3.341  -7.196  -3.856  0.057  0.007  1 
000687 -10.480  12.631  2.151  0.012  0.045  0 000835 -5.045  8.544  3.499  0.058  0.039  0 
601888 5.429  -8.600  -3.171  0.012  0.007  1 600255 -4.621  6.646  2.025  0.059  0.067  0 
000611 -9.734  11.069  1.334  0.013  0.066  0 002396 5.789  -7.656  -1.867  0.060  0.100  0 
600833 -5.744  5.897  0.154  0.013  0.083  0 601808 3.571  -5.297  -1.727  0.062  0.062  1 
600371 -7.841  9.198  1.357  0.014  0.051  0 002415 4.465  -8.445  -3.980  0.063  0.019  0 
600422 5.642  -9.868  -4.227  0.015  0.005  0 000559 7.552  -13.410  -5.860  0.066  0.029  0 
000731 4.772  -5.641  -0.869  0.016  0.052  0 600521 4.871  -8.464  -3.593  0.069  0.034  0 
002053 -6.210  6.664  0.454  0.016  0.079  0 002519 6.561  -9.766  -3.205  0.069  0.067  0 
002347 -6.403  8.338  1.936  0.017  0.036  0 002186 2.699  -4.872  -2.173  0.072  0.030  0 
000955 -5.583  7.102  1.520  0.017  0.040  0 601001 -3.077  4.414  1.338  0.073  0.084  1 
000895 4.518  -6.911  -2.393  0.019  0.016  1 002211 -6.465  8.841  2.375  0.074  0.100  0 
002144 5.453  -8.431  -2.979  0.019  0.015  0 600390 6.939  -11.960  -5.021  0.076  0.041  1 
002228 -4.936  5.281  0.344  0.020  0.092  0 600771 5.861  -8.713  -2.851  0.081  0.081  0 
600576 -10.900  12.098  1.201  0.021  0.084  0 600059 3.598  -7.252  -3.654  0.086  0.021  1 
002504 -5.303  7.505  2.201  0.023  0.030  0 000028 3.910  -8.253  -4.343  0.086  0.017  1 
002091 6.533  -9.168  -2.634  0.025  0.036  0 000521 3.066  -4.480  -1.414  0.088  0.093  0 
600889 -5.152  5.845  0.693  0.026  0.086  1 002223 6.177  -9.715  -3.538  0.091  0.055  0 
600587 7.736  -11.910  -4.172  0.026  0.013  1 000027 -2.558  3.711  1.154  0.091  0.099  1 
601000 -6.550  8.546  1.995  0.026  0.051  1 000717 -4.439  6.738  2.299  0.091  0.085  1 
600108 4.075  -5.117  -1.042  0.027  0.061  0 000600 -3.151  5.011  1.860  0.094  0.075  1 
002088 -5.679  5.971  0.292  0.030  0.098  0 600716 5.521  -9.568  -4.047  0.095  0.053  1 
000090 -4.906  7.065  2.159  0.031  0.037  1 000916 3.041  -5.094  -2.053  0.097  0.063  0 
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Table 6  
Reports of testing results on hypothesis 3 and 4 
The null hypothesis is 𝐻0: 𝜇 |𝛽1| − 𝜇|𝛽1+𝛽2| ≥ 0 and the alternative hypothesis is 𝐻𝐴: 𝜇 |𝛽1| − 𝜇|𝛽1+𝛽2| < 0. 
 
 |𝛽1| |𝛽1 + 𝛽2|         
 Mean(1) Std. Dev Mean(2) Std. Dev Mean(1)-Mean(2) T-stat Obs Reject𝐻0 
Panel A: 2000Jan-2004Dec        
non-SOEs 2.74 0.82 4.00 1.80 -1.25 -3.24 26 Yes 
SOEs 3.03 1.48 3.57 1.17 -0.55 -0.87 9 Not able to infer 
Panel B: 2006Jan-2015Dec        
non-SOEs 6.57 14.31 2.32 2.84 4.25 2.27 61 No 
SOEs 4.71 5.31 2.00 1.18 2.71 2.86 33 No 
Panel C: 2011Jan-2015Dec        
non-SOEs 6.79 3.37 2.14 1.2 4.65 9.39 52 No 
SOEs 4.85 1.47 2.40 1.43 2.45 5.34 20 Not able to infer 
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Table 7  
Results of normality tests 
Most cases are normal in the first and the third time period. The third is normal in the second period. But asymptotically all are normal.  
 
 2000.Jan-2004.Dec 2006.Jan-2015.Dec 2011.Jan-2015.Dec  
𝛽𝑡 𝑋𝑡 𝛽𝑚𝑡 𝛽𝑡 𝑋𝑡 𝛽𝑚𝑡 𝛽𝑡 𝑋𝑡 𝛽𝑚𝑡 
Skewness and 
kurtosis test 
461/856 YES YES 391/1280 YES YES 890/1837 YES YES 
Shapiro–Wilk 
test 
502/856 YES YES 399/1280 YES YES 918/1837 YES YES 
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Table 8-A  
Reports of testing results on hypothesis 1 and 2 by using SOE share ratios  
Explicitly, the dependent variable is the absolute value of estimated foreign exchange 
exposure. SOESHARE is that ratio of firm’s stock share controlled by government. 
DIV is dividend payout ratio; QR is quick ratio; BM is book-to-market ratio; DE is 
long-term debt ratio and LOGSIZE is firm’s market capitalization. The empirical 
results are described below. All the independent are scaled as the average over the 
estimation period of foreign exchange exposure. Standard errors are in parentheses. 
***, **, and * indicate significance at the 1%, 5% and 10% level respectively. 
 2000-2004  2006-2015  2011-2015  
SOESHARE 0.0382 0.00839 -0.398* -0.451* -1.139** -1.148** 
 (0.257) (0.277) (0.234) (0.252) (0.505) (0.504) 
DIV -1.748* -1.911* -2.998*** -3.282*** -0.268 -0.446* 
 (0.972) (1.114) (0.803) (0.943) (0.211) (0.259) 
QR 0.0626 0.0598 -0.152* -0.160* 0.105* 0.0991* 
 (0.0782) (0.0795) (0.0818) (0.0833) (0.0549) (0.0550) 
BM -0.544** -0.544** 0.0238 0.0105 -0.579*** -0.588*** 
 (0.219) (0.221) (0.0675) (0.0716) (0.130) (0.130) 
DE 1.555* 1.506* -1.014* -1.009* 2.410** 2.444** 
 (0.855) (0.877) (0.587) (0.591) (1.160) (1.158) 
LOGSIZE  0.0746  0.101  0.483 
  (0.243)  (0.173)  (0.413) 
Constant 1.991*** 1.764** 2.410*** 2.078*** 3.537*** 1.782 
 (0.245) (0.779) (0.171) (0.592) (0.221) (1.514) 
R2 0.196 0.198 0.336 0.340 0.294 0.305 
adj-R2 0.119 0.103 0.279 0.271 0.253 0.257 
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Table 8-B  
Reports of testing results on hypothesis 1 and 2 by using SOE share ratios and by 
transforming the dependent variable 
Explicitly, the dependent variable is the square root of absolute value of estimated 
foreign exchange exposure. SOESHARE is that ratio of firm’s stock share controlled 
by government. DIV is dividend payout ratio; QR is quick ratio; BM is book-to-market 
ratio; DE is long-term debt ratio and LOGSIZE is firm’s market capitalization. The 
empirical results are described below. All the independent are scaled as the average 
over the estimation period of foreign exchange exposure. Standard errors are in 
parentheses. ***, **, and * indicate significance at the 1%, 5% and 10% level 
respectively. 
 2000-2004  2006-2015  2011-2015  
SOESHARE 0.0216 0.00881 -0.143* -0.155* -0.307** -0.309** 
 (0.0983) (0.106) (0.0815) (0.0878) (0.132) (0.132) 
DIV -0.699* -0.769* -1.102*** -1.171*** -0.0791 -0.120* 
 (0.371) (0.425) (0.279) (0.328) (0.0552) (0.0680) 
QR 0.0223 0.0211 -0.0530* -0.0549* 0.0232 0.0218 
 (0.0299) (0.0303) (0.0284) (0.0290) (0.0144) (0.0144) 
BM -0.217** -0.217** 0.00682 0.00359 -0.172*** -0.174*** 
 (0.0836) (0.0844) (0.0235) (0.0249) (0.0341) (0.0342) 
DE 0.625* 0.604* -0.352* -0.351* 0.694** 0.702** 
 (0.326) (0.335) (0.204) (0.206) (0.303) (0.303) 
LOGSIZE  0.0319  0.0245  0.110 
  (0.0927)  (0.0602)  (0.108) 
Constant 1.408*** 1.311*** 1.552*** 1.472*** 1.871*** 1.471*** 
 (0.0935) (0.298) (0.0595) (0.206) (0.0577) (0.397) 
R2 0.207 0.209 0.355 0.357 0.324 0.332 
adj-R2 0.131 0.116 0.299 0.289 0.285 0.285 
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Table 9  
Industry dummy assignments 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Industrial Sector Symbol of dummy variable 
Agriculture d1 
Mining d2 
Manufacturing d3 
Electricity d4 
Construction d5 
Wholesale & retail d6 
Transportation d7 
Hotel and catering d8 
Information technology d9 
Finance d10 
Real estate d11 
Leasing & commerce d12 
Scientific research d13 
Environment & public facilities d14 
Education d15 
Health & social work d16 
Culture & entertainment d17 
Miscellaneous d18 
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Table 10-A Industry dummy effects 2000-2004 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
STATE 0.0780 0.0689 0.0448 0.0667 0.0927 0.0885 0.0725 0.0752 0.0824 0.0414 
 (0.131) (0.130) (0.129) (0.134) (0.132) (0.132) (0.129) (0.130) (0.131) (0.135) 
DIV -1.773 -1.972* -2.103* -2.080* -1.872 -1.847 -1.854 -1.967* -1.804 -2.083* 
 (1.124) (1.120) (1.101) (1.215) (1.127) (1.126) (1.107) (1.127) (1.132) (1.139) 
QR 0.0533 0.0449 0.0606 0.0653 0.0650 0.0640 -0.0124 0.0598 0.0577 0.0489 
 (0.0802) (0.0800) (0.0774) (0.0804) (0.0803) (0.0806) (0.0955) (0.0793) (0.0807) (0.0796) 
BM -0.578** -0.506** -0.504** -0.548** -0.568** -0.558** -0.577** -0.563** -0.547** -0.577** 
 (0.225) (0.222) (0.216) (0.221) (0.224) (0.223) (0.219) (0.220) (0.222) (0.221) 
DE 1.527* 1.395 0.786 1.639* 1.579* 1.594* 1.692* 1.812* 1.566* 1.485* 
 (0.881) (0.884) (0.954) (0.893) (0.882) (0.887) (0.874) (0.918) (0.885) (0.876) 
LOGSIZE -0.00531 0.0873 0.0701 0.0706 0.0195 0.0241 0.0235 -0.00649 0.0191 0.106 
 (0.249) (0.252) (0.241) (0.265) (0.247) (0.248) (0.243) (0.247) (0.247) (0.258) 
d2 -0.320          
 (0.484)          
d3  -0.145         
  (0.128)         
d4   0.358*        
   (0.196)        
d6    0.169       
    (0.305)       
d7     -0.135      
     (0.249)      
d11      0.0741     
      (0.193)     
d12       0.454    
       (0.342)    
d14        -0.456   
        (0.491)   
d17         0.0415  
         (0.246)  
d18          -0.382 
          (0.355) 
Constant 2.035** 1.756** 1.747** 1.739** 1.926** 1.885** 1.986** 2.015** 1.910** 1.707** 
 (0.818) (0.805) (0.782) (0.863) (0.800) (0.805) (0.790) (0.802) (0.803) (0.817) 
R2 0.211 0.224 0.254 0.209 0.209 0.206 0.231 0.218 0.205 0.222 
adj-R2 0.101 0.115 0.149 0.098 0.098 0.095 0.124 0.108 0.093 0.113 
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Table 10-B Industry dummy effect 2006-2015 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
STATE -0.227* -0.236** -0.252** -0.220* -0.238** -0.226* -0.230** -0.233** -0.232* -0.232** 
 (0.117) (0.115) (0.112) (0.120) (0.113) (0.115) (0.114) (0.114) (0.120) (0.115) 
DIV -3.077*** -3.176*** -3.054*** -3.061*** -3.061*** -3.087*** -2.928*** -3.016*** -3.075*** -3.128*** 
 (0.964) (0.963) (0.930) (0.962) (0.943) (0.963) (0.966) (0.953) (0.961) (0.961) 
QR -0.140* -0.146* -0.134* -0.139* -0.141* -0.142* -0.135 -0.248* -0.144* -0.143* 
 (0.0816) (0.0807) (0.0785) (0.0816) (0.0796) (0.0810) (0.0807) (0.130) (0.0834) (0.0808) 
BM 0.0162 0.00652 0.0108 0.0136 0.0650 0.0161 0.00924 -0.00487 0.0153 0.0138 
 (0.0719) (0.0719) (0.0693) (0.0726) (0.0783) (0.0716) (0.0713) (0.0735) (0.0715) (0.0713) 
DE -0.978 -0.944 -0.553 -0.909 -1.279** -1.010* -0.943 -1.035* -0.969 -1.001* 
 (0.598) (0.591) (0.616) (0.773) (0.617) (0.602) (0.590) (0.589) (0.600) (0.591) 
LOGSIZE 0.0716 0.0847 0.0478 0.0709 0.0575 0.0703 0.0665 0.0898 0.0682 0.0740 
 (0.167) (0.167) (0.162) (0.167) (0.164) (0.167) (0.166) (0.166) (0.167) (0.166) 
d1 0.0256          
 (0.305)          
d2  -0.176         
  (0.213)         
d3   0.210*        
   (0.109)        
d4    -0.0312       
    (0.202)       
d5     -0.382      
     (0.267)      
d6      -0.0577     
      (0.244)     
d7       -0.162    
       (0.176)    
d10        0.698   
        (0.665)   
d11         -0.0283  
         (0.163)  
d17          -0.265 
          (0.411) 
Constant 2.115*** 2.103*** 2.094*** 2.115*** 2.154*** 2.129*** 2.143*** 2.170*** 2.140*** 2.125*** 
 (0.591) (0.584) (0.569) (0.589) (0.577) (0.588) (0.583) (0.583) (0.597) (0.585) 
R2 0.348 0.356 0.389 0.348 0.371 0.349 0.358 0.360 0.348 0.353 
adj-R2 0.267 0.275 0.312 0.267 0.292 0.267 0.277 0.281 0.267 0.272 
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Table 10-C Industry dummy effect 2011-2015 
 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) 
STATE -0.469* -0.522* -0.550** -0.519** -0.631** -0.513* -0.499* -0.524** -0.511* -0.518** -0.498* 
 (0.259) (0.270) (0.255) (0.257) (0.257) (0.262) (0.252) (0.250) (0.258) (0.258) (0.253) 
DIV -0.504* -0.500* -0.490* -0.505* -0.414 -0.501* -0.444* -0.501** -0.491* -0.490* -0.479* 
 (0.257) (0.259) (0.256) (0.259) (0.257) (0.259) (0.255) (0.251) (0.259) (0.262) (0.255) 
QR 0.111** 0.103* 0.1000* 0.103* 0.0893 0.103* 0.0589 0.102* 0.105* 0.104* 0.107* 
 (0.0554) (0.0561) (0.0550) (0.0554) (0.0547) (0.0556) (0.0590) (0.0540) (0.0556) (0.0558) (0.0547) 
BM -0.564*** -0.596*** -0.592*** -0.619*** -0.547*** -0.598*** -0.595*** -0.595*** -0.602*** -0.589*** -0.588*** 
 (0.134) (0.133) (0.131) (0.139) (0.132) (0.133) (0.130) (0.128) (0.133) (0.135) (0.131) 
DE 2.516** 2.553** 2.856** 2.696** 2.070* 2.614** 2.569** 2.553** 2.455** 2.499** 2.636** 
 (1.176) (1.201) (1.196) (1.209) (1.184) (1.214) (1.161) (1.150) (1.198) (1.208) (1.168) 
LOGSIZE 0.541 0.545 0.539 0.559 0.323 0.545 0.445 0.549 0.520 0.519 0.505 
 (0.415) (0.419) (0.415) (0.419) (0.424) (0.419) (0.413) (0.402) (0.421) (0.433) (0.413) 
d2 0.605           
 (0.489)           
d3  -0.00474          
  (0.235)          
d4   -0.644         
   (0.487)         
d5    0.442        
    (0.782)        
d6     -0.651**       
     (0.326)       
d7      -0.123      
      (0.559)      
d9       1.541*     
       (0.806)     
d10        -0.466    
        (0.636)    
d11         0.200   
         (0.364)   
d12          0.138  
          (0.560)  
d17           1.742* 
           (1.033) 
Constant 1.438 1.516 1.554 1.466 2.460 1.515 1.902 1.502 1.593 1.599 1.615 
 (1.518) (1.536) (1.515) (1.530) (1.569) (1.530) (1.512) (1.467) (1.535) (1.569) (1.507) 
R2 0.310 0.298 0.312 0.300 0.329 0.298 0.326 0.301 0.300 0.298 0.320 
adj-R2 0.253 0.240 0.255 0.243 0.274 0.240 0.271 0.247 0.242 0.240 0.264 
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Table 11-A 
Reports of number of firms encountering significant exposure rate exposure based on 
equations (1), (32), (33) and (34) by using the data sample from 2000-2015 (coefficient 
chosen by p-value equal to 5%) 
 𝛽 𝜃 𝜂 𝜆 
Equation (1) 33/746    
Equation (32) 32/746 20/746   
Equation (33) 12/746 25/746 27/746  
Equation (34) 7/746 28/746 28/746 48/746 
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Table 11-B 
Reports of number of firms encountering significant exposure rate exposure based on 
equations (1), (32), (33) and (34) by using the data sample from 2000-2015 (coefficient 
chosen by p-value equal to 10%) 
 𝛽 𝜃 𝜂 𝜆 
Equation (1) 67/746    
Equation (32) 70/746 77/746   
Equation (33) 26/746 78/746 53/746  
Equation (34) 25/746 80/746 54/746 85/746 
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Table 12 
Reports of the determinates of the estimated exposure by using the data sample from 
2000-2015 
Explicitly, the dependent variable in column (1) is the absolute value of estimated 
foreign exchange exposure, and in column is the square of the absolute value of 
estimated foreign exchange exposure. STATE is a dummy variable, which takes the 
value of one if a firm belongs to category of SOEs and zero otherwise. DIV is dividend 
payout ratio; QR is quick ratio; BM is book-to-market ratio; DE is long-term debt ratio 
and LOGSIZE is firm’s market capitalization. The empirical results are described 
below. All the independent are scaled as the average over the estimation period of 
foreign exchange exposure. Standard errors are in parentheses. ***, **, and * indicate 
significance at the 1%, 5% and 10% level respectively. 
 (1) (2) 
STATE 0.0972 0.0442 
 (0.0726) (0.0312) 
DIV -1.383*** -0.617*** 
 (0.472) (0.202) 
QR 0.0270 0.0116 
 (0.0414) (0.0178) 
BM -0.0435 -0.0181 
 (0.0861) (0.0369) 
DE -0.0915 -0.0140 
 (0.486) (0.209) 
LOGSIZE 0.108* 0.0445* 
 (0.0584) (0.0251) 
Constant 0.678** 0.874*** 
 (0.297) (0.127) 
R2 0.174 0.181 
adj-R2 0.0957 0.103 
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Table 13-A 
Reports of appreciation and depreciation exchange rate exposure by using the data 
from 2000-2015 
Code 𝛽1 𝛽2 𝛽1+𝛽2 𝑝(𝛽1) 𝑝(𝛽2) 
600683 -3.519 5.373 1.854 0.002 0.006 
000671 -3.708 5.724 2.017 0.004 0.008 
000040 -2.150 4.653 2.503 0.048 0.012 
600856 -2.526 5.301 2.774 0.047 0.013 
000416 -2.356 5.103 2.747 0.069 0.019 
000678 -2.901 3.880 0.979 0.005 0.023 
600760 -2.311 4.777 2.466 0.063 0.024 
000816 -2.289 4.016 1.727 0.035 0.028 
000923 -2.696 4.655 1.959 0.033 0.028 
000856 -1.903 4.110 2.207 0.094 0.032 
600141 2.430 -3.948 -1.518 0.028 0.034 
000611 -3.022 4.240 1.218 0.011 0.036 
600189 1.555 -3.249 -1.694 0.099 0.041 
600178 -2.008 3.541 1.533 0.057 0.048 
000582 -2.247 3.753 1.506 0.049 0.051 
600156 -2.281 4.144 1.862 0.072 0.051 
000570 -2.821 3.743 0.923 0.014 0.052 
600805 -1.700 3.288 1.588 0.092 0.053 
600059 1.696 -3.320 -1.623 0.099 0.055 
000903 -1.812 2.992 1.180 0.052 0.056 
600883 -2.270 3.849 1.579 0.059 0.056 
000679 -1.976 3.035 1.059 0.046 0.069 
600084 -2.658 4.002 1.344 0.046 0.070 
600138 2.461 -3.152 -0.691 0.019 0.074 
000950 -2.187 3.790 1.603 0.084 0.074 
600777 -1.729 3.033 1.303 0.087 0.076 
000036 -3.081 3.210 0.129 0.005 0.078 
600220 -4.480 4.700 0.220 0.005 0.080 
000876 2.294 -3.382 -1.088 0.048 0.083 
600221 -1.663 2.837 1.174 0.088 0.084 
000421 -1.769 2.698 0.929 0.062 0.085 
000656 -3.134 4.329 1.195 0.046 0.094 
600166 -1.619 2.764 1.145 0.100 0.095 
600180 -3.360 4.936 1.576 0.054 0.096 
600768 -2.276 2.982 0.706 0.034 0.096 
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Table 13-B 
Report of t test on the equality of the appreciation and depreciation exposure coefficients by using the data sample from 2000-2015 
The null hypothesis is 𝐻0: 𝜇 |𝛽1| − 𝜇|𝛽1+𝛽2| ≥ 0  and the alternative hypothesis is 𝐻𝐴: 𝜇 |𝛽1| − 𝜇|𝛽1+𝛽2| < 0. 
 
 
 
 
 
|𝛽1| |𝛽1 + 𝛽2|     
Mean(1) Std. Dev Mean(2) Std. Dev Mean(1)-Mean(2) T-stat Obs Reject 𝐻0 
2.43 0.66 1.47 0.62 0.96 6.18 35 No 
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Figure 1  
Standard deviation of exchange rate movements for different currencies 
This figure displays the standard deviation of exchange movements in different 
currencies for the period 2006-2015. The data in this figure comes from Bank of 
International settlement. 
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