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The current application of multi-agent systems in 18 real-time environments is an area of increasing interest. 19 In general, the multi-agent system represents an appropri-20 ate approach for solving inherently distributed problems, 21 whereby clearly different and independent processes can 22 be distinguished. Examples of problems with these charac-23 teristics are mobile robot teams, in which several mobile 24 robots develop a common task, or the problems of control 25 and management of intelligent buildings. In these systems a 26 set of sensors and effectors are distributed throughout the 27 environment, and the agents must be coordinated to meet 28 an acceptable level of safety and efficient use of resources. 29 Moreover, some temporal restrictions must be taken into 30 account. It is important to emphasize that these problems 31 can also be typical examples of real-time systems, which 32 might make multi-agent systems applicable in environ-33 ments of this kind. 34
There are few studies related to real-time agent develop-35 ment and real-time multi-agent systems (Goldman, Mus-36 liner, & Krebsbach, 2001; Graham, 2001) . The SIMBA 37 real-time multi-agent platform is one of these (Carrascosa, 38 Rebollo, Soler, Julian, & Botti, 2003; Soler, Julian, Reb-39 ollo, Carrascosa, & Botti, 2002) . The main goal in SIMBA 40 is to provide an execution environment where it is possible 41 to merge hard real-time characteristics with intelligent 42 components. As such, the SIMBA approach can be placed 43 in the area of Real-Time Artificial Intelligence Systems 44 (RTAIS) and is a useful tool for solving complex problems 45 which require intelligence and real-time response times. 46 SIMBA allows flexible, adaptive, and intelligent real-time 47 behaviours showing that the multi-agent system paradigm 48 is especially appropriate for developing systems in real-time 49 environments. SIMBA incorporates real-time ARTIS 50 agents. This paper shows how such agents collaborate with 51 CBP-BDI deliberative agents (Bajo & Corchado, 2005; 52 Corchado & Laza, 2003; Glez-Bedia & Corchado, 2002) 53 in the framework proposed by SIMBA, in an efficient 54 way, to solve real-time problems. 55 One of the main problems that needs to be overcome is 56 the efficient integration of high-level, multi-agent planning 57 processes within this kind of architecture. These complex 58 deliberative processes, which allow the agent to adapt 59 and learn, are unbounded and it is difficult to integrate 60 them in hard real-time systems. Typically, in the multi- 118 the behaviour of each robot. A deliberative CBP-BDI 119 agent is responsible for generating the optimum plans for 120 the collection and delivery of mail, as well as assigning 121 plans to each ARTIS agent when it has the possibility of 122 working under real-time restrictions that are not consid-123 ered critical. 124 As part of the work proposed, it was necessary to define 125 the model for communicating among the system's agents, 126 taking into account that the problem is developed with a 127 real-time domain. In other words, responses need to be 128 given in real-time. The interaction between agents does 129 not interfere with the behaviour of the real-time agents 130 and can be adopted temporarily. For the purposes of the 131 study, the case is presented with the aid of AUML and 132 Gaia designs in order to facilitate comprehension and the 133 interrelationship between the agents that make up the 134 multi-agent system. 135 The article is structured as follows: Section 2 presents 136 the SIMBA multiagent architecture for developing real-137 time distributed systems; Section 3 presents the CBP-BDI 138 agents, placing special emphasis on their capacity for plan-139 ning; Section 4 presents the case to be studied; and, lastly, 140 the evaluation is presented and the results obtained are 141 analysed. 142 2. SIMBA: a multi-agent architecture for real-time 143 problems 144 SIMBA (Multi-agent system based on ARTIS) (Carras-145 cosa, Rebollo, Soler, et al., 2003; Soler et al., 2002) is an 146 agent platform that allows the development of real-time 147 multi agent systems (RTMAS). The architecture of this 148 platform is shown in Fig. 1 
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This point provides a short description of the ARTIS 175 Agent (AA) architecture for hard real-time environments 176 (a more detailed description can be found in Botti et al., 177 1999; . The 178 AA architecture could be labeled as a vertical-layered, 179 hybrid architecture with added extensions to work in a 180 hard, real-time environment. 181
One of the main features of the AA architecture is its 182 hard, real-time behaviour. It guarantees the execution of 183 the entire system specification by means of an off-line anal-184 ysis of the specification. This analysis is based on well-185 known predictability analysis techniques in the real-time 186 community and is defined in Garcia-Fornes, Terrasa, Botti, 187 and Crespo (1997) . The off-line analysis only ensures the 188 schedulability of real-time tasks. However, it does not force 189 task sequence execution. The AA decides the next task to 190 be executed at runtime, allowing it to adapt itself to 191 changes in the environment and to take advantage of the 192 tasks that use less time than their wcet. The AA reasoning 193 process can be divided into two stages. The first one is a 194 mandatory time-bound phase. It obtains an initial result 195 of satisfactory quality. After that, if there is time available 196 (also called slack time in the RTS literature), the AA can 197 use this time for the second reasoning stage. This is an 198 optional stage and does not guarantee a response. It usu-199 ally produces a higher quality result through intelligent, 200 utility-based, problem-solving methods. This split reason-201 ing process is described in detail in Botti et al. (1999) .
202
The architecture of an AA can be viewed from two 203 different perspectives: the user model (high-level model) 204 (Botti et al., 1999 ) and the system model (low-level model) 205 (Terrasa, Garcia-Fornes, & Botti, 2002 (Barber, Botti, 220 Onainda, & Crespo, 1994) . 221 • A set of behaviours that models the answer of the AA to 222 different situations. It could be said that a state (internal 223 along with a representation of the environment) defines 224 a situation (represented by the current beliefs and goals) 225 which activates a behaviour or allows it to go on being 226 active. This behaviour determines the agent's current 227 set of goals and restrictions, along with the knowledge 228 needed to control the situation. Each one of these 229 behaviours is formed by a set of in-agents. The main rea-230 son for splitting the whole problem-solving method into Russell's agent definition (Russell & Norvig, 2003 The ARTIS agents, presented in this section will work in 268 collaboration with a CBP-BDI agent, which generates 269 plans in execution time that help the ARTIS agents to deli-270 ver physical mail in an efficient way and to deal with unpre-271 dictable problems.
3. CBP-BDI agents

273
Deliberative agents can be constructed using different 274 conceptual paradigms (Bratman, 1987; Rao & Georgeff, 275 1995; Wooldridge & Jennings, 1995) . One of the most 276 widely used and best known of these is one that defines 277 the agents in terms of their Beliefs, Desires, and Intentions 278 (BDI) (Rao & Georgeff, 1995) . This definition of an agent 279 facilitates the construction of dynamic systems that are 280 capable of reasoning and generating imaginative solutions. 281 In order to do this, the agents must incorporate mecha-282 nisms that allow them to generate plans. In this case, it is 283 assumed that the agents respond in a rational way and in 284 real time, so they must incorporate mechanisms that allow 285 them to reason and generate results within a limited, prees-286 tablished time frame. (Bajo & Corchado, 2005; Corchado 287 & Laza, 2003; Glez-Bedia & Corchado, 2002) propose 288 the use of case-based reasoning systems as a planning 289 mechanism for deliberative agents. These agents are capa-290 ble of generating new plans from information on past expe-291 riences stored in the form of cases. In this article, we go one 292 step further and present the concept of a CPB-BDI agent. 293 The CPB-BDI agent acts as an ''intelligent'' system that 294 plans its mode of action by reusing information from the 295 most suitable past plans for solving a current problem 296 and adapting it to the current situation (thereby creating 297 the planning space). This section shows how variational 298 techniques can be used and how the minimum Jacobi field 299 helps the agent to obtain the most re-plannable alternative 300 route if a plan is interrupted. The planning is carried out 301 following the framework established by case-based reason-302 ing systems (Aamodt & Plaza, 1994) . As such, the resolu-303 tion of a new problem (in this case, the identification of a 304 new plan) is based on (i) the retrieval of solutions (in this 305 case, plans) used in the past or similar to the case problem; 306 (ii) the adaptation of these solutions to the current prob-307 lem; (iii) the revision of the solution proposed (optional 308 stage in many CBR systems); and finally, (iv) the inclusion 309 of new experiences in the case base (or plans in this 310 instance). The information is stored in the plan base. 311 In this study, the CBP-BDI agent has the objective of 312 identifying the most suitable route for a mail agent to fol-313 low in order to facilitate the delivery and collection of 314 information. The ARTIS mail agents request routes from 315 the CBP-BDI agent at the beginning of the mail delivery 316 and collection process and whenever an unexpected event 317 interrupts the initial plan. During the planning of the 318 routes, the CBP-BDI agents evaluate the current situation 319 and the packages to be delivered, taking into account that 320 the work should be carried out in as short a time as possi-321 ble. Both the ARTIS mail agents and the CBP-BDI agents 322 are integrated in the SIMBA multi-agent architecture. 323 Now we shall introduce the planning CBP-BDI model, 324 taking into consideration that the testing environment is 325 restricted. Let E = {e 0 , . . . , e n } be the set of the possible col-326 lection points and mail delivery. e j , j 2 {0, . . . , n} represents 327 the point of collection of the external mail provided by the 328 postman.
329 In each action a, the agent goes from the delivery point 330 to the mail collection point or vice versa
Agent plan is the name we give to a sequence of actions that 334 (from a current state e 0 ) defines the path of states through 335 which the agent passes in order to reach the other mail 336 delivery or collection point. Below we model the dynamic 337 relationship between the behaviour of the agent and the 338 changes in the environment. 339 We represent the behaviour of agent A by its function 340 action a A (t) "t, which is defined as a correspondence The objective is to introduce an architecture for a 381 planning agent that behaves -and selects its actions -by 382 considering the possibility that the changes in the environ-383 ment block the plans in progress. We call this agent MRP 384 (the most re-planning-able agent) because it continually 385 searches for the plan that can most easily be re-planned 386 in the event of interruption.
387
• Given an initial point e 0 , we use the term planning prob-388 lem to describe the search for a way of reaching a final 389 point e i e * 2 E that meets a series of requirements. 390 391
Let X be a discrete variable that can take values of a 392 numerable set that we represent as 
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447 unpredictably, any plan that is distal to the geodesic plan 448 means that a certain risk is accepted. 449 Given a problem, the agent must search for the plan that 450 determines a solution with a series of restrictions 451 F(O; R) = 0. In order to deal with these restrictions, we 452 are going to make a change in the coordinates: instead of 453 seeking plans of constant efficiency that are adjusted to 454 F(O; R) = 0, we construct the hyperplan that collects all 455 such information, and we calculate the straight line within 456 it (which is in general no-euclidean). 457
In the plan base, we search for those plans that are ini-458 tially compatible with the problem faced by the agent, with 459 the requirements imposed on the solution according to the 460 desires, and in the current state (Aamodt & Plaza, 1994) . If 461 we represent all the possible plans {p 1 , . . . , p n } within the 462 planning space, we can obtain a subset of states that the 463 agent has already attained in the past in order to resolve 464 similar problems.
465
• With the mesh of points obtained within the planning 466 space (which is generally irregular) and using interpola-467 tion techniques, we can obtain a working hyperplan h(x) 468 (that encapsulates the information on the set of restric-469 tions from restored experiences), from which we can cal-470 culate geodesic plans. 471 • From the values given {f(x i )} i=1,. . .,n , where X = 472 {x i } i=1,. . .,n are variables in the planning space, the the-473 ory of functions of radial base as combinations of B-474
Splines proposes an expression of h(x) in the following 475 way (Reuter, Tobor, Schlick, & Dedieu, 2003) :
The coefficients k i of the function h(x) are determined by 482 requiring h to satisfy the interpolation conditions
where functions /(x) are a complete base of orthogonal 486 functions. Duchon (1977) The system of equations (Eq. (1)) can be resolved either 493 directly or by the conjugated gradient method. The cost of 494 the solution will be at most O(k 3 ) (Beatson & Light, 1997) . 495 The software used to make these calculations is known as 496 JSpline+ (Spline library for Java), which uses a develop-497 ment based on radial functions (Duchon B-splines) 498 (Duchon, 1977) so that the information on the restriction 499 space h(x) can be reduced to tackle the coefficient vector 500 k i . The coefficients vector k i encapsulates all the informa-501 tion needed to manage the restriction associated with a 502 problem.
503
The variation calculation (Schutz, 1993) consists in a set 504 of mathematical techniques that allows us to know the geo-505 desic paths between one point in a non-euclidean space and 506 a set of points represented by a function that we call the 507 function of final states and which we denote as f s f. 508 In general, the simplest variation problem is given when 509 f s f is only one point in the space, f s f = e * , and the geodesic g 510 that links with e * is obtained (Fig. 2) . 511 In a problem where the set of end points is n > 1, varia-512 tion techniques with mobile frontiers are used. They offer a 513 set of geodesics between the starting point and each one 514 of the points of the final set. If f s f = {e 1 , . . . , e m }, we obtain 515 a geodesic set {g 1 , . . . , g m }.
516 Below, we apply variation calculation techniques for the 517 planning problem that has been set. 518 Given a problem that requires a plan that allows it to 519 pass from to e * 2 f s f conforming to restriction 520 F(O; R) = 0, we can construct the hyperplan of restrictions 521 h(x), with which we can apply variation calculation. Sup-522 pose for simplicity's sake that we have a planning space 523 of dimension 3 with coordinates {O, R 1 , R 2 }. 524 Between the point e 0 and the objective points f s f and 525 over the interpolation surface h(x), the Euler Theorem 526 (Glez-Bedia & Corchado, 2002; Jost & Li-Jost, 1998) guar-527 antees that we will obtain the expression of the geodesic 528 plans by resolving the following system of equations: 536 In order to obtain all the geodesic plans that, on the sur-537 face h(x) and beginning at e 0 , allow us to reach any of the 538 points e * 2 f s f, we must impose that the initial point is 539 e 0 = (O 0 , R 0 ) as a condition of the surrounding. 
Using variation techniques, we obtain expressions for all 541 the geodesic plans that, beginning at e 0 allow us to attain 542 the desired point. 543
Once plans that will create efficient solutions between 544 the current state and the set of solution states have been 545 obtained, we will be able to calculate the plan around it 546 (along its trajectory) by a denser distribution of geodesic 547 plans (in other words, a greater number of geodesic plans 548 in its environment). The tool that allows us to determine 549 this is called the minimum Jacobi field associated with the 550 solution set (Lee, 1997) . 551
Let g 0 : [0, 1] ! S be a geodesic over a surface S. Let 552 h : [0, 1]x[Àe, e] ! S be a variation of g 0 so that for each 553 t 2 (Àe, e), the set {h t (s)} t 2 (Àe,e) : 554 • h t (s) "t 2 (Àe, e) are geodesic in S, 555 • they begin at g 0 (0), in other words, they conform to 556 h t (0) = g 0 (0) "t 2 (Àe, e).
557 In these conditions, taking the variations to a differential 558 limit, we obtain
We use the term J g 0 ðsÞ to refer to the Jacobi Field of the 562 geodesic g 0 for the set {g n (x)} n2N . In the same way that the 563 definition has been constructed, we give a measurement for 564 the distribution of the other geodesics of {g n (x)} n2N around 565 g 0 throughout the trajectory. 566
Given a set of geodesics, some of them are always g * 567 which, in their environment, have a greater distribution 568 than other geodesics in a neighbouring environment. This 569 is equivalent to saying that it presents a variation in the dis-570 tribution of geodesics that is lower than the others and, 571 therefore, the Jacobi Field associated with {g n (x)} n2N 572 reaches its lowest value at J g Ã . 573
Let us return to the MRP agent problem that, following 574 the recuperation and variation calculation phase, contains 575 a set of geodesic plans {p 1 , . . . , p n }. If we select the p * that 576 has a minimum Jacobi Field value, we can guarantee that, 577 in the event of interruption, it will have around it a greater 578 number of geodesic plans to be able to continue. To select 579 this plan would mean selecting the solution that can most 580 easily revert to another if it is interrupted. 581
For our problem, the minimum Jacobi field is synony-582 mous with the capacity for replanning. This suggests the 583 following definition: given a problem with certain restric-584 tions F(O; R) = 0, we can call the geodesic plan p * with 585 minimum associated Jacobi field associated with the set 586 {g n (x)} n2N as the most re-plan-able solution. 587
The behaviour model G for the MRP agent is defined. 588 For each problem that it represents, the agent selects the 589 most replannable solution, which is defined as the geodesic 590 plan with minimum Jacobi field that expresses
593 With this result, we can characterise the agent's mode of 594 behaviour. If the plan p * is not interrupted, the agent will 595 reach a desired state e j e * 2 f s f, j 2 {1, . . . , m}. A weight-596 ing w f (p) is stored in the learning phase. With the updating 597 of weighting w f (p * ), the planning cycle of the CBP (Cased-598 Based Planning) engine is completed. Next, we see what 599 happens if p * is interrupted. 600 Let us suppose that the agent has initiated a plan p * , but 601 at a moment t > t 0 , the plan is interrupted due to a change 602 in the environment. 603 The geodesic planning (the section of plans with a con-604 stant slope in the planning space) meets the conditions of 605 the Bellman Principle of Optimality (Bellman, 1957) . In 606 other words, each one of the plan's parts is partially geode-607 sic between the selected points. 608 This guarantees that if g 0 is geodesic for interrupted e 0 in 609 t 1 , because e 0 changes to e 1 , and g 1 is geodesic to e 1 that is 610 begun in the state where g 0 has been interrupted, it follows 611 that:
614 In other words, we can construct our global plan in 615 ''pieces''. Every time the environment changes and inter-616 rupts the execution plan, a new geodesic plan is selected 617 and the overall plan will be geodesic. 618 The dynamic process follows the CBP cycle recurrently: 619 every time a plan is interrupted, it generates the surround-620 ings of the plans from the case base and adjusts them to the 621 new problem. It then calculates the geodesic plans and 622 selects the one which meets the minimum conditions of 623 the associated Jacobi field. The dynamic planning model 624 of the agent G(t) is characterised in this way (Fig. 3) . The 625 following properties of G(t) are particularly relevant in 626 the dynamic context: 627 1. Property 1: All the Jacobi fields are variations of geode-628 sics. 629 It can be demonstrated (Milnor, 1973) that there exists 630 an isomorphism between all the Jacobi fields that are 631 constructed between the end points. 632 2. Property 2: All the geodesic variations are Jacobi fields 633 (Milnor, 1973) . 634 635 These two results allow us to introduce the concept of a 636 global Jacobi field. We use the term Global Jacobi field or 637 Dynamic Jacobi field J(t) to describe a Jacobi field made 638 up of a set of partial or successive Jacobi fields. The above 639 properties allow us to ensure that the change from one par-640 tial Jacobi field and the next preserves the conditions of a 641 Jacobi field because it produces a change between 642 geodesics. 643 It can observed that a minimum global Jacobi field J(t) 644 also meets Bellman's conditions of optimality (Bellman, ESWA 1792 No. 695 If there is an agent from an adjacent section that is not 696 carrying out a task at the time, it will take on the new task. 697 If there are more than one agent available, the task will be 698 assigned to the agent with the longest battery life. If all the 699 agents within the section are busy, the agent that is capable 700 of the most suitable re-planning will carry out the task. Once 701 the agent has completed this extra task (from a different sec-702 tion), it returns to its own section if there are more tasks to 703 be carried out, or if it has run out of battery power. Other-704 wise, it will continue to help the agent that requested it. 705 4.1. Analysis and design of the system 706 The option chosen for defining a suitable analysis and 707 design methodology for our problem is to use a combina-708 tion of Gaia (Wooldridge, Jennings, & Kinny, 2000) and 709 AUML (Bauer, 2001; Bauer & Huget, 2003; Odell & 710 Huget, 2003; Odell, Levy, & Nodine, 2004) . This combina-711 tion takes advantage of the benefits of both systems. An 712 analysis of the problem can be made using the criteria of 713 organisation and a preliminary design of GAIA. The Gaia 714 design has been adapted so that AUML techniques can be 715 applied (Bauer, 2001; Bauer & Huget, 2003; Odell & Huget, 716 2003; Odell et al., 2004) . Fig. 4 shows the steps to be taken 717 in this approach. First Gaia is used to obtain the analysis 718 and high-level design, and then AUML is used to obtain 719 a detailed design at a low level. 720 The first step of the process is to carry out a high-level 721 analysis and design using Gaia. The roles of the system 722 are identified: a planner role, whose principal responsibility 723 is to plan the routes that the robots should take to deliver 724 the mail as efficiently as possible; a distribution role, whose 725 principal responsibility is to carry out the plans indicated 726 by the planner; a user role which makes the requests for 727 the sending of internal mail and receives delivery confirma- 
