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We show that for a continuous convex functionalf on a locally convex space E 
and a convex subset G of E such that inf f (E) < inf f (G), the problems of 
computing inf f(G) and of characterizing the elements g, E G with f(g,) = 
inf f(G) can be reduced to the same problems for a suitable hyperplane Ho in E. 
1. INTRODUCTION 
In the theory of best approximation in normed linear spaces there are some 
theorems which reduce the problems of computing the distance from an element 
to a convex set and of characterizing best approximations by elements of convex 
sets to the same problems for a suitable hyperplane (since the distance from an 
element to a hyperplane can be expressed by a particularly simple analytical 
formula). Thus, M. Eidelheit [4] has proved that if G is a linear manifold in a 
normed linear space E (i.e., G = x,, + S = {x,, + y 1 y E S}, where S is a 
linear subspace of E and x,, E E), with G # E (where G denotes the closure 
of G), and if x E E\G, then 
dist(x, G) = sup dist(x, H), 
HE& 
HEG 
(l-1) 
where X denotes the collection of all hyperplanes in E (by “hyperplane” in 
a locally convex space we shall mean, throughout this paper, a closed hyperplane) 
and there exists a hyperplane Ha with H,, 3 G, for which the sup is attained, i.e., 
such that 
dist(x, G) = dist(x, HO). (1.2) 
This theorem of M. Eidelheit was’ extended by A. L. Garkavi [5] to an 
* We presented this paper and [I I], in December 1977-January 1978, in the Seminar 
on Optimization Theory at the Center of Mathematical Statistics, Bucharest, under the 
title “Duality Theorems.” 
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arbitrary convex set G, with G # E, as follows: for each x E E\e we have 
dist(x, G) = sup dist(x, H), 
H=fc.z 
(1.3) 
where #o,% denotes the collection of all hyperplanes which support the set G 
(in the general sense of remark 2.1 below, i.e., not requiring that H n G f a) 
and which separate G and x and there exists a hyperplane H,, E #G,, satisfying 
(1.2). F. R. Deutsch and P. H. Maserick [2] h ave g’ iven another proof and various 
consequences of Garkavi’s theorem. 
Concerning characterizations of best approximations by elements of a linear 
subspace G we have proved [6] ( see also [8], p. 28) that an element g, E G 
satisfies Ij x - g, jl = dist(x, G) ‘f 1 and only if there exists a hyperplane Ho II G 
which supports the ball B(x, I/ x -g, 11) = {y E E 1 11 x - y // < /I x -go 11). By 
the “translation method” of [7], this result remains also valid for any linear 
manifold G = x0 + S. V. N. Burov has given (under the additional, but 
superfluous, assumption that G lies in a finite-dimensional subspace of E), the 
following characterization of best approximations by elements of a convex 
set G, with G # E ([l], theorem 4; for another proof, without any other as- 
sumption on G, see also [8], Appendix I): An element g, E G satisfies 
11 x - g, /I = dist(x, G) U-4) 
if and only if there exists a hyperplane H,, containing g, , which separates G and 
the ball B(x, 11 x - g, 11); in [8], p. 262, it was observed that any hyperplane H,, 
which separates G and the ball B(x, /j x - g, 11) contains g, and hence supports 
the ball B(x, II x - g, 11). For other characterizations of best approximations by 
elements of convex sets, in terms of continuous linear functionals, see [8], [IO] 
and the references therein. 
In the present paper, continuing [9], we shall show that the above theorems 
can be generalized to convex optimization in locally convex spaces. We shall 
consider a continuous convex functional f on E (although the assumption of 
continuity off can be relaxed-see e.g. [l 11) and a convex subset G of E and we 
shall show that the problems of computing inf,,,f(G) and of characterizing 
the elements g, E G which satisfy f(g,) = infgEGf(g) (i.e., the solutions of the 
program (G, f Ic)) can be reduced to the same problems for a suitable hyperplane 
Ho in E. Thus, our results will permit to apply any formula known for infYEHgf( y) 
to the computation of inf,,, f(g). Clearly, the particular case of best approxima- 
tion can be obtained by taking E to be a normed linear space and f to be the 
continuous convex functional on E defined by 
f(Y) = II x - Y II (Y E El. (1.5) 
Let us explain now the basic assumptions which we shall make in the sequel. 
For simplicity we shall consider here, without any special mention, only ma2 
spaces E, since the extension to complex scalars can be obtained with the usual 
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methods (see [8], [9]). Again for simplicity, in the sequel we shall also use, for 
a functional h on a set M, the notations inf h(M) = inf,,, h(y), sup h(M) = 
supyEM h(y). Throughout this paper we shall assume, without any special men- 
tion, that f + constant and that f is finite. 
In the general case (see Section 2 below), we shall assume that the “constraint” 
set G is “essential,” i.e., we shall consider, for an arbitrary (non-constant) 
continuous convex functional f on E, only convex subsets G of E such that 
inff(E) < inff(G) V-6) 
(whence, necessarily, G # E). Furthermore, we shall replace the assumption 
x E E\G by the (obviously stronger) assumption 
f(x) < infAG); (1.7) 
actually, (1.6) is equivalent to the existence of elements x E E satisfying (1.7). 
Clearly, in the particular case of the functionalf defined by (1.5), the assumption 
(1.7) (for the same x as in (1.5)) is equivalent to 0 < dist(x, G), that is, to 
x E E\G. Let us observe that while for the functional (1.5) the element x appears 
both in (1.5) and in dist(x, G), for a general f it does not appear in inff(G); 
however, even for this latterf, it will be necessary to consider an element x E E 
satisfying (1.7) (or, alternatively, the set A of all elements x E E satisfying (1.7)), 
in order to generalize formula (1.3) ( w h ere x occurs also in the collection #o,=). 
An exception will be the case when G is a linear manifold (since in formula (1.1) 
there appears only the collection (HEX’ ) H 1 G}); indeed (see Section 3 
below), in this case the assumptions (1.6) and (1.7) can be omitted. 
In the present paper we shall deliberately avoid the use of the epigraph 
methods of convex analysis. For some connections with other results obtained 
by epigraph methods, see [l 11. 
2. THE GENERAL CASE 
We shall first prove a lemma, in a somewhat more general form than needed 
in the sequel, since it might be of interest for other applications, too. For a linear 
space E, we shall denote by E# the set of all linear functionals on E. 
LEMMA 2.1. Let E be a linear space, f a finite convex functional on E and G a 
convex subset of E, for which there exists an element x E E such that 
f(x) < inff(G). 
If for this x there exists a functional @ E Es, @ # 0, satisfying 
(2-l) 
sup @P(G) < Q(x), (2.2) 
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then for any such @ we have 
inff(G) > inf 
Y~E 
f(u)* 
cJ(y)=supO(C) 
Proof. Let E > 0 and take g = g(e) E G such that 
(2.3) 
f (d < inff (G) + E. (2.4) 
Define a function v: [0, l] + E by 
v(A) = @(xx + (1 - x)g) = h@(x) + (1 - X)@(g) (0 < X < 1). (2.5) 
Then 9) is continuous on [0, I] and, by (2.2), we have 
~(0) = Q(g) < sup Q(G) < @(x> = v(l), 
so there exists A, E [0, I] such that 
4X,) = sup G(G). V-6) 
Put 
yo =&x+(1 -Ax,)& (2.7) 
Then, by (2.5) and (2.6) 
@(yo) = @(Aox + (1 - A&) = &+,) = sup @P(G); (2.8) 
furthermore, by (2.7), the convexity off and (2.1), (2.4), we get 
f (yo) < Xof (4 + (1 - Ao)f (A G 4 inff (G) + (1 - ho>Wf 03 + 4 
< inff(G) + E. (2.9) 
From (2.8) and (2.9) it follows that 
i$ f(y) < inff(G) + E, 
@(Y)=suPwG) 
whence, since E > 0 was arbitrary, we obtain (2.3), which completes the proof 
of lemma 2.1. 
Remark 2.1. We shall say that a hyperplane H = {y E E 1 @p(y) = c} (where 
Cp E E#, @ # 0) supports a set G C E, if G is contained in one of the two u(E, E#)- 
closed half-spaces {y E E 1 G(y) < c} or {y E E 1 G(y) 3 c} determined by H, 
but for each c > 0, G is not contained in any one of the a(E, E*)-closed half- 
spaces {y E E / Q(y) < c - E}, {y E E 1 a(y) > c + l } (however, we do not 
require that G n H # D). Clearly, this happens if and only if either c = 
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sup @(G) or c = inf Q(G), so every hyperplane H supporting G can be written 
(replacing, if necessary, @ by -@) in the form 
H = (Y E E I G(Y) = SUP W)h (2.10) 
where @ E Es, Q, # 0 and conversely, every hyperplane H of the form (2.10) 
supports G. Thus, with this terminology, lemma 2.1 admits the following 
geometric interpretation: If there exists x E E satisfying (2.1) and if there exists 
a hyperplane H supporting G and separating G and x, then for every such 
hyperplane H we have 
inff(G) 3 inff(H). (2.11) 
We have also the following generalization of lemma 2.1: 
LEMMA 2.1’. Let E, f, G and x be as in lemma 2.1. If there exists Q, E E*, 
@ # 0, satisfying (2.2), then for any such @ and any c with sup @i(G) < c < Q(X), 
we have 
inff(G) Z 5 f(y). (2.3’) 
@(y)=c 
Proof. The proof is similar to the above proof of lemma 2.1, with the 
following difference: since now 
~(0) = Q(g) < sup Q(G) < c < @(x) = v(l), 
we take A’ E [0, 1] such that 
q(X) = c (2.6’) 
and then we consider 
Y’ = xx + (1 - h’)g, (2.7’) 
which satisfies, clearly, 
@(y’) = p(X) = c, (2.8’) 
f(y’) d xf(x) + (1 - 0f (g) < inff(G) + 6. (2.9’) 
Geometrically, lemma 2.1’ says that remark 2.1 holds also for all hyperplanes 
H separating G and x (not necessarily supporting G). 
In the sequel we shall apply lemmas 2.1 and 2.1’ only for locally convex 
spaces E, continuous convex f and CD E E* (where E* denotes the set of all 
continuous linear functionals on E). 
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THEOREM 2.1. Let E be a locally convex space, f a continuous convex functional 
on E and G a convex subset of E, satisfying (1.6) and let x be any element of E 
satisfyi% (1.7). Then we have 
inff (G) = o;mg* ‘,“EfE f(Y) 
sup*(G)<@(s) @(y)=sup@(G) 
(2.12) 
and there exists @,, E E*, @,, # 0, such that 
SUP @c,,(G) < @c,(x), 
inff(G) = inf 
Y~E 
f(Y) 
@,,(~)=su~q,(G) 
(2.13) 
(2.14) 
(i.e., for which the sup in (2.12) is attained). 
Proof. By (1.7) and 1 emma 2.1, for each @ E E*, @ # 0, satisfying (2.2) (if 
there exists any) we have (2.3), whence 
inff(G) 2 sup 
O#@EEE* 
inf f(Y)* 
sup@(G:)<O(s) O(y&:p@(G) 
(2.15) 
On the other hand, by (1.7) and since f is continuous and convex, the set 
A = {Y E E If(y) < inff(G)> (2.16) 
is non-empty, open and convex; furthermore, clearly, A n G = ,ET. Hence, 
by the separation theorem (see e.g. [3], p. 417, theorem 8), there exists at, E E*, 
@s # 0, such that 
sup Q&G) < inf @s(A). (2.17) 
Then inf @,,(A) < D,,(x) (since by (1.7) we have x E A), whence, by lemma 2.1, 
inff(G) > inf 
Oo(y),YSEuEp~a(G) 
f(Y)- (2.18) 
Let us show that in (2.18) the equality holds, which will complete the proof. 
If not, then there exists y,, E E with @a( ya) = sup $(G), such that inf f (G) > 
f(yO) (so y,, E A). Thus, the hyperplane H defined by (2.10) (with Cp = CD,,) 
contains y,, and hence (see e.g. [2], lemma 2.2 (b)), in the neighborhood A of y,, 
there exist yr , ys E A such that @a( yr) < sup @s(G) < @a( ya). However, this 
contradicts (2.17), which completes the proof of theorem 2.1. 
Remark 2.2. (a) For the functional @a = 0 we have (2.13) and {y E E 1 Q,,(y) 
= sup $0(G)} = E (so one might also permit @ E 0 in (2.12)). Hence, if the 
assumption (1.6) is not satisfied, i.e., if inf f (E) = inf f (G), then for every x E E 
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the functional @a z 0 satisfies (2.13), (2.14). In this latter case, even if there is 
an x E E such that f(x) = inff(G), there need not exist a @s E E*, @,, # 0, 
satisfying (2.13), as shown by the following example: E = R,f(y) = yz (y E E), 
G = [-1, 11, x = 0 E Int G. However, if such a @a exists (for example, this 
happens when G is a linear manifold in E, with G # E), then, by lemma 2.1 
we have (2.3) (with @ = @,,). On the other hand, by our assumption onf, we 
have 
inf 
Y~E 
f(y) 3 inff(E) = inff(G), 
@~(Y)=suP@lJo(G) 
whence, finally, we obtain (2.14) (f or each a,, # 0 satisfying (2.13)). (b) By 
virtue of lemma 2.1’ we also have 
inff(G) = sup 
O#Qdif,c~R 
inf f(Y)- 
Y~E 
SUPcJ(G)<C<O(X) @‘(y)=c 
(2.12’) 
(c) The geometric interpretation of theorem 2.1 is obvious from remark 2.1, 
namely, 
inff(G) = sup inff(H), 
He*COC.z 
where XG,z is as in (1..3), and there exists H,, ES~,, such that inff(G) = 
inff(H,,). Furthermore, remark 2.2(b) says, geometrically, that one can also 
take the supremum of inff(H) over the (larger) collection of all hyperplanes 
separating G and x (but not necessarily supporting G). (d) A slight change of the 
final part of the above proof also shows that ;f G is open, then one can replace the 
assumption of continuity off by that of finiteness off. 
The above proof of theorem 2.1 shows that in (2.12) it is enough to take the 
sup over the set (0 # @E E* / sup Q(G) < inf @(A)} (where A is defined by 
(2.16)), which is “smaller” than the set (0 # Qi E E* 1 sup @(G) < D(X)} (since 
by (1.7) we have x E A, whence inf @(A) < D(x) for each @ E E”). Moreover, 
we shall prove now 
PROPOSITION 2.1. Let E, f, G and x be as in theorem 2.1. For a functional 
Do E E”, @,, # 0, the following statements are equivalent: 
(1) @,, satisfies (2.13) and (2.14). 
(2) Qi, satis$es (2.17) and (2.14) (where A is the set defined by (2..16). 
(3) @, satisJes 
sup @o(G) -=c 4(x) (2.19) 
and (2.14). 
Proof. The implications 2 => 1 and 3 * 1 are obvious. 
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Assume now that we have 1. Then, by (2.14) and CD,, # 0, for each y E A 
we have @a(y) # sup @a(G), w h ence, since A is convex, it lies in one of the 
two open half-spaces { y E E I a&y) > sup @a(G)) or { y E E / D,,(y) < sup @a(G)}. 
But, by (1.7) we have x E A and therefore, by (2.13), we obtain 
A C{Y E E I @o(y) > sup @o(G)), 
which implies (2.17) and (2.19). Thus, 1 * 2 and 1 + 3, which completes the 
proof of proposition 2.1 (Alternatively, one can also show directly the implication 
2 3 3, observing that A is open, x E A and @a E E*, @a # 0, whence inf C+,(A)< 
@o(x)). 
COROLLARY 2.1. Theorem 2.1 remains valid if the set (0 # @ E E” / sup Q(G) 
< D(x)} is replaced by one of the “smaller” sets (0 # @E E* 1 sup Q(G) < 
inf @(A)} or (0 # @ E E* 1 sup D(G) < o(x)}, with the supremum over these sets 
attained for some @,, . 
Remark 2.3. Geometrically, the main part of proposition 2.1 says that if a 
hyperplane H,, separates G and x and if inff(G) = inff(&), then necessarily 
I& separates G and A (where A is defined by (2.16)) and H,, separates strictly G 
and x; thus, in theorem 2.1 it is enough to take the supremum of inff(H) over 
any one of these two “smaller” collections of hyperplanes H (see corollary 2.1). 
PROPOSITION 2.2. Let E, f, G, x and Go be as in theorem 2.1. If there exists 
g, E G such that 
fko) = inff(G)9 (2.20) 
then for any such g, we have 
@oko) = sup @a(G)* (2.21) 
Proof. Let 
yn =;x+E--lg, 
n 
(n = 1, 2,...). (2.22) 
Then 
f(m) < ;f(x) + +f (go) < inff (G) (n = 1, 2,...), 
so yn E A (n = 1,2,...), the set defined by (2.16). Hence go = lim,,, y, E A 
and therefore, by (2.17), 
sup Q,,(G) < inf @&A) = inf @,,(A) < @,,(ga). 
On the other hand, since g,, E G, we have @&go) < sup (P,(G), whence (2.21), 
which completes the proof of proposition 2.2. 
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Remark 2.4. Geometrically, condition (2.21) means that the support 
hyperplane H of G defined by (2.10) (with @ = 0s) contains g,; thus, by 
proposition 2.2, H supports G at each g, satisfying (2.20). 
Now we can give the following characterization of solutions of convex programs 
(i.e., of the elements g, E G satisfying (2.20)): 
THEOREM 2.2. Let E be a locally convex space, f a continuous convex functional 
on E and G a convex subset of E, satisfying (1.6) and let x be any element of E 
satisfying (1.7). An element g,, E G satisfies (2.20) if and only if there exists bi, E E*, 
Q. # 0, such that 
@&o> = sup @a(G) < @&), 
f(gll) = $ f(Y). 
~o(Y)=%JW 
(2.23) 
(2.24) 
Proof. If g, E G satisfies (2.20), then, by theorem 2.1 and proposition 2.2, 
there exists 0s E E*, a,, # 0, satisfying (2.13), (2.14) and (2.21), whence also 
(2.23) and (2.24). 
Conversely, if @,, E E*, @a # 0 satisfies (2.23) and (2.24), then for each g E G 
we have, by lemma 2.1, 
f (go) = $k f(Y) = inf 
Y~E 
f(y) < inff(G)- 
ql(Y)=@&J qY)=suP@,G) 
On the other hand, since g, E G, we have inff(G) < f(g,), whence (2.20), 
which completes the proof of theorem 2.2. 
Remark 2.5. Geometrically, theorem 2.2 says that if x is any element of E 
satisfying (1.7), then an element g,, E G satisfies (2.20) if and only if there exists 
a hyperplane H supporting G at g, and separating G and x, such that 
f&J = inffW (2.25) 
PROPOSITION 2.3. Let E, f, G and x be as in theorem 2.2 and let g, E G. The 
following statements are equivalent: 
(I) g, satisfies (2.20). 
(2) There exists @,, E E*, @,, # 0, satisfying 
sup Q,,(G) < inf DO(AO) 
and (2.14), where 
A, = {Y EE If(y) <f(g,)}. (2.27) 
(3) There exists CD,, E E*, CD,, # 0, satisfying (2.26) and (2.24). 
(2.26) 
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Proof. If 1 holds, then, by theorem 2.2, there exists Q0 E E*, Dp, f 0, 
satisfying (2.23) and (2.24), whence also (2.13), (2.14). Hence, by proposition 2.1, 
@,, satisfies (2.17). But, by (2.20) we have A = A, , so @s satisfies (2.26). Thus, 
1 *2and 1 =z- 3. 
Conversely, assume now that there exists @,, E E*, @a # 0, satisfying (2.26). 
Then, since g, E G n x0 = (g E G 1 f(g) < f (go)}, we have 
@o(go) < sup Qo,(G) d inf Qo,(Ao) = inf @o(Jo) < @o(go), 
whence (2.21); consequently, in this case (2.14) coincides with (2.24), and thus 
2 * 3. 
Furthermore, by (1.7), we have f (x) < inf f (G) < f (g,,), so x E A, , whence, 
again by (2.26), 
sup (P,(G) < inf @s(&,) < @s(x). 
Thus, we have shown that (2.26) implies also (2.23), whence, by the sufficiency 
part of theorem 2.2, we obtain the implication 3 z- 1, which completes the 
proof of proposition 2.3. 
Remark 2.6. Geometrically, condition 2 of proposition 2.3 means that there 
exists a hyperplane H (namely, (2.10) with Q, = @,,), separating G and A, and 
satisfying (2.25). Furthermore, the above proof shows that for any g, E G, if a 
hyperplane H separates G and A,, , then H supports G at g, and separates G and x 
(also, in this case, A, = A). 
3. THE CASES OF LINEAR MANIFOLDS AND CONVEX CONES 
In the present section we shall show that for some classes of convex sets, which 
are of special interest for applications, one can obtain more information. 
Let us consider first the particular case when G is a linear manifold in E, 
that is, G = x,, + S, where S is a linear subspace of E and x0 E E. In this case, 
clearly, 
sup Q(G) = @(x,,) if @ES 
=+cc if @ E E*\S, 
(3.1) 
where 
S = (YE E” 1 Y(s) = 0 (s E S)); (3.2) 
hence, since Q(x) < + co (x E E), condition (2.2) is equivalent to @ E S’- and 
@(x0) < Q(X). Thus, if we have (1.7) (hence G # E), then, by (2.12) we get 
inff(G) = 2; f(Y)* (3.3) 
@(y)=Wx,) 
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Let us observe that if we write @ = -Y, then (3.3) becomes 
inff(G) = sup 
O#Y&- 
inf f(r), 
Y~E Y(%,)Z~(X) wY)=wq 
(3.4) 
whence, by (3.3) and {@ E S 1 @(x0) < G(x)} u {YE S 1 Y((x,) 3 Y(x)} = SL, 
we obtain the equivalent relation 
inff(G) = SUP 
o& 
inf f(y), 
O#O @(yrz&, 
(3.5) 
in which the element x no longer occurs. Moreover, we shall show now that in 
the case of linear manifolds G with G # E the assumptions (1.6), (1.7) can 
be omitted. 
THEOREM 3.1. Let E be a locally convex space, f a continuous convex functional 
on E and G = x,, + S, where x,, E E and S is a linear subspace of E with s # E. 
Then we have (3.5) and there exists a,, E S-‘-, a0 # 0, such that 
inff(G) = inf f(y) (3.6) 
(i.e., for which the sup in (3.5) is attained). Furthermore, an element g,, E G satisjies 
(2.20) if and only if there exists o0 E S, a0 # 0, such that 
f (go) = g; f(Y)* (3.7) 
@o(Y)=@&o) 
Proof. Case 1: We have (1.6). In this case, taking any x E E satisfying (1.7), 
the result follows from theorems 2.1, 2.2 and the observations made above. 
Case 2: We do not have (1.6). In this case, we have inf f (E) = inf f (G) 
(>--co) and, since S is a linear subspace with S # E, there exists, by a corollary 
of the Hahn-Banach theorem, a @ E S, @ # 0. For any such @ we have, clearly, 
S C Ker @, whence 
G C x0 + Ker @ = {y E E / G(y) = @(x0)} (@ E S-‘, @ f 0). (3.8) 
Consequently, 
inff(G) 3 inff(x, + Ker@) > inff(E) = inff(G), 
whence 
inff(G) = inff(x, + Ker@) = (@E SLY @ # 01, 
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which yields (3.5) and (3.6) (Alternatively, one can also use remark 2.2(a) and 
formula (3.1)). Finally, the second part of theorem 3.1 is an obvious consequence 
of the first one, which completes the proof of theorem 3.1. 
Remark 3.1. (a) By (3.8), theorem 3.1 has the following geometric inter- 
pretation: If G is a linear manifold in E, with G # E, then 
inff(G) = sup inff(H), 
szi 
(3.9) 
where % denotes the collection of all hyperplanes of E and there exists a hyper- 
plane Z&,1 G, such that inff(G) = inff(HJ; furthermore, we have f(g,) = 
inff(G) if and only if there exists a hyperplane Ha 1 G such that f(g,) = 
inff(H,,). (b) If G is a linear subspace of E, then we can take x,, = 0, whence 
{y E E / G(y) = @(~a)} = Ker Q, in (3.5) (and in (3.6), (3.7), with @ =: @J. 
Conversely, theorem 3.1 for the particular case of subspaces G = S implies 
already theorem 3.1 for linear manifolds G = x0 + S, by considering the new 
convex functional 
indeed, 
h(Y) = fc% + Y> (Y E -0 (3.10) 
inff(G) = inf h(S) = sup inf h(Ker @) 
4& 
4#0 
= sup inf 
YES’ yeKer@ 
f(xO + y) = sup 
4& 
2; f(Y), 
@#O 4#0 4(y)=dqx,) 
which is nothing else than (3.5) and the proofs for (3.6), (3.7) are similar. This 
“method of translation” was introduced in [7], for the particular case of best 
approximation. 
Let us also give here one more proof of case 1 of theorem 3.1, in order to 
reveal its connections with another known result; as was observed above, we 
need only to prove the first part (involving (3.5), (3.6)). 
Second proof of case 1 of theorem 3.1. By (3.8) we have 
inff (G) > sup inf 
x!jL yew,+Ker@ 
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On the other hand, by (1.6), we have inff (G) > -GO, so we can define 
P(Y) = f (x0 + Y) - inff (G) (Y 63 E)* (3.12) 
Then p is a continuous convex functional on E, satisfying 
0 =s P(S) (s E S). (3.13) 
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Consequently, by the topological version of the Hahn-Banach-Weston 
theorem, given in [9], theorem 2.1, there exists @a E E* such that @a Is = 0 (i.e., 
@a E S) and 
@O(Y) G P(Y) = ho + Y) - infAG> (Y E El- (3.14) 
Then, by (3.14) and (1.7), @,(x - x0) <f(x) - inff(G) < 0, so Do # 0. 
Also, by (3.14) we have 
inff(G) G ytj&,of(~o + Y), (3.15) 
whence, by (3.1 I), we obtain (3.5), (3.6), which completes the proof. 
Remark 3.2. If the assumption (1.6) is not satisfied, then, even if there 
exists an x E E such thatf(x) = inff(G), th ere need not exist a @,, E S, a,, # 0, 
satisfying (3.14), as shown by the following example: E = R2, f(f, , f2) = 
5i2 + [22, x0 = 0, G = S = ((5, , I,) E E 1 [r = 0} (a hyperplane), x = 0; 
indeed, in this case the only @a E S satisfying (3.14) is @,, = 0 (however, of 
course, in this example there exists a,, E S, ai, # 0, satisfying (3.15), whence 
also (3.6), for example, 4(((, , t2)) = fr. 
Let us consider now the case when G is a convex cone with vertex 0 (i.e., G is 
a convex set such that Xg E G whenever g E G and h > 0). In this case, as has 
been observed by F. R. Deutsch and P. H. Maserick ([2], p. 518), it is easy to 
see that if @ E E* and sup @(G) < + cc, then sup Q(G) = 0 (= @p(O), where 
now 0 E G); hence, since D(X) < + cc (X E E), condition (2.2) is equivalent to 
sup @(G) = 0 and 0 < a(x), so (2.12) becomes 
inff(G) = sup inf f(y), 
O#ceY y&E 
0<4(r) Q(y)=0 
(3.16) 
where Go is the polar of the cone G, i.e., 
GO = {CD E E* 1 sup Q(G) = O}. (3.17) 
The following theorem shows a case in which the condition 0 < @J(X) can be 
omitted in formula (3.16) (but the assumption (1.7) is even strengthened). 
THEOREM 3.2. Let E be a partially ordered locally convex space, f a continuous 
convex functional on E and G = {y E E 1 y < 0} (the convex cone of all non- 
positive elements in E) and assume that there exists an element x E E, x 3 0, 
satisfying (1.7). Then we have 
inff(G) = ~"3 ::Ef f(Y) 
OPO 4(y)=O 
(3.18) 
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and there exists @, E E*, CD, > 0 ( i.e., Go(z) > Ofor all z E E, z > 0 and @, # 0), 
fog which (3.6) holds (with x0 = 0). 
Proof. By G = {YE E Iy < 0} and (3.17), we have, for any x 3 0, 
G” = {CD E E” 1 @ 3 0} = {dr E E* / @ > 0,O < Q(x)>, 
whence, using the above remarks and theorem 2.1, we obtain the desired result. 
Remark 3.3. Geometrically, the above proof amounts to the fact that each 
hyperplane supporting the negative cone G separates G and any non-negative 
element x of E. 
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