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The spatial configuration of polymer molecules in an Euclidean space depends on the adjacency 
of their units. The configuration dependent properties of the so called Gaussian polymer 
molecules of different structures can be expressed in terms of graph-theoretical categories such 
as the number of spanning trees, path lengths, generalized inverses and spectra of the Kirchhoff 
matrices of their graphs. We review here the methods and results concerning the distribution func- 
tion of the square radius of gyration and its first moment, the mean square radius of gyration, 
for various types of polymer molecules. 
1. Introduction 
Polymers are chemical molecules comprised of large numbers of identical sub- 
structures, called units, linked together with chemical, or sometimes physical, 
bonds. 
For most polymers, large sections of a molecule linked by a single chemical bond 
can more or less freely rotate along its axis. Of great practical importance is the 
spatial arrangement of units of a single molecule in an Euclidean space, referred to 
as its configuration [9]. 
Since the very beginning of polymer science, graph-like models of polymers have 
been used to tackle this problem [8,27]. Indeed, when stripped of chemical details, 
the units can be visualized as vertices and bonds as edges of a graph. (Sometimes, 
the edges are taken in somewhat larger scale than the actual chemical bonds in order 
to eliminate the effects of valency angles and hindrances to rotation.) 
Chemistry imposes limits on the degree of vertices. Therefore, most polymer 
graphs can be regarded as connected f-graphs, i.e., graphs in which every vertex has 
degree at most f [20]. In general, polymer graphs are simple graphs with multi-edges 
allowed only occasionally. Loops are unphysical. 
The literature on the configuration of 2-graph polymer molecules (linear chains) is 
vast [4, 10,15,21]. For example, the configuration problem can be considered in 
terms of the distribution of dimensions of all random walks with an equal number of 
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steps on a lattice, with or without allowing multiple visits to the same lattice site 1211. 
This paper presents some applications of simple graph-theoretical methods with 
emphasis on the study of the configuration of polymer molecules more complex 
than the linear ones. 
No restrictions are imposed on the geometric embeddability [19] of the polymer 
graphs in an Euclidean space, i.e., two (or more) vertices are allowed to occupy the 
same position in space. In polymer language, unperturbed molecules are considered 
]9,221. 
2. Physical model 
The edges of a polymer graph are considered to behave as Hookean springs with 
elasticity constants proportional to y = D/2(1’) where D is the space dimension and 
(/2) is the mean square spring extension. This model, known as the Rouse-Zimm 
model [24,26] was generalized by Eichinger [4-61 to deal with polymer molecules of 
arbitrary structure (see also [23,25,27]). 
The spring extension follows a Gaussian distribution 
P(1) dl= dZ( y/n)D’2exp( - y12) 
and for this reason, the polymer molecules described by the model are called Gaus- 
sian molecules. 
The elasticity constant is chosen to ensure that the model is consistent with others, 
including the unrestricted random walk model. 
The mean force potential of an arbitrary molecule with N units is proportional 
to the quadratic form [4] 
5 (Ye - rJ2 = Tr(RKBT) 
where rj is the vector linking the origin of the Cartesian system with jth vertex 
(j= 1,2, . ..) N), the summation on the left-hand side runs over all pairs of vertices 
connected with an edge, R is the Nx D matrix with r’s being its columns, and K can 
be recognized as the Kirchhoff matrix, called sometimes the graph [7] or admittance 
matrix [2], describing the adjacency of units in the molecular graph. 
If the edges are assigned arbitrary orientations, the Kirchhoff matrix is 
wherecisthe jV]xlEI incidence matrix of the graph. 
Alternatively, 
K=d -A 
where d = Diag(Gj) is the diagonal matrix of vertex degrees and A is the adjacency 
matrix. 
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Similarly, the square end-to-end distance is a measure of the configuration of a 
random walk [21], and hence that of a linear chain. The so called square radius of 
gyration, s2, is a parameter describing an instanteneous spatial arrangement of 
units in any polymer molecule. If the vertices are mass units, the square radius of 
gyration is defined as 
s2 = Np’Tr(RRT) - o2 
where o is the vector linking the origin of the Cartesian system with the centre of 
mass of the graph. 
A standard statistical mechanics derivation leads to the following form of the 
distribution function of the square radius of gyration [4] 
‘co 
P(.s2) ds2 = (ds2/2rr) 
I 
e’@B(P) d/3 (1) 
.-to 
where the characteristic function is of the form 
B(P) = II+ (iP/yN)n&\, 1 -D’2 
and I is the (N- 1) x (N- 1) identity matrix while /1,’ 1 is the matrix with N- 1 
reciprocals of the eigenvalues of K in the diagonal. 1 . 1 denotes a determinant. 
The first moment of the distribution (l), the mean square radius of gyration, 
(s2>, is an important quantity that can be measured directly for real polymers. 
This quantity, in the units of the mean square edge length, is given by [4] 
(s2)/(12) = N-‘Tr(K+) = N-‘Tr(/l,! t) (2) 
where K+ is the Moore-Penrose general inverse of the Kirchhoff matrix. 
Equations (1) and (2) reveal the direct relationship between the physical behaviour 
of model polymers and the adjacency matrix of their graphs. 
3. Some poly,ner graphs 
This review is restricted to a few types of graphs, namely the graphs which are 
revelant to polymer science. 
The polymer nomenclature as well as the standard graph-theoretic one (see [16]) 
are used in Table 1 to name the types of graphs. 
4. Mean square radii of gyration 
In this section, several useful results are presented for determining the mean 
square radii of gyration of polymers, directly from inverses of their Kirchhoff 
matrices. 
Kirchhoff matrices of polymer graphs have exactly one zero eigenvalue. 
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Table I. Polymer graphs. 
linear chain 
ring molecule 
star molecule 
perfect branched molecule 
f - funchonal perfect network 
semIlInear molecules 
symmetric cyclopolymer 
spanning path cyclopolymer 
pendant -cycle cyclopolymer 
comb - like chain 
homeomorph of a star 
complete i 1, f I - tree 
IfWe Bethe lattice I 
regular f - graph 
I 
I 
symmetric cycle cham 
I 
i Hamiltonlan cycle chain 
cycle cham with pendant cycles 
homeomorph of a comb 
Bryant [l] has proved the Kirchhoff matrix of a graph to have rank N-p where 
p is the number of connected components of the graph. Since the polymer graphs 
are connected, p = 1. 
A submatrix of the Kirchhoff matrix of a connected graph, K;, obtained by 
deleting one row and its corresponding column (i= 1,2, . . . , N) is nonsingular and 
its determinant is the number of spanning trees in the graph. 
The second part was understood by Kirchhoff himself (for proof see Harary and 
Palmer [17]). The first part follows from the second. 
The generalized, Moore-Penrose inverse of a Kirchhoff matrix is (see [4]) 
where lJ is the N x N matrix of ones. 
From the above it follows that 
Tr(K+)=Tr(K;‘)-N-‘c c {K;l},j 
i j 
(3) 
where {. }iJ denotes the (i,Jth element of a matrix. 
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Consider a graph of a semilinear polymer consisting of m identical subgraphs, 
each of order n, linked together into a linear structure (Table 1). Add an auxiliary 
vertex to one end of the chain and label it ‘1’. Label all points in the subgraphs con- 
secutively in the same way. The nonsingular matrix K, becomes the m x m block 
matrix 
-C A ... 0 
where C=6,, (6,j is the Kronecker delta symbol). 
The submatrix A describes adjacency within structural elements, and 
B=A-a,,.. 
B-’ has ones in the first row and column. 
This is easy to see, since the sum of all entries in rows and columns of B is 0, 
except for the first row and column where it is 1. Therefore, only the vector 
jT=(l,l,..., 1) yieldsjTB=(l,O ,..., 0), (Bj)T=(l,O ,..., 0). Hence, 
B=A-CTB-‘C. 
a,u a1.u .** a,(/ 
1. . 
B-’ ST . . . ST 
KC’= a,u a*u **- a*u S B-’ . . . ST + . . . . 
I I. 
. . . . . 
1 a,U a,U ..+ a,U S S . . . B-’ 
where U is now the n x n matrix of ones, S= B-‘CB-‘, and 
ai = {A[‘},,/(1 - {A[‘},,); a, =O. 
DenoteA;+,=A-CAJ’CT, A,=A, i=2,3 ,..., m-l. Then, 
Furthermore, for any i = 1,2,. . . , m - 1, the value of a = ai+, - ai is constant: 
a=CIi+ 1 -a;=(lAI - lB\)/lBl. 
This result [lo] was obtained by relating the minors of A and B to the numbers 
of spanning trees in the respective subgraphs. 
The main result for the semilinear polymer graphs is 
Tr(K;‘) = +m(m - 1)na + mTr(B-‘), (da) 
7 C {K;‘}ij=im(m- 1)(2m- l)n*a 
.i 
+m(m- 1)n i {B-‘},i+ C C {B-l}jj. (4b) 
i i j 
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The n x n submatrix B has a pretty, regular inverse for most practically important 
semilinear polymer graphs. For the comb-like chain with I and k being the numbers 
of vertices in the backbone and in the side branch, respectively (n = I + k), the quan- 
tities to be substituted into (3) and (4) are [lo]: 
a = I, 
Tr(B-‘)=+k(k- l)+(,- 1)(/+2), 
c {B-l},j=k- l++(,- 1)(1+2), 
1 c {B-‘}ij=+k (k - 1)(2k- 1)+1(1+ 1)(21+ 1)+2(/J-2)(1- l)- 1, 
whereas for the spanning-path cyclopolymer with k being the number of vertices in 
each cycle (see Table 1): 
a=n-k+3-l/k, 
Tr(Bp*)=k++(k2-l)++(n-k)(n-k+l)+(2k-l)(n-k)/k, 
C {B~1}~~=k+~(k-l)+~(~-k)(~-k+1)+(2k-l)(~-k)/k~ 
c c {B-1}u=k2 ++k(k’- l)++(n-k)(n-k+ 1)(2n-2k+ 1) 
+ (n - k)(3k - 1) + (2k - l)(n - k)2/k. 
In particular, for a path polymer with N units (vertices), one gets [4,10, 151 
(s2)/(P)=+v(l -l/N) 
while for a cycle 
(S2)/(12) =&N(l - l/N) 
It follows from (4) that for a semilinear molecule with large number of subgraphs 
(m-m) 
Tr(K+)=+m2na=+N2(1A/ - jBl)/nJBl 
yielding the Debye [3,8] equation generalized for semilinear polymers 
(s2)/(P)=gv IA/ ,p’ . 
For simple structures of the subgraphs, the generalized Debye equation can be 
used by merely inspecting their connectivity, since (cf. [12,14]) 
(a) /B 1 is the number of spanning trees in the subgraph itself. 
(b) IA 1 is the number of spanning trees in the graph obtained from the subgraph 
in question by 
(i) adding two extra vertices to saturate the two edges linking the subgraph 
with the remaining part of the graph, 
(ii) contracting the extra vertices into a single one. 
Polymer configuration 173 
5. Characteristic polynomials of Kirchhoff matrices of polymer graphs 
The characteristic function, B(/3) appearing in (l), reads [14]: 
where Q(A) = jK-- II 1 is the characteristic polynomial of K, < = ip/yN, and S, is the 
number of spanning trees in the polymer graphs. 
Indeed, 
where the denominator r corresponds to the zero eigenvalue of K (or AN). Use has 
been made of the Kelmans-Eichinger relation [18,4]: S, = I Ki I = N-’ I A,+ 1 I. 
An analytic form of the characteristic polynomial of the Kirchhoff matrix 
facilitates numerical integration of (1) [13,14]. It also provides the sum of eigen- 
value reciprocals required by eq. (2). Thus, 1 X1 = -ql/qO, where qO and q1 are 
the coefficients in Q(A) = qOA + q1A2 + -.. + qN_ ,AN. 
Let U,(x) be the Chebyshev polynomial of the second kind (= sin[(i+ 1)arccos xl/ 
sin(arccos x)). The following Eichinger-Martin algorithm [4,6] yields the 
characteristic polynomials of most polymer graphs. 
(ii) Label p vertices of degree 6; > 2 in natural rather than random order. 
(ii) Construct the p xp matrix F= Diag(G, - A). 
(ii) Subtract U,_ ,/U, from the cr, a and b, /3 elements of F and subtract l/U, 
from a,P and /?,a elements if a path of length k+ 1 joins vertices u, and ug. 
(iv) Subtract (Uk_,-Uk_2)/(Uk- Uk_,) from the a;a element if a path of 
length k ending at a vertex of degree 1 (pendant path) is connected to vertex u,. 
(v) Subtract 2(Uk_, + 1)/U, from the a, a element of F if a cycle of length k-t 1 
starts and ends at u,. 
(vi) Multiply the determinant of the resulting matrix F* with U, for each path 
or cycle of length k + 1 and by U, - Uk _ , for each pendant path of length k. 
The algorithm makes use of the known formula for the determinant of a block 
matrix: IK-AZ1 = IA -111 IF-AZ- CT(,4 -AZ)p’Cl, where A contains only the 
path (cycle) submatrices and C extracts from (A - HP1 respective minor ratios. 
The blocks of A -AZ and the minors are all Chebyshev polynomials since the 
substitution 2x = 2 -A converts the path determinant into 
2x -1 _.. () 
-1 2x *‘* 0 
= u,(x) . . . . . . 
and the pendant path determinant into 
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1 2x -1 ... 0 I 
-1 2x *.* 0 
= U,(x) - u,_ , (x). . . . . . . 
In particular, for the semilinear polymer graphs with m identical cycles in a cycle 
chain [13] (see Table 1) 
u -L4 0 . . . 0 
Ip*l ,U-zm iU 
USU -1 .** 0 
-1 u+u **. 0 =2u7yU,_r(y+u) 
. . . . 
0 0 O*-lu2m 
where u=-UkU,/(Uk+UI), u=Uk+,+,/(Uk+U,), y=(u2-1)/2u, and k+l and 
I+ 1 are the lengths of paths between the points of degree 3 in each cycle. 
The last result can easily be proved by induction. 
For the polymer graphs listed in Table 1, the characteristic polynomials are (the 
argument in the Chebyshev polynomials, T and U;, is 1 -A/2): 
Path [4,14]: -AU,_, . 
Cycle [4,13]: TN - 1. 
Semilinear polymers with m identical subgraphs [13,14]: 
q$x)U,,_ l[ty(x)]; cp and I,U are combinations of Chebyshev polynomials 
specified in Table 2. 
Homeomorph of a star with f rays each of m vertices [4]: 
-WJ,-u,_,)f-l[u*+(f-l)U,_J 
Table 2. Combinations of Chebyshev polynomials appearing in the characteristic polynomials, 
Q(A) =(o(x)U_ ,[yl(x)]; x= 1 -L/2, of the Kirchhoff matrices of semilinear polymer graphs [13] and the traces 
of the Moore-Penrose generalized inverses of these matrices [14]. According to eq. (2), the traces directly yield 
the mean square radii of gyration for respective polymer molecules. k+ 1 is the length of paths between vertices 
of degree >2 (k for pending paths) in each of m identical subgraphs shown in Table 1 connected into a chain 
with single edges. 
w(x) 6Tr(K+) 
symmetric 
cyclopolymer (x2- lWk+ r,,, 
(m’ - l)(k + l)(k + 3) 
+(m+l)k(k+2)+1.5 
spanning-path 
cyclopolymer 
(m* - 1)(2k + 3) + (m - l)k(k + 1) 
2(Tk+2- l)(ZJk+ I)“-’ (Tk+z+ U~+I - l)/(uk+ 1) 
+ (k* + 4k + 3)/2 
pending cycle 
cyclopolymer 
comb-like 
chain 
2(Tk+, - l)(~J’-l 
m-1 
2(x- l)uk(“k- uk-,) 
G-k+, + Uk- 1Wk (m*-I)(k+l)+(m-f)k(k+2) 
Tk+,/(uk-uk-,) 
(m2- l)(k+ 1)+3(m- l)k(k+ 1) 
+(k+2) 
linear chain 2(x- 1) x ‘2 m -1 
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Complete (l,f)-tree with m generations (now, the argument of Ui is x= 
(f- A)/2(f- 1)“2) [4]: 
-A 2 Bka”; Bk=(f-l)k’2Uk-(f-l)(k+‘)‘2Uk_, for lskcm; 
k=l 
B,=(f-l)m’2[U*-(f-l)-1U,_~]-(f-l)~~+’~’~[Um_,-(f-1)-‘Um_3]; 
c&-l; (Y,-r=f- 1; ok =f(f- 1)+-k (f-2) for k<m- 1. 
Finally, the continuous spectrum was derived by McKay (see [4]) for a large f- 
regular graph: 
&) =fV(2f- A) - (f- 212Y2 
27cA(2f - /I) 
for f - 2(f- 1)1’2 I A of+ 2(f- 1)“2, and g(A) = 0, otherwise. 
6. Conclusions 
The configuration of model Gaussian polymers can be studied in terms of their 
molecular graphs. The spectrum of the Kirchhoff matrix used as a table of the ad- 
jacency of units provides all the necessary information for deriving the distribution 
function of the square radius of gyration of (unperturbed) polymer molecules, while 
the generalized inverse of K is sufficient to calculate the first moment of this 
distribution. 
Many results, important for polymer science, can be obtained by exploiting the 
relation between the values of minors of Kirchhoff matrices and the numbers of 
spanning trees in their graphs. 
Since polymers contain long paths and their graphs have regular structures, 
implicit forms of the spectra, the characteristic polynomials, are often easy to 
calculate. 
The same applies to the numbers of spanning trees that are usually obtained by 
merely inspecting the graphs of polymers. 
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