Abstract. We introduce a new, compact stencil discretization of the Helmholtz equation suitable for use in the high-frequency regime with relatively coarse regular meshes. The method, called interpolated optimized finite differences (IOFD), features strongly reduced phase speed errors compared to alternatives in three dimensions, while in two dimensions the method is as good as the best alternative known to us, the quasi-stabilized finite element method. Numerical experiments show that it leads to accurate solutions in constant and smoothly varying media using meshes with five to six points per wavelength and wave propagation over hundreds of wavelengths. Dispersion properties are still good on meshes with downto three points per wavelength, which can be exploited in multigrid based solvers. A priori it is unclear that using coarse meshes, e.g. six points per wavelength, indeed reduces simulation cost, because many solvers have not been tested in this regime. We show that for a modified version of a recently developed hybrid two-grid sweeping solver the cost per degree of freedom changes little, so that these efficiency gains can indeed be obtained. Computation times compare favorably to those of alternatives in the literature.
Introduction
We consider the discretization on regular meshes of the Helmholtz equation (1) − ∆u − k(x) 2 u = f with large and variable k. These methods are widely used for simulations on unbounded domains, for example in exploration geophysics, using domain sizes, in three dimensions, of up to hundreds of wavelengths [12, 3, 11, 14] . A key issue for such discretizations are the phase speed errors, which are closely related to pollution errors [2] . A second important consideration is solver cost. The discretized Helmholtz operator should of course be cheap to apply and/or invert.
A class of discretizations, that performs relatively well on these criteria, is given by so called compact stencil finite difference methods, that use a 3 × 3 square or 3 × 3 × 3 cubic stencil in two resp. three dimensions. The corresponding discrete Helmholtz operators can be efficiently applied and inverted compared for example to standard finite difference or finite element methods. Many authors have studied such discretizations and obtained formulae for the coefficients as a function of k and the grid spacing h [2, 7, 8, 10, 4, 17, 15] . While the dispersion behavior varies strongly among the methods, in all cases it can be considered an improvement compared to standard second order differences. In this work we will obtain an improved compact stencil discretization called interpolated optimized finite differences (IOFD), featuring particularly small phase speed errors.
We are interested in two ways of applying the discretized Helmholtz operators. The first is simply as a discretization of (1) , where the criterion is that the discrete solutions should approximate the true solutions well. Here we are particularly interested in the use of coarse meshes, say downto five or six points per wavelength, which are for example applied in exploration geophysics [8, 10, 9] . The second application is internally in multigrid based solvers. In a multigrid method, the original mesh is coarsened by a factor two one or more times. On each of the new meshes a discretization of the operator is required. In this application the main criterion for a good discretization is that the multigrid method converges rapidly. The results concerning the application in multigrid methods are also of interest for recently developed two-grid or multigrid methods with inexact coarse level inverses [3, 14] , which are currently some of the fastest solvers in the literature. (The method of [14] will actually be tested here.) Below we will write sometimes the fine level mesh for the original, uncoarsened mesh.
We will now briefly describe our results. The first part of this work focuses on phase speed errors. We will compute phase speed errors for a number of known discretizations in two and three dimensions. Then the IOFD discretization is constructed by first deriving a parameterized family of compact stencil discretizations, and then looking for parameter values that minimize the phase speed errors. In two dimensions the resulting phase speed errors are slightly larger than those of the best existing method, the quasi-stabilized finite element method (QS-FEM) [2] . In three dimensions there is no generalization of QS-FEM, and we find that the IOFD method has the smallest phase speed errors by a substantial margin. For finite elements, as can be expected, when both the number of points per wavelength and the order is increased, the phase speed errors become very small, smaller than those of compact stencil finite differences, but this comes at considerable cost.
The small phase speed errors for IOFD suggest that accurate solutions are possible even when quite coarse meshes are used, say downto five or six points per wavelength. We will show that this is indeed the case using numerical examples with constant, and smoothly varying velocity models (recall that k(x) = ω c(x) with c the medium velocity). In these examples typical phase shift errors are absent even when the waves propagate over several hundred wavelengths. Because of the large domain sizes, we restrict ourselves here two dimensions.
We then consider the application of the IOFD discretization as coarse level discretization in multigrid based solvers. We will show that in this case IOFD can be used with very coarse meshes with downto three points per wavelength. With such meshes, solutions are generally not accurate enough for direct use, but the approximate solutions can still be used fruitfully in a multigrid method, where they are refined and iteratively improved. This is established using a set of two-dimensional examples, in which a two-grid method with IOFD at both levels converges rapidly (see also the results discussed in the next paragraph). As explained in [15] , for the good convergence it is necessary to have very small phase speed errors at these very coarse meshes. The IOFD method (in two and three dimensions) and the QS-FEM method (in two dimensions) are the only discretizations that have this property to our knowledge, and appear to be uniquely suitable for this application.
The results described above show that the IOFD method can be used with coarser meshes than other methods, so that simulation cost can potentially be reduced. However, such a reduction in cost is only obtained if the cost of the solver used to solve the linear systems obtained from the discretization doesn't increase too much with frequency. Whether this occurs is not known for many solvers, at least not below ten points per wavelength. Therefore we will test the behavior of a recently developed three-dimensional fast solver described in [14] in combination with an IOFD discretization at the fine level. The solver uses a two-grid method with an inexact coarse level inverse, given by a double sweep domain decomposition preconditioner. Like described in the previous paragraph, IOFD will also be used as coarse level discretization. Using the SEG-EAGE Salt Model with up to 10 8 degrees of freedom as example, we find that for downto six points per wavelength the cost per degree of freedom changes little when the frequency is increased. Hence there is indeed an efficiency gain associated with the use of coarser meshes, and in this case it is about a factor four when going from ten to six points per wavelength in three dimensions. As a result, computation times of the method are better than those of other methods in the literature.
The setup of this paper is as follows. In section 2 we briefly describe the various discretizations featuring in the paper. In section 3 the computation of phase speed errors is explained, and those of the various existing methods are plotted. In section 4 we introduce our new interpolated optimized finite difference method. Section 5 contains some numerical simulations illustrating the accuracy of the solutions when using the IOFD discretization. Section 6 discusses the use of IOFD in multigrid based solvers. Finally, section 7 contains a brief discussion of some further aspects.
Some discrete Helmholtz operators
In this section we will describe three types of discretizations of the Helmholtz equation (1) , namely standard finite differences, compact stencil finite differences and standard finite elements. In all cases, the degrees of freedom are denoted by u i,j,k (in three dimensions) and associated with a regular mesh with grid spacing h. For finite element methods of order N the cells are of size N h, and cell boundaries are located at i, j, k ≡ 0 mod N . Occasionally we will use d = 2 or 3 to denote the dimension of space.
For standard finite differences we will analyze the phase speed errors in section 3. Therefore we will briefly describe this discretization of the operator −∆ − k 2 for order N , N = 2, 4, 6, 8. Each of the one-dimensional second derivatives in the Laplacian ∆ =
is approximated by a central difference approximation of the given order. These are given by The discrete approximation to the term −k(x) 2 u in (1) is simply given by −k 2 i,j,k u i,j,k . The two-dimensional case can be done similarly.
For constant k, compact stencil finite difference discretizations take the form
Because of symmetry, there are four different coefficients A j , j = 0, 1, 2, 3 and
In 2-D we have
and there are three different coefficients A j , j = 0, 1, 2 and
The choice of coefficients is done in different ways in [2, 7, 8, 10, 4, 17, 15] . The QS-FEM method [2] is a two-dimensional method, for which the coefficients are given modulo an overall normalization by ( 
7)
A 0 = 4
where α = kh and the auxiliary functions c 1 , s 1 , c 2 , s 2 are defined by
We will not discuss the fourth order method of [7] because it contains still a free parameter and one of the authors has later published a sixth order method in [17] . In the latter method variations of k are taken into account. In case of constant k, the coefficients are given in three dimensions by (9) 
again modulo an overall constant. In [8, 10, 4, 15] the contributions to −∆ − k 2 are split in a contribution from −∆ and a contribution from −k 2 . We define a three dimensional mass matrix M depending on three parameters α 1 , α 2 , α 3 , which is symmetric and such that the entries of each row add up to one, given by
. For constant k the discrete form of the term −k 2 u is given by −k 2 (M u) i,j,k . Before defining minus the Laplacian we define a two-dimensional mass matrix depending on two additional parameters α 4 , α 5 (12) (N [1, 2] 
. Each of the second deratives in the Helmholtz operator will be discretized using the tensor product of a two-dimensional mass matrix and the standard second order discrete second derivative D 2 , where j = 1, 2 or 3 indicates along which axis the second derivative operators. The resulting matrix is
In the two-dimensional case there are in total three parameters α 1 , α 2 , α 3 , with M 0 = α 1 ,
, and
2 .
An advantage of this formulation using tensor products is that in case of PML layers aligned with the coordinate axes, the second order operator D [j] 2 can simply be replaced by its PML-modified version.
In this way we have derived a family of second order accurate discretizations. In [8] and [10] the same family of discretizations is considered in two resp. three dimensions (but differently parameterized), and coefficients are chosen such that the maximum phase speed error is minimized, where the maximum is taken over all angles and a range of kh corresponding to at least four points per wavelength. This leads to the choices (14) α 1 = 0.4964958
for the method of [10] and (15) α 1 = 0.6248 α 2 = 0.37524 α 3 = 0.77305
for the method of [8] .
In [4] and [15] it is observed that smaller phase speed errors are obtained when the parameters α j are allowed to vary. In [4] a set of 7 parameters (in three dimensions) is chosen piecewise constant. In [15] the above described set of 5 parameters are chosen as piecewise linear functions of 1/G = kh 2π (which is one over the number of points per wavelength). In other words, they are obtained by linear interpolation from values of the α j at certain control nodes. The idea of using interpolation will be explored more in the next section. We note that the piecewise linear strategy yields better phase errors, see Figure 2 (c) in [4] and Figure 4 in [15] . However, we also note that the two methods are not quite comparable, since first in [15] the phase velocity differences with a fine scale operator are minimized, not with the exact operator, and secondly in [4] a larger number of parameters is used, namely 7 instead of 5.
For completeness we express the A j in terms of the α j . We have in 3-D (modulo an overall constant h −2 )
Finite elements will be used to numerically compute a reference solution in section 5. Also we will compute their phase speed errors in section 3. For their description we start with the one-dimensional case. In this case the finite element cells are the intervals ((j − 1)N h, jN h), j = 1, 2, . . ., each containing N − 1 interior points and two boundary points. The reference cell is (0, N ), and shape functions on this reference cell are given by standard Lagrange polynomials, which we will denote by L (N ) j (x), and which are one at x = j and zero at x = 0, 1, . . . , j − 1, j + 1, . . . N − 1, N and defined to be 0 outside [0, N ]. Letting k ∈ Z and l ∈ {0, 1, . . . , N − 1}, the one-dimensional trial and test functions are given by
The two and three-dimensional trial and testfunctions are given by tensor products of the ψ (N ) j . The finite element discretizion is of course derived from the weak form
The elements of the matrix in the discretization are given by
The contribution from the term Ω d j=1 ∂u ∂x j ∂v ∂x j dx can be called the stiffness matrix and the contribution from Ω k 2 uv dx can be called the mass matrix. If k is constant (or cellwise constant) , the stiffness and mass matrices can be computed exactly. If k is variable, then only the stiffness matrix can be computed exactly, and for the mass matrix some sort of quadrature must be used. For constant k these computations are standard and easily done using a computer algebra system, and we will not write down the resulting coefficients.
For constant k, the finite difference methods are obviously translationally symmetric, i.e. if we denote by a i,j,k;ĩ,j,k the matrix elements we have (21) a i,j,k;ĩ,j,k = a i+p,j+q,k+r;ĩ+p,j+q,k+r
For the finite elements there is a symmetry under a subset of translations given by the p, q, r that are multiples of N .
Phase speed and phase slowness errors
In this section we describe the computation of phase speed and phase slowness errors. Phase speed and phase slowness errors are equivalent, we will work mostly with the phase slowness form, but in the text we will often not make the distinction. We will give phase slowness errors as a function of the number of mesh points per wavelength for a number of known discretizations. The method to compute the phase slowness errors will also be used in the construction of the IOFD scheme in the next section.
Phase velocity and phase slowness are properties associated with continuous and discrete Helmholtz operators and their plane wave, resp. Bloch wave solutions. A Helmholtz operator with constant, real coefficient k has plane wave solutions such that
If ω is the frequency, c is the velocity and k = ω c , then there is a phase velocity associated with this solution given by
The phase slowness vector is defined by
For the continuous operator the phase velocities are the vectors of length c. If A is a discretization of −∆ − k 2 on R 3 that is invariant under all translations, then we can look for vectors ξ such that
(where x i,j,k = h(i, j, k)) in the nullspace of A. The phase velocities and phase slowness vectors are defined similarly as above. By phase slowness errors we will mean the relative errors δ = |c s ph − 1|. The action of an operator of the form (3) on a plane wave is easily seen to be given by
Thus finding the phase velocities or slownesses comes down to determining the zeros of σ A (ξ) as a function of ξ. Assuming that A is a good discretization, these will lie close to the sphere ξ 2 = k 2 . Therefore we will parameterize ξ = pν, with p ∈ R + and ν ∈ S d−1 , with d the dimension, and solve for p, to get the phase slowness associated with the direction given by ν. The standard numerical solver fsolve in Matlab has been used, as well as the more accurate version vpasolve. In a periodically repeating setting, which is the case for finite elements with N ≥ 2, the situation is somewhat more complicated. The symmetry property (21) only holds for p, q, r divisible by N . For such operators we consider the Bloch waves
where v i,j,k is periodic with shifts (pN, qN, rN ), p, q, r integers. For given ξ, the action of an operator A with these symmetries is given by an N 3 × N 3 matrix acting on the v i,j,k (in three dimensions) for 0 ≤ i, j, k ≤ N − 1. We need to find the vectors ξ for which there is a zero eigenvalue. However not all zero eigenvectors correspond to plane waves with wave vectors ξ, because of the presence of v i,j,k . In general v i,j,k can correspond to a linear combination of plane waves with wave vectors given by (p
, where p, q, r are integers. Assuming that some ξ corresponds to a simple zero eigenvalue and that u i,j,k is close to a plane wave (which is often the case because the eigenfunctions of the continuous operator are plane waves and the operator A is a good approximation of the continuous operator), these integers p, q, r can be determined modulo N , and the wave vector associated with an element of the zero set of A can be determined.
In the computations we will take a somewhat different approach. We will compute all eigenvalues, and then only consider the one whose eigenvector v i,j,k is most closely correlated with (has the in absolute value largest inner product with) the constant functioñ v i,j,k = 1. We will say we have found a phase velocity vector at some ξ if this eigenvalue is zero. For standard finite elements and k, h such that the mesh has more than four points per wavelength this was sufficient.
Phase slowness errors are directionally depend, i.e. they depend on ν ∈ S d−1 defined above. We compute the maximum over ν for a number of schemes. In two and three dimensions these schemes are the finite element schemes of order 1, 2, 3, 4, 6 and 8, the standard finite difference discretizations of order 2, 4, 6 and 8 and the sixth order compact stencil method of [17] . In the graphs below these results will be indicated by the letter FE1, FE2 etc., FD2, FD4, etc. and CHO6. In two dimensions we also have the QS-FEM method of [2] and the method of Jo, Shin and Suh [8] , denoted by JSS. In three dimensions we also have the method of Operto Et Al [10] , indicated by OPT4. We have not included results on the method of [4] , these are given in Figure 2 (c) in that work. By G = 2π kh we denote the number of points per wavelength. The phase slowness errors as a function of 1/G are plotted in Figure 1 and 2 . At the end of section 4 we will briefly discuss these results.
An interpolated optimized finite difference scheme
In this section we will define our new interpolated optimized finite difference scheme (IOFD). The operator family parameterized by the coefficients α j and given in (11) (12), (13) will be used as the starting point. In this work, like in [15] we will let the coefficients α j depend on 1/G = kh 2π which equals the inverse number of points per wavelength
In this way, clearly a larger family of operators is obtained than when the α j are constant, so that the resulting phase speed errors can be smaller, see also [4] . Next we will choose a parameterization for these function and we will describe how, by minimizing the phase speed errors in a least-squares sense, we obtain suitable choices of the functions α j , j = 1, . . . , 2d − 1.
In [15] the α j where chosen to depend piecewise linearly on 1/G. Here we let α j depend piecewise polynomially on 1/G, using Hermite interpolation. We will specify a number of control nodes, and at each node the value of α j and its first derivative
prescribed. We will assume that the coefficients α j vary slowly, so that we can indeed define the four coefficient of the stencil using five parameters depending on 1/G. If n C denotes the number of control nodes, in this way the functions α j are parameterized by 2n C parameters. In total we have (4d − 2)n C parameters, collectively denoted by P .
Next we specify the objective functional. Denoting by δ(ν, 1/G, P ) the slowness error as a function of the indicated parameters, this function is given by a discrete approximation of the integral
By n A we denote the number of angles to discretize the integration over the sphere and by n G the number of choices for the parameter 1/G. In two dimensions we chose n A = 20, in three dimensions n A = 200. The 1/G axis was discretized in steps of 0.01 in the integral (30). The objective functional was minimized using the Matlab function lsqnonlin, aimed particularly at least-squares problems. We found that the optimization problem using the least squares objective functional converges better than other types of objective functionals, such as a sup-norm. To enforce that the parameters α j indeed vary slowly a small regularization term was added. For this term we took the sum of the squares of the differences of the subsequent control values for the function values (i.e. not for the derivatives used in the Hermite interpolation).
The results of the optimization for the two-and three-dimensional case are given in Tables 1 and 2 For small values of G, around 1/G 0.1, the phase speed errors were very small, and the result started to depend somewhat on the choice of initial values and regularization parameters. These differences were irrelevant, however, since the phase speed errors were always very small, around 10 −7 . For values of 1/G 0.1, resulting stencil coefficients were essentially independent of these details.
The following conclusions can be drawn from the data in Figures 1, 2 and 3 . First the QS-FEM method of [2] (in two dimensions) and the IOFD method developed here (in two and three dimensions) perform remarkably well considering their small stencils. They provides a substantial improvement, roughly a factor 25 to 30, in phase errors compared to the compact sixth order scheme CHO6 of [17] , which in turn is better than other alternatives. For higher order FD and FE methods, as can be expected, the error becomes small if both the number of points per wavelength and the order N become large, however this effect sets in quite late, e.g. at eight points per wavelength and N = 8 the relative phase slowness errors of the finite element method are roughly equal to those of QS-FEM and IOFD.
Next we discuss how much accuracy might be needed, and in how far the improvements will make a difference in simulations. Phase speed errors typically lead to phase shift errors in the solution. The size of this phase shift equals (31) phase error = 2πδ L λ where L is the distance between source and observation point, λ is the wavelength and δ is the phase slowness error associated with the particular angle of propagation. In view of this it is not unreasonable to require at least that δ 0.01 λ L . In a regime of wave propagation over several hundreds wavelengths, using a mesh with five points per wavelength, from the methods considered only QS-FEM and IOFD satisfy this. At six points per wavelength the CHO6 method is near this bound while FE8 (which is much Table 1 . Table 2 . Coefficients three-dimensional IOFD more expensive) also qualifies. So in these situations the improved phase speed accuracy obtained by using QS-FEM or IOFD can be expected to have some impact in terms of lower cost compared to FE8 and in terms of improved accuracy compared to CHO6 and other compact stencil methods. The latter will be confirmed in the examples in the next section.
Numerical examples
In this section we present two numerical experiments, first in a constant medium, and then in a smoothly varying medium. We will present two-dimensional examples with large domain sizes on the order of hundreds of wavelengths.
As mentioned, phase speed errors typically lead to phase shift errors in the solutions. Considering wave propagation over 500 wavelengths as an example, it follows from (31) and the surrounding discussion that these phase shifts errors for IOFD should be negligibly small for meshes with five or six points per wavelength, and still quite small for four and three points per wavelength. For other methods these errors should show up much stronger. In our first example we will verify this numerically, assuming a constant velocity model.
To simulate a point source at a given grid point, we will use the associated column of the mass matrix given in (11) (with the α j as described in the previous section). An unbounded domain is simulated by adding a damping layer around the domain of interest, with a nonzero imaginary contribution to k that quadratically increases from the boundary of the domain of interest. The discrete equation is computed using a Matlab implementation and exported to disk, and the resulting linear systems are solved using the MUMPS parallel direct solver [1] on a few nodes of the Lisa cluster of surfsara (www.surfsara.nl), or, for the smaller cases internally using LU decomposition. In one case (IOFD method at 3 ppw) a sweeping preconditioner was used [13, 14] .
To easily observe the absence or presence of the phase shifts, we plot the resulting wave field on a 45 degree part of an annulus, with the radial coordinate varying on an interval of about a wavelength. The location where the real part is minimal, according to the exact solution, is indicated by a line that is plotted. The transformation of the field to polar coordinates is done by using cubic interpolation from the numerical solution on a Cartesian mesh. Schematically this is displayed in Figure 4 , where part (b) of the figure is a plot in polar coordinates of the indicated region of part (a).
The results from the computations are displayed in Figure 5 . Part (a) shows that for second order finite differences at 10 ppw a clearly visible phase shift already occurs after 20 wavelengths. In (b), (c) and (d) we investigate the sixth order method of [17] at 6, 5 and 4 ppw. In the second case a phase shift is clearly present, while in the third case it becomes rather substantial. In parts (e) to (i) we plot results for the IOFD method at 6, 5, 4, 3 and 2.5 methods. At 3 ppw the phase shift after 500 wavelengths is still moderate, only at 2.5 points per wavelength does it become large and in this case the field is plotted at 100 instead of less than 500 wavelengths from the source.
In our second example k is variable. To avoid that errors due to the discretization of the velocity model become dominant we use use a smoothly varying velocity model, namely a smoothed Marmousi model. In this example we will compare a solution with IOFD using a minimum of six points per wavelength with a fourth order finite element solution using twice as many grid points in each direction. In these examples the right hand side was a point source and the linear systems were again solved with MUMPS.
In case of variable coefficients the stencil coefficients will be computed in the following way [14] . We assume the medium coefficient is constant on the grid cells (cubes with grid points as corners). This means that for each grid cell the coefficients A j , j = 0, 1, 2, 3 of equation (4) can be computed. With all the non-zero matrix element one or more grid cells are associated, namely those for which both grid points are a corner point. The matrix elements for which the coefficient A 0 is used have eight associated grid cells (in three dimensions), when A 1 is used there are four associated grid cells, etc. The coefficient A j for a certain matrix element are now computed by averaging the coefficients associated with these grid cells. In this way the discretization is somewhat like that of a finite element method. (Indeed in [14] it is argued that this discretization can be viewed as coming from a finite element method with specially chosen test functions.) It results in a symmetric matrix, which is desirable because the operator (1) is symmetric and symmetric systems are cheaper to factorize and solve.
The velocity model is given in Figure 6 . It is obtained from the Marmousi model by convolving along both of the axes with a cos square pulse of width 160 meter. We will give results for 50 and 100 Hz. A solution for the first case is given in Figure 7 . Figure 8 contains four plots. The top plots are reference amplitudes for obtaining relative errors and the bottom two plots are relative errors with respect to the reference values. In both cases we give results for 50 and for 100 Hz. The reference value is a local average of the absolute value of the solution over a square of about 2 by 2 wavelengths. This is done because the solutions themselves contain nodal points from interfering waves, where the amplitude is very small, and are hence not directly suitable as reference value. Very small relative errors are obtained (except directly at the source point), of about 0.02 to 0.07, the latter occurring in a few spots. The errors could be related to medium inhomogeneities, the location of the errors certainly suggests a correlation.
Application in multigrid based solvers
The last few years there have been several interesting developments in multigrid methods for Helmholtz equations. Different two-grid methods with inexact coarse level solvers have been studied in [3] and [14] . In [3] a number of iterations of shifted Laplacian preconditioned Krylov solver [6] is used as coarse level solver. The method of [14] is based on the multigrid method in [15] with a double sweep domain decomposition preconditioner [13] as coarse level solver. The multigrid method with exact coarse level solver was studied in [15] . There it was shown that the convergence can be strongly improved when phase speed differences between the fine and coarse scale operators are minimized. For this purpose, optimized finite differences were used at the coarse level, and good convergence was obtained for meshes with downto three points per wavelength at the coarse level. For standard choices of the coarse level discretization it was found that about 10 points per wavelength at the coarse level were needed to have good convergence. In [15] standard second order finite differences were used as the fine level. Because of the relatively large phase speed errors of this method, the coarse level optimized finite difference method had to be constructed specifically to match the phase speeds of second order finite differences, instead of matching the true phase speed. A better choice is to use method with small phase speed errors at the fine level and at the coarse levels. Here we will use IOFD at all levels.
In the first set of computational results of this section we will show that this results in good convergence of the multigrid method with exact coarse level solver. In a second example we will study the multigrid method with inexact coarse level solver of [14] . In our study of the convergence when using the exact coarse level solver we are again interested in examples with wave propagation over hundreds of wavelengths. Therefore, these experiments are done in two dimensions. For background on multigrid methods, see [16] . Like in [15] most of the components of the multigrid method are standard. Full weighting restriction and prolongation operators are used. As smoother, an ω-Jacobi method is used. We found that ω = 0.7 and ν = 4 (the number of pre-and postsmoothing parameters) are good choices of parameters. In these experiments we used a conventional absorbing boundary layer to simulate an unbounded domain.
We studied the convergence as a function of the number of points per wavelength for three velocity models: A constant model, the Marmousi model and a slice of the 3-D SEG-EAGE salt model. The latter two models are displayed in Figure 9 . The parameters of the examples and the observed number of iterations to reduce the residual by 10 6 are given in 3. At downto three points per wavelength the method behaved well. At 2.5 ppw coarse level the method still converged, but the number of iterations increased substantially, and also became more sensitive to the problem size (which was apparent from smaller scale experiments not included in the table).
Note that the application in multigrid methods is quite different from the application as fine level discretization. The method is used at coarser meshes (at three points per wavelength the direct application will in general lead to too large errors). Also, multigrid solvers using IOFD at coarse levels may be developed for other types of fine level discretizations, as long as they use a regular mesh.
We now turn to a multigrid method with an inexact coarse level solver. Such methods are used because in three dimensions it is often too expensive to compute the exact solution. These methods are currently some of the fastest solvers for large problems that are in the literature [3, 14] .
Because we are interested in coarse meshes, such as six points per wavelength based on the previous examples, it is a priori not clear that the above mentioned solvers perform well. Like many solvers in the literature, they were tested for problems with at least ten mesh points per wavelength. They cannot be assumed to converge as well for larger frequencies, because multigrid convergence depends on frequency, and the same is true for the shifted Laplacian preconditioner [5] Table 3 . Iterations required for a two-grid method using IOFD discretization at the fine and coarse level as a function of the number of points per wavelength (ppw) unclear how the frequency affects the convergence, but a priori it also cannot be assumed to be independent of the frequency. This raises the question whether we can actually obtain a gain in efficiency by going to coarser meshes. The purpose of the next example is to show that this indeed the case, and to generally show that IOFD can perform well with the solver of [14] .
In the following example we will test the method of [14] , which is a two-grid method using an inexact coarse level solver given by a double sweep domain decomposition preconditioner (see [13] ). The method is modified to use IOFD at both the fine and the coarse levels of the two-grid method. We will take the SEG-EAGE Salt Model as an example, similarly as in [14] . In addition to changing the discretization method we will increase the frequency by a factor 5 3 , so that a minimum of six points per wavelength is used, a regime which has not been tested before for this method. If convergence and cost per degree of freedom would stay constant, there would be an improvement in the cost by a factor of over The original SEG-EAGE salt model is of size 13500 x 13500 x 4200 meter, discretized with 20 m grid spacing. We apply the method just described to solve the Helmholtz equation with this velocity model and random or point sources as right hand sides at four different frequencies from 6.25 to 12.5 Hz. Slices of the model are displayed in Figure 10 . Parameters in the two-grid method are ν = 3 for the number of pre-and postsmoothing steps and ω = 0.65 in the ω-Jacobi method. Computations were done on the Lisa cluster at surfsara (www.surfsara.nl) using the implementation described in [14] . This system contains 32 parallel nodes with each two intel Xeon processors E5-2650 v2 running at 2.60 GHz and 64 GB memory, connected by Mellanox FDR Infiniband. The use of two intel Xeon units results in 16 cores per node. A maximum of 16 nodes were used in parallel for these computations.
The algorithm is set up to solve for multiple right hand sides simultaneously. In the table of results, the computation time per right hand side is given. In Table 4 some parameters are given, together with the computation time and iteration count to reduce the residual by 10 −6 . As illustration, plots of a solution are given in Figure 11 . It can be observed that the cost increases very little compared to the results of [14] , even though frequencies are increased by a factor 5/3. Some increase in cost can be expected, because the discrete Helmholtz operator using second order finite differences is cheaper to apply than the one using a compact 27-point stencil. Hence reducing the number of points per wavelength in the mesh can indeed lead to corresponding savings in computation time.
As mentioned, the methods of [3] and [14] are some of the fastest currently in the literature. Comparing with these results we see a significant improvement. For example (a)
For the IOFD method we did not study the discretization of medium gradients in detail. The medium was assumed constant on the cells of the mesh as explained in section 5. In the sixth order method of [17] some terms related to medium gradients appear.
When applied in inversion algorithms IOFD and QS-FEM are somewhat more complicated than the methods of [8] and [10] , because the operatore depends in a more complicated fashion on the coefficients, which means it is more complicated to compute the derivative of the finite difference operator with respect to the medium coefficients. Due to the use of Hermitian interpolation, these derivatives are however continuous for our IOFD method.
Summarizing the results of section 6, we see that the IOFD scheme can be used with meshes with downto three points per wavelength in an application internally in a multigrid method, i.e. an application with remarkably coarse meshes. This was tested with several numerical examples in two dimensions, and also follows from the three-dimensional SEG-EAGE Salt Model example. We tested a multigrid methods with an inexact coarse level solver on a mesh with a minimum of six points per wavelength, because solvers which are tested for ten points per wavelength can in general not be assumed to perform also at these coarser meshes. At six points per wavelength, solver performance was still good, while at five points per wavelength it can be expected that performance degrades. The conclusion is that the use of coarser meshes can indeed lead to faster simulations, but that, depending on the solver, there are limits in how far this is possible. Computation times of this solver using IOFD compared favorably with literature results.
The last conclusion derives from only one example, the SEG-EAGE Salt Model example, and further evidence is desirable. On the other hand there are also other issues with the method of [14] , in particular the issue of parallellization of the numerical linear algebra. Therefore we have not studied this further.
