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Abstract: We consider BPS states in a large class of d = 4, N = 2 field theories, obtained
by reducing six-dimensional (2, 0) superconformal field theories on Riemann surfaces, with
defect operators inserted at points of the Riemann surface. Further dimensional reduction
on S1 yields sigma models, whose target spaces are moduli spaces of Higgs bundles on
Riemann surfaces with ramification. In the case where the Higgs bundles have rank 2, we
construct canonical Darboux coordinate systems on their moduli spaces. These coordinate
systems are related to one another by Poisson transformations associated to BPS states,
and have well-controlled asymptotic behavior, obtained from the WKB approximation.
The existence of these coordinates implies the Kontsevich-Soibelman wall-crossing formula
for the BPS spectrum. This construction provides a concrete realization of a general
physical explanation of the wall-crossing formula which was proposed in [1]. It also yields
a new method for computing the spectrum using the combinatorics of triangulations of the
Riemann surface.ar
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1. A narrative table of contents
Supersymmetric gauge theories have been a plentiful source of delightful surprises both in
theoretical physics and in mathematics. A particularly rich class of theories are those with
d = 4,N = 2 supersymmetry (henceforth referred to as N = 2 supersymmetry). In this
context an important and distinguished subspace of the Hilbert space is the space of BPS
states. These states are in “small” or “rigid” representations of the supersymmetry algebra
and this rigidity leads to an amenability to analysis which is in turn the foundation for the
exact results known about these theories. Although BPS representations ofN = 2 are rigid,
the BPS subspace nevertheless depends nontrivially both on the ultraviolet parameters as
well as on the choice of quantum vacuum of the theory, a phenomenon known as wall-
crossing.
Despite the fundamental nature of this BPS subspace, there is no algorithm for com-
puting it given an arbitrary N = 2 theory with its choice of vacuum. Indeed the BPS
spectrum is only known explicitly in a small set of examples where special ad hoc tech-
niques can be applied. The main result of this paper is a new algorithm for determining
the BPS spectrum of a certain infinite set of N = 2 theories. The theories to which our
methods apply are described in Section 3 and the new algorithm is described in Section 11
of this paper. Our result is promising because there are indications that generalizations of
the algorithm will apply to a much wider set of N = 2 theories.
The class of theories to which our main result applies are linear quiver gauge the-
ories with SU(2) factor gauge groups at the nodes. These are part of a larger class of
distinguished N = 2 gauge theories, described extensively in Section 3. This larger class
of theories, which we call S (for “six”), originates from compactifications of M5-branes
on a punctured Riemann surface, C.1 The superconformal (2, 0) theories have an A-D-E
classification and so we can label elements of S by a simply laced “gauge group,” a Rie-
mann surface C, and a decoration of the punctures of C by “defect operators.” Theories
1To be more precise, we consider the low energy (2, 0) superconformal field theory resulting from the
decoupling of gravity. We then compactify this theory on C with a partial twisting of the d = 6 (2, 0)
superalgebra so as to preserve N = 2 supersymmetry.
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in class S have the important property that they enjoy a close relationship with Hitchin
systems. This relation, which is absolutely central to this paper, is revealed when one
further compactifies to three dimensions on a circle. At low energies the three-dimensional
effective theory is a d = 3,N = 4 sigma model with target spaceM. This target space may
be identified, as a Riemannian manifold, with the moduli space of solutions to a Hitchin
system. To justify this, the essential observation is that instead of compactifying on C
and then on S1, we can — by a QFT version of the “Fubini theorem” — construct the
same effective theory in three dimensions by first compactifying on S1 and then on C. The
first compactification on S1 leads to a five-dimensional supersymmetric Yang-Mills theory.
The subsequent compactification of the (twisted) d = 5 super-Yang-Mills theory on C then
leads to BPS equations which are well known to be the Hitchin equations. In particular, if
we begin with K M5-branes (i.e. the superconformal u(K) (2, 0) theory in six dimensions)
then the Hitchin equations are equations (3.32)-(3.34) below:
F +R2[ϕ, ϕ¯] = 0, (1.1)
∂z¯ϕ+ [Az¯, ϕ] = 0, (1.2)
∂zϕ¯+ [Az, ϕ¯] = 0, (1.3)
where R is the radius of the circle, F is the fieldstrength of a u(K) gauge field A on C and
ϕ is the (1, 0) part of a 1-form valued in the adjoint. z is a local holomorphic coordinate
on C.
The description of the Hitchin system is incomplete without specifying boundary condi-
tions on (A,ϕ) at the punctures of C. At these punctures the fields (A,ϕ) have singularities.
Physically these singularities encode the somewhat mysterious “defect operators” of the
six-dimensional superconformal theory (and in practice the defect operators are defined by
the specified singularities of (A,ϕ)). The simplest operators to consider – and the ones
upon which we focus – arise from intersections, at the punctures of C, of the multiple u(K)
M5-brane theory with “transverse” singly-wrapped M5-branes. By transverse we mean
the following. In general the curve C is embedded in some hyperkahler manifold Q as a
holomorphic curve. The gravitational decoupling limit allows us to replace Q by a neigh-
borhood of the zero-section of T ∗C. The transverse fivebranes fill the four-dimensional
spacetime R1,3 of the N = 2 theory and run along fibers of the projection T ∗C → C. In
Section 3 we show how to translate this physical picture into conditions on the singularities
of (A,ϕ). The singularities are described in detail in Section 3.2.4; see (3.74), (3.75), and
(3.76), for the case of regular singularities, and Section 3.2.6, equation (3.115), (3.116), as
well as Section 9.3, for the case of irregular singularities.
The Hitchin system plays a central role throughout the paper and Section 4 of the paper
summarizes the basic facts we need about Hitchin systems. The mathematically-oriented
reader can skip Section 3 and proceed with the brief summary in Section 4, although the
rules for finding BPS states might then appear somewhat unmotivated.
A particularly important set of examples of theories in the class S are provided by
Witten’s geometric construction of N = 2 theories using arrays of NS5- and D4-branes
[2]. These are often summarized by figures such as Figure 5. Much of Section 3 is merely
– 5 –
a review of Witten’s construction and may be safely skipped by readers familiar with
[3, 2]. We would note however that Sections 3.2.4, 3.2.5, and 3.2.6 contain some new
points concerning how to use the physical picture to describe the boundary conditions on
(A,ϕ). In addition, Sections 3.2.8 and 3.2.9 contain some novel remarks on isomorphisms
between Hitchin moduli spaces and on flavor symmetries, respectively. In particular, the
isomorphisms of Section 3.2.8 should be of some mathematical interest. A similar class of
isomorphisms has been independently noted recently by Philip Boalch [4].
The geometry of the Hitchin system on C beautifully encodes the key data of the
low energy effective Seiberg-Witten theory of the four-dimensional N = 2 theory in S.
First, the Seiberg-Witten curve, which is a branched cover Σ of C, is nicely presented as
the spectral curve of the Hitchin system. Thus Σ ⊂ T ∗C and moreover the sheets of the
cover may be labeled by the eigenvalues of ϕ. Quite generally, a cotangent bundle T ∗C
is canonically endowed with a symplectic form which is further canonically trivialized by
a one-form. Restricting this one-form to Σ one obtains the Seiberg-Witten differential,
denoted λ.
Since our main theme is the BPS spectrum it behooves us to understand how to
describe this spectrum in the context of Hitchin systems. Given the origin of the theories
from M5-branes wrapped on C one can systematically understand the BPS states in terms
of strings in the six-dimensional theory, which in turn originate from open M2-branes
ending on M5-branes [5]. The translation of this description of BPS states to the language
of Hitchin systems is described in Sections 3.1.1 and 3.1.3. In the case K = 2 we recover
a well-known construction of Klemm et. al. [3]: BPS states are associated with curves
on C that minimize the local tension of the strings. Expressed mathematically, near a
point z0 on the curve we choose a branch of the cover and define a local coordinate by
w =
∫ z
z0
λ. The curve is then a straight line in the w-plane. BPS (half)-hypermultiplets are
associated with curves which begin and end on branch points of the cover Σ → C, while
BPS vectormultiplets are associated with curves which are closed. For reasons explained
below, we call either of these finite WKB curves. See Figures 3 and 4 for illustrations. The
central charge of the corresponding BPS state is Zγ = pi
−1 ∮
γ λ. An important point below
is that the phase of this central charge is the angle ϑ between the straight line in the w
plane and the Re(w)-axis. When K > 2 the analogous description of BPS states is more
involved, and makes use of string webs on C.
As so often happens, our main result was in fact not the initial goal of this work.
Rather, the original motivation came from a recent construction [1] of hyperka¨hler metrics,
which in turn was motivated by the search for the physical underpinnings of the Kontsevich-
Soibelman wall-crossing formula [6]. In order to make the remainder of our summary
intelligible we must first recall here the most essential points of [1]. A more technical
summary of [1] can be found in Section 2.
The starting point of [1] is the compactification of a general d = 4,N = 2 theory on a
circle of radius R. As mentioned above, at low energies the theory is a three-dimensional
sigma model whose target space M must carry a hyperka¨hler metric. The space M has
a fibration M → B where B is the moduli space of vacua of the four-dimensional theory
and the generic fiber is a real torus of dimension dimB. As R → ∞ the metric on M
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becomes exponentially close to a simple and explicit metric which is hyperka¨hler, but
has singularities in real codimension two. This metric is called the “semiflat metric” and
denoted gsf . It is easily derived by naive dimensional reduction along S1 of the Seiberg-
Witten effective Lagrangian. Quantum corrections at finite values of R smooth out gsf .
Moreover, these quantum corrections depend solely on the spectrum of BPS states. Since
that spectrum is itself a function of the (four-dimensional) vacuum, the smoothness of
the metric implies a wall-crossing formula. In [1] it is shown that this is precisely the
Kontsevich-Soibelman wall-crossing formula (KSWCF).
From the purely mathematical viewpoint one can view [1] as giving a construction of
hyperka¨hler metrics from the following three pieces of data:
• D1: A local system of lattices Γˆ → B with an integral antisymmetric form 〈, 〉 (pos-
sibly degenerate) on the fibers. Letting Γ be the local system of symplectic lattices
obtained by dividing by the radical of Γˆ, we require B to have real dimension equal
to the rank of Γ.
• D2: A central charge function Z ∈ Hom(Γˆ,C) such that 〈dZ, dZ〉 = 0 where d is the
differential along B.
• D3: A piecewise constant function Ω : Γˆ→ Z satisfying the KSWCF.
When a physical N = 2 theory provides the data D1, D2, D3 the moduli space M of
the physical problem can be identified with the total space of the fibration Γ∗⊗R/2piZ over
B. Thus we expect that just given the data D1, D2, D3 we can construct a hyperka¨hler
metric onM = Γ∗⊗R/2piZ, as indeed proves to be the case. In fact, we construct a family
of hyperka¨hler metrics on M. The parameters of the family are described below.
An essential part of the construction of the metrics onM involves the twistor descrip-
tion of hyperka¨hler metrics. Exploiting the fact that Γˆ∗⊗R/2piZ has a fibration by tori one
reduces the construction of suitable holomorphic data on twistor space to the construction
of a certain map XRH :M× C× → Γˆ∗ ⊗ C×,2 where the factor C× in the domain is part
of the twistor sphere. It is very convenient to let XRHγ : M → C× be the contraction of
XRH with γ ∈ Γˆ. We will refer to these functions as Darboux coordinates. 3 Note that
XRHγ XRHγ′ = XRHγ+γ′ . The map XRH is subject to a list of defining properties. The full list
of detailed properties is recalled in Section 2 but three crucial properties must be stated
here:
• P1: First, the Poisson structure is defined by equation (2.3):
{XRHγ ,XRHγ′ } = 〈γ, γ′〉XRHγ+γ′ . (1.4)
2In [1] this map was just called X .
3There is an abuse of terminology here which we regret. Once one chooses a basis {γi} of Γ compatible
with a Lagrangian decomposition together with a lifting to Γˆ then logXRHγi truly provide a system of
Darboux coordinates on the holomorphic symplectic manifold M.
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• P2: Second, the XRHγ are asymptotic to the analogous functions X sfγ associated with
the semiflat metric gsf . Let ζ ∈ C× be an element of the twistor sphere. The semiflat
Darboux coordinates can be written very explicitly as
X sfγ := exp
(
piRζ−1Zγ + iθγ + piRζZ¯γ
)
, (1.5)
where θγ : Γˆ
∗⊗R/2piZ→ R/2piZ are canonically defined by contraction. We demand
that XRHγ ∼ X sfγ both for ζ → 0,∞ and for R→∞.
• P3: Third, the analytic structure of XRH as a function of ζ is constrained as follows.
Define the BPS rays to be the rays `γ,u := {ζ : Zγ(u)/ζ ∈ R−}. Then, as ζ crosses a
BPS ray `γ0,u the XRHγ are discontinuous by a Poisson transformation KΩ(γ0;u)γ0 where4
Kγ0 : XRHγ → XRHγ (1±XRHγ0 )〈γ,γ0〉. (1.6)
The transformations Kγ0 will be referred to as KS transformations. For the more
precise equation (in particular the choice of ± sign) see (2.6) below. In addition XRHγ
must be holomorphic (without any singularities) as a function of ζ on the complement
of the set of BPS rays `γ,u with Ω(γ;u) 6= 0.
As explained in [1], from the functions XRHγ one can recover the hyperka¨hler metric on
M. The resulting metric smoothes out the real codimension two singularities of gsf (but
some real codimension four singularities might remain).
Returning to the physical viewpoint, the functions XRHγ have nice interpretations in
terms of line operator expectation values as well as elements in a chiral ring in a three-
dimensional topological field theory. We hope to describe these aspects of the XRHγ else-
where (we again touch on this point briefly in Remark 3 of Appendix A).
We said above that we obtain a family of hyperka¨hler metrics. To understand this first
note that the radical of Γˆ is, physically, a lattice of flavor charges. We have
0→ Γflavor → Γˆ→ Γ→ 0 (1.7)
and the symplectic lattice Γ is the lattice of electric and magnetic gauge charges. The
manifold Γˆ∗ ⊗ R/2piZ is foliated by copies of M. Moreover, the XRHγ for γ ∈ Γflavor take
the exact form (1.5), where Zγ encode hypermultiplet masses and θγ encode flavor Wilson
lines. These parameters, together with R, parameterize the family of hyperka¨hler metrics
on M.
The last aspect of [1] we must recall is the explicit construction of XRH. This is done by
a series of maneuvers using the properties P2 and P3 to characterize XRH as a solution of a
Riemann-Hilbert problem that is in turn equivalent to an integral equation. This integral
equation, incidentally, turns out to be a version of the Thermodynamic Bethe Ansatz
(TBA).5 This TBA equation can then be solved by iteration provided the radius R is large.
4Actually, we should consider all multiples of γ0, thus the correct transformation to use is∏
γ′′0 ‖γ0 K
Ω(γ′′0 ;u)
γ′′0
. In the examples we study only a single charge will contribute to the discontinuity.
5Another relation between four-dimensional super Yang-Mills theory and the TBA has recently been
discussed by Nekrasov and Shatashvili [7].
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The result is an explicit series expansion in terms of multiple integrals whose integrands
are small when X sfγ is small. Hence we obtain an explicit construction of the hyperka¨hler
metric. We must stress that R should be large in order to justify the solution of the integral
equation by iteration. (An important fact used here is that X sfγ are exponentially small on
`γ,u as R→∞.)
Having recalled the main features of [1] we can at last return to describing the original
goal in writing the present paper: It is to give an alternative construction of the XRHγ which
does not rely on the integral equation and is valid for all R. In this paper we will indeed
give an alternative construction of the functions XRHγ for the theories in S associated to
SU(2) Hitchin systems. Our definition is indeed sensible for all values of R. Moreover
the new construction lends itself to elegant geometrical verifications of the key defining
properties P1, P2, and (part of) P3.6
Before explaining the new construction we must confess at the outset that one difficulty
will remain unresolved. Concerning the behavior of the Darboux coordinates at small R
there is some tension between this paper and [1]. In [1] we proposed that the TBA equation
would have a regular solution for all R. This would yield a XRH with no poles in the ζ-
plane.7 The results of this paper suggest that the truth might be more complicated: we
indeed find a natural candidate for XRH, and it is indeed defined for all R, but for small
R, we are not able to show that it is pole-free. On the other hand, it is hard to envision
a scenario where there are two different XRH, one with poles and one without. So we see
two reasonable options. One option is that the XRHγ of this paper actually do not have
poles. They could then be identified with solutions of the integral equation of [1] for all
R. The other option is that the XRHγ of this paper do have poles. In that case they are,
strictly speaking, not solutions of the integral equation of [1] for small R. The appearance
of such “extra poles” as a parameter is varied is well-known in the literature on the TBA
(see for example [9]), and can be dealt with in that context. Clearly, these matters deserve
further attention!
Now let us summarize the new construction of the XRHγ . The key idea begins with the
fact that Hitchin’s moduli space M is also a moduli space of flat connections with fixed
monodromy8 around the punctures of C. Indeed, given a solution of the Hitchin equations
we can form a non-unitary connection (equation (4.8) below)
A := R
ζ
ϕ+A+Rζϕ¯, (1.8)
and the Hitchin equations imply this is a flat connection on C for any ζ ∈ C×. Conversely,
the flatness of such a connection for all ζ implies that (A,ϕ) solve the Hitchin equations.
The next observation is that Fock and Goncharov have constructed a beautiful set of
6The reader experienced with the Thermodynamic Bethe Ansatz may view our results as a broad general-
ization of the work [8], where solutions to TBA equations (in a “conformal limit”) were basically constructed
from the monodromy data of a holomorphic connection.
7More precisely, XRH is holomorphic in the complement of the set of BPS rays with Ω 6= 0.
8Since the Hitchin system may have both regular and irregular singularities, the “monodromy data”
includes Stokes data.
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coordinates on the moduli space of flat connections, using the data of a triangulation of
C [10]. (This useful set of coordinates is available only if C has at least one puncture
and hence we will not attempt to extend our construction of the Xγ beyond that case,
even though the physical theory makes sense when C has no punctures.) We will use
the Fock-Goncharov coordinates to construct our functions Xγ . In outline our program
is the following: First, given an angle9 ϑ, we define a distinguished triangulation which
we call a WKB triangulation. Second, applying the Fock-Goncharov construction to that
triangulation we get a set of functions X ϑγ :M× C× → C×. We then use the X ϑγ in turn
to construct XRHγ , by specializing ϑ = arg(ζ). Third, we show that the resulting functions
satisfy the defining properties outlined in Section 2 (in particular P1, P2, P3). Let us now
sketch how this program is accomplished in slightly more detail.
In Section 5 we recall the construction of Fock and Goncharov [10]. We deviate from
their discussion in two ways. One rather minor difference is that we prefer to use decorated
triangulations. In the case of regular singular points (on which we mostly focus), these are
ideal triangulations whose vertices are the singular points Pi of the Hitchin system, but
where we add an extra piece of data at each point Pi. Specifically, we consider flat sections s
solving (d+A)s = 0, and the decoration of Pi consists in choosing a flat section si, defined
up to scale, in a neighborhood of Pi. Such a flat section is necessarily an eigenvector
of the monodromy around Pi, so equivalently, the decoration is a choice of one of the
two eigenlines of that monodromy. (An analogous notion of decorated triangulation for
irregular singular points is explained in Section 8.) The second, more important, deviation
from the work of Fock and Goncharov is that the existence of the vectormultiplets in the
BPS spectrum forces us to extend the notion of triangulation to include more elaborate
objects which we call “limit triangulations.” These are described in Section 5.9. The
heart of the Fock-Goncharov construction is to use “overlaps” of the (parallel transport of
the) flat sections si to describe the monodromy of the flat connection A. In Appendix A
we explain how this can be done. The procedure naturally leads to the key definition of
equation (5.2).
That the property P1 of the XRHγ will emerge correctly can already be seen nicely at
this stage. The Hitchin moduli space has a natural holomorphic symplectic form, given in
(4.10),
$ζ =
1
2
∫
C
TrδA ∧ δA. (1.9)
The corresponding Poisson brackets of the Fock-Goncharov coordinates then take the sim-
ple form (5.9). To be self-contained, we give an elementary derivation of these Poisson
brackets in Sections 5.4-5.5, using results from Appendix B.
A second key defining property (P2 above) of the coordinates XRHγ is their asymptotic
behavior for ζ → 0,∞ and R → ∞. It is this property that motivates our definition of a
WKB triangulation. As described in Section 6, we define WKB curves of phase ϑ to satisfy
〈λ, ∂t〉 = eiϑ. Of course, we have already met this condition above, when discussing BPS
states! It is equivalent to the assertion that in the local coordinate w =
∫ z
z0
λ, where z0 is a
9The periodicity of ϑ can be an integer multiple of 2pi, or it might even live in the universal cover R.
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point on the curve, the curve is a straight line parallel to eiϑ. These WKB curves tend to
be “captured” by the singularities (as shown in the local analysis of Section 6.2) and hence
the generic WKB curve begins and ends on a singularity. The WKB triangulation is then
defined by choosing a suitable finite set of “topologically distinct” generic WKB curves us-
ing a procedure explained in Sections 6.3 and 6.4. Moreover, there is a canonical decoration
given by choosing the flat section which becomes exponentially small along a WKB curve
plummeting into a singularity. This choice of decorated triangulation is motivated by the
WKB analysis (with small parameter ζ, 1/ζ or 1/R) of the equation (d +A)s = 0 for the
flat sections. Recall that in the WKB approximation, exponentially small wavefunctions
can be computed reliably, but exponentially large wavefunctions are ambiguous by the ad-
dition of an unknown exponentially small component. For this reason we must take care
when computing “overlaps” of flat sections si transported from the different locations Pi
of C: We must transport these sections along WKB curves. In summary, given an angle ϑ
and a vacuum u ∈ B – or, better, a Seiberg-Witten differential λ – we have a canonically
determined decorated triangulation. It will be denoted as TWKB(ϑ, u) or as TWKB(ϑ, λ
2).
The second notation reflects the fact that the edges are unoriented, and hence only depend
on the quadratic differential λ2.
Turning now to the third key property P3 we must consider how different WKB tri-
angulations are related as we vary ϑ at fixed λ. Quite generally, different decorated tri-
angulations (not necessarily of WKB type) can be turned into each other by a series of
elementary transformations which we refer to as the flip, juggle, and pop. We may view
the decorated triangulations as objects in a groupoid, and the flips, juggles, and pops
are elementary morphisms which generate all other morphisms in the groupoid. A flip is
simply the standard transformation of flipping an edge within a quadrilateral formed by
two triangles, as in Figure 16. The decoration is unchanged. A pop, on the other hand,
leaves the triangulation unchanged but alters the choice of distinguished eigenline at a
specified vertex. When A has structure group SL(2,C) and the singularity is a regular
singularity with diagonalizable monodromy the pop transformation simply exchanges the
two eigenlines. The most difficult transformation, the juggle, relates different limit trian-
gulations. See Section 5.9 for the detailed discussion and Figure 29 for an illustration. An
important aspect of the Fock-Goncharov theory is that under flips the coordinates undergo
cluster transformations. These cluster transformations turn out to be special cases of the
Kontsevich-Soibelman transformations Kγ0 . The transformations under pops are explic-
itly known, but in general are rather cumbersome. A significant point for our main result
is that, nevertheless, the omnipop, defined to be the transformation that simultaneously
pops all vertices, is a simple and computable transformation S, which we call the spectrum
generator for reasons which will be clear below. The omnipop transformation S is derived
in Section 11.1. The transformation under the juggle is described in Section 5.9.
Having set up all the machinery in Sections 5 and 6 we finally give the crucial definition
of the functions X ϑγ : M× C× → C in equations (7.3) and (7.4). Since the definition is
given in terms of Fock-Goncharov coordinates the Poisson brackets (property P1 above)
follow naturally. Moreover, our choice of decorated triangulation TWKB(ϑ, λ
2) leads to a
straightforward derivation of the ζ → 0,∞ and R → ∞ asymptotics, as indeed it was
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designed to do. Now, rather beautifully, as ϑ varies the WKB triangulations undergo flips,
juggles, and pops precisely when ϑ is the inclination of some BPS ray `γ,u. Indeed, this is
quite natural since, as we described above, the result of [3] simply states that BPS states
are associated with nongeneric finite WKB curves. Recall these are closed or begin and end
on branch points of the covering Σ→ C. The basic morphisms are illustrated in Figures 27
and 29, and in equations (7.33) and (7.56) we show that the corresponding discontinuities
in X ϑγ are precisely those associated with KS transformations, with the correct value of Ω.
In Section 11 we use the results of Section 7 to give our algorithm for computing
the BPS spectrum of theories with K = 2. Choose a half-plane H(ϑ, ϑ + pi) of the com-
plex ζ plane bounded by rays at angles [ϑ, ϑ + pi] and consider evolving the triangulation
TWKB(ϑ, λ
2) as eiϑ rotates to −eiϑ in this half-plane. Remarkably, it turns out that in this
continuous evolution the pops always occur in special circumstances10 such that the corre-
sponding transformation of the X ϑγ is the identity. This surprising fact is shown in Section
7.6.3. Hence the net transformation for evolving ϑ→ ϑ+pi just involves a sequence of flips
and juggles, and the effect on the Darboux coordinates is the transformation S =
∏KΩ(γ;u)γ
with the factors ordered by argZγ . Now, every BPS state (or its antiparticle) has a BPS
ray in the chosen half-plane H(ϑ, ϑ + pi), so the product captures precisely half the spec-
trum, while the other half are just the antiparticles. On the other hand, the initial and
final triangulations TWKB(ϑ, λ
2) and TWKB(ϑ + pi, λ
2) turn out to be simply related by
an omnipop and, as we mentioned above, that transformation can be computed explicitly
(Section 11). Since the product decomposition S =
∏KΩ(γ;u)γ is unique, (given an ordering
of BPS rays, which is in turn determined by u), we can read off the spectrum from the
aptly named spectrum generator S. It is worth asking how this algorithm improves upon
the prescription already given in [3] for computing the BPS spectrum of the A1 theories of
class S. The latter prescription requires one to know the critical values of ϑ for which the
BPS states exist. The crucial point of the above algorithm is that one need only choose a
generic value of ϑ, and no prior knowledge of the phases of occupied BPS central charges
is required.
In Sections 9 and 10 we work out a large number of examples of our formalism. In
Section 9 we show how various limits of the linear SU(2) quiver theories include all the
possible Argyres-Douglas (AD) superconformal theories. Already the simplest examples of
AD theories provide beautiful illustrations of the KSWCF. It turns out that all the wall-
crossing identities in these theories are consequences of a basic pentagon identity (9.31).
In Section 10 we consider SU(2) gauge theory with Nf = 0, 1, 2, 3, 4 flavors of fundamental
hypermultiplets. In this case the BPS spectra are very elaborate, and the wall-crossing
typically involves infinite products of KS transformations, generalizing the basic example
which appears for Nf = 0, equation (10.2). It turns out that all the wall-crossing formulae
in these examples — intricate though they may be — are obtained by successive use of
this basic identity and the pentagon. The most elaborate and beautiful spectrum occurs
in the Nf = 4 case. We locate a particularly interesting strong coupling region in which
the finite spectrum splits into two N = 4 AD points and can therefore be described very
10More technically: The pop occurs at the center of a degenerate triangle such as in Figure 19.
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concretely. We expect this observation to be useful in some future investigations.
Let us conclude this survey by returning to our original goal of defining the functions
XRHγ relevant to the construction of [1]. An important preliminary result is given in Section
13, where we show that in the R→∞ limit the X ϑγ indeed are asymptotic to the semiflat
coordinates X sfγ as long as ζ is in the halfplane Hϑ centered on eiϑ. The proof uses an
interesting connection to the sinh-Gordon equation (and a generalization thereof) on the
Riemann surface C.11 From this we are able to deduce that the only singularities of X ϑ=arg ζγ
are the essential singularities at ζ = 0,∞ together with discontinuities across those BPS
rays with Ω 6= 0. Given the other results in Section 7 it follows that they satisfy the full
set of defining properties in Section 2, and hence do indeed provide the desired alternative
construction we set out to find. Maddeningly, as we have mentioned, this reasoning is valid
for large enough R but might break down at some finite R, as explained in Section 14.
This leaves the behavior as R decreases to zero as an important open question.
We close with a few comments and possible future directions for research:
• First, and most obviously, the generalization to higher rank theories (K > 2) should
be carried out. Since the first preprint version of this paper appeared, we have made
some progress in this direction. The general story will appear in [12] and some
important examples in [13].
• Our constructions raise some tantalizing possible connections to the mathematics of
BPS state counting via Hall algebras (and perhaps from there to the algebras of BPS
states). It seems likely that there should be a category underlying this story, a sort
of Fukaya category for 1-manifolds in a Riemann surface. As we remark in Section
7.8, it is conceivable that this category is in fact equivalent to a category of quiver
representations. Moreover, the geometry of the decompositions of C we consider
suggests a method for realizing the Harder-Narasimhan filtration in this category.
We briefly sketch these ideas in Section 12.
• One consequence of our results is a new description of the hyperka¨hler metrics on
certain moduli spaces of Higgs bundles. Moduli spaces of Higgs bundles play a
prominent role in a new approach to the geometric Langlands program initiated in
[14], and indeed the way these moduli spaces appear in this paper is not unrelated
to the way they appear in [14]. It is thus natural to wonder whether our results can
be of any use for geometric Langlands.
• Fock and Goncharov’s construction was motivated in part by the desire to construct
new infinite-dimensional modular functors (associated with Liouville theory and its
higher rank “Toda” generalizations). We believe that some of the ideas of this paper,
particularly the notion of “limit triangulation,” might provide some useful insights
into these new modular functors.
11Incidentally, this relation has also recently played a useful role in the work of Alday and Maldacena
[11], and that connection allowed those authors to put some of our results in this paper to good use. We
discuss this connection a bit more in Section 9.4.3.
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• The story of this paper applies most directly to N = 2 theories which are not con-
formal. However, there are some closely related conformal theories, discussed further
in [15], which could be obtained by adjusting the eigenvalues of the monodromies at
the singular points in C to zero. Now, in the closely analogous case of N = (2, 2)
theories in two dimensions, [16] exploited information about massive deformations to
get information about the conformal points (for example, their spectrum of conformal
dimensions). It is natural to wonder whether a similar trick would work here.
• Finally, as mentioned above, it would be very interesting to understand the analytic
structure of the functions Xγ constructed in this paper at small R.
2. Review
Let us quickly recall the setup, notation and main proposal of [1], to which we refer for
more details.
2.1 Setup
We consider a d = 4, N = 2 supersymmetric gauge theory. Call its Coulomb branch B. At
each point u ∈ B the gauge group is broken to a maximal torus U(1)r. There is a lattice
Γˆu of charges, equipped with an antisymmetric integer-valued pairing 〈, 〉. The radical of
this pairing is the sublattice (Γflavor)u of flavor charges. Dividing out by (Γflavor)u gives the
quotient lattice Γu of gauge charges. Γu has rank 2r and is equipped with a symplectic
pairing.
The lattice Γˆu is the fiber of a local system Γˆ, with nontrivial monodromy around
the complex-codimension-1 singular loci in B, where some BPS particles become massless.
There is a “central charge” homomorphism
Z : Γˆu → C (2.1)
varying holomorphically with u. In particular, given any local section γ of Γˆ, there is a
corresponding locally-defined holomorphic function Zγ(u), the central charge of a particle
with charge γ.
We formulate the theory on R3 × S1, with S1 of radius R. At energies  1/R this
theory looks effectively three-dimensional. Its moduli space is locally a product of two
hyperka¨hler manifolds. One factor is the Higgs branch of the d = 4 theory, which we
do not consider here. The other factor is the d = 3 Coulomb branch M. At generic,
non-singular points in M the Higgs branch is actually absent. M is a fibration
pi :M→ B (2.2)
with generic fiber a 2r-torus. The torus fibers appear because the gauge fields in d = 4
give rise to scalars in d = 3, namely the holonomies of the gauge fields (both electric and
magnetic) around S1. For each γ ∈ Γu we have a corresponding circle-valued holonomy θγ ,
with θγ+γ′ = θγ + θγ′ .
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Because of supersymmetry the metric g on M is hyperka¨hler. A first approximation
gsf to g is obtained by naive dimensional reduction. To determine g exactly, one must also
include instanton (and multi-instanton) effects, coming from BPS particles of the d = 4
theory winding around S1. These effects are weighted by the second helicity supertraces
Ω(γ;u) which count particles of charge γ.
2.2 Darboux coordinates
In [1] we proposed an exact description of g. The main idea is that to describe g it is
enough to describe holomorphic Darboux coordinates for M considered as a holomorphic
symplectic manifold.
The construction is local over the base B. Fix an open set U ⊂ B over which Γˆ is
trivializable. Also fix a choice of quadratic refinement σ : Γˆ→ {±1} of the antisymmetric
pairing mod 2. Our holomorphic Darboux coordinates are labeled by sections γ of Γˆ over
U . They are functions Xγ on pi−1(U)× C× obeying
a) Xγ+γ′ = XγXγ′ .
b) For any fixed ζ ∈ C×, Xγ(·; ζ) is valued in C×, and holomorphic in complex structure
J (ζ) on M. (Recall M is hyperka¨hler and hence has a CP1 of complex structures.)
c) The holomorphic Poisson brackets of the Xγ are given by12{Xγ ,Xγ′} = 〈γ, γ′〉XγXγ′ . (2.3)
d) For any fixed (u, θ) ∈M, Xγ(u, θ; ζ) is holomorphic in ζ. Here θ is an angular coordinate
on the fiber of M→ B above u.
e) Xγ(·; ζ) = X−γ(·;−1/ζ¯).
Moreover, in [1] it turned out to be particularly interesting to consider coordinate systems
subject to a further asymptotic condition, namely
f) limζ→0Xγ(u, θ; ζ) exp
[−ζ−1piRZγ(u)] exists.
However, there is a Stokes phenomenon in play here: for theM of interest, it turns out to
be impossible to construct Darboux coordinates which obey the conditions a)-f). The right
thing to do is to ask for all desired properties to hold for ζ in some half-plane, centered on
a ray eiϑR+,13
Hϑ :=
{
ζ : ϑ− pi
2
< arg ζ < ϑ+
pi
2
}
, (2.4)
and for a single u0 ∈ U ⊂ B. So we ask for a collection of coordinate systems X ϑ,u0γ , each
defined on pi−1(U)×Hϑ. Each one should obey a)-c), and
d’) X ϑ,u0γ (u, θ; ζ) is holomorphic in ζ, for ζ ∈ Hϑ.
12For later convenience we have rescaled the Poisson bracket by a factor 4pi2R relative to that in [1].
13We emphasize that in some situations Xϑγ actually depends on ϑ ∈ R, not just ϑ ∈ R/2piZ. We will
encounter this situation in Sections 8, 9, and 11 below.
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e’) X ϑ,u0γ (·; ζ) = X ϑ+pi,u0−γ (·;−1/ζ¯).
f’) limζ→0X ϑ,u0γ (u0, θ; ζ) exp
[−ζ−1piRZγ(u0)] exists, when ζ is restricted to Hϑ.
In this paper we will give a construction of functions X ϑ,u0γ obeying these conditions, for
sufficiently large R. These X ϑ,u0γ really do depend on (ϑ, u0): there is a real-codimension-1
subset in the space of (ϑ, u0) where X ϑ,u0γ jumps. From b), c) it follows that these jumps
are holomorphic Poisson morphisms.
These jumps in the coordinates X ϑ,u0γ are the most important part of the whole story.
In particular, the jumps are determined by, and determine, the BPS degeneracies of the
d = 4 field theory. If we think of u0 as fixed, then the jumps occur at specific values of
ϑ, namely those ϑ which are the phases of central charges of BPS states in the vacuum
labeled by u0. Moreover the precise jumps are determined by the gauge charges of the BPS
states. We state this more precisely as follows:
g) X ϑ,u0γ is piecewise constant as a function of (ϑ, u0), with discontinuities at pairs (ϑ, u0)
for which there is some γBPS with arg−ZγBPS(u0) = ϑ and Ω(γBPS;u0) 6= 0.
h) Fix ϑ0 ∈ R/2piZ, u0 ∈ B, and define
Sϑ0,u0 :=
∏
γBPS: arg−ZγBPS (u0)=ϑ0
KΩ(γBPS;u0)γBPS , (2.5)
where KγBPS is a holomorphic Poisson transformation of the Xγ given by
KγBPS : Xγ 7→ Xγ(1− σ(γBPS)XγBPS)〈γ,γBPS〉. (2.6)
Then14 (
lim
ϑ→ϑ+0
X ϑ,u0γ
)
= Sϑ0,u0
(
lim
ϑ→ϑ−0
X ϑ,u0γ
)
. (2.7)
(A genericity assumption is made here: The charges with arg−ZγBPS(u0) = ϑ0 are all
proportional, so we needn’t order the product in Sϑ0,u0 . )
A final important property is
i) When ζ ∈ Hϑ, we have the large R asymptotics
Xγ ∼ X sfγ (2.8)
and in fact the corrections are exponentially small, i.e. Xγ = X sfγ (1 + O(e−const·R)) in
regions bounded away from the singular points of B.
In the rest of this paper we will sometimes lighten the notation, writing X ϑ,u0γ just as
X ϑγ when we are not trying to emphasize the u0 dependence, or even just as Xγ . (This
Xγ must not be confused with the Xγ of [1]. Those functions are denoted by XRHγ in this
paper. See Section 2.4 below.)
14Our convention here differs by a sign from [1].
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2.3 Wall-crossing
As we have just reviewed, at least for large enough R, the moduli spaceM carries a family
of local coordinate systems X ϑ,u0γ , obeying the conditions a)-c), d’)-f’), g)-i).
The mere existence of these coordinates has a rather strong consequence. Consider a
point u ∈ B and two different phases ϑ±, with ϑ+−ϑ− < pi. The coordinate systems X ϑ±,uγ
are generally not equal; to see how they are related, one must apply (2.7) to each Stokes
line which lies between ϑ− and ϑ+. This gives the relation as
X ϑ+,uγ = S(ϑ−, ϑ+;u)X ϑ−,uγ , (2.9)
where
S(ϑ−, ϑ+;u) =
x∏
γBPS: ϑ−<arg−ZγBPS (u)<ϑ+
KΩ(γBPS;u)γBPS , (2.10)
with the product taken in increasing order of arg−ZγBPS(u).
A key algebraic fact [6] is that product decompositions of the form (2.10) are unique:
(2.10) actually determines the Ω(γBPS;u) for arg−ZγBPS(u) between ϑ− and ϑ+ (with the
exception of γBPS ∈ Γflavor, which have KγBPS = 1 and hence are invisible in S(ϑ−, ϑ+;u).)
One can thus think of S(ϑ−, ϑ+;u) as a kind of “generating function” for the Ω(γBPS;u).
Now suppose we deform u continuously to u′. As long as no argZγBPS(u) crosses ϑ+
or ϑ− in the process, it follows from g) that X ϑ±,uγ = X ϑ±,u
′
γ , and so
S(ϑ−, ϑ+;u) = S(ϑ−, ϑ+;u′). (2.11)
The formula (2.11) determines the Ω(γBPS;u
′) given Ω(γBPS;u) and hence gives a complete
solution to the wall-crossing problem. In our context, it is a direct consequence of the
existence of the functions X ϑ,uγ .
Since the product (2.10) is generally infinite, we should perhaps comment on how
it is to be understood. One begins by finding some basis {γi} of Γˆ, such that all γBPS
which contribute to S(ϑ−, ϑ+;u) are nonnegative linear combinations of the γi. This basis
depends on (ϑ−, ϑ+, u).15 Each Kγ defines a Poisson automorphism of the algebra F :=
C[[xγ1 , . . . , xγi ]]. (Infinite Taylor series arise because we expand denominators, 1/(1−x) =
1 + x + · · · .) Now how about their product? To understand that, we begin by defining a
collection of finite-dimensional unipotent groups GN (ϑ−, ϑ+;u) (N ≥ 0). We first use the
basis γi to define the degree of γ =
∑
niγi to be |γ| :=
∑
i ni and informally “truncate F
to Fourier modes of order less than or equal to N .” More precisely, there is a filtration of F
by ideals IN ⊂ F , generated by monomials with degree greater than N . Since Kγ maps IN
to itself, the transformations with ϑ− < − argZγ(u) < ϑ+ generate a group GN (ϑ−, ϑ+;u)
of Poisson automorphisms of FN := F/IN . Moreover, again because the Kγ preserve the
filtration there is a projection map GN → GN−1 and we can use these to define a group
G(ϑ−, ϑ+;u) as the inverse limit of the system of the GN (ϑ−, ϑ+;u). When projected
15Actually, the existence of such a basis is not obvious. In the mathematical work of [6] an additional
technical condition was imposed which guarantees it, and which one hopes would hold in all physical
examples. In Section 7.8 of this paper we will show that such a basis exists in the examples we consider.
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to any GN (ϑ−, ϑ+;u), the product (2.10) involves only finitely many nontrivial factors
and hence is well defined. Moreover it behaves coherently with respect to the projections
GN → GN−1. This is sufficient to define it in G(ϑ−, ϑ+;u).
Let us also comment a bit more on the uniqueness of the product decomposition which
was claimed above. We have Kγ = efγ where fγ :=
∑
n≥1
σ(nγ)
n2
{Xnγ , ·}. The fγ with
ϑ− < − argZγ(u) < ϑ+ span the Lie algebra of G(ϑ−, ϑ+;u). For the unipotent groups
GN the exponential map is bijective. It follows that the decomposition of a group element
g ∈ G(ϑ−, ϑ+;u) into a product of the form (2.10) is indeed unique. From a more practical
viewpoint, there is an algorithm for extracting the Ω(γBPS;u) from S(ϑ−, ϑ+;u), easily
implemented on a computer for any reasonably small γBPS. It amounts to considering
inductively the projections of S(ϑ−, ϑ+;u) to the successive subgroups GN (ϑ−, ϑ+;u). At
the N -th step one can determine the Ω(γBPS;u) for |γBPS| ≤ N .
The formula (2.11) was first presented in [6] in a very general context. It generalizes
the primitive and semi-primitive wall-crossing formulae, first derived in [17] using Denef’s
multicentered BPS black hole solutions of N = 2 supergravity [18]. The arguments of [17]
apply both to supergravity and to its field theory limit. Unfortunately, the constructions
in [1] and in this paper are restricted to field theory. Thus, an important open problem
remains: Give a physical derivation of (2.11) for type II string theory on a compact Calabi-
Yau.
2.4 Riemann-Hilbert problem
In [1] we did not introduce the functions X ϑγ explicitly. Instead we formulated a Riemann-
Hilbert problem, the solution of which would lead to a single Darboux coordinate system
XRHγ (ζ), obeying a)-f) for all ζ, except that XRHγ (ζ) is not holomorphic in ζ, but only
piecewise holomorphic; it jumps by KΩ(γBPS;u)γBPS along each ray ζ ∈ ZγBPSR−. We argued
moreover that a solution indeed exists for sufficiently large R.
There is a simple correspondence between such XRHγ (ζ) and X ϑγ (ζ) obeying a)-c), d’)-
f’). Given XRHγ (ζ), X ϑγ (ζ) can be obtained as the analytic continuation of XRHγ (ζ) in ζ from
the ray ζ ∈ eiϑR+. Conversely, given X ϑγ (ζ), we divide the ζ-plane into slivers bounded
by BPS rays, and define XRHγ (ζ) to agree with X ϑγ (ζ) on the sliver containing the ray
ζ ∈ eiϑR+.
One might naturally guess that if we apply this procedure to the X ϑγ (ζ) built in this
paper, the XRHγ (ζ) so obtained will give a solution to the Riemann-Hilbert problem defined
in [1], for all R. However, we do not prove that in this paper. The crucial problem is
the possibility that the XRHγ (ζ) we get could be only piecewise meromorphic away from
ζ = 0,∞. This would be incompatible with the Riemann-Hilbert problem, in which XRHγ (ζ)
were required to be piecewise holomorphic. At sufficiently large R this is not a problem:
the poles of the individual X ϑγ lie outside the sector Hϑ, and do not appear in XRHγ . The
important question is whether as we go to small R these poles can move into the sliver
around ζ ∈ eiϑR+.
Although our results on wall-crossing and BPS degeneracies are independent of this
question, it is relevant for the issue of describing the hyperka¨hler metric using the methods
of [1]. We will discuss this matter at some length in Section 14.
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3. From brane constructions to Hitchin systems
In this section we describe a class of d = 4, N = 2 field theories for which the hyperka¨hler
manifold M is a moduli space of solutions to Hitchin’s equations.
In Section 3.1 we discuss these theories in terms of the six-dimensional (2, 0) theory
reduced on a Riemann surface C, with some number of real codimension-2 defects at points
of C, and explain why their further compactification on a circle leads to Hitchin’s equations.
In Section 3.2 we give a purely four-dimensional definition of a large class of the theories
we consider, by making contact with the D4/D6/NS5-brane constructions described in [2].
Finally, in Section 3.3 we briefly recall an alternative Type IIB string theory construction
which would lead to the same theories, involving a Calabi-Yau threefold containing C as a
curve of ADE singularities.
3.1 Compactifying the (2, 0) theory
Starting with the famous (2, 0) superconformal field theories in d = 6 and compactifying on
appropriate Riemann surfaces C, one can produce a very large class of d = 4, N = 2 field
theories. As we will describe in Sections 3.1.1-3.1.5 below, this construction also naturally
realizes the Seiberg-Witten curves in these theories as branched covers of C inside T ∗C, as
well as giving a direct handle on the BPS spectrum, extending a picture described in [3].
Our main interest in this paper is in what happens when we further compactify these
four-dimensional theories on a circle. That is, we consider the (2, 0) theory on R1,2×S1×C,
where S1 has radius R. Then we find, at low energies, a three-dimensional sigma model
with hyperka¨hler target space M.
What isM? To answer that question, we describe the same theory in a different way,
by reversing the order in which we compactify. If we first compactify the six-dimensional
(2, 0) theory on S1, the low energy physics is described by five-dimensional supersymmetric
Yang-Mills theory. We can then consider further compactification of this five-dimensional
theory on C. From this viewpoint, the moduli space of 3-dimensional super-Poincare´
invariant vacua is the moduli space of solutions of certain BPS equations for the gauge
fields and scalars on C. These BPS equations turn out to be the Hitchin equations on
C. While these two compactifications correspond to different limits, we do not expect any
phase transition in the low energy physics when we exchange the relative length scales of
C and S1. The reason is that the BPS-protected quantities that we study are insensitive
to the conformal scale of the metric on C, thanks to the topological twist described below.
Therefore, we can identify the target space M of the three-dimensional sigma model as a
moduli space of solutions to Hitchin’s equations on C. We explain this in Section 3.1.6.
The analysis of M which we carry out in the rest of this paper can be applied only
if C carries some defect operators, inserted at points Pi. We make some comments about
these defects in Sections 3.1.7-3.1.8.
3.1.1 The (2, 0) theory on R1,5 and its Coulomb branch
We begin with the (2, 0) superconformal theories in six-dimensional spacetime [19, 5, 20,
21, 22, 23]. These theories enjoy osp(6, 2|4) superconformal invariance. Modulo topological
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subtleties, they are obtained as products of two types of basic building block: interacting
theories, which have an ADE classification, and free theories with an abelian “gauge group.”
Our main interest in this paper will be in the theories in the A series. From the point of view
of M-theory, the theory with “gauge group” U(K) can be described as a decoupling limit
of a system of K coincident M5-branes [5]. We use this picture frequently as a convenient
shortcut for understanding properties of the theory.
Let us briefly recall some information about the chiral operators of the (2, 0) theory;
more detail can be found in [24], and see also [25], especially the table on page 31. There
is a basis of operators transforming in short representations of osp(6, 2|4), labeled by the
Casimir operators of the ADE group g. Label the Casimirs by k = 1, . . . , r. Within the
k-th short multiplet we will focus on the subspace Vk of operators with lowest conformal
weight. Vk is an irreducible representation of the so(5) R-symmetry. Its conformal weight
is twice the exponent dk of g.
The theory has a “Coulomb branch” parameterized by vacuum expectation values of
these chiral operators. This branch is especially easy to understand in the AK−1 theory: it
is just (R5)K/SK , parameterizing configurations in which the K M5-branes are separated
in the transverse R5.
On the Coulomb branch the theory contains BPS strings, geometrically described as
the boundaries of M2-branes running between the separated M5-branes. See Figure 1. Call
1
2
3
12
23
Figure 1: Left: three separated M5-branes, including segments of two M2-branes stretching be-
tween them. Right: the corresponding picture in the AK−1 (2, 0) theory with K = 3. The two
M2-brane segments have been projected down to string segments.
the string that comes from an M2-brane running between brane i and brane j an ij-string.
These strings are oriented; reversal of orientation exchanges ij-strings with ji-strings. The
BPS condition requires that the strings are straight lines in R5,1. The tension of a BPS
ij-string can be calculated from the M2-brane picture as16
Tij =
2pi
`3
|xi − xj | (3.1)
where |xi−xj | is the distance in R5 (with dimensions of length). From BPS non-renormalization
theorems one expects that this geometric picture actually gives the exact tension, even in
16The tension of the M2-brane is 2pi/`3 and that of the electromagnetic dual M5-brane is 2pi/`6, where `
is the 11-dimensional Planck length.
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the regime (most relevant for this paper) where the branes are separated by distances of
order `.
One can have supersymmetric “junctions” where strings of type ij, jk, and ki meet.
The appearance of such junctions in the (2, 0) theory was noted in [26]. The supersymmetry
preserved by a single ij-string depends both on the slope of the string in the worldvolume
of the M5-branes, and on the direction of xi−xj in R5. To find the condition for a quarter-
BPS junction, we can imitate the standard setup for (p, q) string junctions [27, 28, 29]: tie
the relative slopes of the three strings in the plane of the junction to the relative slopes of
the vectors (xi − xj), (xj − xk), (xk − xi) in the plane in R5 defined by the three points
xi, xj , xk. Notice that this automatically gives mechanical equilibrium at the junction,
as the tension vectors of the three string segments are then linearly related to (xi − xj),
(xj − xk), (xk − xi), and hence sum to zero.
3.1.2 The (2, 0) theory on R1,3 × C and its Coulomb branch
In order to compactify the (2, 0) theory on C without breaking four-dimensional supersym-
metry, we need to consider a partial twisting. The super Poincare´ subalgebra of osp(6, 2|4)
has bosonic part so(5, 1)⊕usp(4) ∼= so(5, 1)⊕so(5). The spinor representations of Spin(1, 5)
and Spin(5) are H2, where H is the quaternions. Therefore the Poincare´ supercharges
transform in the (C4⊗C4)+ of so(5, 1)⊕ so(5), where the subscript + indicates a symplec-
tic Majorana reality constraint. Upon compactification on C we preserve the subalgebra
so(3, 1)⊕ so(2)C ⊕ so(3)⊕ so(2)R, under which the supercharges transform as((
(2, 1) 1
2
⊕ (1, 2)− 1
2
)
⊗
(
2 1
2
⊕ 2− 1
2
))
+
(3.2)
The twisting consists of identifying the diagonal so(2) of so(2)C⊕so(2)R with the holonomy
algebra of C, and leaves us with supercharges transforming under so(3, 1)⊕ so(3)⊕ so(2)′C
as
(2, 1; 2)1 ⊕ (2, 1; 2)0 ⊕ (1, 2; 2)0 ⊕ (1, 2; 2)−1 (3.3)
We can introduce a corresponding basis of supercharges:
QαAz ;Q
αA; Q¯α˙A; Q¯α˙Az¯ (3.4)
where α, α˙, A all run over 1, 2 and z is a local coordinate so that dz has so(2)′C charge +1.
Since the supercharges QαA; Q¯α˙A of the middle two summands of (3.3) are uncharged under
so(2)C they are well-defined four dimensional supercharges, and therefore we have preserved
N = 2 four-dimensional supersymmetry. The commutator
{
Q¯α˙A, Q¯β˙Bz¯
}
∼ α˙β˙AB∂z¯ will
be quite useful below where we consider the chiral ring of the operators annihilated by
Q¯α˙A.
The moduli space of the four-dimensional theory is obtained essentially by dimensional
reduction from the Coulomb branch of the six-dimensional theory. More precisely, choose
a Cartan subalgebra so(2)R ⊕ so(2) of the so(5) R-symmetry, and let Ok be the operator
in Vk of weight (dk, 0). This operator has the largest so(2)R charge in the multiplet and
hence it must be annihilated by any supercharge, such as Q¯α˙A, with positive so(2)R charge.
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We reach the d = 4 Coulomb branch by giving vacuum expectation values to these chiral
operators.
After the twisting, Ok is a section of the bundle K⊗dk over C, and in particular this
is true of its vacuum expectation value 〈Ok〉. Since Ok is annihilated by Q¯α˙A, and since
Q¯α˙A-exact operators have vanishing vev’s [30], 〈Ok〉 must be annihilated by ∂¯. This is the
only condition on 〈Ok〉, so the d = 4 Coulomb branch which parameterizes these vevs is
simply
B =
r⊕
k=1
H0(C,K⊗dk). (3.5)
In the AK−1 case there is a nice geometric interpretation of B. We are considering the
low energy limit of a system of K M5-branes which are wrapped on a holomorphic cycle
C inside a hyperka¨hler four-manifold Q. To go to the Coulomb branch we separate the
branes so that they wrap some other cycle Σ inside Q.17 Unlike the flat space situation,
we will consider cases where the branes cannot be completely separated, so Σ will be a
connected divisor inside Q. By choosing holomorphic Darboux coordinates (x, z) for Q as a
holomorphic symplectic manifold we can identify a neighborhood of C with the holomorphic
cotangent bundle T ∗C. Picking a point of B just corresponds to picking the coefficients
uk ∈ H0(C,K⊗k), k = 2, . . . ,K, of the equation
xK +
K∑
k=2
uk(z)x
K−k = 0 (3.6)
defining Σ ⊂ T ∗C.
We normalize the coordinates so that the holomorphic symplectic form is
Ω =
`3
2pi2
dx ∧ dz. (3.7)
The projection map T ∗C → C identifies Σ as a K-fold cover of C. The distance between
the i-th and j-th sheets is a 1-form on C, which we call λij .
We will see below that Σ should be identified with the Seiberg-Witten curve of the
reduced theory. The canonical one-form
λ = x dz, (3.8)
restricted to Σ, will be identified with the Seiberg-Witten differential.
3.1.3 BPS strings on the Coulomb branch
Our geometric picture of the Coulomb branch is a convenient way to read off the properties
of the BPS strings. As in the flat space case, locally we have BPS ij-strings labeled by
pairs of sheets, and BPS junctions where three such strings meet. The BPS tension of an
ij-string is 1pi |λij |; this tension depends on the point of C, unlike the flat space case. There
17One could also separate the branes in the 3 flat transverse directions; this corresponds to moving onto
the d = 4 Higgs branch, which will not play a role in this paper.
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are also some special points on C, namely the ij-branch points where λij = 0, i.e. the i-th
and j-th sheets of Σ come together. An ij-string can end at an ij-branch point. One quick
way of deriving this fact is to recall the description of these states in the M5-brane picture:
the ij-string is an M2-brane foliated by segments connecting sheet i and sheet j, and can
end smoothly when these segments shrink to zero size. See Figure 2.
Figure 2: Left: a portion of an M2-brane stretching between two sheets of an M5-brane. The
M2-brane is foliated by “vertical” segments, each of which lies in a single fiber of T ∗C. At the
branch point where the two sheets collide, the vertical segments shrink to zero length. Right: the
projection of the M2-brane onto C is a string in the (2, 0) theory which ends on the branch point.
The central charge of a segment of ij-string extended along the curve c is given by
Z =
1
pi
∫
c
λij . (3.9)
The mass of the same segment on the other hand is just the integral of the tension,
M =
1
pi
∫
c
|λij |. (3.10)
So the BPS bound M ≥ |Z| is saturated if and only if λij has the same phase ϑ everywhere
along the curve c, i.e., if ∂t denotes the tangent vector to c, we require
λij · ∂t ∈ eiϑR+. (3.11)
In this case Z = eiϑM .
For a multi-string junction the phase ϑ must be the same for all strands. This condition
is equivalent to the no-force condition at the junction: indeed, the vector representing the
force exerted by the ij-strand on the junction can be expressed as the complex number
eiϑλ¯ij , so since the three λij sum to zero, the forces do as well.
The simplest BPS object is an ij-string stretched between two ij-branch points. In
the M5-brane picture it would be represented by a disc; see Figure 3. Such an M2-brane
has no moduli. Its quantization yields a single BPS hypermultiplet in four dimensions.
Similarly we can consider an ij-string stretched along a closed loop c in C. In the
M5-brane picture such a string is represented by a cylindrical M2-brane; see Figure 4.
Such an M2-brane has a single bosonic modulus and corresponding fermion zero mode. Its
quantization yields a BPS vectormultiplet.
If K = 2 these cases exhaust the possibilities; this description of the states was used
in [3, 31] to study the BPS spectrum. For K > 2 one should also consider string webs.
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Figure 3: Left: An M2-brane wrapped on a disc D, stretched between two sheets of the curve Σ
supporting the M5-brane. Right: Under the projection T ∗C → C, the disc projects to a string in
the (2, 0) theory, which ends on the branch points.
Figure 4: Left: An M2-brane wrapped on a cylinder, stretched between two sheets of the curve
Σ supporting the M5-brane. Right: Under the projection T ∗C → C, the disc projects to a closed
string in the (2, 0) theory.
Again lifting each strand c to ci − cj , the sum of all the lifts yields a closed cycle in Σ
which gives the charge of the BPS particle. The number of bosonic moduli is equal to the
number ` of loops in c. Indeed, ` = 1+(j−b)/2, where b is the number of branch endpoints
and j the number of three-string junctions. Each strand can be moved perpendicular to
itself, except that each strand attached to a branch point loses this degree of freedom, and
furthermore each junction has only two degrees of freedom and hence imposes one further
constraint on the three strands ending on it. The number of strands is (b+ 3j)/2, so this
naive count of the bosonic moduli gives (j − b)/2. With a bit of work it is possible to see
that one overall combination of the constraints at the junctions is trivial, thus giving one
extra modulus, for a total of ` (see [28], equation 23). By supersymmetry we should have
` fermionic moduli as well. Taking into account these fermionic moduli we expect that
quantization should give a multiplet of spin 12(`+ 1).
18
Finally let us consider the central charges of these BPS states. The oriented curve c
on C representing a BPS ij-string can be lifted to a pair of curves ci, cj on Σ, namely, we
18As the moduli space has boundaries, depending on the precise boundary conditions multiplets of lower
spin might possibly arise.
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take the preimages of c on the i-th and j-th sheets, where ci has the same orientation as c
and cj has the opposite orientation. Then (3.9) can be rewritten as
Z =
1
pi
∫
c
λij =
1
pi
(∫
ci
λ−
∫
cj
λ
)
. (3.12)
For any combination of ij-strings representing a BPS state, the sum of the lifted curves
is a closed cycle γ on Σ; it is simply the boundary of the M2-brane representing the BPS
state. What we have found is
Z =
1
pi
∮
γ
λ. (3.13)
This formula will be crucial in what follows.
Incidentally, one can also understand (3.13) as a consequence of Stokes’s theorem and
the fact that the BPS condition requires that the M2-brane is special Lagrangian in Q, i.e.,
when restricted to the M2-brane the holomorphic symplectic form Ω = `
3
2pi2
dλ is eiϑ times
the volume form. In the field theory limit, we are considering M5-branes which lie close
to the zero section C in T ∗C ⊂ Q; in this limit the special Lagrangian M2-branes become
“vertical” and reduce to the string webs (see [32] for related discussion).
3.1.4 Charge lattices
This is a convenient moment to pause and consider the lattice Γˆ of all charges (flavor and
gauge) in the d = 4 theory. We said above that the charge of a BPS state is determined
by a 1-cycle γ in Σ, the boundary of an M2-brane ending on the M5-brane. So naively one
might identify the charge lattice as H1(Σ;Z). This is slightly wrong, for two reasons.
First, not all classes in H1(Σ;Z) can support a BPS state. This is easiest to see in
the case K = 2; since all BPS states come from membranes which connect the two sheets,
they are invariant under the operation of exchanging the two sheets and also reversing
the orientation. It follows that all BPS charges lie in the sublattice of H1(Σ;Z) which is
invariant under this combined operation.
Second, some classes in H1(Σ;Z) should be regarded as physically equivalent, because
it costs zero energy to move from one to the other. This can happen for K > 2 when
there is some unbroken nonabelian gauge symmetry at a defect inserted somewhere on C;
then several sheets of the covering become identified near the defect, and in particular, a
loop around the defect can move freely between these sheets. So to get the physical charge
lattice we have to take a quotient. Assuming there are no accidental degeneracies one can
describe this quotient operationally as dividing out by the kernel of Z, i.e. we identify
cycles γ which have the same period Zγ . So altogether Γˆ is a subquotient (a quotient of a
sublattice) of H1(Σ;Z).
The lattice Γ of gauge charges is simpler to describe: it is just H1(Σ¯,Z), where Σ¯ is
the compact Riemann surface obtained by filling in the punctures of Σ. The flavor lattice
Γflavor ⊂ Γˆ is the radical of the intersection pairing 〈, 〉 on H1(Σ;Z). Any element in Γflavor
can be represented by a linear combination of small loops around the punctures. Γˆ is an
extension of Γ by Γflavor,
0→ Γflavor → Γˆ→ Γ→ 0. (3.14)
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As we move in the Coulomb branch B the curve Σ varies, and in particular H1(Σ;Z)
might have monodromy around loci where Σ degenerates. Hence Γˆ and Γ are not fixed
lattices, but rather local systems of lattices varying over B. In contrast Γflavor is monodromy
invariant.
3.1.5 Kinetic terms
For completeness, let us discuss in a bit more detail the four-dimensional Lagrangian ob-
tained by compactifying the (2, 0) theory on C, and verify that Σ is indeed the Seiberg-
Witten curve and λ is the Seiberg-Witten differential.
We begin by calculating the kinetic terms of the vectormultiplet scalars in the IR
4d gauge theory, starting from the M5-brane picture of the Coulomb branch. The scalar
part of the action of the M5-brane is just the DBI action, 2pi/`6 times the volume form.
A vacuum of the four-dimensional theory is determined by some fixed holomorphic curve
Σ0 ⊂ Q. We consider configurations of the M5-brane which approach R3,1×Σ0 near infinity
in R3,1, but may fluctuate in the interior of R3,1. Such fluctuations (at least sufficiently
mild ones, which are all we need here) are given by maps
f : R3,1 × Σ0 → Q (3.15)
Let y ∈ R3,1 and define fy := f(y, ·) : Σ0 → Q. We require that as y →∞, fy approaches
the identity map.
In the low energy limit, we restrict attention to maps which have zero potential energy,
i.e. we require that Σy := fy(Σ0) is a volume-minimizing cycle for all y. Equivalently, we
require that Σy is holomorphic in Q for all y. We can then define fˆ : y → Σy as a map
into the space D of all holomorphic deformations of Σ,
fˆ : R3,1 → D. (3.16)
Now we want to evaluate the kinetic energy of such a map. We work in the approximation
where fˆ is slowly varying over R3,1, so that we may truncate to second order in the
variations ∂µfˆ . These variations are elements of the tangent space to fˆ(y) ∈ D, which
in turn may be identified with the space of holomorphic sections of the normal bundle
Tfˆ(y)(D) ∼= H0(N(Σy)). The expansion of the DBI action to quadratic order in derivatives
(with the constant part subtracted) is
S =
pi
`6
∫
R1,3
d4x ηµν〈∂µfˆ , ∂ν fˆ〉, (3.17)
where 〈, 〉 is the standard Hermitian metric on the space of sections of N(Σy), induced from
the metric on Q. We are interested in fluctuations for which S is finite; to arrange this we
require that ∂µfˆ is normalizable for each µ,
‖∂µfˆ‖2 <∞. (3.18)
The normalizable modes span a subspace of TD and define an integrable distribution on
D. We let B be the leaf of the distribution passing through Σ0. We call B the space of
– 26 –
“normalizable deformations” of Σ0. So we are restricting attention to maps
fˆ : R3,1 → B. (3.19)
Let r denote the number of normalizable modes, i.e. the complex dimension of B.
So far we have found that the scalar sector of our four-dimensional theory is a sigma
model into B. The six-dimensional tensor multiplet also contains an abelian 2-form gauge
potential with self-dual field strength, and Kaluza-Klein reduction of this field leads to
abelian four-dimensional gauge fields. The number of independent gauge fields is equal to
1
2 the dimension of the space of normalizable harmonic 1-forms on Σ, or equivalently to
the dimension of the space of normalizable holomorphic 1-forms on Σ. In fact this is also
equal to r. To see this, let us briefly consider the metric on Q in the vicinity of Σ. Let z
be a local coordinate on Σ. Then we can choose a transverse coordinate x′ such that Σ is
the locus x′ = 0 and Ω = `
3
2pi2
dx′ ∧ dz, and the Ka¨hler form is of the form
ω|Σ = ig(z, z¯)dz ∧ dz¯ + i `
6
4pi4
g−1(z, z¯)Dx′ ∧Dx¯′, (3.20)
where D is the covariant derivative in N(Σ). Now, by the adjunction formula there is an
isomorphism N(Σ) ∼= T ∗1,0Σ most conveniently described by contraction with Ω. Moreover,
there are hermitian products on H0(N(Σ)) and H0(T ∗1,0Σ) defined by
〈v1 ∂
∂x′
, v2
∂
∂x′
〉 :=
∫
Σ
(
v1v¯2
`6
4pi4
g−1(z, z¯)
)
g(z, z¯)
i
2
dzdz¯ (3.21)
and
〈ω1, ω2〉 := i
2
∫
Σ
ω1ω2 (3.22)
respectively. With these inner products the contraction with Ω is an isometry:
‖v∂x′‖2 = i
2
∫
Σ
(g(z, z¯)dz ∧ dz¯) `
6
4pi4
g−1(z, z¯)|v|2 = i
2
`6
4pi4
∫
Σ
|vdz|2 = `
6
4pi4
‖vdz‖2. (3.23)
So in particular, vdz is normalizable if and only if v∂x′ is.
Altogether we have obtained an abelian N = 2 supersymmetric gauge theory in four
dimensions with r vectormultiplets. (Recall that the abelian vectormultiplet contains one
complex scalar and one vector field.)
We have not yet described this N = 2 theory in the standard way. For this, suppose
that Σ lies close to C, and identify a neighborhood of C with T ∗C as we did above. Now
to obtain a good basis for the space of normalizable holomorphic 1-forms, it is convenient
to remember that these are precisely the ones which extend holomorphically over Σ¯. So
choose a basis of A and B cycles {AI , BI} on Σ¯, I = 1, . . . , r, and let {αI} denote the
normalizable holomorphic 1-forms dual to the A cycles,∮
AI
αJ = δ
I
J . (3.24)
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Then we may also define the period matrix of Σ¯ as usual by
τIJ :=
∮
BI
αJ . (3.25)
The metric on normalizable holomorphic 1-forms on Σ is the the same as that on holomor-
phic 1-forms on Σ¯:
〈αI , αJ〉 = (Im τ)IJ . (3.26)
Further define
aI :=
1
pi
∮
AI
λ. (3.27)
The aI give local coordinates on B. We want to describe the scalar action (3.17) in these
coordinates. To do this we need to understand the isometry of TB withH0(N(Σ))normalizable
more explicitly. We claim that if vJdz = piαJ then
∂
∂aJ
→ vJ ∂∂x′ . To see this note that the
action of v ∂∂x′ shifts the surface so that
pi
(
v
∂
∂x′
)
aI =
∫
AI′
λ−
∫
AI
λ =
∫
W I
dλ =
∫
AI
ι(v
∂
∂x′
)dλ =
∫
AI
vdz (3.28)
where W I is an infinitesimal bit of surface given by pushing AI along the vector field v ∂∂x′ .
Now, combining with the isometry (3.23) we have
∂µfˆ ∼= ∂µaI ∂
∂aI
→ ∂µaI `
3
2pi
αI (3.29)
and therefore
S =
1
4pi
∫
R1,3
d4x ηµν(Im τ)IJ∂µa
I∂ν a¯
J . (3.30)
This is the standard form for the kinetic term in an abelian N = 2 theory, where we identify
Σ with the Seiberg-Witten curve, and λ with the Seiberg-Witten differential.
3.1.6 Compactifying the (2, 0) theory on C × S1: Hitchin’s equations
Now we are ready to consider the theory obtained by further dimensional reduction from
d = 4 to d = 3 on S1.
As we have mentioned, our approach to understanding this theory is to go back to
six dimensions and consider compactifying first on S1 and then on C. So we begin by
compactifying the (2, 0) theory on S1 of radius R. This yields a theory which at low
energies is five-dimensional supersymmetric Yang-Mills theory. We are interested in this
five-dimensional theory further compactified on C, with an appropriate topological twist.
The moduli spaceM of the resulting three-dimensional theory is just the space of BPS
configurations of the five-dimensional theory, which are moreover Poincare invariant in R3.
What are these configurations? Denote the adjoint scalars of the super Yang-Mills theory
by Y I , I = 1, . . . , 5, so that
ϕ :=
1
2
(Y 1 + iY 2) (3.31)
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has so(2)R charge +1, and Y
3,4,5 have charge zero. In the twisted theory, ϕ = ϕzdz is a
(1, 0) form on C. Then the BPS equations are simply the Hitchin equations for the gauge
field A = Azdz +Az¯dz¯ cotangent to C and the adjoint scalar ϕ:
19
F +R2[ϕ, ϕ¯] = 0, (3.32)
∂¯Aϕ := dz¯ (∂z¯ϕ+ [Az¯, ϕ]) = 0, (3.33)
∂Aϕ¯ := dz (∂zϕ¯+ [Az, ϕ¯]) = 0. (3.34)
We briefly digress to explain the origin of the slightly unconventional factor R2 ap-
pearing in (3.32). First note that after reducing the (2, 0) theory on a circle of radius R
one gets the five-dimensional SYM action in the form20
S =
R
8pi2
∫
R1,2×C
Tr
(
1
R2
F ∧ ?F +DY I ∧ ?DY I + · · ·
)
(3.35)
We could rescale Y I = R−1Yˆ I to reach the standard normalization:
S =
1
8pi2R
∫
R1,2×C
Tr
(
F ∧ ?F +DYˆ I ∧ ?DYˆ I + · · ·
)
(3.36)
It is in this frame that the BPS equations take the R-independent form F+[ϕˆ, ϕˆ] dz dz¯ = 0.
This accounts for the factor of R2 in (3.32). Our reason for preferring ϕ over the rescaled ϕˆ
is that the boundary conditions on the Higgs fields at the singular points are R-independent
when expressed in terms of ϕ, as we will see later.
So we have found that the moduli spaceM of the d = 3 theory is the space of solutions
of the Hitchin equations on C. In [34, 35, 36, 37] dualities were used to argue that the
moduli space of SU(K) d = 4, N = 2 supersymmetric field theory compactified on a
circle should be identified with a specific Hitchin system. The present section generalizes
their result.21 The general relation between M5-branes and Hitchin systems was already
sketched by Witten in Section 2.3 of [2].
It has been observed that the Seiberg-Witten solutions of many N = 2 theories can
be understood in terms of known complex integrable systems, as discussed e.g. in [38, 39,
40, 41]. Here we have constructed a large general class of theories for which the relevant
complex integrable system is a Hitchin system.
19One efficient proof that the BPS equations are the Hitchin equations goes as follows. We are studying
a stack of M5-branes on S1 × C × R3, or equivalently a stack of D4-branes on C × R3, and looking for
BPS configurations invariant under translations along R3. It is well known that the BPS configurations
on a stack of D4-branes which are invariant under translations in one direction are given by solutions of
the self-dual Yang-Mills equations. The self-dual Yang-Mills equations, when evaluated on configurations
which are invariant under translations in two directions, become Hitchin’s equations [33].
20From the relation (3.31) between ϕ and Y , and the relation (3.13) between Z and ϕ, it follows that
when Y I = yIσ3, an open membrane stretched between the two M5-branes produces a string of tension
1
2pi
yI . Since the tension of the membrane is 2pi/`3, it follows that the physical distance in the transverse
dimension to the brane is `
3
4pi2
yI . A nice check on the relative normalization of the two terms in (3.35) is
obtained by computing the mass of a W boson, i.e. a string running between two displaced D4-branes,
which comes out to be RyI . The overall normalization can be obtained by reducing the 6-dimensional DBI
action.
21We thank Edward Witten for suggesting that the general Hitchin system could be realized in this way.
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Let us say a few more words about the general structure of M. On general field
theory grounds [42] we expect M to be hyperka¨hler and moreover to be a fibration over
the Coulomb branch B of the d = 4 theory, with generic fiber a compact torus. This torus
fiber is moreover expected to be a complex submanifold with respect to one “distinguished”
complex structure on M. How do we see this structure in our case?
The projection from M to B is easy to describe: B is parameterized by the vacuum
expectation values 〈Ok〉, which in the five-dimensional Yang-Mills theory are identified
with the independent Casimirs of ϕ, so the projection is just
(A,ϕ) 7→ {Casimirs of ϕ}. (3.37)
This map is well known in the mathematics literature as the “Hitchin fibration” [33]. Its
fiber over a generic u ∈ B is indeed an abelian variety, the Prym variety of the projection
Σ¯u → C, defined as the kernel of a corresponding map of Jacobians J(Σ¯u)→ J(C). In the
important special case C = CP1, where J(C) is trivial, this is simply J(Σ¯u).
In the case of the AK−1 theory, as we noted earlier, the 〈Ok〉 determine the Seiberg-
Witten curve Σ ⊂ T ∗C. Since we have identified these with the Casimirs Trϕk, Σ given
by (3.6) is nothing but the spectral curve determined by ϕ,
det(x dz − ϕ) = 0. (3.38)
In other words, the positions xi (i = 1, . . . ,K) of the various sheets of Σ in the cotangent
directions can be interpreted as the various eigenvalues of the matrix-valued 1-form field ϕ.
(Thus the coefficients uk(z) in (3.6) are elementary symmetric functions of the eigenvalues,
and can be written as polynomials in the 〈Ok〉.)
3.1.7 Defects and geometric Langlands
So far we have been a bit vague about exactly what C should be, and exactly what bound-
ary conditions we should put on the fields. A priori one might think that the simplest
possibility is just to choose C a compact Riemann surface, and require the fields to be
regular everywhere. As it turns out, the BPS spectra of the resulting N = 2 theories are
difficult to analyze using the methods of this paper. However, there is a simple modification
which simplifies the story: we let C be a compact Riemann surface with defects inserted
at finitely many points. In order to get some idea about what kind of defects should be
allowed, we now take a brief detour from three dimensions down to two.
If we further compactify our three-dimensional sigma model on a circle S˜1 we obtain
a two-dimensional N = (4, 4) nonlinear sigma model, with the same target spaceM. This
further compactification makes contact with the work of Witten et al on the geometric
Langlands program [14, 43, 44].
Indeed, altogether we have compactified the (2, 0) theory first on C and then on S1×S˜1.
Suppose we do this in the opposite order. Reducing the ADE (2, 0) theory on S1× S˜1 gives
an ADE gauge theory with four-dimensional N = 4 supersymmetry. As noted in [45, 46],
reduction of the N = 4 theory on the Riemann surface C leads to a sigma model into M.
This theory was the starting point for [14, 43, 44].
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In the mathematics literature on the geometric Langlands program there is a well-
studied class of defects (or “ramifications”) one can introduce on C. These defects are
defined by specifying certain singularities for the solutions of the Hitchin equations. Phys-
ically, they can be interpreted as coming from surface operators in the four-dimensional
super Yang-Mills theory. Such operators have been investigated in [43]. Within field the-
ory they can be defined either by prescribing specific singular behavior for the fields in the
path integral, or by coupling a certain two-dimensional sigma model to the four-dimensional
gauge theory. Alternatively, some elementary defect operators can be defined by taking the
field theory limit of intersecting-brane configurations: we intersect the stack of D3-branes
which gives rise to the four-dimensional gauge theory with some extra D3-branes along a
codimension-two locus.
Ultimately, these surface operators in the four-dimensional gauge theory should arise
from codimension-two defects in the (2, 0) theory. However, the methods we use for defining
the defect in four dimensions do not apply in six: we do not have a path integral definition
of the six-dimensional (2, 0) theory, and we also do not know how to couple it to a four-
dimensional theory living on a codimension-two locus. Instead we characterize the defects
mainly through the singularities which they induce in the protected operators of the theory.
This will be adequate for us in this paper as we concern ourselves mostly with the Hitchin
system associated with the N = 2 field theory, and this depends only on the singularities
in the protected operators.
We will assume that all the defects used in [43, 47] to produce Hitchin systems with
ramification descend from defects in the six-dimensional (2, 0) theory. We can provide
some partial evidence for this assumption, as follows. In Section 3.1.8 we will describe
some simple defects as the field theory limit of certain M5-brane intersections. Similar
defects, which induce the same type of singularities in the protected operators, appear
as boundary conditions “at infinity” on a non-compact C. Given these simple defects,
arbitrarily complicated ramification in the Hitchin system can be produced from their
collision, and by other limiting procedures, which appear to have a simple physical meaning
in the four-dimensional N = 2 field theory. We will consider several examples in the text.
Although it is hard to give a precise six-dimensional definition of the defect operators,
it should be possible, upon compactification on S1, to give at least a five-dimensional one.
Indeed, in the infrared the five-dimensional gauge coupling goes to zero, and one should
be left with some N = 4 three-dimensional SCFTs living at the defect, weakly coupled to
the five-dimensional gauge theory. It would be interesting to identify them.
3.1.8 Boundary conditions from fivebrane intersections
Let us now briefly discuss one specific kind of defect which is relatively straightforward to
understand. (We will encounter some more complicated defects in Section 3.2 below.)
We consider again the special case of the AK−1 theory, which we realized in terms of
K M5-branes wrapped on C. Now consider a simple transverse intersection between C
and another curve Ci, supporting a single M5-brane. Suppose that the two intersect at a
point Pi ∈ C. Then near C, Ci is just the fiber of T ∗C over Pi. At a generic point on the
Coulomb branch, there is a (non-normalizable) deformation of the theory which smoothes
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the intersection between Ci and C. Namely, choosing a local coordinate z for which Pi is
at z = 0, we require that near Pi one of the sheets of Σ looks like xz = ρi, for some ρi 6= 0.
More invariantly, recalling the identification between x and an eigenvalue of ϕ, we require
that ϕ is gauge equivalent near Pi to
ϕ =
1
z

ρi
0
. . .
0
+ · · · (3.39)
We must also choose boundary conditions on the gauge field; a natural choice compatible
with the Hitchin equations is
A =
1
2i
(
dz
z
− dz¯
z¯
)
αi
0
. . .
0
+ · · · (3.40)
where αi is imaginary.
As we will see in examples later, ρi has a natural interpretation as a mass parameter for
a U(1) flavor symmetry in the four-dimensional gauge theory. Moreover, after the reduction
to three dimensions, the three real parameters encoded in ρi, αi can be interpreted as vevs
of three scalar fields in a vectormultiplet of a U(1) flavor symmetry.
Equation (3.39) should be interpreted with care in the limit ρi → 0; we address this
point further below in Section 4.3.
3.2 Witten’s construction
An important special case of the construction we have discussed in Section 3.1 was con-
sidered by Witten some time ago in [2]. Indeed, suppose we consider an N = 2, d = 4
theory defined by some conformal or asymptotically free linear quiver of unitary groups
(perhaps with fundamental matter). In [2] such quivers were realized in Type IIA string
theory using certain D4/D6/NS5-brane configurations. Moreover, Witten observed that
upon lifting to M-theory these brane configurations are naturally described in terms of a
single M5-brane.
In this section we review this construction in some detail, and argue that it can be
viewed as an example of the general story of Section 3.1. In particular, upon dimensional
reduction to d = 3, the moduli space M of the resulting theory should be a Hitchin
system. We thus give a rule for associating a specific ramified Hitchin system on CP1 to
any conformal or asymptotically free linear quiver of unitary groups. This Hitchin system
is not the most general possible — we will see that the defect operators which arise are of
a restricted sort.
Actually, by taking appropriate further scaling/decoupling limits of the quiver gauge
theories, one could produce purely four-dimensional realizations of N = 2 field theories
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associated to more general Hitchin systems on CP1 or even higher genus curves C. A four-
dimensional construction of the N = 2 field theories associated to Hitchin systems with
regular singularities on a general Riemann surface has recently appeared in [15].
3.2.1 Type IIA
Following Witten, we begin in Type IIA string theory. We consider a system of n + 1
parallel NS5-branes (n ≥ 1), labeled by α = 0, 1, . . . , n. The branes are extended along the
directions x1,2,3,4,5, at common values of x7,8,9, and separated from one another in the x6
direction. We refer to the interval
Iα := {x6 : x6α−1 < x6 < x6α} (3.41)
as the α-th interval. Next introduce a collection of D4-branes, at fixed values of x4,5,7,8,9,
and extended over some intervals in x6 ending on the NS5-branes. The NS5- and D4-
branes are all located at the same value of x7,8,9. There are k0 semi-infinite D4-branes on
the left (x6 → −∞), kα D4-branes in the interval Iα for 1 ≤ α ≤ n, and kn+1 semi-infinite
D4-branes on the right (x6 → +∞). Finally we may introduce D6-branes, extended along
x1,2,3,7,8,9, and at fixed values of x4,5,6. An example of such a configuration is illustrated in
Figure 5.
Figure 5: A configuration of Type IIA NS5-branes (blue), D4-branes (purple), and D6-branes (red
circles with crosses). We have chosen n = 2 and (k0, k1, k2, k3) = (2, 4, 3, 1). The D6-branes are at
definite values of x4,5,6.
The ground state of this system preserves 8 real supercharges. On length scales much
larger than the string length and the distances between the NS5-branes, the fluctuations
of the branes are described by a d = 4,N = 2 gauge theory in the spacetime coordinatized
by xµ = x0,1,2,3. This gauge theory is a linear quiver with gauge group U(k1)×· · ·×U(kn);
see Figure 6.
The matter content of this quiver theory consists of dα matter fields transforming in
the fundamental representation of each U(kα) factor. These fundamental matter fields
arise in two ways. First, they can come from strings stretching between the D4- and D6-
branes in the α-th interval, in which case they are charged under U(kα). Second, strings
stretching between the group of semi-infinite D4-branes at either end of the x6 interval and
the adjacent group of D4-branes give k0 fundamentals of U(k1) and kn+1 fundamentals
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Figure 6: A linear quiver, corresponding to the Type IIA configuration illustrated in Figure 5.
Circular nodes correspond to the U(kα) gauge groups. Links between circular nodes correspond to
bifundamental matter. Links between circular and square nodes correspond to fundamental matter,
with multiplicity given by the number dα in the square node.
of U(kn). When n ≥ 2, D4-D4 strings also give hypermultiplets in the bifundamental of
U(kα)× U(kα+1) for α = 1, . . . , n− 1.
As explained in [2], there is a beautiful relation between the forces exerted by the
D4-branes on the NS5-branes and the beta functions of the gauge couplings of the effective
four-dimensional theory. This relation shows that in order to avoid large backreaction
effects we must restrict attention to asymptotically free or conformal theories. Therefore
we require the beta function coefficients to be nonnegative:
bα := −2kα + kα−1 + kα+1 + dα ≤ 0, α = 1, . . . , n. (3.42)
The centers of the gauge groups U(1)α ⊂ U(kα) are not involved in the four-dimensional
dynamics. The relative U(1) factors are Higgsed, so up to a quotient by a finite group,
the effective gauge group is
∏
α SU(kα) × U(1)d, where the diagonal U(1)d ⊂
∏
α U(1)α
represents the overall center-of-mass coordinate of the full collection of D4-branes. This
diagonal U(1)d is free and decouples.
Let us now summarize the parameters of this theory. The UV parameters are the
gauge couplings or UV scales τα or Λα, together with the bifundamental masses µα and
the fundamental masses µˆα,j , 1 ≤ j ≤ dα (which enter the superpotential). There are
also IR “u-parameters” specifying a point of the Coulomb branch: letting Φ(α) denote the
adjoint scalar field in the vectormultiplet of SU(kα), these parameters are the coefficients
in the characteristic polynomials 〈det(y − Φ(α))〉 for each α.
Finally we comment that this theory also has important flavor symmetries. Each
bifundamental hypermultiplet has a U(1) flavor symmetry (enhanced to Sp(1) ∼ SU(2) for
bifundamentals of the gauge groups SU(2)×SU(2)), and each set of dα fundamental flavors
has a U(dα) flavor symmetry (enhanced to SO(2dα) for fundamentals of the gauge group
SU(2)). Not all of these flavor symmetries are manifest in the brane construction. Some,
like the enhancements for SU(2) gauge groups, will be visible in the six-dimensional (2, 0)
theory setup, after the spurious U(1) gauge group factors have been expunged. Others
emerge only after the flow to the four-dimensional gauge theory. We will see various
examples throughout the paper.
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3.2.2 Lift to M-theory
The second key element in Witten’s construction is the lift of the above Type IIA configu-
ration to M-theory. Let x10 denote a periodic coordinate, of period 2pi, parameterizing the
M-theory circle. In the absence of D6-branes we take the 11-dimensional M-theory metric
to be
ds2 =
∑
µ=0,1,2,3
dxµdxµ +
∑
i=4,5,7,8,9
(dxi)2 +R211[(dx
6)2 + (dx10)2]. (3.43)
(Note that x6 and x10 are dimensionless.) In the presence of D6-branes we will replace a
summand in (3.43) by a multi-centered Taub-NUT manifold Q, by letting the x10 circle
fiber nontrivially over the R3 parameterized by x4,5,6.
The NS5- and D4-branes both lift to M5-branes, and on the Coulomb branch of the
theory they are in general unified into a single smooth M5-brane, which wraps a non-
compact holomorphic curve Σ in Q. Σ is constrained by the requirement that we recover
the IIA picture upon reducing along x10. This leads to rules for the asymptotic shape of Σ,
which are explained in [2] and will be recalled in the next subsection. The IR parameters of
the theory are summarized in the coefficients of the polynomial equation defining the curve
Σ. There is a fairly elaborate map from the UV parameters τα,Λα, µα, µˆα,j , 〈det(yi−Φ(α))〉
to these IR parameters, which will be partially explained in the next section.
We will need to take a limit of the M-theory system in which the M-theory circle is
large, i.e. R11/`→∞ where ` is the M-theory length scale. Thus the IIA string coupling
gs = (R11/`)
3/2 diverges. Nevertheless, we would also like to use the low energy gauge
dynamics of D-branes. This is possible because, as explained in Section 2.3 of [2], marginal
and relevant parameters of the gauge theory are invariant under a simultaneous scaling
of gs and x
6. In particular, we would like to hold the four-dimensional gauge couplings
fixed. Using the standard DBI action for the D4-brane, we find the four-dimensional gauge
coupling (g
(α)
YM )
−2 ∼ g−1s R11∆x
6
`s
∼
(
`
R11
)1/2
(x6α − x6α−1), 1 ≤ α ≤ n, up to numerical
factors. Thus, the NS5-branes have separation ∆x6 →∞. See [2] for a detailed discussion
of the regime of validity of the construction.
Our aim is to reinterpret this brane setup so that this construction can be matched
to our general discussion about the (2, 0) theory: indeed it is equivalent to considering
an AK−1 (2, 0) theory on the cylinder, with simple defects at various finite points on the
cylinder, and (possibly intricate) boundary conditions at the two ends of the cylinder. For
clarity’s sake, we proceed via examples of increasing complexity.
3.2.3 Conformal quivers
The simplest setup involves K infinite D4-branes intersecting n + 1 NS5-branes. That is,
we take k0 = k1 = · · · = kn+1 = K. This corresponds to a linear quiver of n SU(K) gauge
groups, with K fundamentals for the first and final factors.
The lift to M-theory is straightforward: theK D4-branes lift toK M5-branes, wrapping
the cylinder parameterized by s := x6 + ix10. This cylinder is to be identified with the
Riemann surface C of Section 3.1. These K M5-branes will give rise to an AK−1 (2, 0)
theory on C. The NS5-branes also lift to M5-branes, intersecting the cylinder at distinct
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points s = sα, α = 0, . . . , n. Their worldvolumes fill the x
4-x5 plane. They give rise to
simple defects in the AK−1 theory on C.
Figure 7: K M5-branes wrap a cylinder C. There are n+ 1 transverse singly-wrapped fivebranes
intersecting C at points sα.
Let us introduce dimensionless coordinates t := e−s ∈ C× and v := (x4 + ix5)/` ∈ C.22
Figure 7 suggests that the curve Σ wrapped by the M5-brane is simply the locus in C××C,
vK
n∏
α=0
(t− tα) = 0. (3.44)
As we will see when describing the four-dimensional gauge theory interpretation, (3.44)
actually corresponds to the conformal point, with all masses and all vevs 〈Tr(Φα)s〉 (1 ≤
α ≤ n, s = 1, . . . , kα) vanishing. On the Coulomb branch, the various M5-branes of the
setup join into a single smooth Riemann surface, defined by a polynomial equation in (t, v)
which deforms (3.44) by terms of lower order in v:
F (t, v) = vK
n∏
α=0
(t− tα) +
K∑
i=1
pi(t)v
K−i = 0. (3.45)
If p1(tα) 6= 0, then at t = tα one and only one of the roots v(t) has a pole, with residue
ρα := − p1(tα)∏
β(tα−tβ) . The branch of Σ corresponding to this divergent root at t = tα is
physically identified as the M-theory lift of the α-th NS5-brane in the IIA picture.
We also want to have K fivebranes going to constant values of v for very large and
very small t. For very small t the K roots of (3.45) represent the asymptotic coordinates
of the K D4-branes stretching to x6 → +∞. If we wish also to have K distinct roots for
v(t) in the limit t → ∞ then each pi should have degree at most n+ 1. Thus, F can also
be written as
F (t, v) =
n+1∑
α=0
qα(v)t
n+1−α = 0. (3.46)
22The algebraic relation between t and v together with the exponential relation between t and s ultimately
leads to the logarithmic RG flow of couplings.
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Here the qα(v) are polynomials in v of degree ≤ K. Moreover, q0(v) and qn+1(v) must be
of degree K. The roots of q0 and qn+1 are the k0 = K and kn+1 = K asymptotic values of
the roots v(t) for very large or very small t, respectively. We denote these by v
(0)
1 , . . . , v
(0)
K
and v
(n+1)
1 , . . . , v
(n+1)
K , respectively.
Weak coupling
We would like to get some intuition about the physical meaning of the coefficients of
F (t, v). This is easy if the four-dimensional gauge theories are weakly coupled. The gauge
couplings of the four-dimensional SU(K) theories are determined by the dilaton, which
sets the coupling of the five-dimensional gauge theory living on the D4-branes, and by the
distance between NS5-branes in the x6 direction. In the lift to M-theory, this combination
only depends on the coordinate s of the defects, and is independent of the overall scale R11
of the cylinder. The relation, including the theta angles, is
−ipiτα = −ipi
(
θα
2pi
+
4pii
g2α
)
= sα − sα−1, α = 1, . . . , n. (3.47)
This relation is based on the assumption that to read off the gauge couplings, it makes
sense first to descend from the (2, 0) theory on the cylinder with defects to the 5d SYM
worldvolume theory on the D4-branes, and then to the four-dimensional low energy theory.
This is true only in the limit where the separation between the defects is much larger than
the radius of the cylinder, i.e. the gauge couplings are weak. On the other hand, at strong
coupling the τα actually lack a precise definition: even if the theories are finite, there still
is a scheme-dependent finite renormalization. The simplest choice is simply to take the
tα (up to an overall rescaling) as a convenient parameterization of the space of marginal
deformations of the N = 2 SCFT.
At weak coupling, we can take
|tα|
|tα−1| = α → 0, 1 ≤ α ≤ n, (3.48)
so that in Type IIA language the NS5-branes are widely spaced. Next, let p0(t) =
∏n
α=0(t−
tα) =
∑n+1
s=0 cn+1−st
s. Then in this limit |cj | = |t0 · · · tj−1|(1 +O(j)), j = 1, . . . , n+ 1. Let
us also set
qα(v) = cαq˜α(v) (3.49)
The claim is that the roots of the monic polynomials q˜α(v) parameterize the positions of
the α-th group of D4-brane segments, i.e. the Coulomb branch of the α-th gauge group in
the quiver. Indeed we can take |t| in the range
|tβ|  |t|  |tβ−1| (3.50)
so that, in Type IIA language, the x6 positions of D4-branes lie well inside the interval
between the βth and (β − 1)th NS5-branes. Then
|tn+1|  |tnt0|  · · ·  |tn+1−βt0 · · · tβ−1| (3.51)
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|tn+1−βt0 · · · tβ−1|  |tn−βt0 · · · tβ|  · · ·  |t0 · · · tn+1| (3.52)
and hence in the equation F (t, v) = 0 the dominant term is
tn+1−βt0 · · · tβ−1q˜β(v) = 0 (3.53)
and the transverse position of the M5-branes or D4-branes is close to the roots of q˜β(v).
Again, at strong coupling this approximate statement becomes incorrect. At the same time
scheme dependent finite renormalization and operator mixing in the field theory makes it
a bit meaningless to talk about “the Coulomb branch of the α-th gauge group”, and try
to identify the vevs 〈Tr(Φα)s〉 of specific operators in the gauge theory.
The Seiberg-Witten curve
A beautiful insight of [2] is that the curve (3.45) should be identified with the Seiberg-
Witten curve for the four-dimensional linear quiver gauge theory. From our present per-
spective, this follows from the general discussion of Section 3.1. The parameters of F other
than tα, i.e., the coefficients of the polynomials pi(t), encode the vevs of the adjoint scalars
and the mass parameters.
The precise identification of the mass parameters is subtle, and important. The key to
making this identification is the observation that the residues of the Seiberg-Witten differ-
ential encode the mass parameters. There is a simple canonical form for this differential for
the problem at hand, which was only implicit in [2], and was made explicit in [48, 49, 32].
The computation is a special case of the general discussion of Section 3.1.5, but is more
straightforward in this case, so we repeat it. Thus we consider a low energy configuration of
the M5-brane where the embedding into R1,3×C××C is given by (xµ, t, v(t; ξi(xµ))). Here
ξi are a set of independent parameters of the curve, say, the coefficients of the polynomial
F (t, v).23 The moduli fields ξi(x
µ) are assumed to be slowly varying as functions of the
xµ. The M5-brane action has a contribution from the fluctuations of the normal bundle
scalars coming from the induced worldvolume metric. Using the metric of equation (3.43),
ds2 = dxµdxµ + `
2|dv|2 +R211|dtt |2 + dx27,8,9 we find the kinetic energy after subtracting the
energy from the tension of the M5-brane in the reference configuration:
R211
`2
∫
R1,3
dx0123
∫
Σ
dtdt¯
|t|2
∂v
∂ξi
∂µξi
∂v
∂ξj
∂µξj . (3.54)
Now, since ∂v∂ξi is a holomorphic function of t, we can do the integral over Σ as follows.
First note that if the one-form dtt
∂v
∂ξi
has a simple pole at any value of t, including t = 0,∞,
then the integral diverges. Thus, the normalizable variations of the parameters of F (t, v)
are precisely those which do not alter the poles of λ = v dtt . We label these normalizable
parameters by ui. Now, let Σ¯ be the compact Riemann surface obtained by embedding
Σ in projective space and filling in the punctures. These punctures correspond to the
noncompact branches at tα and the K branches above t = 0,∞. Introduce a basis γa for
23Note that t = e−s is not a time coordinate; it is the coordinate along C = C×.
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H1(Σ¯;Z) and let Iab be the (dual) intersection form in this basis. Then we may compute∫
Σ
dtdt¯
|t|2
∂v
∂ξi
∂v
∂ξj
=
∫
Σ¯
dtdt¯
|t|2
∂v
∂ξi
∂v
∂ξj
=
∑
a,b
Iab
∮
γa
∂
∂ξi
λ
∮
γb
∂
∂ξj
λ. (3.55)
In this way we derive the low energy effective action for the kinetic energy of the normal
bundle scalars:
R211
`2
∫
R1,3
dx0123Iab∂µΠa∂µΠ¯b (3.56)
where Πa =
∮
γa
v dtt . If we choose a duality frame (γI , γ
I) then (3.56) becomes the standard
expression
∫
Im(τIJ)∂µa
I∂µa¯
J that one finds in the N = 2 effective action. Thus we
conclude that the Seiberg-Witten differential is
λSW = λ = v
dt
t
. (3.57)
It is well-known that the residues of the Seiberg-Witten differential depend affine-
linearly on the mass parameters of the UV Lagrangian. The differential v dtt has simple
poles on the K branches covering t = 0 and on the K branches covering t = ∞. The
residues at these poles are the asymptotic positions in the v-plane of the semi-infinite
D4-branes on the left and right end of the quiver, respectively. We can verify that these
depend affine-linearly on the masses as follows: Consider the Type IIA picture and suppose
that k1 D4’s are at a common v-position v0 in the first interval I1. Classical string theory
shows that the mass of the K fields in the fundamental representation of SU(k1) are given
by `−1s |v(0)i − v0|, where v(0)i are the K roots of q0(v). By holomorphy we see that the
complex mass parameters µˆ
(1)
i satisfy v
(0)
i − v(0)j ∝ µˆ1,i − µˆ1,j . A similar statement holds
for the fundamental fields associated with the branches stretching to t → +∞. Thus, the
differences of mass parameters associated with the SU(K) flavor symmetry at each end
are given by the differences between the roots of q0(v) and between the roots of qn+1(v).
Finally, for generic parameters of the polynomial, as we have seen, precisely one root
v(t) has a simple pole as t→ tα, leading to a simple pole for the Seiberg-Witten differential
with residue ρα/tα. In the weak-coupling regime described in equations (3.48) et. seq. it
is not difficult to show that if we write:
qα(v) = cα(v
K − µαvK−1 − u(α)2 vK−2 − · · · − u(α)K ) (3.58)
then the residues at tα are approximately (µα − µα+1), for 0 ≤ α ≤ n, and coincide either
with the mass parameters for the bifundamental matter fields between the α and α + 1
nodes of the quiver, or with the overall U(1) mass parameter of the fundamental matter
fields at either end of the quiver for α = 0 or α = n.
In the field theory limit the overall center of mass degree of freedom of the M5-brane
system decouples. We aim to arrive at a description which involves only the degrees of
freedom of the AK−1 (2, 0) theory. A natural way ignore the shift of the overall center of
mass is to eliminate the coefficient of vK−1 in F (t, s). To do this, we define
v˜ := v − p(t) (3.59)
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and make the choice p(t) = − p1(t)K∏α(t−tα) . Note that the residue at t = tα is ρα/K.
Next, recall that all physical quantities depend on integrals of the Seiberg-Witten
differential along closed paths in the Seiberg-Witten curve. In a given IR theory the
Seiberg-Witten differential λ is not unique: it is required to satisfy (in any duality frame)
τIJ =
∂
∂aJ
∮
γI
λ, (3.60)
but it may be modified by the addition of a one-form which does not depend on the
normalizable deformations. (Recall the notion of a normalizable deformation is defined
by the finiteness of the kinetic energy (3.54)). In particular, we are free to change the
definition of the Seiberg-Witten differential by the shift v → v+ p(t), since p(t) is a single-
valued rational function of t. The residues of p(t)dtt are linear combinations of the mass
parameters of the theory, and the the first derivatives λui are unchanged, and still coincide
with the holomorphic 1-forms on the Seiberg-Witten curve. The periods of λ are shifted
by a certain linear combination of the mass parameters. In order to write a central charge
as a sum of contributions from “gauge charges” and “flavor charges” we need to choose a
splitting of the sequence (3.14). Once such a splitting has been made the shift of λ amounts
to a shift of the flavor charges of BPS particles by multiples of their gauge charges, i.e. to a
legal redefinition of the flavor currents. The shift of flavor charges is not simply harmless,
it is actually a useful improvement. For example, in the K = 2 case, we saw that the flavor
symmetry groups are enhanced from U(1) to SU(2) in the field theory limit. The shift in
λ gives a charge assignment to BPS particles which is compatible with the organization in
irreps of the new SU(2)’s (see Section 3.2.9 for more information).
The new Seiberg-Witten differential v˜ dtt has simple poles on the different sheets above
t = tα whose list of residues is given by
(−(K − 1)mα,mα, . . . ,mα) (3.61)
where
mα =
1
Ktα
p1(tα)∏
β 6=α(tα − tβ)
= − ρα
Ktα
(3.62)
is identified with the mass parameter of a U(1) flavor symmetry.
At t = 0 (and similarly at t =∞) the poles on different sheets will be of the form(
−
∑
m0,i,m0,1, . . . ,m0,N−1
)
(3.63)
where m0,i (and the corresponding m∞,i at t = ∞) are linked to the relative positions
of the semi-infinite D4-branes and are identified with the mass parameters of the SU(K)
flavor symmetry of either group of K fundamentals. Notice that if K = 2 the two types of
defect are identical, and indeed the U(1)’s are promoted to Sp(1) ∼ SU(2).
An example
We close this section with an example. Let us consider n = 1, so that we have a simple
gauge group SU(K) with 2K fundamentals. The standard Seiberg-Witten curve for this
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theory naively appears to be very different from the one we consider here, especially when
all the mass parameters are included [50]:
y2 = P (w)2 − (1− g2)Q(w) (3.64)
P (w) = 〈det(w − Φ)〉 = wK − u2wK−2 − · · · − uK (3.65)
Q(w) =
2K∏
I=1
(w + gµ+ µI) (3.66)
Here the parameters µ, µI determine the flavor masses by µ =
1
2K
∑2K
I=1mI and µI =
mI −µ. The parameter g is a certain modular function of the coupling τ (see eq. (5.15) of
[50]) which for weak coupling reduces to g = 1 +O(eipiτ ). The Seiberg-Witten differential
is
λStandard =
w + (g − 1)µ
2pii
d log
(
y − P
y + P
)
. (3.67)
By a transformation of variables, we can bring the curve into the form F (t, v) = 0
where F (t, v) is of the form (3.45). First we introduce γ obeying
4
(γ + γ−1)2
= 1− g2. (3.68)
Next, we set v = w + (g − 1)µ; then introducing vI := mI we have
Q(w) =
2K∏
j=1
(v − vI). (3.69)
The symmetric group S2K acts on the set of roots vI . (S2K is the Weyl group of the U(2K)
flavor symmetry group which is broken to the Cartan by the masses.) We now explicitly
break the symmetry to SK × SK by choosing a set of K roots vi, i = 1, . . . ,K. We denote
the remaining roots by v˜i, i = 1, . . . ,K. Now we set
t =
1
2
(γ + γ−1)
y − P (w)∏K
i=1(v − vi)
(3.70)
Finally we take P˜ (v) = P (w). In this way we bring the curve to the form
K∏
i=1
(v − vi)t2 + (γ + γ−1)P˜ (v)t+
K∏
i=1
(v − v˜i) = 0 (3.71)
which is of the form (3.46). Note that if we put equation (3.71) into the form (3.45) we find
that t0 = γ, t1 = γ
−1, and thus from (3.68) we confirm that t0/t1 ∼ eipiτ in accord with the
discussion of the weak-coupling limit. Also, note that in this presentation p1(t) 6= 0, so we
have not yet fixed the center of mass degree of freedom in the standard way.
It is worth noting that the standard Seiberg-Witten differential differs from that nat-
urally arising from our discussion:
ipiλStandard − λHitchin = 1
2
vd log
(∏K
i=1(v − vi)∏K
i=1(v − v˜i)
)
(3.72)
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The residues of the difference, vi, are just mass parameters, so this corresponds again to
a simple redefinition of the flavor charges. Before we remove the center of mass piece,
λHitchin has a pole on a single sheet at t0 = γ or t1 = γ
−1. It takes some work to extract
the residue through all changes of variables, but the result is remarkably simple: the residue
at t0 is
∑
v˜i, the overall mass parameter for the K fundamental flavors associated to the
K semi-infinite branes on one side. The residue at t1 is similarly
∑
vi.
The residues of λHitchin at t = 0,∞ coincide with the vi or v˜i, but after we remove the
center of mass, the residues are modified to vi − 1K
∑
vi and v˜i − 1K
∑
v˜i, which are the
mass parameters of the SU(K) flavor subgroups acting on each group of K fundamental
flavors.
This splitting is natural: from the point of view of the (2, 0) theory the U(2K) fla-
vor symmetry is an accidental IR symmetry. The six dimensional theory only has a
U(1)2 × SU(K)2 flavor symmetry, and each factor is somehow associated to one of the
four “punctures” at t = 0, t0, t1,∞. Notice that the punctures at 0,∞ have different prop-
erties from the punctures at t0, t1. We will see in the next subsection how the difference
manifests itself in the context of the Hitchin system.
3.2.4 Mapping to a Hitchin system
We are now ready to return to the Hitchin system described in Section 3.1. We interpret
the K branches v˜(t) of the solutions to F (t, v) = 0 as the K eigenvalues of the Higgs
field ϕs, because these are the positions of the M5-branes. Our choice to fix the center of
mass to eliminate the v˜K−1 term in the polynomial F (t, v) guarantees that ϕs is valued
in SU(K) and not U(K). The spectral curve of the Hitchin system on the cylinder is,
by definition, det(v˜ + ϕs) = 0. We want to identify this spectral curve with the curve
F (t, v) = 0 wrapped by the IR M5-brane. The only important point is to remember that
ϕs transforms as a one-form, ϕtdt = ϕsds. Identifying the spectral curve with the curve
F (t, v) = 0 and making the definition x := v˜t , the spectral curve in T
∗C× has the form
det(x− ϕt) = xK +
K∑
i=2
p˜i(t)
(t
∏n
α=0(t− tα))i
xK−i = 0. (3.73)
(The p˜i differ from the pi which appeared in (3.45) because of the shift we made from v to
v˜.) If we do not factor out the U(1) degree of freedom we identify x = v/t. In any case,
this equation is to be identified with (3.38). Note that the Seiberg-Witten differential is
x dt, as asserted in Section 3.1.
In order to treat the singularities in a more symmetric way it is useful to embed
C× → CP1 via t→ [t : 1]. Then we recognize that the boundary conditions at the ends of
the cylinder, i.e. at t = 0,∞, state that ϕtdt has a simple pole with residue given by the
asymptotic values of v. Thus, we deduce the boundary conditions on the Higgs field:
ϕtdt→ dt
t
Diag{v(0)1 , . . . , v(0)K } t→ 0 (3.74)
ϕtdt→ dt
t
Diag{v(n+1)1 , . . . , v(n+1)K } t→∞ (3.75)
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There are in addition simple poles at t = tα with a residue of the form
Diag{−(K − 1)mα,mα,mα, · · ·mα,mα}, α = 0, . . . , n (3.76)
if we factor out the U(1) degree of freedom, and Diag{ρα, 0, . . . , 0} if we do not. Recall that
mα is given in equation (3.62). Note that the residues at t = 0,∞ are generic semisimple
elements of su(K) and hence correspond to regular singularities, but this is not at all true
when we consider the residues at t = tα, α = 0, . . . , n, for K > 2, since then the residues
are annihilated by all but the first simple root (for the standard choice of simple roots).
We stress that the conditions (3.74), (3.75) and (3.76) mean that there is a local gauge
in which the fields can be put in this form.
In the main part of the paper we will focus on the case K = 2. In that case, after
the center of mass U(1) is removed as described above, there is no longer any distinction
between the two kinds of singularity. Thus, the Hitchin system turns out to be a general
SU(2) Hitchin system on CP1 with n + 3 regular singularities. The equation (3.73) is
equivalent to
trϕ2t =
1
2
(p1(t))
2 − 4p2(t)
∏n
α=0(t− tα)
(t
∏n
0 (t− tα))2
. (3.77)
Note that ϕtdt has simple poles at t = 0 and t =∞ as well as at the n+ 1 points ta. We
will return to this formula in Section 9.
3.2.5 Linear conformal quivers with fundamental matter
It is straightforward to extend this analysis to a more general linear conformal quiver with
fundamental matter. This is a quiver of SU(kα) gauge groups, with dα = 2kα−kα−1−kα+1
fundamental fields at the α-th node, α = 1, . . . , n. The extra fundamental fields are
represented in the brane construction by dα D6-branes at fixed values of x
4,5,6 with the
value of x6 in the interval Iα. We will denote with K the maximum of the kα. When
we include D6-branes the semi-infinite D4-branes on the left and right do not change the
analysis in any interesting way, so in the remainder of this section we will omit them. As
before, for α = 1, . . . , n, kα D4-branes are stretched between the NS5-branes along the
interval Iα. We assume that initially there are no D4-branes ending on D6-branes. In the
weak IIA coupling limit the D4-D6 strings provide the fundamental matter. When the
kα D4-branes are coincident, the mass parameter of these fundamental hypermultiplets is
given by the difference of the v coordinates for the D4-brane and the D6-brane.
The lift to M-theory of the configuration we have just described is obtained by lifting
the configuration of D6-branes to a multi-center Taub-NUT geometry Q and then – on
the Coulomb branch of vacua – lifting the D4- and NS5-branes to a single M5-brane with
worldvolume R1,3 × Σ˜ × {P}, where Σ˜ ⊂ Q is a holomorphic surface. Our goal in this
section is to make contact once again with a Hitchin system on a cylinder, and show how
the fundamental matter changes the boundary conditions on the Higgs field.
It turns out that there are several distinct ways to do this, as the same brane system
can be subject to certain deformations which lead to the same IR four dimensional field
theory, but to different intermediate six-dimensional setups. The detailed analysis is a bit
intricate, so we will first anticipate the main result.
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For linear conformal quivers there is a canonical choice, which still leads to a SU(K)
Hitchin system on the cylinder with regular singularities. The boundary conditions at
t = 0 and t = ∞, (3.74) and (3.75), are modified slightly, as the v(0)i and the v(n+1)j are
not generic anymore. Instead, the K v
(0)
i are partitioned in blocks of identical values, so
that each block of α identical v
(0)
i corresponds to a fundamental flavor at the α-th node of
the quiver, and each block of α identical v
(n+1)
i corresponds to a fundamental flavor at the
(n+ 1− α)-th node of the quiver. For example, if K = 3 we have quivers of SU(3) gauge
nodes, possibly with a single SU(2) gauge group at either or both ends. If, say, k1 = 2 and
k2 = k3 = 3, then d1 = d2 = 1, d3 = 3, and there is a single fundamental at the first node,
and another at the second node. Then the residue of the regular singularity at t =∞ will
have two identical eigenvalues.
This canonical Hitchin system is characterized by the fact that the U(1) R-symmetry
of the 4d theory is identified with the U(1) symmetry rotating v. Other choices lead to
Hitchin systems (of rank higher than K) on the cylinder, with no punctures away from
t = 0,∞, and with wild ramification either at t = 0 or t = ∞. The U(1) R-symmetry
of the 4d theory is identified with a combination of the U(1) symmetries rotating v and
rotating t. It is surprising that the same 4d field theory, and hence the same hyperka¨hler
moduli space should be described by different Hitchin systems. The matter is discussed
further in Section 3.2.8.
To begin, let us recall the metric on Q. The metric on Q is determined by the positions
~ra = (r1,a, r2,a, r3,a) ∈ R3 where a runs over some index set. If we describe Q as a circle
fibration over R3, then the metric is
ds2TN = V
−1(dψ +A)2 + V d~r2 (3.78)
where ψ ∼ ψ + 4pi,
V = 1 +
∑
a
1
|~r − ~ra| (3.79)
and dA = ∗dV . The full M-theory metric is
ds2 = dxµdxµ +
R211
4
ds2TN + dx
2
7,8,9 (3.80)
We identify s = x6 + ix10 = 12(r3 + iψ) and r1 + ir2 = 2
`
R11
v. The Taub-NUT space Q
carries a hyperka¨hler structure, but there is a distinguished complex structure in which
the coordinate v is holomorphic. In this complex structure the manifold Q, as a complex
manifold, has equation
UW =
∏
a
(v − va) (3.81)
The parameters va are the complex structure parameters, while the x
6
a are the Ka¨hler
parameters of the hyperkahler metric on Q.
Now we turn to a description of the holomorphic curve Σ˜ in the complex manifold
(3.81). The curve can be described as a polynomial equation F˜ (W, v) = 0. Alternatively,
in a different chart, using U = W−1
∏
a(v− va) this equation can be also be rearranged as
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G˜(U, v) = 0 for a polynomial G˜. In [2] it is shown that the constraint that there are no
semi-infinite D4-branes on the left or the right leads to the following structure for F˜ (W, v):
To each interval Iα := {x6 : Re(sα−1) < x6 < Re(sα)} we associate a polynomial of degree
dα:
Jα(v) :=
∏
x6a∈Iα
(v − va), α = 1, . . . , n. (3.82)
Now introduce
A0(v) = c0 (3.83)
Aα(v) = cαgα(v)
α∏
β=1
Jα−ββ (v), α = 1, . . . , n (3.84)
An+1(v) = cn+1
n∏
β=1
Jn+1−ββ (v), (3.85)
where cα, α = 0, . . . , n+ 1, are nonzero constants and gα(v) are monic polynomials in v of
degree kα, α = 1, . . . , n. (It is also convenient to define g0 = gn+1 = 1.) Then we have the
curve ([2], eq. (3.23))
F˜ (W, v) =
n+1∑
α=0
Aα(v)W
n+1−α = 0 (3.86)
or equivalently
G˜(U, v) = cn+1U
n+1 + cngn(v)U
n +
n−1∑
α=0
gα(v)
 n∏
β=α+1
Jβ(v)
β−α
Uα = 0 (3.87)
Moreover, the coefficients of gα(v) are interpreted in [2] as the usual order parameters
〈Tr(Φ(α))s〉 of the SU(kα) gauge group. The constants cα can of course be rescaled by a
common nonzero factor and hence should be viewed as a point in projective space. They
encode the gauge couplings. (In the weak coupling region the cα can be given in terms of
the αth elementary symmetric function of the tα. )
Naively the Taub-NUT setup does not seem to lead to a situation where a Hitchin
system is useful, as it looks quite different from our previous picture of T ∗C with K
fivebranes wrapping C together with transverse defects. However, as we now explain, we
can take a limit of the Taub-NUT geometry in which we recover the Hitchin description.
The curve Σ˜ will again be interpreted as the Seiberg-Witten curve. Recall that the
polynomial F˜ (W, v) is independent of the Ka¨hler parameters x6a, as is the complex structure
of Q. As we saw in Section 3.1.5 and again in (3.54) et. seq., the kinetic terms and Seiberg-
Witten differential only depend on the complex structure, and hence are unaffected by
changes in x6a: two theories which differ only by translation of the D6-branes in the x
6
direction are described by the same IR fixed point. On the other hand, in the limit where
the D6-branes are brought far to the left or far to the right of the NS5-brane system, the
setup strongly resembles the setup without D6-branes, since evidently V → 1 if |x6a| → ∞
at finite values of ~r.
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Now, let us divide the D6-branes into two disjoint subsets L qR and consider a limit
where the D6-branes with a ∈ R move far to the right while the D6-branes with a ∈ L
move far to the left. In Appendix D we show that, when properly normalized, the limiting
value of W is
W → t
∏
a∈L
(v − va). (3.88)
We substitute this into (3.86) and simplify. To do this note that each polynomial Jα(v)
factorizes according to the D6-branes which move to the left and right respectively: Jα(v) =
Jα,L(v)Jα,R(v). After factoring out
∏
α J
n+1−α
α,L we are left with
Fˆ (t, v) =
n+1∑
α=0
gˆα(v)t
n+1−α, (3.89)
where
gˆ0(v) = c0
n∏
β=1
Jββ,L (3.90)
gˆα(v) = cαgα(v)
α∏
β=1
Jα−ββ,R
n∏
β=α+1
Jβ−αβ,L α = 1, . . . , n− 1 (3.91)
gˆn(v) = cngn(v)
n∏
β=1
Jn−ββ,R (3.92)
gˆn+1(v) = cn+1
n∏
β=1
Jn+1−ββ,R . (3.93)
There is an elegant interpretation of the factors in gˆα(v) based on the Hanany-Witten
effect [51]. In our context, the Hanany-Witten effect states that for each D6-brane the
“linking number”
(L−R)− 1
2
(l − r) (3.94)
is constant. Here l, (r) is the number of NS5-branes to the left (right) of the D6-brane and
L, (R) is the number of D4-branes ending on the D6 from the left (right). In particular,
if a D6-brane moves in the x6 direction at constant v across an NS5-brane, a D4-brane
stretched between them is created. After we have moved the D6-branes with a ∈ R far
to the right, and those with a ∈ L far to the left each interval consists of “free” and
“frozen” D4-branes.24 The factor gα(v) in gˆα accounts for the “free” D4-branes. The
coefficients of gα(v) correspond to the normalizable deformations in the usual way. The
factor
∏α
β=1 J
α−β
R,β accounts for the “frozen” D4-branes in the interval Iα which have been
created by the motion of D6-branes to the right, and the factor
∏n
β=α+1 J
β−α
β,L accounts
for the “frozen” D4-branes in the interval Iα which have been created from the motion of
D6-branes to the left.
24The adjective “frozen” refers to the so-called S-rule discussed in [51]. The D4-branes in the interval Iα
which are created from the horizontal motion of the D6-branes cannot move independently in the v-direction
while preserving supersymmetry.
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It is of some interest to compute the order kˆα of the polynomials gˆα. To do this note
that, after a D6-brane has passed through the interval Iα in either direction the net value
of −2kα+kα−1 +kα+1 +dα remains constant. Therefore, since our initial configuration has
all these values set to zero (for conformality) it follows that after all the D6-branes have
been moved to the far left or far right we have −2kˆα + kˆα+1 + kˆα−1 = 0, 1 ≤ α ≤ n. Here
kˆ0 is the number of D4-branes ending on the D6-branes on the left, i.e., the order of
∏
Jββ,L
while similarly kˆn+1 is the number of D4-branes ending on the D6-branes on the right, i.e.
the order of
∏
Jn+1−ββ,R . Using the results of Appendix E we see that
(kˆn+1−kˆ0)
n+1 = r is a
nonnegative integer and
kˆα = kˆ0 + αr. (3.95)
There are many different ways in which we can move D6-branes to the left and to the
right. At one extreme, we could move them all to the right, so that kˆ0 = 0 and kˆα increases
linearly as a function of α. Of course, the other extreme has all D6-branes on the left, and
then kˆα decreases linearly as a function of α. Amongst the different ways of moving the
D6-branes to the left and the right there is a canonical choice which we will refer to as the
“balanced case.” To describe this choice we appeal again to Appendix E to note that the
kα grow as a function of α up to some maximum K attained at some α = α−, then kα = K
is constant up to some α = α+ ≥ α−, and then kα decreases monotonically for α > α+.
This suggests a canonical movement of the D6-branes: we bring all those in the intervals
α < α− to the left and all those in the intervals α > α+ to the right. In the interval Iα− we
bring kα−−kα−−1 branes to the left and in the interval Iα+ we bring kα+−kα++1 branes to
the right. It is not difficult to show that this leads to kˆα−−1 = kˆα− = · · · = kˆα+ = kˆα++1.
Since the kˆα grow linearly it follows that r = 0 and hence all kˆα are equal to some common
value Kˆ.
This “balanced” motion of the D6-branes maps the system to one very similar to that
of the previous section. We will consider the other possible distributions of D6-branes to
the left and right in the next section, but for the remainder of this section we focus on the
canonical choice. The curve (3.89) is then a special case of (3.46), where qα(v) are of the
form gˆα(v). As before we can rearrange Fˆ (t, v) to be a polynomial in v of order Kˆ, of the
form (3.45):
Fˆ (t, v) = vKˆ
n∏
α=0
(t− tα) +
Kˆ∑
i=1
vKˆ−ipi(t) (3.96)
Dividing by
∏n
α=0(t − tα) we produce a monic polynomial in v with coefficients Ri(t) =
pi(t)∏n
α=0(t−tα) which are rational functions of t. We now interpret this as the equation for a
spectral curve
det(v − tϕt) = vKˆ +
Kˆ∑
i=1
vKˆ−iRi(t) (3.97)
where the Higgs field ϕt is in u(Kˆ). Our goal is now to understand what the special
structure of the coefficients gˆα(v) implies about the boundary conditions on the Higgs field
ϕt at the defects.
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Accordingly, let us analyze the behavior of the Kˆ roots vi(t) of (3.89). Since there are
n + 1 roots t(v) for t as a function of v, and since v can freely go to infinity, there must
be (n + 1) values tα at which v → ∞. Generically, v will have a simple pole at tα. These
simple poles imply that, (after shifting away the center of mass), ϕt has a first order pole
with residue exactly as in (3.76). This is just the situation we had before.
On the other hand, the behavior of the roots when t→ 0 or t→∞ requires a refinement
of our earlier analysis. For t → 0 the roots tend to the roots of gˆn+1(v) while for t → ∞
they tend to those of gˆ0(v). These roots are all at finite values of v. However, the factors of
Jβ,L with β > 1 in gˆ0 (and those of Jβ,R with β < n+ 1 in gˆn+1) lead to multiple roots. In
general, the existence of multiple roots of the coefficient q0(v) (or qn+1(v)) in (3.46) means
that several D4-branes end on the same D6-brane. Now, there is an important distinction
between the multiple roots obtained by moving several D6-branes attached to a single D4-
brane to the same v-coordinate, and the multiple roots resulting from the Hanany-Witten
effect. In the former case, the roots of q0(v) are in general different from the roots of qα(v)
for α > 1. In the latter case, the structure of (3.90) et. seq. shows that the multiple roots
from the factor Jβ,L are also (multiple) roots of gˆα for α < β. Thus, in general, as t→∞,
if q0(v) has a root v∗ of order β, and v∗ is not a root of q1(v), then β roots vi(t) behave like
vi(t)→ v∗ + ξi
t1/β
+ · · · (3.98)
as t → ∞, where ξi are constants independent of t, v. On the other hand, in the case
of multiple roots arising from the factors Jβ,L in (3.90) the analogous set of β roots vi(t)
behave like
vi(t)→ v∗ + ξi
t
+O(t−2) (3.99)
Analogous statements hold for the behavior of the roots associated with D6-branes on the
right, for t→ 0.
The behavior of the roots v(t) for t→∞ we have just described have implications for
the boundary conditions of the Higgs field ϕtdt as t→∞. This Higgs field will behave like
ϕt → R
t
+
R2
t2
+ · · · (3.100)
Equating Fˆ (t, v) = gˆ0(v)t
n+1 + · · · with ∏n0 (t− tα) det(v− tϕt), and taking t→∞, we see
that the characteristic polynomial of the residue R = tϕt|t=∞ is just det(v − R) = gˆ0(v).
Since this has multiple roots we must consider the possibility that R has nontrivial Jordan
form.
We now claim that a nontrivial Jordan form leads to roots behaving like (3.98) while
if R is semisimple then the roots will behave like (3.99). We may prove this as follows.
For simplicity suppose that the characteristic polynomial det(v−R) = vβ for some integer
β > 1. Now consider the perturbation R(t) = R+C/t where t is large and C is generic. If
R is semisimple, then R = 0 and the eigenvalues of R(t) are ci/t where ci are the distinct
eigenvalues of C. At the other extreme, suppose R is a Jordan block of size β, which we
denote as Nβ.
25 By a gauge transformation with g = exp[/t] we can bring R(t) to the
25i.e Nβ = e1,2 + e2,3 + · · ·+ eβ−1,β in terms of matrix units.
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form
R(t)→ Nβ + 1
t
(
β∑
i=1
µieβ,i
)
+O(1/t2) (3.101)
for some constants µi. Here ei,j is the matrix unit, that is, the matrix whose only nonzero
entry is 1 in the ith row and jth column. On the other hand,
det
[
v −Nβ − 1
t
(
β∑
i=1
µieβ,i
)]
= vβ +
µβ
t
vβ−1 +
µβ−1
t
vβ−2 + · · ·+ µ1
t
(3.102)
From the standard relation between the elementary symmetric functions and the power
sum functions it follows that the roots vi ∼ cit−1/β +O(t−2/β). In the intermediate cases,
when R has several Jordan blocks the roots will fall off with a fractional power of t with
the fractional power governed by the largest Jordan block of R.
The upshot is that the boundary condition for the Higgs field at t→∞ has the block
diagonal form:
ϕtdt→ dt
t
Diag{· · · v(β)1 1β, . . . , v(β)dβ,L1β, · · · }+O(t−2) (3.103)
where 1β is the diagonal matrix and v
(β)
1 , . . . , v
(β)
dβ,L
are the roots of Jβ,L (assumed distinct,
for simplicity). Put more simply, the boundary conditions preserve a subgroup
n∏
β=1
(U(β))dβ,L (3.104)
of the U(Kˆ) gauge group. Entirely parallel remarks apply to the limit t→ 0 and the group
of branes on the right.
In conclusion, the conformal linear quivers of unitary groups give rise to Hitchin sys-
tems on CP1 with two regular singularities of a generic type, labeled by two partitions of
K, K =
∑
βdβ,L and K =
∑
βdβ,R, and an arbitrary number of “basic” singularities,
associated to the partition K = (1) + (K − 1).
3.2.6 Brane-bending and irregular singularities
We continue to study the conformally invariant linear quiver of the previous subsubsection
but now consider the case where we move the D6-branes in an “unbalanced” way so that
kˆn+1 − kˆ0 is nonzero.
The behavior of the roots is now dramatically different. Recall that the order of gˆα is
kˆα = kˆ0 + αr. For simplicity assume that r > 0, so that, by (3.95) gˆn+1 = cn+1v
kˆn+1 + · · ·
has the highest power of v. Then, since gˆn+1 dominates all the other coefficients gˆα(v) for
v →∞ it follows that none of the roots v(t) go to infinity at finite values of t.
The fact that there are only two singular points in t can also be seen more physically
by considering the U(1)R symmetry of the theory. This symmetry rotates v → eiθv, and
hence changes the masses va → eiθva. However, it must not change the coupling constants,
and therefore cα → cα. In the balanced case the curve Fˆ (t, v) = 0 is invariant under this
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scaling with fixed t. On the other hand, in the unbalanced case this is not true and we
must rescale (t, v) → (eirθt, eiθv). Then, a singularity at a finite point tα ∈ C× would be
incompatible with the equation.
Next, let us consider the roots for t→ 0. Here vi(t) simply approaches the kˆn+1 roots
of gˆn+1(v) and as we have discussed, they behave like vi(t) = vi + ξi,st+ · · · .
On the other hand, the behavior of the roots at t → ∞ is more complex. There are
kˆ0 roots behaving like vi(t) → vi + ξi,at + O(1/t2) where vi are the roots of gˆ0(v). Since
kˆn+1 > kˆ0 this does not account for all the roots. In addition, there are (n + 1)r roots
where t, v both go to infinity. In this case, keeping the leading order terms in Fˆ (t, v), we
see that the roots with (t, v) both going to infinity must asymptote to the roots of
0 = cn+1v
(n+1)r + cntv
nr + · · ·+ c1tnvr + c0tn+1 := cn+1
n+1∏
i=1
(vr − νit). (3.105)
Figure 8: Brane bending in the conformal but unbalanced case when kˆn+1 − kˆ0 = (n + 1)r > 0.
Note that n+ 1 bundles of r branes go to infinity as t→∞. Here r = 3 and n+ 1 = 4. There are
kˆn+1 = 17 horizontal branes at t→ 0.
Note that we have now found the phenomenon of “brane bending”: some of the roots
v(t) go to infinity as t → ∞. To picture the situation note that the projection of Σ into
the (− log |t|, log |v|) plane asymptotes to the form shown in Figure 8.
Now let us consider the mapping to a Hitchin system. In this case we identify the
characteristic polynomial of the Higgs field according to
det(v − tϕt) = 1
cn+1
(
gˆn+1(v) + tgˆn(v) + · · ·+ tn+1gˆ0(v)
)
(3.106)
where ϕt ∈ u(kˆn+1). From our discussion of the roots above, all the singularities of the
Higgs field must lie at t = 0 or t = ∞. Our previous discussion applies to the roots at
t→ 0 and hence ϕt has a regular singularity at t→ 0 as in (3.103).
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By contrast, for t→∞ we find that ϕt has a block diagonal form. There is a kˆ0 × kˆ0
block corresponding to a regular singularity with residues given by the roots of gˆ0(v). We
interpret (3.105) to imply that in addition there are (n+1) blocks, labeled by i = 1, . . . , n+1
with limiting behavior
det(v − tϕt) ∼ vr − νit. (3.107)
(The matrices are understood to be restricted to the ith block. We do not indicate this to
avoid cluttering the notation.) Thus, in the unbalanced case, the boundary condition at
t → ∞ corresponds to an irregular singularity, with (n + 1)r eigenvalues of tϕt behaving
like
ωs(νit)
1
r (1 +O(1/t)) s = 1, . . . , r; i = 1, . . . , n+ 1, (3.108)
where ω is a primitive rth root of unity.
We can also consider the opposite case kˆ0 > kˆn+1. For this case we reverse the sign of
r and take r = (kˆ0− kˆn+1)/(n+ 1) > 0. In this case tϕt has a regular singularity at t→∞
and an irregular one at t→ 0. The irregular singularity involves (n+ 1) blocks, each with
eigenvalues
ωs(
νi
t
)
1
r (1 +O(t)) s = 1, . . . , r; i = 1, . . . , n+ 1 (3.109)
where ω is a primitive rth root of unity.
Let us now discuss what these conditions mean for the behavior of the Higgs field ϕt
at t → 0,∞. We focus on t → 0 and take r = (kˆ0 − kˆn+1)/(n + 1) > 0. Using (3.102) we
see that by a complex gauge transformation we can put ϕt in the form
ϕt → 1
t
(νi
t
er1 +Nr +O(t)
)
t→ 0 (3.110)
However, to define the Hitchin system properly we must specify an actual solution to the
Hitchin equations at t → 0. We can do this block by block. For the blocks corresponding
to the irregular singularity it is easy to give such a solution in the diagonal gauge,
ϕt =
1
t
(νi
t
)1/r
Diag{ω, ω2, . . . , ωr} (3.111)
The problem is that this is not single-valued. We can make ϕt single-valued by a singular
gauge transformation
g = ηSη−1 (3.112)
with Sab =
1√
r
e
2pii
r
ab and η is given by
η =
(
t
t¯
) r−1
4r
Diag{1,
(
t¯
t
) 1
2r
,
(
t¯
t
) 2
2r
, . . . ,
(
t¯
t
) r−1
2r
} (3.113)
In order to keep the gauge field single valued we take
A = −dηη−1 (3.114)
– 51 –
in diagonal gauge and the upshot is that our single-valued asymptotic solution of the
Hitchin equations (for the ith block) is
ϕt → ν
1/r
i
t
1
|t|1/r
(
t¯
|t|er1 +Nr +O(t)
)
(3.115)
with
A =
 r∑
j=1
2(j − 1)− (r − 1)
4r
ejj
(dt
t
− dt¯
t¯
)
. (3.116)
3.2.7 The asymptotically free case
Let us finally turn to the general asymptotically free quiver with fundamental matter. For
such a quiver the β-function coefficients bα ≤ 0, 1 ≤ α ≤ n, and bα < 0 for at least one value
of α. Physically, such quiver gauge theories can be obtained by decoupling fundamental
fields in a conformal linear quiver by taking the masses of some of the fundamental fields
to infinity. They then decouple, leaving an asymptotically free theory.
The decoupling procedure can be elegantly carried out at the level of Seiberg-Witten
curves. In each interval Iα we choose a set of centers va, a ∈ Sα which we will send to
infinity. We then scale cα → 0 in such a way as to leave the coefficients Aα(v) in eq. (3.83)
finite. However, since we are most interested here in the application to Hitchin systems we
consider the decoupling limit after we have moved the D6-branes to large values of |x6a|.
Therefore, we split the set Sα = Sα,L q Sα,R according to whether the D6 to be decoupled
has first moved to the far left or the far right. In this limit we have
Jα,L(v)→ Jˇα,L(v)
∏
a∈Sα,L
(−va)(1 +O(v/va)), (3.117)
where Jˇα,L(v) are the factors for the D6-branes not taken to infinity, and similarly for Jα,R.
Thus, we send cα to zero in such a way that
cˇα = cα
α∏
β=1
 ∏
a∈Sβ,R
(−va)
α−β n∏
β=α+1
 ∏
a∈Sβ,L
(−va)
β−α (3.118)
remains finite. We now have the analogs of eqs. (3.89) and (3.90):
Fˇ (t, v) =
n+1∑
α=0
gˇα(v)t
n+1−α (3.119)
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where
gˇ0(v) = cˇ0
n∏
β=1
Jˇββ,L (3.120)
gˇα(v) = cˇαgα(v)
α∏
β=1
Jˇα−ββ,R
n∏
β=α+1
Jˇβ−αβ,L α = 1, . . . , n− 1, (3.121)
gˇn(v) = cˇαgα(v)
n∏
β=1
Jˇα−ββ,R , (3.122)
gˇn+1(v) = cˇn+1
n∏
β=1
Jˇn+1−βR,β . (3.123)
The only difference from the previous case is that now bˇα = −2kˇα + kˇα+1 + kˇα−1 is ≤ 0 for
all 1 ≤ α ≤ n and can be strictly less than zero. Here kˇα is the order of gˇα.
Again referring to Appendix E the points (α, kˇα) define a convex polygonal curve. The
kˇα are strictly increasing for 0 ≤ α ≤ α−. The maximal value Kˇ := kˇα− is attained for
α− ≤ α ≤ α+. Thereafter the kˇα are strictly decreasing for α ≥ α+. If kˇ1 − kˇ0 = 0 then
α− = 0 and if kˇ1− kˇ0 < 0 then α+ = 0. For simplicity, in what follows we will just describe
the case kˇ1 − kˇ0 > 0.
Figure 9: The boundary of the Newton polygon of Fˇ (t, v) dictates the asymptotic behavior of the
M5-brane curve. Here it is projected on the (− log |t|, log |v|) plane.
Now the polygonal path can be viewed as the boundary of the Newton polytope for
Fˇ (t, v). Accordingly, we can extract the asymptotic behavior of the roots of the equation
Fˇ (t, v) = 0. To do this we balance terms on the boundary faces of the polytope. Assuming,
for simplicity, that a face consists of a single segment we have:
cˇαt
n+1−αvkˇα + cˇα+1tn−αvkˇα+1 ∼= 0 (3.124)
for 0 ≤ α ≤ α−−1 or α+ ≤ α ≤ n. Each value of α gives |kˇα+1− kˇα| roots v(t) asymptotic
to
t ∼= − cˇα+1
cˇα
v(kˇα+1−kˇα) (3.125)
For these roots v(t) → ∞ with t → ∞ for 0 ≤ α ≤ α− − 1 and t → 0 for α+ ≤ α ≤ n,
respectively. The remaining roots at t→∞ and t→ 0 are the roots of gˇ0(v) and gˇn+1(v),
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respectively. These latter roots remain finite. In addition, if α+ > α− then at the roots
t ∈ C× of
α+∑
α=α−
cˇαt
α+−α = 0 (3.126)
we have α+ − α− roots v(t) going to infinity. Generically, these will be simple poles
v(t) ∼ ραt−tα .26 In this way the boundary of the Newton polygon dictates the asymptotic
shape of the M5-branes. This is illustrated in Figure 9.
The physical interpretation of the constants cˇα can now be deduced from the above
pictures. Consecutive branches of the M5 surface measured at the same value of v have
corresponding values of t related by
t(α+1)
t(α)
∼= cˇα+1cˇα−1
cˇ2α
vbˇα (3.127)
In the weak coupling limit we have seen that log | t(α)
t(α+1)
| should be interpreted as an inverse
coupling constant. Thus, for bˇα < 0 we see that it is logarithmically running with scale |v|,
and moreover the UV cutoff scale is
Λ−bˇα =
cˇα+1cˇα−1
cˇ2α
(3.128)
while for bˇα = 0 the combination
cˇα+1cˇα−1
cˇ2α
encodes the UV couplings, as before.
Now we are ready to describe the relevant Hitchin system. This is a U(Kˇ) system
with singularities at t = 0,∞, as well as singularities at the roots of (3.126). At the latter
singularities ϕt has a regular singularity. At t → ∞, ϕt has block diagonal form. There
is a regular singular block with residues given by the roots of of gˇ0(v). In addition there
are α− blocks of irregular singularities of the form (3.115) where we should substitute
r = kˇα+1 − kˇα and νi = −cˇα/cˇα+1, 0 ≤ α ≤ α− − 1. Similarly, at t =∞ there is a block of
regular singular points governed by the roots of gˇn+1(v) and n+ 1−α+ blocks of irregular
singular points of the form (3.115) with r = kˇα − kˇα+1 and νi = −cˇα/cˇα+1, α+ ≤ α ≤ n.
The large mass limit leading to irregular singularities can be carried out directly at
the level of the Hitchin system. For example, consider the → 0 limit of the Higgs field:
1
t
(
0 1/2
−ρ/ 0
)
+
1
t− 
(
0 1/2
ρ/ 0
)
(3.129)
For fixed  there are two regular singular points. However, for  → 0 the Higgs field
develops an irregular singular point of the type we have described.
The simplest example of the above constructions is n = 1, with Kˇ = 2. This is a
U(2) theory with d1 = Nf fundamental flavors. If Nf = 0, then kˇ0 = 0, kˇ1 = 2, kˇ2 = 0, so
bˇ1 = −4. The curve (3.119) is cˇ0t2 + cˇ1t(v2 − u) + cˇ2 = 0 and, after a rescaling of t, the
curve becomes the standard SU(2) Seiberg-Witten curve
v2 − u− t− Λ
4
t
= 0, (3.130)
26The U(1)R symmetry forbidding these roots in the conformal case is anomalous here.
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and hence t2λ2 =
(
u+ t+ Λ
4
t
)
(dt)2 where ±λ are the eigenvalues of ϕtdt. The boundary
conditions on the Higgs field state that, up to gauge equivalence,
ϕtdt→ Λ
2
|t|1/2
(
0 1
e−iθ 0
)
dt
t
t→ 0 (3.131)
ϕtdt→ −|t|1/2
(
0 1
eiθ 0
)
dt
t
t→∞ (3.132)
where t = |t|eiθ. We will discuss this example in great detail in Section 10.
3.2.8 A surprising isomorphism
We can make a surprising mathematical prediction based on our physical setup. Since the
IR fixed point is independent of the motion of the D6-branes, the different Hitchin moduli
spaces obtained from different distributions of the D6-branes to the left and the right must
be isomorphic!
Put more precisely, begin with the polynomial F˜ (W, v) of equation (3.86). Then, as
described in equations (3.88) et. seq., consider the different polynomials Fˆ (t, v) arising
from the different movements of the D6-branes to left and right. The resulting polynomials
can be interpreted as spectral curves for a U(Kˆ) Hitchin system where Kˆ = max[kˆ0, kˆn+1],
as we have explained. From these polynomials we can read off the boundary conditions for
the Higgs field on C×. Physics predicts that the resulting moduli spaces are isomorphic as
hyperka¨hler manifolds. We will see one explicit example in Section 10. Examples of this
phenomenon have very recently appeared in the mathematical literature as well [4].
Our methods offer a strategy for proving the isomorphism between these hyperka¨hler
moduli spaces: the spectral curves of the different Hitchin systems are isomorphic (although
not as fibrations Σ→ C), so the semiflat limits gsf of the hyperka¨hler metrics coincide. As
soon as the BPS spectra are also found to be the same, the Riemann-Hilbert problems of
[1] coincide, and hence so do the hyperka¨hler metrics.
3.2.9 Non-Abelian flavor symmetries and punctures
The relation with the linear quivers has suggested that each puncture on C, i.e. each defect
in the six-dimensional (2, 0) theory, is associated with a certain flavor (sub)group of the
resulting four-dimensionalN = 2 theory. The defects which lead to the most general regular
singularity for the SU(K) Hitchin system are associated to the K − 1 mass parameters
in the Cartan of an SU(K) flavor group. The simplest defects which break the SU(K)
gauge symmetries to S(U(1) × U(K − 1)) are instead associated to the mass parameters
of some U(1) flavor group (unless K = 2, in which case the two types of singularity are
identical, and indeed the U(1) is enhanced to SU(2)). We already met examples of regular
singularities with a generic pattern of gauge symmetry breaking S(
∏
U(β)dβ ) labeled by a
partition of K, dβ, in equation (3.103). They have a single mass parameter for each U(β)
gauge factor. It can be shown easily [15] that a non-Abelian flavor symmetry S(
∏
U(dβ))
is associated with these singularities.
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In later sections of this paper we mostly focus on the K = 2 case, but here we briefly
digress to see how the non-Abelian SU(K) flavor symmetries manifest themselves in the
spectrum of BPS string webs whenever the mass parameters at the corresponding singu-
larity in C go to zero.
Consider first the case K = 2. Then we can take a local coordinate z near the
singularity and
λ2 ∼
(
m2
z2
+
u
z
+ · · ·
)
dz2. (3.133)
As we tune m → 0 a zero of λ2 must be coming close to the double pole, to reduce it to
a single pole. What is the behavior of BPS strings near such a “molecule” made up of a
singularity and a zero? We know that the BPS strings follow curves of constant phase ϑ
for the 1-form λ12 = λ − (−λ) = 2λ. For a given value of ϑ, three such curves emanate
from the branch point (this important general fact will be discussed at length in Section
6). One plunges into the singularity, while the other two wind around the singularity in
opposite directions and escape together.
12
12
21
Figure 10: The pattern of flow lines (red) around a molecule consisting of a nearly-coincident
double pole (blue dot) and zero (orange cross) of λ2. Three lines emanate from the zero for each
value of the phase ϑ. If we choose the (orange dotted) branch cut in λ as depicted, the lines flowing
from the zero correspond to BPS strings of type 12, 21, as labeled.
Figure 11: For two nearby values of the phase ϑ the two flow lines which escape from the molecule
may hit another turning point, giving rise to a doublet of BPS hypermultiplets.
As we vary the phase ϑ of the central charge, this doublet of escaping lines will swipe
across other zeroes of λ2. This gives rise to a pair of BPS strings, which join the same two
branch points, but pass on opposite sides of the singularity, as shown in Figure 11. The
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central charges of the BPS particles differ by the period of 2λ around the singularity, i.e.
by 2m. The fact that for small enough m BPS states always come in doublets of flavor
charge ±1 is a clear symptom of the presence of an SU(2) flavor symmetry associated to
each regular singularity in the K = 2 case, and predicts that the BPS states transform
in doublets of these important SU(2) flavor (sub)groups. We will see in our examples
of SU(2) gauge theories how the SU(2) groups are always embedded in the full flavor
symmetry group in such a way that this condition is satisfied.
In the cases with K > 2 it is important to consider string webs. K = 3 will be sufficient
to illustrate this point. Locally we have
λ3 ∼
(∑
mimj
z2
+
u
z
+ · · ·
)
dz2λ+
(∏
mi
z3
+
v
z2
+ · · ·
)
dz3 (3.134)
Different sheets of λ meet at the zeroes of the discriminant of this equation. The discrim-
inant has a degree 6 pole, which reduces to 4 when the masses are turned off, hence we
expect to see two branch points come close to the singularity. It is easy to see they must be
branch points of different type, say for the sheets 12 and 13. For a given value of ϑ, three
lines emanate out of each branch point. One line emerging from each branch point flows
into the singularity. A second goes around the singularity and the other branch point, and
turns into a 23 line. These two 23 lines then escape together. The third pair of lines will
intersect, and we can set a string junction at the intersection, from which a third 23 line
escapes, close to the other two.
Again, as we vary the phase ϑ of the central charge, this triplet of lines may swipe across
a branch point of the 23 type and give rise to a triplet of BPS strings (or, more generally,
may be connected through junctions to give a triplet of string webs). This triplet of states
carry the same gauge charges, while their central charges differ pairwise by m1 − m2,
m1−m3, m2−m3 because they wind in different ways around the singularity. These states
thus form a triplet for the SU(3) flavor symmetry associated with the singularity.
3.3 Type IIB construction
The M-theory realization of our theories which we use in Section 3.1 gives a convenient geo-
metric way of understanding many properties of the theory quickly, but may be unfamiliar
for the reader who is motivated by Donaldson-Thomas invariants or categories of D-branes
on Calabi-Yau threefolds. In this section we briefly recall an alternative perspective on our
construction.
The essential point is that the (2, 0) theory arises in Type IIB string theory on an
ADE singularity [19]. Therefore, to compactify this theory on C we can consider Type
IIB on a Calabi-Yau threefold which in an appropriate scaling limit develops a curve C
of ADE singularities. The scaling limit decouples gravity and leaves us with the desired
N = 2 field theory. (See [52] for a detailed construction.) The BPS states of this theory
arise from D3-branes wrapping special Lagrangian cycles. In the scaling limit such cycles
are obtained as fibrations of the vanishing spheres of the ADE singularity over string webs
in C, which are identified with the BPS webs we considered above.
– 57 –
32
12
32
12
31
31
32
32
12
32
32
31
Figure 12: The pattern of flow lines (red, green, continuous or dotted) in a region where a
singularity (blue dot) and two zeroes of the discriminant (orange dots) come close. Three lines
emanate from each zero for every value of the phase ϑ. We take the zeroes to be of the type 12 and
13. If we put the (orange dotted) cuts in λ as depicted, the lines flowing from the zeros correspond
to BPS strings of the indicated type. When two lines of compatible type intersect, we allow for a
possible web junction. All in all, for every value of ϑ, two groups of three lines of the same type
flow away from the molecule.
Figure 13: For nearby values of the phase ϑ, a group of three flow lines escaping from the molecule
may hit another turning point, giving rise to a triplet of BPS hypermultiplets.
For example, in the A case, the integral of the holomorphic three form over the ij-th
vanishing sphere is identified with the differential λij on C. A simple ij-string stretched
between two turning points where λij = 0 lifts to a special Lagrangian with the topology
S3: an S2 fibered over a segment, shrinking at the endpoints. A closed ij-string wrapping
a non-trivial cycle of C lifts to a special Lagrangian with the topology S1 × S2.
It would be interesting to take inspiration from this correspondence, and develop a
mathematical definition of some sort of Fukaya category of string webs on a Riemann
surface C, with stability conditions specified by a spectral curve Σ ⊂ T ∗C. This would
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allow a more direct connection to the work of [6]. We make some tentative comments in
this direction in Section 12.
4. Hitchin systems
In Section 3 we have given an extended review and discussion of the physical motivations for
studying a certain class of Hitchin systems. In this section we summarize the mathematics
problem motivated by this discussion, and fill in some standard facts about the hyperka¨hler
geometry of the relevant moduli spaces.
4.1 Moduli space
Let G = U(K) or SU(K) for some K.27 We have a complex curve C with a topologically
trivial G-bundle V on it. We are considering connections D = ∂+A in V , and Higgs fields
ϕ ∈ Ω1,0(EndV ).
There are finitely many points Pi ∈ C where the pair (A,ϕ) are required to be singular.
Let us focus on a single such point, and choose a local coordinate z which vanishes there.
A rigorous discussion of boundary conditions for Hitchin’s equations and the construction
of their hyperka¨hler moduli spaces has been given in [53, 54] for regular singularities, and
[55] for irregular ones. Here we give a schematic account of the boundary conditions we
encountered in Section 3, which will be adequate for our purposes.
Consider the regular case first. Fix simultaneously diagonalizable elements α ∈ g
(skew-Hermitian) and ρ ∈ gC, and write
ϕ0 =
ρ
2
dz
z
, (4.1)
A0 =
α
2i
(
dz
z
− dz¯
z¯
)
. (4.2)
Near z = 0 we require the pair (A,ϕ) to be close to these fiducial ones, i.e.
ϕ = ϕ0 + regular, (4.3)
A = A0 + regular. (4.4)
We let N denote the space of all (A,ϕ) obeying this condition at each singularity. So N
depends on the data (ρ, α) at each singularity, as well as on C and the points Pi; we do
not write this dependence explicitly.
There is a natural action of G-valued gauge transformations on (A,ϕ). This gives an
action on N as well, provided we consider only gauge transformations which preserve the
singularity conditions. Roughly this means we consider gauge transformations which, at
each singularity, are restricted to lie in the subgroup H ⊂ G commuting with the pair
(ρ, α). Let G denote the group of gauge transformations so restricted.
27One can also consider quotients of SU(K) by subgroups of its center. The different forms of the gauge
group lead to Hitchin moduli spaces which are related but can differ in global structure. When the genus of
C is zero these considerations lead, for example, to changes in the periodicity of m(3). When C has positive
genus further issues arise which are only briefly addressed in Appendix A.
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In most of our examples we also need to allow a wilder kind of singularity. The most
elementary example of such a boundary condition was given in (3.115), (3.116). In those
equations t denoted a local coordinate on C vanishing at the singularity; here we called
that coordinate z, so those equations become
ϕ0 =
ν1/K
|z|1/K
(
z¯
|z|eK1 +NK
)
dz
z
, (4.5)
A0 =
(
K∑
a=1
2(a− 1)− (K − 1)
4K
eaa
)(
dz
z
− dz¯
z¯
)
. (4.6)
As before we require that near z = 0 the pair (A,ϕ) are close to these fiducial ones.
Generally we will have some block structure at the singular points, with each block
of (A0, ϕ0) either of the “regular” form (4.1), (4.2) or the “irregular” form (4.5), (4.6).
As in the case of regular singularities, we let N denote the space of all (A,ϕ) obeying
our singularity conditions. Again, N is acted on by an appropriate group G of gauge
transformations.
More general irregular singularities can also arise if we take some scaling limits of the
parameters of the theory: we do not discuss this situation now, but we will meet it in
Section 9.
Having specified our boundary conditions, our desired moduli space M is then the
subspace of N consisting of solutions of Hitchin’s equations,
F +R2[ϕ, ϕ¯] = 0,
∂¯Aϕ := (∂z¯ϕz + [Az¯, ϕz]) dz¯ ∧ dz = 0,
∂Aϕ¯ := (∂zϕ¯z¯ + [Az, ϕ¯z¯]) dz ∧ dz¯ = 0,
(4.7)
modulo gauge transformations. (Here by ϕ¯ we mean the Hermitian conjugate of ϕ.) The
arguments of Section 3 identify this as the physically defined moduli space of an appropriate
N = 2 field theory reduced on S1 of radius R.
4.2 Hyperka¨hler structure
As we have already emphasized, M is equipped with a natural hyperka¨hler structure. In
particular, this implies that it has a CP1 worth of complex structures J (ζ), and a complex
symplectic form $ζ , which is holomorphic at each fixed ζ. In this subsection we explain
how these complex structures arise and what can be quickly said about (M, J (ζ)) from the
point of view of complex geometry. The most crucial point for later sections will be the
identification of (M, J (ζ)) as a moduli space of flat connections when ζ ∈ C×.
A convenient way to think about the hyperka¨hler structure on M begins from the
observation that N is an infinite-dimensional affine space, which is hyperka¨hler in a very
simple way, basically as the cotangent bundle to the affine space of complex-valued con-
nections. The action of the gauge group on N preserves the hyperka¨hler structure, and
moreover admits an hyperka¨hler moment map ~µ. The components of this moment map
(in one natural basis) are precisely what appear on the left side of the Hitchin equations
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(4.7). So the procedure of imposing Hitchin’s equations and then dividing out by the gauge
group G is precisely the usual notion of hyperka¨hler quotient [56], i.e. M = N///G.
There is another way to view the hyperka¨hler quotient, which in fact explains why it
induces an hyperka¨hler structure on M. Upon choosing a ζ, we can divide ~µ into a real-
valued moment map µR and a complex-valued moment map µC. Then instead of imposing
~µ = 0 we can impose only µC = 0, and divide out by the action of a complexification
GC of the gauge group. In favorable circumstances (where each GC-orbit is “stable,” i.e.
contains a unique G-orbit consisting of solutions of µR = 0), this procedure gives exactlyM.
Moreover µC is holomorphic on N , and the complexified gauge group acts holomorphically,
so this procedure induces a complex structure on M, which is J (ζ).
The way this works out for the M we are considering depends drastically on whether
ζ ∈ C× or ζ ∈ {0,∞}. We now describe these two cases in turn.
4.2.1 Flat connections
We begin with the case ζ ∈ C×. Use A and ϕ to form a complex-valued connection,
A := R
ζ
ϕ+A+Rζϕ¯. (4.8)
At each of our marked points A is singular, with leading behavior determined by the
singular parts of ϕ and A. For example, in the case of a regular singularity this amounts
to
A0 =
(
R
ζ
ρ
2
+
α
2i
)
dz
z
+
(
Rζ
ρ¯
2
− α
2i
) dz¯
z¯
. (4.9)
All of the holomorphic information in complex structure J (ζ) is naturally expressed in
terms of A. For example, the holomorphic symplectic form on N is simply
$ζ =
1
2
∫
C
Tr δA ∧ δA. (4.10)
Note that although A is singular, δA is regular, so the integral defining $ζ is well defined.
Considered as a function of ζ, $ζ has simple poles at ζ = 0 and ζ =∞; this is a standard
expectation from hyperka¨hler geometry (sometimes expressed as the statement that $ is
twisted by O(2) over the twistor sphere).
Now the equation µC = 0 simply says that ∂+A is flat. Dividing out by the complexi-
fied gauge group we thus identify (M, J (ζ)) as a moduli space of flat, GC-valued connections
on C. Using a theorem of [57] (for regular singularities) and [55] (more generally) we can
describe this moduli space more precisely: it consists of all flat GC-connections with the
requisite fixed boundary conditions, subject to a certain stability condition.
4.2.2 Higgs bundles
At ζ = 0 or ζ = ∞ the story is rather different. Take for example ζ = 0. In this case the
equation µC = 0 just says that
∂z¯ϕ+ [Az¯, ϕ] = 0. (4.11)
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In other words, we have a holomorphic structure on V (determined by the operator ∂¯ :=
(∂z¯ + Az¯)dz¯) and a holomorphic 1-form ϕ valued in EndV , with appropriate singularities
at the marked points. The triplet (V, ϕ, ∂¯) is called a Higgs bundle. Dividing out by
the complexified gauge transformations we thus identify (M, J (ζ=0)) as a moduli space of
Higgs bundles, with appropriate boundary conditions on ϕ at the punctures. As above,
the theorems of [57, 55] tell us that in fact we get all Higgs bundles in this way (subject to
a certain stability condition which will not play much role in this paper.) Note that this
space, considered as a complex manifold, is actually independent of R.
Given a Higgs bundle there is a simple way of extracting gauge invariant information:
consider the characteristic polynomial of ϕ, i.e. write
det(x− ϕ) = xN +
N∑
i=1
pix
N−i (4.12)
(where p1 = 0 if G = SU(K) rather than U(K)). Since ϕ is a 1-form the coefficients pi
of its characteristic polynomial are forms of degree i on C. These forms are meromorphic,
with some specific conditions on their singular behavior near the marked points, dictated
by the type of singularity we have fixed. We do not write these conditions in general but
just note that the space of forms pi obeying them is an affine space B, with dimension half
that of M. This B is to be identified with the moduli space of the 4-dimensional gauge
theory which we discussed in Section 3.
The map M→ B just discussed is sometimes called the Hitchin fibration. Its generic
fiber is a compact torus, which is moreover a complex Lagrangian submanifold in complex
structure J (ζ=0). The pi can be thought of as a maximal set of algebraically independent
commuting Hamiltonians, which make M into an integrable system.
4.3 Another viewpoint on defects
So far we have considered the singular behavior of (A,ϕ) as a fixed “boundary condition”
which we introduced by hand. There is another viewpoint which is sometimes handy to
keep in mind: at least for regular singularities, the poles in (ϕ,A) can be interpreted as
arising from sources in the Hitchin equations (see [58] and also section 3 of [59]). In other
words, we deform the equations to
F +R2[ϕ, ϕ¯] = 2piµRδ
(2)(z − zi), (4.13)
∂¯Aϕ := dz¯ (∂z¯ϕ+ [Az¯, ϕ]) = piµCδ
(2)(z − zi), (4.14)
∂Aϕ¯ := dz (∂zϕ¯+ [Az, ϕ¯]) = piµ¯Cδ
(2)(z − zi). (4.15)
The residues of (A,ϕ) obeying these deformed equations then turn out to be proportional
to µR, µC, µ¯C. (If there are multiple singularities we will have a sum on the right-hand
side.)
The usefulness of this point of view arises from interpreting the sources ~µ as moment
maps for an action of SU(K) on a coadjoint orbit Oi of SL(K,C). In other words, the
modified equations (4.13)-(4.15) are obtained by an hyperka¨hler quotient (N × Oi)///G,
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where a gauge transformation g(z) acts on N as usual and on Oi by the coadjoint action
of g(zi). Indeed, this is the natural supersymmetric coupling of the 5-dimensional super
Yang-Mills theory to degrees of freedom living at the defects z = zi.
The simplest example is obtained by taking Oi to be a minimal orbit. This is exactly
the example we considered in Section 3.1.8. In the complex structure at ζ = 0, the
parameter mi determines the orbit as a complex manifold, while m
(3)
i enters only into its
metric. This viewpoint is particularly helpful for understanding how to take the limit mi →
0: the limit of the minimal semisimple orbit is not the zero orbit but rather the minimal
nilpotent orbit. So in the holomorphic gauge the natural limiting boundary condition on
ϕ is actually (up to conjugation as usual)
ϕ0 =
1
z

0 1
0
. . .
0
 . (4.16)
The corresponding solution of Hitchin’s equations, related to (4.16) by a complex gauge
transformation, is similar to (4.5), and has a milder singularity (of order z−1/2) for ϕ0.
The appearance of the minimal orbit can also be understood more directly. Recall that
in Section 3.1.8 we were considering an M-theory setup involving a set of K M5-branes on
C intersecting a single transverse M5-brane. Reducing on the S1 discussed in Section 3.1 to
Type IIA so that all of these M5-branes become D4-branes one would generally expect to
get a fundamental hypermultiplet of SU(K) at the intersection. The minimal semisimple
orbit of SU(K) is very close to that: if we start from the K hypermultiplets coupled to
U(K) and Higgs the overall U(1), the resulting hyperka¨hler quotient yields the minimal
orbit coupled to SU(K).
There is a similar story for more general singularities where the residue of ϕ lies in
some non-minimal semisimple orbit, i.e. it is conjugate to a diagonal matrix with a different
pattern of eigenvalues. The eigenvalues still play the role of mass parameters. In the limit
as the mass parameters are turned off, the semisimple orbit smoothly approaches some
nilpotent orbit, so the residue of ϕ becomes a nilpotent matrix with a specific Jordan form.
5. Fock-Goncharov coordinates
For the next few sections we specialize to a simple case: let M be the moduli space
of solutions of Hitchin’s equations on C with gauge group G = SU(2), with l regular
singularities with semisimple residues, at points P1, . . . ,Pl. We always assume l ≥ 1, and
if C has genus zero we assume l ≥ 3.28 We will remove the restriction to regular singularities
in Section 8.
Fix some ζ ∈ C×. Then we can identify M (considered as a holomorphic symplectic
manifold, in complex structure J (ζ)) with a moduli space of flat SL(2,C)-connections A.
In this section we will use the approach of Fock and Goncharov [10] to define a useful
28The case l = 3, C = CP1 is somewhat degenerate since in this case M is zero-dimensional.
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collection of holomorphic Darboux coordinate systems onM. Each coordinate system X T
will be associated to a “decorated triangulation” T , a certain combinatorial object to be
defined momentarily. In the following sections we will explain how to build the desired
functions Xγ on M from the coordinate systems X T .
5.1 Defining the Fock-Goncharov coordinates
By a triangulation we will always mean a triangulation of C, with all vertices at the
singularities Pi, and at least one edge incident on each vertex. At each Pi we have the
operator Mi giving the clockwise monodromy of A-flat sections, which is SL(2,C)-valued
and generically has two distinct eigenlines. We define a decoration at Pi to be a choice of
one of these two eigenlines, and a decorated triangulation T to be a triangulation plus a
decoration at each vertex. Let µTi denote the corresponding monodromy eigenvalue.
To avoid confusion, it is useful to observe a slight difference between our setup and that
of [10]. Their point of view was to include the choice of decoration in the moduli space, so
they really built coordinate systems on a moduli space of “decorated flat connections.” In
our situation, where the conjugacy classes of the Mi are fixed once and for all, we instead
include the choice of decoration as part of the discrete datum T .
Figure 14: The quadrilateral QE associated to an edge E in the triangulation T .
Now fix a decorated triangulation T . For each edge E of T , we define a coordinate
function X TE , as follows. The two triangles bounding E make up a quadrilateral QE . Num-
ber its vertices Pi, i = 1, 2, 3, 4, in counterclockwise order (using the standard orientation
on C), and with E running between vertices 1 and 3. The edges are unoriented, so such a
labeling is determined only up to the simultaneous exchange 1 ↔ 3 and 2 ↔ 4. The X TE
constructed below will be independent of this ambiguity. See Figure 14.
Over QE we now choose four sections si of V , obeying the flatness equation
(d+A)si = 0, (5.1)
and with each si an eigenvector of Mi, with eigenvalue µ
T
i . The si cannot be made globally
single-valued and smooth on C (the monodromy would require introducing a branch cut
somewhere) but we emphasize that we do choose them to be single-valued and smooth on
QE . Each si is uniquely determined up to complex rescaling.
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The Fock-Goncharov coordinate is constructed from the si:
X TE := −
(s1 ∧ s2)(s3 ∧ s4)
(s2 ∧ s3)(s4 ∧ s1) , (5.2)
where all si are evaluated at any common point P∗ ∈ QE . Because the connection A is
valued in sl(2,C), this quantity is independent of P∗. Moreover, the ambiguity of each si
by a complex rescaling cancels out in X TE .
The functions X TE go to 0 or ∞ only when si ∧ sj = 0 for two adjacent vertices Pi, Pj ,
which happens on a codimension-1 subvariety of M. Thus the X TE are well defined in a
Zariski open patch UT ⊂ M. In fact, the X TE give a coordinate system on this patch [10]:
in Appendix A we show how to reconstruct the connection A modulo gauge equivalence
(i.e. the monodromy representation of A) from the X TE .
As an aside we note that one can think of X TE as a cross-ratio, in the following sense.
After choosing some fiducial basis in the 2-dimensional space of A-flat sections of V over
QE , the four 1-dimensional subspaces {λsi : λ ∈ C×} ⊂ C2 give four points xi ∈ CP1.
Then, one can show that (5.2) is just
X TE = −
(x1 − x2)(x3 − x4)
(x2 − x3)(x4 − x1) . (5.3)
5.2 Monodromies
Certain combinations of the X TE have a simple interpretation. Indeed, consider any singular
point Pi, and consider the product of X TE over all edges E which meet Pi. Without ac-
counting for the monodromy of si one formally finds that there is a telescoping cancellation
of terms in the product, leaving 1. However, in defining X TE one must take care to define
si to be single-valued and continuous in the whole quadrilateral QE . Such a choice may be
made for each E, but we cannot construct a single si satisfying this condition everywhere;
we will have to include a branch cut somewhere. If we choose our cut to run through one
of the triangles meeting Pi, then precisely two quadrilaterals are affected. They are each
multiplied by a factor of µT , so we find that∏
EmeetingPi
X TE = (µTi )2. (5.4)
(We have assumed implicitly that Pi meets at least two edges; it is actually possible that it
meets only one, but (5.4) will contine to hold in that case, for which see Section 5.8 below.)
5.3 Counting the coordinates
As we have remarked, the functions X TE give a local coordinate system onM. As a simple
check we show that the dimension counting works out correctly.
The dimension of M can be obtained by considering the monodromy data. Let g be
the genus of C, and recall that our local system has l regular singularities Pi on C. There
are 3(l + 2g) degrees of freedom in the SL(2,C)-valued monodromy matrices Mi, Aj , Bj
(around the singularities, A and B cycles respectively), minus 3 for the usual constraint
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∏
Mi =
∏
AjBjA
−1
j B
−1
j , minus another 3 for the SL(2,C) gauge symmetry, minus l
because the monodromy eigenvalues are fixed. Altogether this gives
dimM = 2l + 6g − 6. (5.5)
How many coordinates X TE do we get? Using Euler’s formula
l + (#F )− (#E) = 2− 2g (5.6)
and the fact that all of our faces are triangles
2(#E) = 3(#F ) (5.7)
we obtain
#E = 3l + 6g − 6, #F = 2l + 4g − 4. (5.8)
As we argued above, l combinations of the X TE give the monodromy eigenvalues (µTi )2,
which are fixed up to a discrete choice; the other 2l + 6g − 6 are just enough to give
coordinates on M as desired.
5.4 Hamiltonian flows
As we noted in Section 4,M has a natural holomorphic symplectic form. We now describe
the Hamiltonian flow generated by logX TE . This flow turns out to be very simple.
Given a connection A ∈M, we may describe its image At under the time-t flow gener-
ated by logX TE , as follows. We consider the connection A on C as divided into two pieces,
namely the restrictions to the quadrilateral QE (“inside”) and its complement C \ QE
(“outside”). On the common boundary of the two pieces we have an identification between
boundary values of sections of V . Gluing the two pieces back together using this identifica-
tion one would recover the original V with its connection A. Now we consider gluing them
together using a different identification. Namely, on edge Eij (with i, j cyclically ordered)
we glue si outside to e
±t/2si inside, and sj outside to e∓t/2sj inside, where the sign ± is
+ for i = 2, 4 and − for i = 1, 3. This gluing is still SL(2,C)-valued since it preserves
si ∧ sj , and preserves the flatness of the connection since we have glued flat sections to flat
sections. It defines the new connection At.
Note that the monodromy of the section si around Pi is the same for At as it was for
A (since the transformations of si coming from the two edges which meet Pi cancel one
another). It follows that At and A have the same monodromy eigenvalues, so this flow
really preserves our moduli space M as it should.
The derivation of this flow from the symplectic structure (4.10) is basically straight-
forward but notationally a bit awkward, so we have sequestered it in Appendix B.
5.5 Poisson bracket
Given two edges E and E′ of the triangulation T , we define 〈E,E′〉 to be the number of
faces E and E′ have in common, counted with a sign +1 (−1) if E comes immediately
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before E′ in counterclockwise (clockwise) order going around the common face. In this
section we show that the Poisson brackets of the X TE are determined by this pairing,
{X TE ,X TE′} = 〈E,E′〉X TEX TE′ . (5.9)
To check (5.9) we consider the action of the Hamiltonian flow generated by logX TE on
X TE′ . Recall from Section 5.4 that this flow involves cutting and gluing along the sides of
the quadrilateral QE . If 〈E,E′〉 = 0, then one can compute X TE′ using only the connection
A outside QE , and hence X TE′ is invariant under the flow, in agreement with (5.9). Now
suppose 〈E,E′〉 = +1. The definition (5.2) of X TE′ requires us to transport the sections si
from the vertices P1,2,3,4 of QE′ to a common point P∗ ∈ QE′ ; let us choose that point to
lie also in QE . See Figure 15 to fix the labeling of the vertices. The transport requires
Figure 15: Fixing notation for calculating the effect of the flow generated by logX TE on the function
X TE′ , in the case 〈E,E′〉 = +1.
us to bring s5 from outside QE to inside, across the edge E
′ = E12. It follows that the
s5 appearing in the definition of X TE′ is transformed by the flow. Expanding s5 in the
convenient basis of flat sections
s5 = as1 + bs2 (5.10)
the action of the flow replaces a 7→ ae−t/2 and b 7→ bet/2, and hence takes
s1 ∧ s5 → et/2s1 ∧ s2, (5.11)
s5 ∧ s2 → e−t/2s5 ∧ s2. (5.12)
So the flow generated by logX TE multiplies X TE′ by et. The desired Poisson bracket (5.9)
follows directly.
It is also possible to have 〈E,E′〉 = +2, if the two edges share two faces. In this case
a similar argument shows that the flow generated by logX TE multiplies X TE′ by e2t, and the
desired (5.9) still holds.
5.6 Coordinate transformations and the groupoid of decorated triangulations
Now we come to a crucial point. The coordinate system X T depends on the choice of
triangulation T . We would like to know the coordinate transformation ST,T ′ relating X T
to X T ′ .
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There is a procedure to compute ST,T ′ , which is straightforward in principle, but
cumbersome in practice. The cross ratios X TE contain enough information to parallel-
transport flat sections s along paths in C, as shown in Appendix A. Therefore, if T and T ′
have the same decoration, one can first use the X TE to determine si and sj along the edges
E′ij of T
′, and then use those to compute the X T ′E′ij . If the decorations are different, one also
needs to determine the new monodromy eigensections s′i, by transporting reference sections
around the vertices of the triangulation T . The explicit expressions for ST,T ′ obtained in
this way are generally complicated rational transformations, and will be of little use to us
(except for one crucial exception, which we will meet in Section 11).
Instead, it is more useful to study the coordinate transformations corresponding to
simple local changes of the triangulation T . Any two triangulations T , T ′ are related to
one another by a sequence of such simple moves, which we call “flips at edges” and “pops
at vertices”:
• Given an edge E of T , we define the flip σE as follows: the original T and the
flipped T ′ are identical except that in the quadrilateral QE the edge E = E13 in T
is replaced by an edge E′ = E24 in T ′, as illustrated in Figure 16. (We assume here
that E is distinct from all edges of the quadrilateral QE . This can fail in the presence
of degenerate triangles with two coincident edges, to be discussed below. We will not
need to define a flip for such edges.)
Figure 16: Flipping a triangulation T to T ′.
• Given a vertex Pi, we define the pop pii as follows: the original T and the popped T ′
differ only by reversing the choice of monodromy eigenvalue (decoration) at Pi.
The coordinate transformation ST,T ′ is then usefully described as the composition of the
coordinate transformations associated to a sequence of flips and pops which takes T to T ′.
It is convenient to rephrase the above in the language of groupoids.29 First we con-
template a groupoid T which has as objects the various decorated triangulations, and a
29A “groupoid” is a category all of whose morphisms are invertible. In plain English this simply means
we have a system of points (“objects”) and a collection of arrows between points (“morphisms”). There
is an associative composition law on arrows, a unit arrow on every point, and every arrow has an inverse
arrow.
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unique morphism betwen any two decorated triangulations. (That is, the objects have no
automorphisms.) It turns out that T is freely generated by the flips and pops, subject to
four kinds of relations:
• σEσE′ = σE′σE when 〈E,E′〉 = 0.
• When 〈E,E′〉 = 1, σEσE′ 6= σE′σE , but σEσE′ can be rewritten as a product of three
flips, as shown in Figure 17.30
• Each pii commutes with everything else.
• pi2i = 1.
1
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54
Figure 17: The “pentagon relation”: two different sequences of flips which relate a pair of trian-
gulations.
Second, we define the groupoid C of Darboux coordinate systems on M. To define
this groupoid first define a Poisson torus to be a space isomorphic to (C×)dimM, equipped
with a Poisson structure such that the bracket of the standard coordinate functions xi is
of the form {xi, xj} = aijxixj . Then a Darboux coordinate system is an injective Poisson
map from a Zariski-open subset of M to a Poisson torus. The groupoid C has as objects
the Darboux coordinate systems, and a unique morphism between any two objects, which
may be identified with the unique Darboux coordinate transformation between them (a
Poisson bijection between the two images of the overlap in M).
One can then consider (5.2) as defining a functor,
T → C (5.13)
T 7→ X T . (5.14)
30When 〈E,E′〉 = 2 there is no relation between σE and σE′ , but nevertheless this case will be important
in Section 5.9 below.
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Under this functor the morphisms of triangulations get mapped to corresponding coor-
dinate transformations, so relations among morphisms imply relations among coordinate
transformations. As we will see momentarily, these relations can be surprising when written
explicitly.
5.7 Transformation under flips
The effect of a flip σE on the coordinates is rather simple. First, referring to Figure 16 it
is easy to see that the coordinates attached to E in T and E′ in T ′ are trivially related,
X TE = (X T
′
E′ )
−1. (5.15)
Figure 18: The effect of the flip on the quadrilaterals used to compute X TE41 and X T
′
E41
.
The flip also changes the coordinates attached to the four edges of QE . For example,
consider the coordinate X TE41 in Figure 18. It is the cross-ratio of s1, s3, s4, s5 in that order,
which we denote as X TE41 = r(1, 3, 4, 5). After the flip, we have instead X T
′
E41
= r(1, 2, 4, 5).
On the other hand, we also have X TE = r(1, 2, 3, 4). Since any five points on CP1 have only
two independent cross-ratios, it follows that there must be an algebraic relation between
X TE41 , X T
′
E41
and X TE . Indeed a direct computation gives this relation, and similar ones
involving the other edges of QE :
X T ′E12 = X TE12(1 + X TE ), (5.16)
X T ′E23 = X TE23(1 + (X TE )−1)−1, (5.17)
X T ′E34 = X TE34(1 + X TE ), (5.18)
X T ′E41 = X TE41(1 + (X TE )−1)−1. (5.19)
(Above we assumed that each 〈Eij , E〉 = ±1, i.e. the only common face is the one
appearing in the figure. If, say, 〈E,E41〉 = 2 instead, then the transformation is instead
X T ′E41 = X TE41(1 + (X TE )−1)−2, and similarly for the other edges.)
These transformations of course preserve the Poisson bracket (5.9) (in a non-trivial
fashion, since the intersection matrix 〈E,E′〉 changes under the flip.) So they define a
morphism of Darboux coordinate systems. Moreover, note that this morphism strongly
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resembles the KS transformations Kγ we reviewed in Section 2. This is the first hint of
the connection between the Fock-Goncharov coordinates and the Kontsevich-Soibelman
wall-crossing formula. The transformation laws are still not quite the same, though. The
identification will require one more important step, to be described below.
Finally we comment that the pentagon identity in the groupoid T of decorated tri-
angulations implies a corresponding pentagon identity among the morphisms in C. How
does it arise concretely? Consider again Figure 17, and call the two coordinate functions
attached to the two interior edges of the nth pentagon (xn, yn), with n considered modulo
5. The flip relating adjacent pentagons gives the coordinate transformation
yn+1 = x
−1
n , (5.20)
xn+1 = yn(1 + xn). (5.21)
This sequence of coordinate transformations indeed has period 5. In particular, by elimi-
nating yn we get the beautifully simple period-5 relation xn+1xn−1 = 1 + xn.
5.8 Degenerate triangulations and transformation under pops
The effect of popping a vertex P of a generic triangulation T is in general somewhat
intricate. To construct the new flat section at P in terms of the old one, we would need to
use the parallel transport all the way around P. While in principle this is determined by
the X TE for edges incident on P, in practice the result is generally a complicated rational
function. In this subsection we will meet a special class of triangulations with only a
single edge incident on P, for which the effect of the pop becomes very simple. These are
triangulations which include degenerate faces in which two of the edges are identified, as
pictured in Figure 19.
With a degenerate face included, our rules for constructing the coordinates X TE have to
be amended slightly. We “resolve” the face by passing to a covering U˜ of a neighborhood
U ⊂ C, ramified only at the center vertex. The flat connection A on U pulls back to a flat
connection on U˜ , with regular singularities at the preimages of the singularities on U , and
T |U lifts to a triangulation T˜ . We choose the covering so that T˜ is not degenerate, so we
can use our standard rule to define coordinates X T˜
E˜
. (In order to resolve the face completely
the covering should have at least three sheets, as in Figure 20.) We then define X TE := X T˜E˜
where E˜ is any preimage of E. Since the connection is pulled back, it is invariant under
the automorphisms of the covering, so X TE is independent of the choice of preimage E˜. It
is similarly independent of the precise choice of covering.
For example, we compute X TE using the quadrilateral QE˜1 as follows. Let s be the
decoration at the preimage P˜ of P, which we may choose to be the pullback of a decoration
at P. Let s′i be the decorations at the various preimages P˜ ′i of P ′; we may choose all of the
s′i to be pullbacks of a single decoration at P ′. Now (5.2) becomes
X TE = X T˜E˜1 = −
(s′3 ∧ s′1)(s′2 ∧ s)
(s ∧ s′3)(s′1 ∧ s′2)
, (5.22)
which may be further simplified as follows. Let M denote the clockwise monodromy around
P in the original degenerate face. After transporting all s′i to a common point in QE˜1 we
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Figure 19: A degenerate face: it can be thought of as a triangle whose three edges are E′, E and
E.
Figure 20: A neighborhood of a degenerate face, and its resolution by passing to a threefold cover.
will have s′1 = M−1s′3 = Ms′2, so
X TE = −
(Ms′1 ∧ s′1)(M−1s′1 ∧ s)
(s ∧Ms′1)(s′1 ∧M−1s′1)
= − (Ms
′
1 ∧ s′1)(s′1 ∧Ms)
(M−1s ∧ s′1)(Ms′1 ∧ s′1)
= (µT )2, (5.23)
where we recall that µT is the eigenvalue of s under M , and we used the fact that M ∈
SL(2,C).
For X TE′ we get
X TE′ = X T˜E˜′3 = −
(s ∧ s′3)(s′′3 ∧ s′1)
(s′1 ∧ s)(s′3 ∧ s′′3)
(5.24)
and again after transporting to a common point in QE˜′3
we have s′3 = Ms′1, so
X TE′ = −
(s ∧Ms′1)(s′′3 ∧ s′1)
(s′1 ∧ s)(Ms′1 ∧ s′′3)
= −M
−1s ∧ s′1
s′1 ∧ s
s′′3 ∧ s′1
Ms′1 ∧ s′′3
= (µT )−1
Ms′1 ∧ s′′3
s′′3 ∧ s′1
. (5.25)
Note that s enters this result only through its monodromy eigenvalue µT . It follows that
the only effect of a pop at the vertex P is through the relation µT ′ = (µT )−1, which gives
using (5.23), (5.25) the transformation piP :
X T ′E = (X TE )−1, (5.26)
X T ′E′ = X TEX TE′ . (5.27)
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So the effect of the pop at the degenerate vertex P is very simple. On the other hand,
the effect of the pop at P in a generic triangulation T can be determined by first flipping all
edges incident on P but one to reach a degenerate triangulation with a single edge incident
on P, then popping at P, and finally flipping the edges back in the opposite order. Since
pops and flips commute, this is the same as popping T at P. More generally, one way to
compute ST,T ′ for a generic pair of triangulations T , T
′ is to decompose this morphism
into a sequence of flips which change the undecorated triangulation underlying T into the
one underlying T ′, and which pass through degenerate triangulations where the effect of
the required pops is simple.
5.9 Limits of triangulations and the juggle
So far we have considered the transformation of the coordinates X TE under flips and pops.
For our purposes it will actually be necessary also to consider a third, more complicated
kind of transformation, which is not quite a relation between two triangulations, but rather
a relation between two “infinitely twisted limits” of triangulations. In this section we
introduce these limits.
We will consider triangulations T containing an annular region W , with a single vertex
P on the outer ring and P ′ on the inner ring. Any such T has two interior edges on W , with
both vertices in common. Suppose we hold the part of T outside W fixed, and consider
varying the part on W . There are various choices of such T , differing from one another in
how many times the edges wind around the annulus. See Figure 21 for some examples.
In order to parameterize the possible T we begin by choosing two fixed paths E± from
P to P ′, such that E+ − E− winds once around W counterclockwise. Then we define T0
to be the triangulation with interior edges E0+ := E+, E0− := E−.
Performing a flip on E0− we obtain another triangulation T1. We label its edges as E1±,
again with E1+ differing from E1− by one unit of counterclockwise winding: so E1+ is the
edge created by the flip, and E1− = E0+. By flipping E1− we obtain a new triangulation
T2. See Figure 21. Repeating this process we obtain a sequence of triangulations Tm for
m ∈ Z+. Flipping Em− takes us from Tm to Tm+1. Conversely, flipping Em+ takes us from
Tm to Tm−1.
Figure 21: An annulus in triangulation T0, and the triangulations T1, T2 obtained by flipping
E0−, E1−.
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What are the Fock-Goncharov coordinates for the triangulation Tm? To minimize
confusion we pass to an infinite covering of the annulus, like the coverings we used in our
discussion of degenerate triangulations, and choose specific preimages E˜± of E±. Define s,
s′ to be the decorations at the two ends P˜, P˜ ′ of E˜+, and introduce the notation
K = −(s ∧Ms)(s′ ∧Ms′), ck = (s ∧Mks′)2. (5.28)
The definition (5.2) becomes (see Figure 22)
X TmEm+ =
K
c1−m
, X TmEm− =
c−m
K
. (5.29)
Figure 22: Our infinite covering of the annulus, with the triangulation Tm marked. We defined
P˜0 := P˜ and P˜ ′0 := P˜ ′, and then call their shifts P˜m and P˜ ′m respectively.
Our main interest here is in the m→∞ limit. Define two “limit coordinates” X T+∞A,B ,
as follows. Denote the eigenvalues of M as ξ±, where |ξ+| > 1. (We assume that we are
in the generic situation so that |ξ±| 6= 1. In the physical application this corresponds to
assuming generic masses for vectormultiplets.) One of our coordinates is simply
X T+∞A := ξ2+. (5.30)
To define the other coordinate introduce the projection operators P± on the two mon-
odromy eigenspaces. Then define
X T+∞B := −
(s ∧ P−s′)2
(s ∧Ms)(s′ ∧Ms′) . (5.31)
A direct computation shows that these are “limiting” coordinates in the sense that
X T+∞A = limm→∞X
Tm
Em+
X TmEm− , (5.32)
X T+∞B = limm→∞(X
Tm
Em+
)−m(X TmEm−)1−m. (5.33)
Letting E denote one of the boundaries of the annulus, the coordinates X TmE have well
defined m → ∞ limits, which we call X T+∞E . The coordinates for all edges outside the
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annulus are justm-independent, so letting E be one of these edges we simply define X T+∞E =
X TmE for any m. We can then define a new coordinate system X T+∞ consisting of X T+∞A ,
X T+∞B , and all the other X T+∞E .
The coordinate system X T+∞ we obtained here depended on the choice we made at
the beginning, of which paths to call E±. X T+∞A is independent of this choice, but X T+∞B
for different choices differ by integral powers of ξ+.
We can also consider the opposite kind of limit. Beginning again with T (and choosing
the same paths E±), flipping Em+ repeatedly we get a sequence of triangulations Tm with
m < 0, with edges winding around the annulus counterclockwise. Then define, similarly to
the above,
X T−∞A := ξ2− (5.34)
and
X T−∞B := −
(s ∧ P+s′)2
(s ∧Ms)(s′ ∧Ms′) . (5.35)
These are also limiting coordinates, in the sense that
X T−∞A = limm→−∞X
Tm
Em+
X TmEm− , (5.36)
X T−∞B = limm→−∞(X
Tm
Em+
)−m(X TmEm−)1−m. (5.37)
From the point of view of the groupoid T , we are introducing a countable family of new
objects: for each of the countably many possible choices of the fiducial paths E±, we add
two “limit triangulations” T±∞. Relative to some fixed choice of E± we can label the limit
triangulations more concretely as T
[k]
±∞ for k ∈ Z. There is a morphism from Tm to any T [k]±∞,
representing the limit of an infinite sequence of flips. There is a relatively trivial morphism
which changes k: at the level of coordinate systems, it leaves XA invariant and changes
XB by (ξ+)k′−k. We also introduce more interesting morphisms, which we call “juggles”:
there is one juggle morphism from any T
[k]
+∞ to any T
[k′]
−∞, or vice versa. Morally speaking,
introducing the juggles “closes a loop” in the groupoid of triangulations: starting from
any Tm we can imagine flipping infinitely many times to reach some T+∞, then juggling to
reach some T−∞, then flipping again infinitely many times to get back to Tm. We will abuse
notation, using the symbol T for the groupoid of decorated triangulations augmented by
these limit triangulations and extra morphisms.
Now how does the juggle act on coordinate systems, i.e. what is its image under our
functor T → C? For the A coordinates this is simple: from (5.30) and (5.34) we just have
X T−∞A = (X T∞A )−1. (5.38)
What about the B coordinates? The relation here depends on the choice of paths E± we
make in defining T+∞ and T−∞. Suppose that we choose the same E± for both. Then a
simple linear algebra calculation shows that
(s ∧Ms)(s′ ∧Ms′)
(s ∧ P+s′)(s ∧ P−s′) = −(ξ+ − ξ−)
2. (5.39)
Combining this with the definitions (5.31), (5.35) we find
X T−∞B = (X T+∞B )−1(ξ+ − ξ−)−4. (5.40)
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6. The WKB triangulation
In the last section we reviewed some basic properties of the Fock-Goncharov coordinates
X TE . Now how can these be related to the coordinates X ϑγ we want? Upon trying to relate
the two, an issue immediately presents itself: X TE depends on the triangulation T , while
X ϑγ does not depend on any triangulation, but depends instead on the angle ϑ. So if we
want to identify the two we need a way of choosing a canonical triangulation T depending
on ϑ. We are not free to make this choice arbitrarily: ultimately we want to engineer X ϑγ to
obey the properties we listed in Section 2. In particular, we want to control the asymptotic
behavior of X ϑγ in the limit ζ → 0.
How can these asymptotics be determined? The basic idea is very simple. As ζ → 0,
A becomes dominated by its leading term Rϕ/ζ. At any point of C, ϕ has two eigenvalues
±λ, where λ is a multivalued one-form on C, or a single-valued one on the spectral curve
Σ. The “WKB approximation” roughly says that, in a gauge where
ϕ =
(
λ 0
0 −λ
)
, (6.1)
there are two independent approximate A-flat sections of the form
ψ(1) ∼
(
e
−R
ζ
∫ z λ
0
)
, ψ(2) ∼
(
0
e
R
ζ
∫ z λ
)
. (6.2)
So one might expect that computing the parallel transport in the ζ → 0 limit will reduce
to computing periods of the 1-form λ on Σ.
Working this idea out in detail, it turns out that not all triangulations are created
equal. Indeed, if we fix the quadratic differential λ2 and choose an angle ϑ, there is a
unique “WKB triangulation” TWKB(ϑ, λ
2), for which the WKB approximation gives the
correct asymptotics when ζ lies in the half-plane Hϑ centered on eiϑ. In this section we
define this triangulation and describe some of its basic properties.
Throughout this section we assume λ2 to be held fixed and generic, meaning that it
has only simple zeroes.
6.1 WKB curves
Fix any ϑ ∈ R/2piZ. We define a WKB curve with angle ϑ to be a curve in C, with tangent
vector ∂t, such that
λ · ∂t ∈ eiϑR× (6.3)
everywhere along the curve. (λ is defined on C only up to a sign, but that ambiguity is
immaterial for this definition.) These curves define the WKB foliation with angle ϑ.
(Note that the parameter t in (6.3) has nothing to do with the coordinate t used in
Sections 3 and 9. Moreover, when we speak of “exponential growth” of sections along
WKB curves, we are choosing a parametrization in which λ · ∂t = ±eiϑ. )
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6.2 Local behavior of WKB curves
Around a generic point of C, the local behavior of the WKB foliation is trivial: in terms
of the local coordinate w =
∫
λ, it is just the foliation by straight lines Ime−iϑw = const.
Now let us consider the behavior near one of the singular points P. We choose coordi-
nates so that it is at z = 0, and take ρ = 2mσ3, m ∈ C, in (4.1). Fixing a choice of branch
for λ, near z = 0 we have approximately λ = mdzz .
Let
ε(ϑ) = sgn
(
Re e−iϑm
)
(6.4)
(with the convention that sgn 0 = 0). If ε(ϑ) = 0 then there are no WKB curves going into
the singularity (instead the WKB curves nearby are circles running around it); we assume
for a while that we are not in this degenerate situation, but we will return to this point
in Section 7.6.3. So long as ε(ϑ) 6= 0 the most general WKB curve is a logarithmic spiral,
which we may parameterize so that
z(t) = z0e
−ε(ϑ) eiϑ
m
t. (6.5)
This curve goes into the singularity as t → ∞. Note that −ε(ϑ) is the sign of e−iϑλ · ∂t.
In particular, this sign is the same for all WKB curves going into the same singularity.
Figure 23: Behavior of WKB curves near a singularity.
We will also be interested in the behavior of the WKB foliation near a simple zero of
λ2, also known as a turning point. At such a point the foliation becomes singular. Three
separating WKB curves emanate from the turning point, as shown in Figure 24. We will
discuss these curves further below.
6.3 Global behavior of WKB curves
Now let us discuss the global behavior of the WKB foliation. For a general foliation of
a Riemann surface, the behavior of the leaves can be quite wild. Fortunately, the WKB
foliation is much easier to control. We divide up the WKB curves as follows:
• A generic WKB curve is asymptotic in both directions to a singular point (possibly
the same one).
• A separating WKB curve is asymptotic in one direction to a turning point and in the
other direction to a singular point.
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Figure 24: Behavior of the WKB foliation near a turning point. Generic WKB curves are shown
as thin black curves, separating ones as thicker red curves.
• A finite WKB curve is asymptotic in both directions to a turning point (possibly the
same one), or closed.
• A divergent WKB curve is not closed and does not approach any limit in one or both
directions.
In what follows, the values of ϑ for which a finite WKB curve exists will play a very special
role. They correspond to places where a BPS state appears and the WKB triangulation
jumps. So for the moment let us assume that there are no finite WKB curves. In that
case, as we now show, there are also no divergent curves.
Suppose (for a contradiction) that α is a divergent WKB curve. In [60] it is shown that
such a curve is actually recurrent: defining A to be the closure of α, α comes arbitrarily
close to every point of A infinitely many times. Moreover, the interior of A is a nonempty
connected domain, and the boundary of A consists of finite WKB curves. Since we have
stipulated that there are no finite WKB curves, the only possibility is that the boundary
of A is empty: in other words A fills up C. In particular, α comes arbitrarily close to the
singular points. But recall from Section 6.5 that the nearby WKB curves are logarithmic
spirals going into the singular point (unless e−iϑm ∈ iR, in which case they are closed BPS
curves, but we have already excluded this case). So α cannot pass too close to the singular
point, else it would fall in. This gives the desired contradiction. (Note that this argument
depends crucially on the fact that we assumed l ≥ 1, i.e. we have some singular points
on C. If λ2 were regular the WKB foliation could be considerably more complicated.31)
Hence our foliation consists only of generic and separating WKB curves. The generic WKB
curves fall into 1-parameter families; each family sweeps out a “cell” bounded by a union of
separating WKB curves [60]. In the w coordinate such a cell just looks like a strip at angle
31This is one indication that when C has no defect operators the spectrum of BPS states is qualitatively
different. Indeed, in the absence of singularities on C we would expect that there are arbitrarily long closed
WKB curves. Correspondingly, when there are no defect operators we expect that there is an infinite
spectrum of BPS vectormultiplets with arbitrarily large masses.
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ϑ. Again using the assumption that there are no finite WKB curves, the two boundaries
of this strip each can contain only a single turning point. One subtlety is that these two
turning points may actually be identified. It follows that there are two possible topologies
for the closure of the cell, shown in Figure 25.32
Figure 25: The two possible cells swept out by generic WKB curves: a diamond and a disc. The
disc can be considered as a degenerate diamond, obtained by identifying the two turning points.
Generic WKB curves are indicated by thin black curves, separatrices by thick red ones.
6.4 Defining the WKB triangulation
Now we will define the WKB triangulation. It is roughly “dual” to the cell decomposition
we have just seen.
We assume that all turning points are simple zeroes of λ2. Choose one generic WKB
curve Ei in each family. The Ei divide C into faces. Each face must contain a turning
point (this follows from the fact that the edges belong to different cells and the boundary
of each cell is made up of separating WKB curves.) So let us focus on a single turning
point T . The WKB curves running near T are the edges of a face F . Looking at Figure
24, we see that T is on the boundary of at most three cells. If there are exactly three then
F is a triangle. It can also happen that two of the three classes of curve pictured in Figure
24 actually belong to a single cell. In this case F is a degenerate triangle.
We conclude that the Ei are the edges of a triangulation of C, with faces of two types,
pictured in Figure 26. The topology of the triangulation does not depend on which generic
Ei we choose within a cell, and therefore we identify two triangulations that differ by such
a choice. That is, by “triangulation” we really mean an isotopy class of triangulations.
With this identification understood, we have defined a triangulation of C.
6.5 The WKB decoration: small flat sections
So far we have used the WKB foliation to define an undecorated triangulation. To construct
X ϑγ , we also need some canonical way of choosing a decoration.
We first consider the behavior of the flat sections around one of the singular points,
which for convenience we put at z = 0. The behavior of the connection around this point
32If we had only l = 2 singular points and C = CP1, there would have been a third possible kind of cell,
consisting of the whole of C; but we excluded this case by considering only l ≥ 3.
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Figure 26: The two types of faces occurring in the WKB triangulation. On the left is an honest
triangle. On the right is a degenerate triangle, with only two distinct edges and two vertices
(compare Figure 19). Each face contains a single turning point. Edges of the WKB triangulation
are indicated by thick black curves, separatrices by thin red ones.
is given by (4.9), determined by the residues ρ and α of ϕ and A respectively. We take
ρ = 2mσ3, where m ∈ C, and α = −2im(3)σ3, where m(3) ∈ R.
Then by the standard Frobenius analysis of the behavior around a regular singular
point (slightly modified here since we consider a C∞ connection rather than a holomorphic
one) there are two flat sections of the form
s(1) = z−Rζ
−1m+m(3) z¯−Rζm¯−m
(3)
(
1 +O(|z|)
O(|z|)
)
, (6.6)
s(2) = zRζ
−1m−m(3) z¯Rζm¯+m
(3)
(
O(|z|)
1 +O(|z|)
)
. (6.7)
They have clockwise monodromy eigenvalues µ(1) = e2piiν , µ(2) = e−2piiν , where
ν = Rζ−1m− 2m(3) −Rζm¯. (6.8)
Let us evaluate their behavior along a WKB curve going into the singularity. Using (6.5)
we obtain
s(1) ∼ exp
[
ε(ϑ)
{
R(eiϑζ−1 + e−iϑζ) +m(3)
(
e−iϑ
m¯
− e
iϑ
m
)}
t
]
(6.9)
where ε(ϑ) was defined in (6.4). The piece multiplying m(3) is a pure phase and does not
affect the norm of s(1). Looking at the remaining piece we see that ‖s(1)‖ is exponentially
small as t → ∞ if ε(ϑ) Re(eiϑζ−1 + e−iϑζ) < 0. Similarly, ‖s(2)‖ is exponentially small as
t→∞ if ε(ϑ) Re(eiϑζ−1 + e−iϑζ) > 0.
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Thus, if ζ ∈ Hϑ, the eigensection with clockwise monodromy
µ = e(−ε(ϑ))2piiν = exp
[
(−ε(ϑ))2pii
(
Rζ−1m− 2m(3) −Rζm¯
)]
(6.10)
is asymptotically smaller in norm than all other flat sections along a WKB curve going into
the singularity. We call it the “small flat section.” We will see in Section 7.4 that if ζ → 0
while remaining in Hϑ the WKB approximation gives us good control over the evolution
of this section along a WKB curve. With this motivation, we choose this small flat section
as our canonical decoration at the singularity.
We have now finished defining a decorated triangulation TWKB(ϑ, λ
2) for each (ϑ, λ2).
We call it the WKB triangulation. To lighten notation we will sometimes write it as
TWKB(ϑ) or even just TWKB. Recalling that the quadratic differentials λ
2 correspond to
points u ∈ B we also sometimes write TWKB(ϑ, u).
6.6 Jumps of the WKB triangulation
As we vary the parameter ϑ the WKB foliation changes, and correspondingly TWKB(ϑ)
changes. For generic ϑ, TWKB(ϑ) just changes by a continuous homotopy of the edges, and
hence the isotopy class of the triangulation is constant. However, there are some special
values ϑ = ϑc at which TWKB(ϑ) jumps discontinuously.
These jumps are of crucial importance for us: they are related to the existence of BPS
states. Indeed, the topology of TWKB is completely determined by the behavior of the
separating WKB curves, and this behavior jumps exactly when a separatrix degenerates to
include a finite WKB curve.33 Now comparing (3.11) with (6.3) we see that BPS strings
and WKB curves obey exactly the same equation; a finite WKB curve is just the same
thing as a BPS string with finite total mass. Thus, the values ϑc at which the WKB
foliation changes topology are the phases of BPS states.
We now examine the three kinds of topology changes of TWKB(ϑ) which can occur as
ϑ varies.
6.6.1 A jump from a BPS hypermultiplet
The fundamental example of a topology change occurs at ϑ = ϑc for which a WKB curve
appears connecting two turning points. As we described in Section 3.1.3, this finite WKB
curve represents a BPS hypermultiplet of the d = 4 theory.
As ϑ crosses ϑc, the WKB foliation undergoes a topology change; see Figure 27. In
particular, the generic WKB curve running from northwest to southeast is replaced by one
running from northeast to southwest. Since this generic WKB curve represents one of the
edges E of TWKB, we see that this triangulation undergoes a flip as ϑ crosses ϑc.
33Consider a separating WKB curve starting from z0. In the w-plane, where w =
∫ z
z0
λ is defined in
some neighborhood of the separating curve, the curve is a straight line. It varies continuously with ϑ. This
only fails when there is no open neighborhood of the separating WKB curve that does not contain another
turning point. That is, it only fails when the separating WKB curve contains a finite WKB curve.
– 81 –
Figure 27: The jump of the WKB foliation as ϑ crosses a critical ϑc at which a finite WKB curve
appears, corresponding to a BPS hypermultiplet.
6.6.2 A jump when me−iϑ ∈ iR
A more intricate jumping behavior occurs at phases ϑ = ϑc for which closed WKB curves
exist. As we described in Section 3.1.3, these closed WKB curves always appear in one-
parameter families.
The simplest possibility is a family of closed WKB curves surrounding a single singular
point. As we already saw in Section 6.2, such a family appears whenever me−iϑ ∈ iR. The
behavior of the WKB foliation near this value of ϑ is shown in Figure 28.
Figure 28: The jump of the WKB foliation as ϑ crosses a critical ϑc at which a family of closed
WKB curves appears surrounding a single singular point.
In Section 6.5 we defined the decoration of the WKB triangulation, which is determined
by the sign ε(ϑ) of Re(e−iϑm). This sign changes sign at ϑc. It follows that at ϑc the WKB
triangulation undergoes a pop.
6.6.3 A jump from a BPS vectormultiplet
Another possibility is a family of closed WKB curves which does not contract onto a single
singular point. This corresponds to a BPS vectormultiplet which carries some nonzero
gauge charge.
Generically, when such a vectormultiplet appears it is accompanied by two infinite
families of hypermultiplets: if we look at a narrow enough interval ϑ− < ϑ < ϑ+ containing
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ϑc, then the WKB triangulation varies smoothly with ϑ except in one annular region of C,
and in this annular region the WKB triangulation undergoes an infinite sequence of flips.
The situation is precisely the one we considered in Section 5.9. As ϑ decreases starting from
ϑ+, TWKB(ϑ, λ
2) runs through a sequence of triangulations Tm with m > 0, and m→∞ as
ϑ→ ϑ+c . On the other hand, if we instead start from ϑ−, then as ϑ increases TWKB(ϑ, λ2)
runs through all of the Tm with m < 0, and m→ −∞ as ϑ→ ϑ−c .
Figure 29: An annular region of the WKB foliation, near a critical ϑ = ϑc at which a family of
closed WKB curves representing a BPS vectormultiplet appears.
Roughly speaking, after m flips a typical WKB curve runs around the annulus m
times, either clockwise or counterclockwise depending whether ϑ > ϑc or ϑ < ϑc. Exactly
at ϑ = ϑc the WKB curves become closed curves foliating an open region inside the annulus.
See Figure 29.
6.6.4 Other degenerations are nongeneric
Let us now briefly justify our claim that for generic quadratic differentials λ2 only the
above three degenerations of the WKB triangulation occur as we vary ϑ. (For non-generic
moduli, other degenerations of TWKB(ϑ, λ
2) can and do occur. We will see an example in
Section 10.2 below.)
A critical value ϑc occurs when a separating WKB curve degenerates to include a finite
WKB curve, which begins and ends on a turning point. There are only two possibilities:
either these two turning points are the same or they are different. If the two turning points
are the different, then the finite WKB curve has no moduli, and the behavior near ϑc must
be the hypermultiplet degeneration of Section 6.6.1. If the two turning points are the same,
then the WKB curve going through an infinitesimally displaced point (in the cell of the
foliation bounded locally by the finite WKB curve) must be closed. These closed WKB
curves come in a one-parameter family. This family could terminate when the closed WKB
curve hits a singular point, shrinks to zero size, or hits a turning point. Examining the
local behavior near singular points (for generic m) we see that the family of closed WKB
curves cannot end by hitting one. If the closed WKB curves shrink to zero size then we are
in the situation of Section 6.6.2. The last possibility is for the closed WKB curve to hit
– 83 –
another turning point. In the generic case it will hit exactly one turning point. Thus, our
family describes precisely the situation encountered in the degeneration of Section 6.6.3.
7. The canonical coordinates
In this section, we will finally define the functions Xγ and check that they have all of the
properties we promised in Section 2.
7.1 Labeling by homology
As we saw in the last section, there is a canonical choice of triangulation TWKB determined
by the WKB foliation. We will use this triangulation. However, there is one more crucial
issue to deal with before we can identify Xγ with X TWKBE . The coordinates X TWKBE are
labeled by the edges E of TWKB, but we want our Xγ to be labeled by classes γ ∈ Γˆ. So
we need to specify a map from the set of edges of TWKB to Γˆ and we will do so by defining
a homology class γE ∈ H1(Σ;Z) associated to each edge E of TWKB.34
Since TWKB = TWKB(ϑ) depends on ϑ, we will sometimes write this map as E 7→ γϑE .
Throughout this section we assume ϑ is generic.
7.1.1 For ordinary edges
Figure 30: The construction of γϑE ∈ H1(Σ;Z). Σ is a double cover of the base C. To draw the
picture we choose definite branch cuts for this double cover. Having done so, we can speak about
the two sheets of the covering. We call the two sheets “upper” and “lower”, arbitrarily. A solid
green line indicates a curve on the upper sheet. A red arrow next to a segment of an edge indicates
the orientation of the lift of this segment to the upper sheet. (Specifying this orientation for one
segment determines it for all segments.)
Given an edge E of the WKB triangulation, the quadrilateral QE contains two turning
points. Draw a loop in QE which surrounds these two turning points. We aim to define a
connected lift of this loop to the spectral curve to obtain a class γϑE ∈ H1(Σ;Z). There are
two ambiguous choices here: the orientation of the loop and which of the two sheets we lift
34Recall from Section 3.1.4 that in the “K = 2” case we are considering, Γˆ is simply the sublattice (not
subquotient!) of H1(Σ;Z) which is odd under the deck transformation exchanging the two sheets.
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it to. Clearly, reversing the orientation changes the sign of γϑE . Moreover, one can easily
see that either connected lift of the loop is odd under the deck transformation exchanging
the two sheets. So these two ambiguous choices just affect the overall sign of γϑE .
We fix this sign as follows. On Σ, λ is a single-valued 1-form. Thus, the two possible
lifts Eˆ of any edge E of the WKB triangulation each have an orientation, defined by the
condition that the positively oriented tangent vector ∂t to Eˆ obeys e
−iϑλ · ∂t > 0. Note
that Eˆ defines a cycle in the relative homology group H1(Σ, {Pi};Z). This has a well-
defined pairing with H1(Σ;Z) and we demand that the intersection 〈γϑE , Eˆ〉 = 1. (This is
independent of which of the two possible lifts Eˆ we chose.) See Figure 30.35
The intersection pairing on these cycles agrees with the pairing on edges we defined
above. That is, for all E,E′:
〈γϑE , γϑE′〉 = 〈E,E′〉, (7.1)
as illustrated in Figure 31.
Figure 31: A pair of edges with 〈E,E′〉 = 1 also have 〈γϑE , γϑE′〉 = 1.
7.1.2 For degenerate edges
We can also consider faces of the WKB triangulation which are degenerate in the sense of
Section 5.8. In this case our rule for defining the cycles γE , γE′ cannot be straightforwardly
applied. To get around this difficulty we pass to a covering surface, just as we did to define
the Fock-Goncharov coordinates in Section 5.8. The edges E, E′ have multiple preimages
on the covering surface. We choose any preimages E˜, E˜′ and then construct γϑ
E˜
and γϑ
E˜′
as above. See Figure 32. These cycles then descend to the desired γϑE and γ
ϑ
E′ , pictured in
Figure 33, which are independent of the choice of preimage.
7.1.3 Cycles around singular points
To every singular point Pi there is a corresponding privileged cycle Ci on Σ, consisting of
two small loops running around Pi in opposite directions on the two sheets, oriented so
35Our convention is that in the standard orientation for the xy plane, 〈x−axis, y−axis〉 = +1.
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Figure 32: The covering surface which we use to
resolve a degenerate face.
Figure 33: Cycles γϑE′ and γ
ϑ
E associated to
a degenerate face.
that 〈Ci, Eˆ〉 = 1 when E is any edge incident on Pi (recall that the lifted edges Eˆ have
natural orientations). See Figure 34. The cycle Ci has a simple expression in terms of the
Figure 34: The cycle Ci associated to the puncture Pi.
γE :
Ci =
∑
E meeting Pi
γE . (7.2)
This fact is illustrated in Figure 35 for Pi a generic vertex (with two or more edges incident
on it). If Pi is a degenerate vertex (with only one edge E incident on it) then Figure 33
shows directly that Ci = γE .
7.1.4 Lattice generated by {γE}
The vectors {γE} for E running over the edges of TWKB generate a sublattice of Γˆ, and we
now show that they in fact generate the entire lattice Γˆ.
First, we show that the lattice generated by {γE} has the correct rank. When C has
genus gC the quadratic differential λ
2 has 4gC−4+2l zeroes. Since these are simple zeroes,
by the Riemann-Hurwitz formula the genus of Σ¯ is gΣ¯ = 4gC + l − 3. Using the Lefshetz
fixed point formula the rank of the anti-invariant sublattice of H1(Σ¯;Z) is 6gC + 2l − 6.
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Figure 35: The sum of γE over all E meeting the vertex Pi gives Ci.
Introducing the punctures we find that the rank of Γˆ, the anti-invariant part of H1(Σ;Z),
is 6gC + 3l − 6, precisely correct for the lattice generated by {γE}. (Recall equation
(5.8).) Hence the rational vector space Γˆ ⊗ Q is generated by {γE}. It follows that any
primitive vector V ∈ Γˆ can be written as∑ cEγE with cE ∈ Q. Now, the relative homology
H1(Σ, {Pi};Z) is Poincare´ dual to H1(Σ;Z) so 〈V, Eˆ′〉 ∈ Z. Recall that 〈γE , Eˆ′〉 = δE,E′ so
we see that the coefficients cE must in fact be integral.
7.2 Defining the canonical coordinates
We define X ϑ,u0γ by the properties
X ϑ,u0
γϑE
:= X TWKB(ϑ,u0)E (7.3)
for all edges E in the triangulation TWKB(ϑ, u0) and
X ϑ,u0γ+γ′ = X ϑ,u0γ X ϑ,u0γ′ . (7.4)
for all γ, γ′. Since the γϑE are a basis of Γˆ, these two properties define X ϑγ .
We will mostly emphasize the ϑ-dependence of these functions at fixed u0, and hence
we almost always denote them as X ϑγ .
7.3 Some easy properties
Let us note a few easy properties of these canonical coordinates. First, using (5.9), (7.1),
and (7.4) we see that in terms of the homology labeling the Poisson structure is simply
{X ϑγ ,X ϑγ′} = 〈γ, γ′〉X ϑγ+γ′ ∀γ, γ′ ∈ Γˆ. (7.5)
Second, in (5.4) we noted that the product of the X TE for all E meeting the singular
point Pi is µ2i . On the other hand we saw in Section 7.1.3 that the sum of the γϑE over all
these E is the cycle Ci. Combining these two statements we arrive at the simple rule that
X ϑCi = µ2i . (7.6)
Finally we want to establish the reality condition obeyed by the X ϑγ . Note that by the
definition (4.8) of A we have
A(ζ) = −A(−1/ζ¯) (7.7)
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from which it follows that, if s is a flat section for A(ζ), then s¯/‖s‖2 is a flat section for
A(−1/ζ¯). In particular, if si is the small flat section for A(ζ) at some singularity Pi and at
angle ϑ, then s¯i/‖si‖2 is the large flat section at Pi for A(−1/ζ¯) at angle ϑ, or equivalently,
it is the small flat section at Pi for A(−1/ζ¯) at angle ϑ + pi. Comparing the definitions
(5.2) at ζ and −1/ζ¯, we obtain directly
X TWKB(ϑ)E (ζ) = X TWKB(ϑ+pi)E (−1/ζ¯). (7.8)
We also have as usual
γϑE = −γϑ+piE . (7.9)
Combining (7.8) and (7.9) gives the desired reality condition
X ϑγ (ζ) = X ϑ+pi−γ (−1/ζ¯). (7.10)
7.4 Asymptotic behavior
Now we come to the main motivation of our definition of the WKB triangulation and our
labeling of the coordinates by cycles in H1(Σ;Z). We claim that, as ζ → 0 within the
half-plane Hϑ, the asymptotics of Xγ are simply
X ϑγ ∼ cγ exp(ζ−1piRZγ), (7.11)
where cγ is some function on M which is independent of ζ.
To obtain the asymptotics (7.11) we use directly the definition of Xγ . Suppose γ = γϑE
for some nondegenerate edge E as in Figure 14. Then we will apply the WKB approxi-
mation for the parallel transport of the small flat sections (decorations) along the edges.
Choose a gauge along the edges such that
ϕ =
(
λ 0
0 −λ
)
, (7.12)
with the sign chosen so that e−iϑλ · ∂t < 0 for ∂t along E12 oriented away from z1, toward
z2.
Let I1(z) be an antiderivative of λ, defined on a neighborhood of the two edges E12
and E41 (here by “edge” we mean an open curve, excluding its endpoints). One would
expect by the WKB approximation that one can choose the flat section s1(z, ζ) such that
along E12 we have the ζ → 0 asymptotics
s1(z, ζ) ∼ c1(z)
(
e
−R
ζ
I1(z)
0
)
. (7.13)
In Appendix C we argue that this is indeed the case. The argument depends crucially on
the fact that E12 is a WKB curve and on our choice of the WKB decoration: the point
is that these choices ensure that the errors introduced in using the WKB approximation
to s1 are exponentially smaller than s1 itself, and that they remain so as we evolve along
E12. Similarly let I2(z) be an antiderivative of λ, defined on a neighborhood of the two
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edges E12 and E23. Again using Appendix C one can choose s2(z, ζ) such that along E12
we have the ζ → 0 asymptotics
s2(z, ζ) ∼ c2(z)
(
0
e
R
ζ
I2(z)
)
. (7.14)
Evaluating both at some general point z12 of E12 we get
s1 ∧ s2 ∼ c12 exp
(
R
ζ
(I2(z12)− I1(z12))
)
. (7.15)
Similar arguments with the indices 1234 permuted give
s2 ∧ s3 ∼ c23 exp
(
−R
ζ
(I3(z23)− I2(z23))
)
, (7.16)
s3 ∧ s4 ∼ c34 exp
(
R
ζ
(I4(z34)− I3(z34))
)
, (7.17)
s4 ∧ s1 ∼ c41 exp
(
−R
ζ
(I1(z41)− I4(z41))
)
, (7.18)
where we have made the obvious extensions of our notation, and we have chosen λ to be
single-valued in a neighborhood of the union of all the edges. Combining these gives
X ϑγ ∼ cγ exp
(
R
ζ
(
I1(z41)− I1(z12) + I2(z12)− I2(z23)+
I3(z23)− I3(z34) + I4(z34)− I4(z41)
))
. (7.19)
If λ were single-valued on the whole QE we could have taken all Ii to be the same function,
in which case they would cancel out in (7.19). Because of the two branch points in the
interior of QE this cancellation does not occur. Instead, using Ii(z
′)− Ii(z) =
∫ z′
z λ, (7.19)
becomes
X ϑγ ∼ cγ exp
(
R
ζ
∮
γ
λ
)
. (7.20)
This is the key result: the period integral over Σ has emerged naturally from the WKB
approximation!
If γ = γϑE with E a degenerate edge we obtain the same result in a slightly different way.
In Section 7.1.2 this γ was defined as the sum of two loops running in opposite directions
around the two lifts of the vertex. Then the period of λ is just determined by the residue
of ϕ at the vertex, which was fixed by our boundary conditions: we obtain∮
γ
λ = −4piimε(ϑ). (7.21)
On the other hand we know from (5.23) that X TE = (µT )2, with µT the eigenvalue of the
clockwise monodromy around the degenerate vertex, in turn given by (6.10):
X TE ∼ exp
[
−ε(ϑ)4pii
(
R
ζ
m− 2m(3)
)]
. (7.22)
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Comparing (7.21) and (7.22) we see that we obtained the expected (7.20) just as for non-
degenerate edges. (We also got a small bonus in this case: the constant cγ which gives the
finite part of the asymptotics is just cγ = e
8piiε(ϑ)m(3) .)
Having established (7.20) for all γϑE , it holds for all γ ∈ Γˆ by multiplicativity. Then
finally recalling that Zγ =
1
pi
∮
γ λ, (7.20) becomes the desired (7.11).
7.5 From triangulations to KS symplectomorphisms
Let us briefly take stock of where we are. We have just seen from the WKB analysis that
the asymptotic properties of the coordinate systems X TWKB are captured well by certain
simple properties of the corresponding decorated triangulation TWKB. To any sector V
around the origin in the ζ-plane, with angular opening pi or smaller, we can associate a
nice subgroupoid TV of decorated triangulations. A triangulation is in TV if homotopy
representatives of the edges can be picked with two basic properties: a) for all ζ ∈ V,
the decorations are exponentially small going along the edges into the singularities, and
b) along each edge, λ · ∂t lies in V (for some choice of the sign of λ). The WKB analysis
tells us that the functor defined in Section 5 maps each triangulation in TV to a Darboux
coordinate system with “good asymptotics” in the sector V: by this we mean that each
function is naturally labeled by a cycle in Γˆ, and limζ→0Xγ(ζ) exp
[−ζ−1piRZγ] is finite if
ζ ∈ V.
Because of this labeling, we can consider each coordinate system as a map to an
abstract complex torus with a system of Fourier modes Xγ , and each coordinate transfor-
mation simply as a symplectomorphism of that torus. For any ϑ+, ϑ−, ϑ+ − ϑ− ≤ pi, the
transformation of coordinates relating the coordinate systems X ϑ±γ is an interesting sym-
plectomorphism S(ϑ+, ϑ−;u). Anticipating our results, we use the same nomenclature as
in Section 2. By construction, if ϑ− < ϑ < ϑ+, then S(ϑ+, ϑ−;u) = S(ϑ+, ϑ;u)S(ϑ, ϑ−;u).
The “Stokes factors” mentioned in Section 2 emerge in the limit where ϑ+ and ϑ− ap-
proach the same value ϑ0 = argZ−γ0 from the left or from the right. Then S(ϑ+, ϑ−;u)→
Sϑ0,u. Clearly, these Stokes factors are captured by the comparison between the WKB
triangulations TWKB(ϑ+) and TWKB(ϑ−). Unless the triangulation jumps at ϑ0 = argZ−γ0
the Stokes factor will be the identity. If the triangulation jumps, we can compute the
corresponding symplectomorphism. We will do that in the next few subsections.
What we expect based on the comparison to Section 2 — but what is far from obvious at
this stage — is that Sϑ0,u involves only symplectomorphisms generated by functions of Xγ0 .
As we will see momentarily, this is indeed the case: Sϑ0,u is a product of KS factors Knγ0 ,
with the expected multiplicities Ω(nγ0). The wall-crossing formula, which was written in
Section 2 as the invariance of S(ϑ+, ϑ−;u) under small changes of λ, thus follows directly
from the invariance of the decorated triangulations TWKB(ϑ+, λ
2) and TWKB(ϑ−, λ2).
7.6 Jumps at special ϑ
7.6.1 Symplectomorphism from a BPS hypermultiplet
We have seen that when ϑ crosses a critical value ϑc corresponding to a BPS hypermultiplet
the WKB triangulation jumps. Now we would like to know how X ϑγ jumps at this ϑc.
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Let us state the problem a bit more precisely. For ϑ in a small interval ϑ− ≤ ϑ < ϑc,
the homotopy class of the WKB triangulation is constant; call it T−. Similarly, considering
ϑ in a small interval ϑc < ϑ ≤ ϑ+, we have a triangulation T+. We want to compare X ϑ−γ
and X ϑ+γ . To lighten the notation we will sometimes replace ϑ± by simply ± below.
Figure 36: The cycles attached to the triangulations TWKB(ϑ±).
In Figure 36 we depict some of the cycles γ±E . From this figure we can read off the
relations among them:
γ−E = −γ+E , (7.23)
γ−E12 = γ
+
E12
, (7.24)
γ−E41 = γ
+
E41
− γ−E . (7.25)
The last two equations can be neatly summarized as the transformation γ+Ei = γ
−
Ei
+
〈γ−Ei , γ−E 〉+γ−E , where the subscript + on the intersection means we only take the positive
part.
Now we can describe the relations between Xγ before and after the flip. First, from
(5.15) we see that
X+E = 1/X−E . (7.26)
Combining this with (7.23), and using freely the definition of Xγ from the XE , gives
X+
γ+E
= (X−
γ−E
)−1 = X−
γ+E
. (7.27)
In other words, Xγ+E is continuous across the ray ϑ = ϑc.
Next let us consider the edge E12. From (5.16) we have
X+E12 = X−E12(1 + X−E ). (7.28)
Combining this with (7.24) gives
X+
γ+E12
= X−
γ+E12
(1 + X−
γ−E
). (7.29)
The same holds for X±γE34 , just by replacing 1→ 3 and 2→ 4 above.
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The story for E41 is slightly more complicated. From (5.19) we have
X+E41 = X−E41(1 + (X−E )−1)−1. (7.30)
Combining this with (7.25) we have
X+
γ+E41
= X−
γ−E41
(1 + (X−E )−1)−1 = X−γ+E41
(X−E )−1(1 + (X−E )−1)−1 = X−γ+E41
(1 +X−E )−1. (7.31)
The same holds for X±γE23 , just by replacing 4→ 2 and 1→ 3.
To summarize our results, let us define
γhyper := γ
−
E . (7.32)
This is the charge of the BPS hypermultiplet represented by the finite WKB curve. What
we have found is
X+γ = X−γ (1 + X−γhyper)〈γ,γhyper〉. (7.33)
This is exactly the expected transformation property (2.7), if we put Ω(γhyper) = 1 —
precisely agreeing with the fact that the finite WKB curve represents a single BPS hy-
permultiplet of charge γhyper — and also put σ(γhyper) = −1, and all Ω(nγhyper) = 0 for
n > 1.
7.6.2 Symplectomorphism from a BPS vectormultiplet
Let us now consider what happens at ϑc corresponding to a vectormultiplet. Then as
we discussed in Section 6.6.3, the WKB triangulation near ϑc contains an annulus W ,
triangulated by edges which undergo an infinite sequence of flips as ϑ → ϑc from either
direction, while exactly at ϑc we have an annulus foliated by closed WKB curves.
In what follows we will use some statements about the WKB foliation which were
determined by computer experimentation. We believe that the picture we describe is correct
at least in the case when C has genus zero; however, after the first preprint version of this
paper appeared, Ivan Smith pointed out to us that the picture may be more complicated
if C has genus g > 0 and the annulus W cuts off a component which contains a handle
and contains no punctures. In [12] we will give a different way of studying that situation.
We will find that the main outcome of our analysis, (7.56) below, continues to hold even
in that case.
First, to rigidify the picture it is convenient to consider some auxiliary objects, namely
WKB curves with phase ϑ+ pi2 instead of ϑ; call these anti-WKB curves. Generically when
there is a BPS state with phase ϑc there is no BPS state with phase ϑc+
pi
2 , so the anti-WKB
curves vary smoothly near ϑ = ϑc, in contrast to the WKB curves which are undergoing
violent changes there. In particular, for ϑ on either side of ϑc, the anti-separatrices give a
convenient division of a region containing the annulus into simply connected cells. Let α
and β denote two anti-WKB curves belonging to two of these cells, as shown in Figure 37,
and αˆ and βˆ lifts to Σ (with the anti-WKB orientation). Using this division we can also
give a canonical choice of the fiducial paths E±, also shown in Figure 37.
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Figure 37: Topology of the annulus, with anti-WKB curves marked in green, and two fiducial
paths E±.
As in Section 5.9, we can label the various possible triangulations of the annulus as Tm,
form ∈ Z. As ϑ→ ϑc from above, the WKB triangulation runs through an infinite sequence
of triangulations. These triangulations can be identified as the Tm for m = m+,m++1, . . . ,
with some m+. Similarly, as ϑ → ϑc from below the WKB triangulation runs through a
different sequence of triangulations Tm, withm = m−,m−−1, . . . . So the Tm for sufficiently
large or sufficiently small m all occur as WKB triangulations, but the Tm for intermediate
values of m need not. For notational convenience below, we look at a narrow range of ϑ so
that m+ > m− (so each Tm occurs at most once) and for each Tm that does occur, choose
a ϑm for which TWKB(ϑm) = Tm.
For m > m+, Em+ emerges from the singularity P ′, passes on the right of a turning
point, turns right and winds clockwise around the annulus crossing 2m anti-separatrices,
then passes near a second turning point before reaching P. Em− is similar but crosses only
2m− 2 anti-separatrices. See Figure 38 for the case m = 1. From this it follows that the
corresponding cycles have
〈γϑmEm+ , αˆ〉 = 1−m, (7.34)
〈γϑmEm+ , βˆ〉 = 2−m, (7.35)
〈γϑmEm− , αˆ〉 = m, (7.36)
〈γϑmEm− , βˆ〉 = m− 1. (7.37)
For m < m−, the situation is very similar to the above, with the crucial difference that
the word “right” is replaced by “left” at several points. So Em+ emerges from P ′, passes
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Figure 38: The topology of T1 = TWKB(ϑ1) on
the annulus.
Figure 39: The topology of T−1 =
TWKB(ϑ−1) on the annulus.
on the left of a turning point, turns left and winds counterclockwise around the annulus
crossing −2m−2 anti-separatrices, then passes near a second turning point before reaching
P. Em− is similar but crosses −2m anti-separatrices. See Figure 39 for the case m = −1.
The relations (7.34)-(7.37) in this case are replaced by
〈γϑmEm+ , αˆ〉 = 1 +m, (7.38)
〈γϑmEm+ , βˆ〉 = m, (7.39)
〈γϑmEm− , αˆ〉 = −2−m, (7.40)
〈γϑmEm− , βˆ〉 = −1−m. (7.41)
We now define four cycles γ±A,B, shown in Figure 40, with
Figure 40: Two bases γ+A,B and γ
−
A,B for the part of Γˆ supported over the annulus.
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〈γ+A , αˆ〉 = 1, 〈γ−A , αˆ〉 = −1, (7.42)
〈γ+A , βˆ〉 = 1, 〈γ−A , βˆ〉 = −1, (7.43)
〈γ+B , αˆ〉 = 0, 〈γ−B , αˆ〉 = −2, (7.44)
〈γ+B , βˆ〉 = −1, 〈γ−B , βˆ〉 = −1. (7.45)
Note that it follows that
γ−A = −γ+A , (7.46)
γ−B = −γ+B + 2γ−A . (7.47)
On the other hand, comparing the intersection numbers we see that these cycles are related
to the ones attached to the nearby WKB triangulations by the uniform formula
γ±A = γ
ϑm
Em− + γ
ϑm
Em+
, (7.48)
γ±B = (1−m)γϑmEm− −mγϑmEm+ . (7.49)
where on the left we choose the sign + when m > m+ and − when m < m−.
In Section 5.9 we defined a “limit coordinate system” X T+∞ . Now, in the present
case where T+∞ arises as TWKB(ϑc), we can define a corresponding labeling by homology:
namely we define X+γ by our usual rule (7.3), where E can denote either an edge of T+∞
away from the annulus, or one of the special symbols A, B. Using (5.32), (5.33), (7.48),
(7.49) we see that these coordinates indeed deserve to be called limit coordinates:
lim
ϑ→ϑ+c
X ϑγ = X+γ . (7.50)
We may similarly define X−γ , and using (5.36), (5.37), (7.48), (7.49) we see that these
similarly obey
lim
ϑ→ϑ−c
X ϑγ = X−γ . (7.51)
We are finally ready to compare X+γ to X−γ . For the A cycles this is fairly straightfor-
ward: using (7.46) and (5.38) we have
X+
γ+A
= (X−
γ−A
)−1 = X−
γ+A
. (7.52)
For the B cycles it is a bit more complicated. From (7.47) and (5.40) we find that
X+
γ+B
= (X−
γ−B
)−1(ξ+ − ξ−)−4 = X−γ+B (X
−
γ−A
)−2(ξ+ − ξ−)−4 = X−γ+B ξ
−4
− (ξ+ − ξ−)−4 (7.53)
so finally
X+
γ+B
= X−
γ+B
(1− ξ2−)−4. (7.54)
Define
γvector := −γ+A . (7.55)
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This is the charge of the BPS vectormultiplet represented by the closed WKB curves.
Combining our results (7.52), (7.54) gives the simple transformation law
X+γ = X−γ (1−X−γvector)−2〈γ,γvector〉. (7.56)
Note that we can read off 〈γ+B , γ+A 〉 = −2 from Figure 40.
Altogether we see that the two coordinate systems X±γ are related by the symplec-
tomorphism K−2γvector . So again, we obtain exactly the expected transformation property
(2.7) for Xγ(ζ), if we put Ω(γvector) = −2 — precisely agreeing with the fact that the
closed WKB curves represent a single BPS vectormultiplet of charge γvector — and also
put σ(γvector) = +1, and all Ω(nγvector) = 0 for n > 1.
7.6.3 No symplectomorphism when me−iϑ ∈ iR
Now we dispose of a tricky point. Recall that at each singularity Pi we have a parameter
mi ∈ C which controls the residue of ϕ. What happens at the angles ϑ = ϑc where some
mie
−iϑc ∈ iR?
As we described in Section 6.6.2, the triangulation TWKB(ϑ) jumps rather violently
near the singular point Pi as ϑ crosses ϑc, and at the same time we have a pop which
changes the flat section si. On the other hand, the family of closed WKB curves which
appear at this ϑ do not correspond to a charged BPS state: if they are a BPS state at
all, it is one carrying only flavor charge (the one associated to the puncture Pi, of course).
Said differently, if we define γBPS by lifting these closed WKB curves in our usual way,
while it is indeed true that Z(γBPS) ∈ eiϑcR, this charge γBPS is in the radical of 〈, 〉. So
the symplectomorphism KγBPS is actually trivial. Hence it seems that to be consistent with
(2.7) we should expect that the X ϑγ do not jump at ϑ = ϑc, despite the jump of TWKB. In
this section we verify that this is indeed the case.
First, let us consider the coordinate XC+ . Recall from (7.6) that
X±
C± = µ
2
±. (7.57)
On the other hand, we have
C+ = −C− (7.58)
and
µ+ = 1/µ−. (7.59)
Hence
X+
C+
= (µ+)
2 = (µ−)−2 = (X−C−)−1 = X−C+ . (7.60)
There is one other Xγ we have to worry about. Let E′ be the “loop” of the degenerate
face and define
γ := γ−E′ . (7.61)
The equality X+γ = X−γ is a consequence of two different effects which cancel one another.
As we showed in (5.25),
X±
γ±
E′
= (µ±)−1S, (7.62)
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Figure 41: An unwinding of Figure 28, with the homology cycles corresponding to edges marked.
where S is continuous across the critical locus (in particular it does not involve the section
s). Unwinding Figure 28 to see its topological content more easily, we arrive at Figure 41,
from which we see that
γ−E′ = γ
+
E′ + C
+. (7.63)
Combining all this we get
X+
γ−
E′
= X+
γ+
E′
X+
C+
= (µ+)
−1Sµ2+ = (µ−)
−1S = X−
γ−
E′
(7.64)
as desired.
So indeed the X ϑγ are continuous across this ϑ = ϑc.
7.7 Quadratic refinement
Now we come to another pesky detail: the sign σ(γ) which occurs in the transformation
(2.6). In the general story described in [1] one expects that σ : Γˆ → Z2 is a quadratic
refinement of the mod 2 intersection pairing 〈, 〉 on Γˆ. By definition this means that
σ(γ)σ(γ′) = σ(γ + γ′)σ(0)(−1)〈γ,γ′〉. (7.65)
In general, one would not expect such a quadratic refinement to exist globally over B;
instead one would have to pick different refinements in different local patches, and in
gluing the patches together one would have to keep track of some sign changes in X ϑγ ,
coming from the fact that the refinements are not the same.
On the other hand, in this this paper we seemed to find a simpler story. The gluing
laws for our functions X ϑγ do not involve any tricky signs. Moreover, the transformations
we found for the X ϑγ agree with (2.6), provided that we have
σ(γhyper) = −1, (7.66)
σ(γvector) = +1. (7.67)
How can this be consistent? It would be consistent if there exists a single quadratic
refinement σ which obeys (7.66), (7.67) for all hypermultiplets and vectormultiplets which
appear in the spectrum at any u ∈ B.
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We can easily construct such a σ for any fixed (ϑ, u): it is determined by requiring
σ(0) = +1, σ(γE) = −1 for all nondegenerate edges E of TWKB(ϑ, u), and σ(γE) = +1
for degenerate edges. From this definition it is straightforward to see that σ(γhyper) = −1
and σ(γvector) = +1 for any BPS states which have phase ϑ. So from this perspective the
trouble is to show that the σ so defined is actually independent of (ϑ, u). This amounts to
checking that this formula for σ is consistent with the transformations of the γE when the
triangulation TWKB jumps. Fortunately this is indeed the case.
Indeed, as we have discussed, as we vary (ϑ, u) the WKB triangulation undergoes
three types of transformation. The first type (hypermultiplet) is given by (7.23)-(7.25)
and one checks directly that it is consistent with our proposal for σ. The second type
(vectormultiplet) is given in terms of the auxiliary cycles γA,B defined by (7.48), (7.49).
Using those equations and our proposal for σ gives σ(γA) = +1 and σ(γB) = −1. This σ
is indeed consistent with the transformations (7.46), (7.47). Finally, the transformation of
cycles from the third type of jump (m/eiϑ ∈ iR) is given by (7.58) and (7.63), once again
consistent with σ (recalling that C+ corresponds to a degenerate edge and so σ(C+) = +1.)
There is another, more intrinsic, way of describing this quadratic refinement. Given
any homology class γ ∈ H1(Σ;Z) we first represent γ by a disjoint union of oriented closed
curves which avoid the zeroes of λ. On each of these closed curves we have the phase
function defined as the phase of λ · ∂t. Letting nw denote the number of times this phase
winds around the circle as we go around the curve, σ(γ) is the product of (−1)nw+1 over
all components of our representative for γ. It is straightforward to check that this is indeed
well defined as a function on homology, and that it gives a quadratic refinement. Moreover,
from the fact that γhyper is represented by a single closed constant phase curve, and γvector
is represented by a disjoint union of two such curves, one easily sees that σ has the desired
properties (7.66), (7.67).
7.8 Some comments on the full BPS spectrum
At this point we have constructed the functions X ϑγ and verified that they jump by KS
transformations as we vary ϑ, in the class of examples related to SU(2) Hitchin systems
with regular singularities. As we explained above and in Section 2, these functions are
the key ingredient in our explanation of the wall-crossing formula. But that is not all: we
have also learned a strategy for determining the BPS spectrum. Indeed, if we pick two
phases ϑ± and compute the WKB triangulations TWKB(ϑ±, u), we can then reconstruct the
coordinate transformation S(ϑ+, ϑ−;u), decompose it uniquely into a product of properly
ordered KS transformations as described in Section 2.3, and read off the spectrum of BPS
states with phases in the sector [ϑ−, ϑ+].
This strategy is particularly potent if we choose ϑ+ = ϑ−+pi.36 In that case the sector
is a whole half-plane, and thus big enough to determine the whole BPS spectrum (as the
BPS states with phase outside this half-plane are the antiparticles of ones inside it). We
therefore call S(ϑ, ϑ+ pi;u) the “spectrum generator.” Luckily, it turns out that, unlike a
random S(ϑ+, ϑ−;u), this spectrum generator is actually computable! The essential reason
36To be precise, we include only one of the two boundary rays in the sector.
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for this computability is that TWKB(ϑ) and TWKB(ϑ+ pi) only differ in the decoration: to
go from one to the other we just have to pop at all of the singularities. We defer the
computation of the spectrum generator to Section 11, but we note now that the result is
quite simple, and only depends on the combinatorial data of TWKB(ϑ, u).
It would be very interesting to understand physically why TWKB(ϑ, u) can capture
the whole BPS spectrum. At least one part of this story is easy to understand: for each
edge E of TWKB(ϑ, u), there is a BPS hypermultiplet of charge γE in the vacuum u.
Indeed, the corresponding cell of the WKB foliation is mapped to a strip by the coordinate
transformation z 7→ w = ∫ z λ, with the two turning points at opposite boundaries of the
strip, and the preimage in the z-plane of a straight segment running between the two
turning points in the w-plane yields a BPS string of charge γE .
37
The charges γE of these BPS particles form a basis of the charge lattice, as shown
in Section 7.1.4. In fact, more is true: this basis has an important positivity property,
reminiscent of the relation between roots and simple roots in a simple Lie algebra. Recall
that a BPS state corresponds to a finite WKB curve, giving a straight line segment in the
w-plane. The slope of this segment is the phase of the central charge of the BPS state.
In particular, if this phase lies between ϑ and ϑ + pi, then the BPS string has positive
intersection with the WKB curves of phase ϑ. On the other hand, by the definition of the
homology labeling given in Section 7.1, 〈γϑE , Eˆ′〉 = δE,E′ . It follows that, if a homology
cycle γBPS supports a BPS state with phase between ϑ and ϑ+ pi, we have
γBPS =
∑
E
cEγ
ϑ
E (7.68)
with all cE ≥ 0.
The above facts suggest some natural speculations. First, the positive decomposition
is a hint that all BPS states can be viewed as bound states of a set of “simple” BPS states,
which are in correspondence with the edges E of TWKB(ϑ, u). Further evidence for this
conjecture comes from the fact that the spectrum generator S can be computed purely
from the combinatorial data of TWKB.
Note that even for a fixed vacuum u, one can obtain various bases of simple BPS states
by changing ϑ. This is reminiscent of the oft-employed description of BPS states in terms
of quiver quantum mechanics; in that story one sometimes describes the same quantum
mechanics using various different quivers, corresponding to different “exceptional collec-
tions”, which are related by mutations. Indeed, in our context there is a natural quiver
around, with nodes labeled by the edges Ei of the triangulation, and the number of arrows
determined by 〈Ei, Ej〉. It is possible that with appropriate FI terms and superpotentials
the BPS states of the quiver quantum mechanics would be in 1-1 correspondence with the
full BPS spectrum of the theory with phases in the sector [θ, θ+pi]. Relations between mu-
tations of quivers and “cluster transformations,” closely related to the KS transformations
37Similar statements hold for limit triangulations: in that case each annulus foliated by WKB curves
gives a family of closed BPS strings (a vectormultiplet), along with an infinite tower of hypermultiplets,
namely the inverse images of straight paths in the w coordinate between the turning points, with various
windings on the annulus.
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we encounter in this paper, have been considered extensively in the mathematics literature
(see e.g. [61]). (For further developments in this direction see e.g. [62, 63, 64].)
8. Irregular singularities
While we have focused on the case of regular singular points in the past three sections, the
constructions can also be adapted to the case of irregular singularities. The story is quite
similar to the regular case, with the following modifications:
1. We begin by defining the appropriate notion of triangulation when irregular singular-
ities are included. Suppose that P∗ is an irregular singular point where λ2 has a pole
of order L+ 2, with L ≥ 1 integral. (The boundary conditions of Section 3 for rank
two Hitchin systems involve irregular singular points with L = 1, while in Section
9 we will meet singular points with L = N + 2, N ≥ 0.) We draw a circle S1(P∗)
around P∗, bounding a disc D(P∗), to be considered as infinitesimally small. On
this circle we mark L points Qi, i = 1, . . . , L. These points are cyclically ordered by
saying that . . . , Qi, Qi+1, . . . are going clockwise around P∗. Then our triangulations
are really triangulations of the surface C ′ obtained by cutting all the discs D(P∗).
The vertices are the marked points Qi around all of the irregular singularities, as well
as all of the regular singularities Pi. The edges necessarily include the segments on
the circles S1(P∗) joining consecutive points Qi. We call these segments boundary
edges; they will have a special status below.
2. In order to define a decorated triangulation, we need to choose a flat section for the
connection A (up to scale) near each vertex. For irregular singularities this means
choosing a flat section near each point Qi on S
1(P∗). As in the regular case we would
like to narrow this down to a discrete choice. To this end we observe that in the
case of an irregular singular point, in addition to a possible monodromy there is also
Stokes phenomenon.38 There are L rays (“Stokes rays”) emerging from P∗, bounding
sectors of opening angle 2pi/L. A flat section which is asymptotically exponentially
small as z → P∗ along a ray going into P∗ on one side of a Stokes ray becomes
exponentially large on the other side of the Stokes ray.39 We define a decoration to
be a choice of flat section near Qi (modulo overall rescaling) which, after analytic
continuation around P∗, is exponentially small as z → P∗ in some sector bounded by
Stokes rays.
38In what follows we are assuming that the standard Stokes theory for meromorphic connections on a
complex curve can be extended in the most obvious way to apply to the connection A, which is flat but
not meromorphic. We have not found any literature on this precise situation, although somewhat related
constructions appear in [65].
39In the literature on Stokes phenomenon there are two kinds of rays, named Stokes and anti-Stokes, each
of which plays an important role in the systematic development of the theory. Regrettably, the terminology
is not consistently applied by various authors on the subject. In our convention, the standard Airy function,
Ai(x), which has real exponential decay along the positive real axis and power law decay with an oscillating
envelope along the negative real axis, has Stokes rays along the negative real axis and along |arg(x)| = pi/3.
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3. We can define an infinite sequence of such sections (up to rescaling),
· · · , s−3, s−2, s−1, s0, s1, s2, s3, . . . (8.1)
where the ordering is determined by saying that if sn is the small solution in sector
S, then sn+1 is the small solution in the next sector in the clockwise direction. (If
the monodromy is trivial, we can choose the scales of the sn so that the sequence
will have period L.) Moreover, we further restrict our choice of decoration so that if
we choose, say sn at point Qi then at point Qi+1 we must also choose sn+1, and so
on. Thus, the choice of decoration at an irregular singularity boils down to a single
choice of flat section at one marked point, rather than an independent choice at each
point. The set of possible choices of decoration near an irregular singular point thus
forms a Z-torsor. If the monodromy is trivial, it can be reduced to a ZL-torsor.
4. The definition of the Fock-Goncharov coordinates X TE can now be given just as before,
with the important caveat that we define X TE = 0 if E is a boundary edge.
5. The local behavior of the WKB foliation around an irregular singularity is rather
different from that around a regular singularity. Rather than spiraling isotropically
into the singularity, each WKB curve is asymptotically tangent to one of L rays.
These rays, which we will call WKB rays (with phase ϑ), determine points Qi, i =
1, . . . , L, on an infinitesimal circle S1(P∗) around P∗; these are the marked points we
will use in defining TWKB. If ϑ = arg ζ, then the WKB rays with phase ϑ are the
same as the anti-Stokes rays for the connection A.
Figure 42: Behavior of the WKB foliation near an irregular singular point with L = 4. The WKB
curves cluster onto the 4 WKB rays, separated from one another by arcs of pi/2 radians. WKB
curves in a small neighborhood of the singularity look like flower petals which connect adjacent
WKB rays.
6. The definition of TWKB proceeds essentially as before. If a WKB curve asymptotes
to a WKB ray ending on an irregular singularity P∗, we regard it as ending on
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the corresponding point Qi on S
1(P∗). Then as usual, the separating WKB curves
divide C ′ into cells foliated by generic WKB curves, and the edges of TWKB consist
of one generic WKB curve from each cell. Note that there are generic WKB curves
which sit entirely in an arbitrarily small neighborhood of the irregular singularity,
and connect adjacent WKB rays, as shown in Figure 42. Among the edges of TWKB
there are L such curves, to be identified with the boundary edges mentioned above
which connect adjacent Qi. Each such edge bounds a petal-shaped region touching
P∗; the disc D(P∗) is identified with the union of these L petals.
7. The decoration of TWKB at a vertex Qj is obtained by choosing the flat section which
becomes exponentially small when following the WKB ray through Qj going into P∗.
Let us describe this section a bit more precisely. Put P∗ at z = ∞ and suppose
λ2 ∼ zL−2dz2 there. The L WKB rays are located at
rj :=
{
arg(z) =
2
L
ϑ+
2pij
L
}
, j = 1, . . . , L. (8.2)
The formal asymptotics of flat sections are of the form
exp
[
± 2
L
R
ζ
z
1
2
L + · · ·
]
sconst (8.3)
as z → ∞. In particular their norm is controlled by the sign of the real part of the
exponential, which changes across the Stokes rays
arg(z) =
2
L
ϑζ +
(2j + 1)pi
L
, j = 0, . . . , L− 1, (8.4)
where we defined ϑζ = arg ζ. So long as e
iϑ 6= −eiϑζ , each of the sectors bounded by
these Stokes rays contains a unique WKB ray rj . Along this WKB ray the norm of
a general flat section is asymptotic to
exp
[
±2R
L
|z|L/2
|ζ| Re
(
ei(ϑ+pij−ϑζ)
)
+ · · ·
]
. (8.5)
If we choose the ± sign in (8.5) opposite to the sign of Re (ei(ϑ+pij−ϑζ)), then this
norm is exponentially small as z →∞ along rj , for any ζ ∈ Hϑ. So far we have just
discussed the formal asymptotics, but it is an important principle that there exists a
unique flat section (called the “small section”) whose norm indeed has this exponen-
tially small asymptotic behavior along rj , for ζ ∈ Hϑ. We choose this small section to
be the decoration of TWKB(ϑ) at the WKB ray rj . It is canonically determined by ϑ
and j. A subtle point is that this small section generally has nontrivial monodromy
as ζ goes around 0; it follows that it really depends on ϑ ∈ R, not just ϑ ∈ R/2piZ.
8. The definitions of γϑE and X ϑγ proceed precisely as for the case with only regular
singular points. We do not define this cycle when E is a boundary edge.
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9. We define a pop at an irregular singular point P∗ to be the action by 1 on the Z-torsor
of decorations at P∗. To fix conventions, if . . . , Qj , Qj+1, . . . are ordered clockwise
and the decoration associates to them the sections . . . , sn, sn+1, . . . then after the
pop we associate to them the sections . . . , sn−1, sn, . . . . If we replace ϑ → ϑ + pi,
then the decoration of TWKB(ϑ) at each irregular singular point undergoes a pop.
10. It can happen that a sequence of flips produces a new triangulation which differs
from the original one only by a rotation of one of the boundary circles by 2pi/L, or,
equivalently, a cyclic permutation of the Qi. This is identical to the effect of a single
pop at the irregular vertex. This reflects a relation among morphisms in the groupoid
of decorated triangulations.
9. Scaling limits of linear SU(2) quivers: the case of one irregular singular
point
Figure 43: Linear quiver for the theories considered in Section 9.
In this section we illustrate some of the considerations of Sections 5-8 for some par-
ticularly simple theories. These theories are obtained as certain scaling limits of linear
quivers of n SU(2) gauge groups, with two fundamental hypermultiplets for each of the
first and last gauge groups, as shown in Figure 43. The corresponding Hitchin systems
have gauge group SU(2) and (after the scaling limit) only one singularity, an irregular one,
on C = CP1.
9.1 Linear SU(2) quivers and their parameter spaces
This theory has 3n+3 physical parameters: the UV Lagrangian involves n gauge couplings,
n − 1 bifundamental masses and 4 fundamental masses, while the Coulomb branch is
parameterized by n vevs 〈Tr(Φ(α))2〉.
Recall from Section 3 that the corresponding Seiberg-Witten curve is F (t, v) = 0,
where
F (t, v) =
n+1∑
α=0
qα(v)t
n+1−α = p0(t)v2 + p1(t)v + p2(t) (9.1)
Moreover, we saw that one can parameterize (with some redundancy)
qα(v) = cα(v
2 − µαv − uα). (9.2)
In the weak-coupling regime the couplings are determined from the cα and the masses from
µα and uα, while the Coulomb branch is parameterized by the uα. Finally, as we saw in
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(3.77), after factoring out the center-of-mass degree of freedom the Seiberg-Witten curve
becomes the spectral curve for an SU(2) Hitchin system with
λ2 =
1
2
p1(t)
2 − 4p2(t)p0(t)
(tp0(t))2
dt2. (9.3)
This quadratic differential has double poles at t = 0 and t = ∞ as well as at the n + 1
zeroes of p0(t).
The above description somewhat obscures the S-duality properties of the problem
[2, 15]. The physical gauge couplings really only depend on a point in the moduli space
of spheres with n+ 3 marked points. Moreover, there is no S-duality invariant distinction
between the bifundamental and fundamental mass parameters. These facts suggest that
we should treat the n + 3 singularities and mass parameters more democratically. This
can be achieved by introducing some redundancy into the description, making a general
fractional linear transformation from [t : 1] ∈ CP1 to a new coordinate z. After making
such a transformation we have (subscripts on polynomials indicate their degree)
λ2 =
Q2n+2(z)
(Dn+3(z))2
(dz)2. (9.4)
After subtracting out 3 parameters for the SL(2,C) action and 1 parameter for simultane-
ous rescaling of Q and D, there are still 3n+ 7− 4 = 3n+ 3 physical parameters.
As we have mentioned, the physical parameters are not on an equal footing. The
couplings and masses specify the UV theory while the Coulomb branch parameters specify
the vacuum. To bring out this distinction it is useful to parameterize λ2 in a slightly
different way.
The n+ 3 mass parameters can be characterized as the residues of the n+ 3 poles in
λ2. (We will not consider the possibility that some of these poles collide, corresponding
to a strong coupling singularity of the physical theory.) If the poles are located at za for
a = 1, . . . , n+ 3, and we assume all za 6=∞, we can write λ2 in the form
λ2 =
n+3∑
a=1
(
m2a
(z − za)2 +
ca
z − za
)
dz2. (9.5)
Requiring that λ2 is regular at z =∞ gives three conditions on the ca,
n+3∑
a=1
ca = 0,
n+3∑
a=1
zaca = −
n+3∑
a=1
m2a,
n+3∑
a=1
z2aca = −2
n+3∑
a=1
m2aza.
(9.6)
The Coulomb branch B is the space of ca solving (9.6). Because (9.6) is an inhomogeneous
linear equation for the ca, it is an affine space of dimension n.
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(Another viewpoint is that, once we have specified the couplings through za, the space
of theories with arbitrary masses and vacua is a linear space — the space of polynomials
Q2n+2(z) — which can also be thought of as H
0(CP1,K⊗2⊗O(2P1 + · · ·+2Pn+3)). Fixing
the masses then fixes an affine subspace of this space.)
9.2 Scaling limit
The singularities of the Coulomb branch for generic masses occur when two or more roots
of Q2n+2(z) coincide. At these points the metric on the Coulomb branch is singular and
fluctuations around this locus have infinite action. The reason is, of course, that at least
one BPS state becomes massless on this locus. The zeroes of Q2n+2(z) occur on the
discriminant locus D, which has strata Dk where precisely k zeroes coincide. We will now
focus on a stratum DN . Near this locus some number of BPS states become light, and we
would like to focus on the low-energy physics of these states.
Accordingly, we consider the following scaling limit. Choose a point P ∈ C and a
local coordinate z with z(P) = 0. The relevant neighborhood in the space of Q’s can
be parameterized by Q2n+2(z) =
∏N
i=1(z − θi)Q˜2n+2−N (z), with Q˜2n+2−N (0) 6= 0. At
 → 0, N zeroes of Q collide at z = 0. The mass of a typical BPS state associated with
a string connecting two of these colliding zeroes is of order (N+2)/2. We thus consider
physics at energies of this scale and below. We also define a scaling region of the Riemann
surface C (i.e. a scaling region on the M5 worldvolume) by z = z˜. We will only be
considering fluctuations localized in this region. After a suitable rescaling of the Seiberg-
Witten differential λ and z˜, we are therefore considering a theory with
λ2 = PN (z)dz
2, (9.7)
where PN is monic of order N , and our scaling patch of the M5-brane worldvolume has
been blown up to the entire complex plane.
Many of the deformations of the original theory become non-normalizable in the scal-
ing limit; however, some deformations remain normalizable. These are the polynomial
deformations PN → PN + δPN such that∫
C
|δλ|2 =
∫
C
∣∣∣∣ δPN (z)2√PN (z)
∣∣∣∣2d2z <∞. (9.8)
Since the zeroes of PN (z) are simple, a divergence could only come from z →∞, and hence
the normalizability condition is
δPN =
∑
i< 1
2
(N−2)
δpiz
i. (9.9)
There is another useful point of view on this normalizability condition, namely, we fix the
singular part of the expansion of
√
PN (z) around z =∞:√
PN (z) = ∆(z) + o(z
−1) (9.10)
for some fixed ∆(z) (determined by the UV theory which we have mostly discarded).
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There is an important difference between even and odd N . When N is even, ∆(z) is
an expansion in integer powers, ending with a simple pole; we denote its residue by m.
Varying m is a “log-normalizable” deformation, with i = 12(N−2). As we will see presently
when we pass from Hitchin systems to flat connections, m specifies the formal monodromy
at ∞. In the case of N odd there is no such log-normalizable deformation.
After the scaling limit there are still singular loci on the Coulomb branch where some
θi = θj , i.e. where PN (z) has multiple zeroes. These loci are intersections between higher-
dimensional strata of D and the scaling region around DN . At these loci some BPS states
become massless. Moreover, in some cases the BPS states which become massless are
mutually nonlocal ones, leading to the kinds of theories studied in [66, 67].
To reach the most extreme case, we could tune the nonnormalizable parameters so
that we are considering normalizable deformations of λ2 = zN (dz)2. The deep IR physics
at this point in moduli space is described by a superconformal field theory [66, 67], and one
can define a UV complete quantum field theory with a finite BPS spectrum by perturbing
away from this theory with the normalizable deformations identified above. We are then
studying the Seiberg-Witten curves and BPS states of those theories. From the point of
view of the original UV theory specified by the linear quiver, we are focusing on a low-
energy subsector in a region of moduli space where a number of BPS states are becoming
parameterically light. As we will see below, the number of such states is bounded by
1
2N(N − 1) [68].
9.3 Hitchin system
In the previous subsection we have described a degeneration of the spectral curve of our
Hitchin system. To complete the discussion we now explain the corresponding degeneration
of the Hitchin system. The new Hitchin system is defined on CP1 and has a single irregular
singularity at z =∞. To be specific, when N is even we have
A0 =
(
−m(3) 0
0 m(3)
)(
dz
z
− dz¯
z¯
)
(9.11)
and
ϕ0 =
(
∆(z) 0
0 −∆(z)
)
, (9.12)
with ∆(z) as defined in (9.10). Since ∆(z) ∼ zN/2 + · · ·+ mz , the formal monodromy under
counterclockwise rotation is
exp
(
2pii
[
mR
ζ
− 2m(3) − m¯Rζ
]
σ3
)
. (9.13)
We will denote its eigenvalues as µ±1.
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When N is odd there is no analog of the mass parameters m,m(3), m¯. Instead, we
have a generalization of (3.115),
ϕ0 = ∆(z)
(
0 (z¯/z)1/4
(z/z¯)1/4 0
)
, (9.14)
A0 =
1
8
σ3
(
dz
z
− dz¯
z¯
)
. (9.15)
9.4 Examples
We now illustrate various aspects of our formalism in the cases where P (z) is a polynomial
of degree N = 1, 2, 3, 4. Along the way we will encounter nice “real-world” examples of
wall-crossing formulae involving finite collections of BPS states.
Because we have an irregular singularity at z = ∞, to define the WKB triangulation
we will have to use the modified rules of Section 8. Applying these rules to the present
case, we will obtain a triangulation of a surface C ′ which is CP1 with a disc cut out around
z =∞, with vertices at marked points on that disc, corresponding to the loci where WKB
curves run off to z =∞. As we have explained in general in Section 6, for special values of
ϑ finite WKB curves will appear, corresponding to the BPS states of our field theory, and
causing TWKB(ϑ) to jump.
9.4.1 N = 1
We begin with N = 1, so
P (z) = z. (9.16)
There are no deformations — normalizable or otherwise — so B is just a single point.
Moreover there is a corresponding unique solution to the Hitchin equations, so M is also
just a single point. This solution can be written explicitly:
ϕ =
(
0 |z|1/2eh
z
|z|1/2 e
−h 0
)
, (9.17)
A =
(
1
8
+
1
4
|z| d
d|z|h
)
σ3
(
dz
z
− dz¯
z¯
)
. (9.18)
Here h(|z|) is a Painleve III transcendent: writing r := 8R3 |z|3/2, it obeys(
d2
dr2
+
1
r
d
dr
)
h =
1
2
sinh(2h), (9.19)
with boundary condition h(r) → −13 log r + const for r → 0. It can be shown [69] that
h(r)→ pi−1K0(r) for r →∞. We will return to this solution in Section 13 below.
There areN+2 = 3 WKB rays around z =∞, given by (8.2), and a single turning point
at z = 0. The A-flatness equation somewhat resembles the Airy equation: in particular
there is a small flat section sk along each of the three rays rk. The WKB triangulation
TWKB(ϑ) consists of a single triangle, which rotates in the z-plane as ϑ varies. There are
no flips and correspondingly no BPS states. There are no Fock-Goncharov coordinates,
since the triangulation has no internal edges.
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9.4.2 N = 2
Next consider the case N = 2. We write
P (z) = z2 + 2m, (9.20)
and hence ∆(z) = z+ mz . The parameter m is log-normalizable. The Coulomb branch B is
a single point and there is no U(1) gauge field. The moduli spaceM is also a single point.
The spectral curve Σ has genus zero and two punctures lying over z =∞. In this case
H1(Σ;Z) is one-dimensional and odd under the exchange of the sheets, so Γˆ = H1(Σ;Z) '
Z. This one-dimensional lattice is generated by a single flavor charge, with m the corre-
sponding mass parameter.
In this case we do not know explicit solutions to the Hitchin equations. Nevertheless,
following the general recipe of the previous sections, let us examine the WKB triangulation.
There are N + 2 = 4 WKB rays, and N = 2 turning points. The generic behavior of the
WKB triangulation is as shown in Figure 44. Combinatorially the four boundary edges
make up a square, and the single internal edge gives a triangulation of that square.
Figure 44: A generic WKB triangulation for N = 2. Separating WKB curves are shown in red,
while the generic WKB curves chosen for the edges of the triangulation are black. The shaded
region is the union of the four “petals” which we cut out around the irregular singularity at z =∞.
Since Γˆ is one-dimensional, there is only one independent Darboux coordinate Xγ . In
fact we claim that it is equal to µ given in (9.13). (Indeed this is the only reasonable
function of m,m(3) which carries one unit of flavor charge.) To show this we use the
asymptotics of si. Since two WKB rays are separated by a Stokes ray, in an angular sector
around r2, s1 and s3 are exponentially growing and hence (if normalized appropriately)
differ by a multiple of the small solution s2,
s1 = s3 + as2 (9.21)
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for some constant a. Similarly, around r4, s1 and s3 are exponentially large, and hence
(after taking into account the formal monodromy, i.e. the monodromy of the asymptotics)
s1 = µs3 + bs4 (9.22)
for some constant b. Since s1, . . . , s4 are single-valued these relations hold throughout the
plane, and can be used to simplify the Fock-Goncharov coordinate to
XE = −(s1 ∧ s2)(s3 ∧ s4)
(s2 ∧ s3)(s4 ∧ s1) = −µ
−1. (9.23)
As ϑ traverses an arc of length pi, we encounter one critical value ϑ = ϑc where a finite
WKB curve appears connecting the two turning points. The WKB triangulation TWKB(ϑ)
experiences a flip at this ϑ. See Figure 45. The flip transforms the single Fock-Goncharov
coordinate by X TE = 1/X T
′
E (where in both cases E denotes the single internal edge). On
the other hand X ϑγ is unchanged and equal to −µ−1.
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1
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Figure 45: As the phase ϑ varies from 0 to pi, the WKB triangulation evolves simply, with a single
flip (dotted line). Notice that the initial and final triangulation are identical, but for a relabeling
of the WKB rays.
What is the meaning of this single flip? It means that in the scaling limit discussed
above we keep a single BPS particle, of flavor charge 1. Based on this local model, we
can make a more general prediction: near the simplest singularities in the Coulomb branch
where two turning points collide, a single BPS particle becomes light, corresponding to a
BPS string stretched between the two turning points.
9.4.3 Intermission: N = 2 and periodic Taub-NUT space
At this point we can make contact with the most fundamental example of a quantum-
corrected Coulomb branch considered in our previous paper [1]. This will provide a result
which has recently been of use in the computation of gluon scattering amplitudes [11].
The fact that in the N = 2 example we encountered only a log-normalizable deforma-
tion parameter, and correspondingly M is trivial, might initially be a bit disappointing.
One might have expected to glean some information about the behavior of the exact met-
ric on the three-dimensional Coulomb branch near a singularity of the four-dimensional
theory.
Physically, we know what to expect. In the original full theory, the flavor symmetry
of the single light BPS particle is actually gauged. If we simply ignore the effect of the
massive BPS particles, the Coulomb branch of a U(1) gauge theory on R3 × S1 coupled
to a single light hypermultiplet is well known as the “periodic Taub-NUT” metric [70, 71],
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and played a central role in the analysis of [1]. It is not a complete hyperka¨hler metric;
rather, it is well defined up to an arbitrary mass scale Λ.
In [1] the periodic Taub-NUT metric was described in terms of a pair of holomorphic
Darboux coordinates (Xe,Xm). Xe coincides with the Xγ discussed here. The more in-
teresting coordinate is Xm, which experiences Stokes phenomena, with Stokes factors Kγ ,
K−γ corresponding to the single massive hypermultiplet and its CPT conjugate.
Can we find a role for Xm in the present context? At the level of the moduli space
of flat connections, it is natural to consider letting the monodromy parameters µa at the
singularities vary. Indeed, µa can be interpreted as the complex moment map for the
residual gauge transformation at the a-th singularity. We can let µa vary and at the
same time restrict the gauge transformations to approach the identity at the singularities.
This defines an enlarged symplectic manifold, with two extra complex coordinates for each
singularity [65]. In our present context that means enlarging M from complex dimension
0 to complex dimension 2. As we will now see, Xe and Xm will be realized as functions on
this extended M.
Once the gauge transformations at the singularity have been restricted to the identity,
it makes gauge-invariant sense to pick a specific choice of overall normalization for the small
solutions, for example by prescribing exactly the asymptotic behavior at the singularity:
si(z, ζ) exp
[
R
ζ
(
z2
2
+m log z
)
−m(3)(log z − log z¯) +Rζ
(
z¯2
2
+ m¯ log z¯
)]
=
(
1
0
)
+O(1/z)
(9.24)
or
si(z, ζ) exp
[
−R
ζ
(
z2
2
+m log z
)
+m(3)(log z − log z¯)−Rζ
(
z¯2
2
+ m¯ log z¯
)]
=
(
0
1
)
+O(1/z).
(9.25)
In the example we are now considering, this allows us to make gauge-invariant sense of
individual elements of the Stokes matrices, for example the a in s1 = s3 + as2. (Notice
that this relation can be consistent with (9.24), (9.25) only if we make a proper choice of
branch cut in log z; we place the cut slightly below r3.) We think of a as a “ratio” (as
opposed to “cross-ratio”),
a =
s1 ∧ s3
s2 ∧ s3 . (9.26)
If the value of arg ζ falls in the half plane Hϑ around a ϑ for which there is an edge
between r1 and r3, we can compute the asymptotics of a for small ζ with the WKB
method. The calculation is straightforward, and gives our usual exponential form a ∼
c exp(piRζ−1Zγ˜), where Zγ˜ is a regularized period of pi−1λ, on a cycle γ˜ which goes from
infinity along r1 to infinity along r2, winding around the turning point in the triangle 123:
Zγ˜ = 2
∫ L
z=
√−2m
√
z2 + 2m− L2 − 2m logL = −m log m−2e +O
(
1
L
)
. (9.27)
This path intersects γ once. Motivated by these asymptotics we define X ϑγ˜ = a for this
value of ϑ.
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As we increase the phase ϑ, beyond the critical value ϑc where the triangulation flips,
we should consider instead an a′ defined by s4 = s2 + a′s1, or
a′ =
s4 ∧ s2
s1 ∧ s2 . (9.28)
The WKB computation of a′ is identical to that for a, but for a crucial overall sign,
so here the asymptotics suggest that we should define X ϑγ˜ in terms of 1/a′. Recall the
relations s1 = s3 + as2 and s1 = µs3 + bs4. With our choice of cut for log z, if we continue
these relations all the way to r1, we see that bs4 = (1 − µ)s1 + aµs2. Comparing with
s4 = s2 + a
′s1 we see that b = aµ and a′ = −a−1(1 − µ−1). Then, if Re(im/ζ) > 0, the
asymptotic behavior of Xγ˜ remains consistent if we define X ϑγ˜ = − 1a′ for this ϑ.
Now we have defined our coordinates X ϑγ and X ϑγ˜ , for ϑ on both sides of the flip associ-
ated to the BPS state of charge γ. From the explicit formulas above for these coordinates,
it quickly follows that the coordinate transformation across the flip coincides with Kγ !
Similarly, the coordinate transformation induced by the BPS state of charge −γ turns out
to be K−γ . With the identification aPT = −2im between the coordinate aPT on the base of
periodic Taub-NUT and our mass parameter, we see that Xγ ,Xγ˜ have the same asymptotic
behavior as Xe,Xm (after an appropriate choice of cutoff) and also transform in the same
way as ϑ crosses the BPS rays. The uniqueness of the solution of the Riemann-Hilbert
problem in [1] then guarantees that Xγ ,Xγ˜ coincide with Xe,Xm. In particular, it follows
that the formulas of [1] can be used to compute Xγ˜ .
We have seen that the Stokes data for the auxiliary flatness equations associated to
this Hitchin system can be computed exactly in terms of the function Xm(ζ), even though
we cannot compute the solution to the Hitchin equations!
So far we have explained how the functions Xe and Xm arise in this example, by
considering them as functions on an extension of the moduli space of flat connections,
obtained by introducing some extra parameters associated to the singularity. But we have
not considered this moduli space as a hyperka¨hler manifold, and hence we have not found
a precise role for the periodic Taub-NUT metric in the context of Hitchin systems. To do
so, we could try letting the three mass parameters m,m(3), m¯ at the singularity vary, and
then adding one more circle-valued parameter by considering only gauge transformations
which reduce to the identity at the singularity. However, it is not clear that we can define
an hyperka¨hler metric on the resulting extended moduli space; the metric and hyperka¨hler
forms diverge when evaluated on variations of the masses. One could try to regularize the
divergence by removing a small disk around each singularity. The metric would depend
logarithmically on the cutoff radius, exactly as in the case of the periodic Taub-NUT
metric, and possibly be incomplete. As our twistor construction of the hyperka¨hler metric
is completely local over the base, this potential incompleteness is not an obstacle: the
metric can be computed from the coordinates Xγ ,Xγ˜ in our standard way, and because
these coincide with Xe,Xm, the metric will coincide with the periodic Taub-NUT metric!
This approach could be extended to more complicated Hitchin systems, but we will
not pursue it further in this paper.
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9.4.4 N = 3
We now come to the case N = 3, where we will first encounter a wall-crossing formula. We
write
P (z) = z3 − 3Λ2z + u, (9.29)
where Λ is a non-normalizable parameter defining the theory, and u is a normalizable
modulus parameterizing the Coulomb branch B. The discriminant of P (z) is 27((2Λ3)2 −
u2), so there are two singular points on B at u = ±2Λ3, where two zeroes of P (z) collide.
(We take Λ 6= 0, so that there is no u for which all three zeroes collide.)
As usual, there is a local system of lattices Γˆ over B, given by the odd part of the
homology of the family of punctured elliptic curves Σu. In this case Γˆ has rank 2. Altogether
B strongly resembles the well-known u-plane of the SU(2) Seiberg-Witten theory with
Nf = 0 (to be considered below in Section 10.1.)
Figure 46: A sample WKB triangulation in the N = 3 example, at generic ϑ.
Now let us consider the WKB triangulation. There are five WKB rays (and corre-
spondingly five Stokes rays) at z = ∞ and three turning points. A generic TWKB(ϑ, u) is
a triangulation of a pentagon, as depicted in Figure 46. We can get an integral basis of
Γˆu by taking the γ
ϑ
E associated to the two internal edges E1,2 of this triangulation. To be
concrete, let us define {γ1, γ2} to be the basis so obtained from TWKB(ϑ = 0, u = 0) with
〈γ1, γ2〉 = 1.
As we vary ϑ from 0 to 2pi holding u fixed, TWKB(ϑ, u) jumps by a flip 4 times, at the
phases of the periods ±Zγ1 and ±Zγ2 . If we vary ϑ over a range of pi then TWKB(ϑ, u) flips
twice. These two flips are generated by two independent finite WKB curves, representing
two BPS particles (the other two flips correspond to their antiparticles). See the upper
strip of Figure 47. At each of the singularities in B, one of these BPS states becomes
massless. (As we remarked above, these singularities arise when a pair of turning points
collides; the massless BPS state then corresponds to a finite WKB curve connecting this
pair of turning points.)
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Figure 47: Upper strip: at u = 0, as the phase ϑ varies from 0 to pi, TWKB(ϑ, u) evolves simply,
with two flips (dotted lines). Lower strip: for u beyond the walls of marginal stability, TWKB evolves
in a different manner, involving three flips (dotted lines). Notice that TWKB(ϑ) = TWKB(ϑ + pi)
except for a relabeling of the WKB rays, which is equivalent to a pop transformation.
In B there is a single closed wall of marginal stability which divides the u-plane into
two connected components (again, much as in the SU(2) Seiberg-Witten theory). So far we
have discussed u = 0, which lies inside the wall. If we consider some u which lies outside
the wall the behavior of TWKB(ϑ, u) is different: there are three flips, induced by three
finite WKB curves, corresponding to three BPS states. See the lower strip of Figure 47.
(This is most easily seen by taking u to be large.)
To be more precise, the two singular points u = ±2Λ3 divide the wall of marginal
stability into two segments. Along one segment the phases of Zγ1,2 align. After crossing
this segment from inside to outside we find three BPS states, of charges γ1, γ2, γ1 +γ2. If we
cross the other segment of the wall, where Zγ1 and Z−γ2 align, we find instead BPS states
of charges γ1, γ2, γ1− γ2. To see that these two results are compatible we recall that Γˆ has
the standard Lefschetz monodromy around the two points u = ±2Λ3 where two zeroes of
P (z) collide. Generators of the clockwise monodromy around the two singular points can
be taken to be:
M1 = (γ1, γ2)→ (γ1, γ2 − γ1),
M2 = (γ1, γ2)→ (γ1 + γ2, γ2). (9.30)
These three finite WKB curves persist in the spectrum as we go to arbitrarily large |u|
(indeed there are no other walls of marginal stability where they could disappear). We infer
from this that in a more general theory, near a singularity in the Coulomb branch where
three turning points are coalescing, three light BPS particles will typically be present,
realized as BPS strings joining these three turning points.
The wall-crossing formula
Now we are ready to see a wall-crossing formula emerge. Let u− denote a point inside
the wall and u+ a point outside, and fix some ϑ. We have two coordinate systems X ϑ,u−γ
and X ϑ+pi,u+γ on M, which are related by some symplectomorphism. To evaluate this
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Figure 48: The two different ways to go from the triangulation at ϑ = 0 to the triangulation at
ϑ = pi on the two sides of the wall must correspond to the same symplectomorphism. The pentagon
identity follows.
symplectomorphism, we consider the evolution of the triangulation TWKB(ϑ, u) along a
path from (ϑ, u−) to (ϑ+ pi, u+).
One possibility is to vary first ϑ to ϑ+ pi and then deform from u− to u+. As we vary
ϑ the triangulation undergoes two flips corresponding to the two BPS states inside the
wall. As we vary u, the triangulation does not jump at all, so long as no argZγ(u) crosses
ϑ (which we can always arrange by choosing u± close enough to the wall and ϑ generic
enough). So the total transformation of the triangulation involves exactly two flips.
However there is also another possibility: first deform from u− to u+ and then vary ϑ
to ϑ + pi. In that case the triangulation undergoes three flips corresponding to the three
BPS states outside the wall.
These two computations must give the same symplectomorphism. This corresponds to
the identity
Kγ1Kγ2 = Kγ2Kγ1+γ2Kγ1 (9.31)
for one section of the wall,
K−γ2Kγ1 = Kγ1Kγ1−γ2K−γ2 (9.32)
for the other. One can check by direct computation that these relations are indeed satisfied.
We will refer to either of these basic identities as “the pentagon identity.”
All the structures we have been discussing on B are illustrated in Figure 49.
9.4.5 Intermission: Symplectomorphisms and monodromy
There is an interesting relation between the symplectomorphisms which we encountered
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Figure 49: The Coulomb branch B of the N = 3 theory, with the walls of marginal stability where
Z±γ1 align with Zγ2 marked. Note that Γˆ has monodromy, so in order to define the basis {γ1, γ2}
globally we have to introduce branch cuts, denoted here in orange. In each region we show the
BPS spectrum and the cyclic ordering of the BPS rays. Along the walls we show the wall-crossing
formulae.
above and the monodromy transformations which arise when we go around a singularity
in B.
Consider the behavior of the BPS rays as u is carried around the simplest type of
singularity, where some Zγ0(u) has a simple zero. This is the kind of singularity we were
zooming in on in our N = 2 example above. The phase of Zγ0(u) rotates by 2pi as u
goes around the singularity. Hence the BPS ray `γ0 passes across all the other BPS rays,
followed by the ray −`γ0 . In other words, as we go around the singularity we cross a series
of walls of marginal stability.
It is easy to check that Kγ0K−γ0 is the transformation
Xγ → (−σ(γ0))〈γ,γ0〉Xγ+〈γ,γ0〉γ0 . (9.33)
It follows that as the BPS rays `γ0 and `−γ0 sweep across the spectrum, the associated
Kontsevich-Soibelman transformations implement the expected monodromy transforma-
tions of the charges. (Note that it is convenient to choose the quadratic refinement σ to
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obey σ(γ0) = −1 whenever γ0 is the charge of a BPS hypermultiplet; such a quadratic
refinement is invariant under this monodromy, which thus acts only on the charge label of
Xγ .)
Now how about a singularity where three turning points are coalescing, like we studied
in the N = 3 case? As we noted above, near such a singularity three light BPS particles will
typically be present, realized as BPS strings joining the turning points. The projections
of their charges to the 2-dimensional lattice of gauge charges relevant for the scaling limit
are of the form γ1, γ1 + γ2, γ2. Naively, as we wind around the singularity, one might
expect that each BPS line will be swept by the BPS lines of the three light particles, and
then the three light antiparticles. This is actually incorrect as we can learn by a simple
manipulation of KS transformations. Indeed, we have
Kγ2Kγ1+γ2Kγ1K−γ2K−γ1−γ2K−γ1 = Kγ1Kγ2K−γ1K−γ2
= (Kγ1K−γ1)K−γ1+γ2(Kγ2K−γ2) = (Kγ1K−γ1)(Kγ2K−γ2)K−γ1 . (9.34)
This is not quite the expected monodromy action — that would have been implemented
just by (Kγ1K−γ1)(Kγ2K−γ2). To resolve this difficulty one should look more closely at the
precise dependence of the small central charges on u. For simplicity take Λ → 0. Then
one can see from (9.29) that the central charges of the six light BPS particles behave like
the six roots u5/6. It follows that a loop around u = 0 rotates the central charges only by
exp 5pii3 . Thus on traveling around this loop a generic BPS ray undergoes five wall-crossings
rather than six, and the relevant identity is in fact
Kγ2Kγ1+γ2Kγ1K−γ2K−γ1−γ2 = (Kγ1K−γ1)(Kγ2K−γ2), (9.35)
which indeed gives the desired monodromy.
9.4.6 N = 4
Finally, let us consider N = 4. We parameterize
P (z) = z4 + 4Λ2z2 + 2mz + u, (9.36)
so that
λ ∼ ±
(
z2 + 2Λ2 +
m
z
+ · · ·
)
dz. (9.37)
Λ is a non-normalizable parameter, m a mass deformation, and u parameterizes the
Coulomb branch. Σu is a twice-punctured elliptic curve (the two punctures lying over
z = ∞). The local system Γˆ has fiber Γˆu ' Z3 with a one-dimensional flavor lattice.
The discriminant is cubic in u and hence there are generically three singular points in the
u-plane, which thus resembles the u-plane of SU(2) theory with Nf = 1.
The WKB triangulations now give triangulations of a hexagon, as in Figures 50, 51.
All possible triangulations appear somewhere in parameter space.
Let us now describe the BPS spectrum.
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Figure 50: A generic WKB triangulation for
N = 4 with m = 0.
Figure 51: A generic WKB triangulation
for N = 4 with large m.
The case m = 0
It is useful first to set m = 0. Then the discriminant degenerates to 256u(u − 4Λ4)2, so
there are two singular points in B:
• At u = 0, two zeroes of P (z) coincide at z = 0, while the other two sit at z = ±2iΛ.
We expect to see a single BPS particle becoming massless here.
• At u = 4Λ4, P (z) is a perfect square, and two pairs of zeroes collide, at z = ±i√2Λ.
We expect to see two distinct BPS particles becoming massless here. These two par-
ticles have the same gauge charges, as the associated cycles in Σ¯ are homologous,
but they have different flavor charges. (Indeed, the difference between the two cor-
responding cycles on Σ is a cycle wrapping around z = ∞. If we took some small
m 6= 0, ∮ λ would give the residue m of the simple pole there.)
By studying the singularity structure in B we have encountered the effects of three BPS
particles. Now let us explore the BPS spectrum more systematically by following the ϑ
dependence of TWKB(ϑ, u). Begin by fixing any 0 < u < 4Λ
4. In this case the four turning
points are collinear in the z-plane, and we will encounter BPS states associated with strings
between consecutive turning points. Denote the charge of the BPS string joining the two
middle turning points as γ1. The charges of the other two BPS strings will be denoted as
γ2, γ3, so that γ2 + γ3 is a pure flavor charge (and in particular, at m = 0, Zγ2 +Zγ3 = 0.)
We pick our conventions such that
〈γ3, γ1〉 = 〈γ1, γ2〉 = 1, 〈γ2, γ3〉 = 0. (9.38)
Note that Kγ2 and Kγ3 commute, a fact which will be used repeatedly below. There is a
wall of marginal stability in B, which passes through the two singularities, and encircles
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Figure 52: WKB triangulations at m = 0. Upper strip: at u = 0, as ϑ varies from 0 to pi, TWKB
evolves simply, with three flips: A pair of commuting flips at the first, blue dotted line and a third
flip at the red line. Lower strip: for u beyond the walls of marginal stability, TWKB evolves in a
different way, involving six flips. Both at the second and at the fourth dotted lines, two flips occur,
corresponding to two BPS particles with the same charges. Notice that TWKB(ϑ) and TWKB(ϑ+pi)
are identical, up to a relabeling of the WKB rays.
an ellipsoidal region which includes the line 0 < uΛ−4 < 4. Now by direct computation
(either by hand or using a computer) one can obtain the evolution of TWKB(ϑ) with ϑ. In
Figure 52 we depict the result, for two u, one inside and one outside the wall of marginal
stability. At u = 0 we see three flips in TWKB, corresponding to the three BPS charges
−γ3, γ2, γ1. As we cross the wall of marginal stability, the phase of the central charges
Zγ2 , Z−γ3 aligns with one of Z±γ1 (the sign depending on which segment of the wall we
cross). On the other side of the wall, the flips in TWKB happen in a different order, and we
see a total of six BPS hypermultiplets. There is a BPS string between each pair of turning
points.
Following reasoning analogous to the N = 3 case above, then, we must have the wall
crossing identity:
Kγ1Kγ2K−γ3 = Kγ2K−γ3Kγ1+γ2−γ3Kγ1+γ2Kγ1−γ3Kγ1 (9.39)
The ordering of factors in (9.39) is easily understood, just using the facts that Zγ2 = Z−γ3
and the ordering of the arguments of Zk1γ1+k2γ2 as k1, k2 vary is determined by the ordering
of k1/k2. Again, one can check explicitly that (9.39) is a true identity, but we will give a
simpler proof in the next paragraph.
The case m 6= 0
For m 6= 0 the picture is a bit more complicated. For small m, the particles of charges γ2
and γ3 become massless at slightly different points in B. The wall of marginal stability also
splits into several walls. The wall-crossing formula (9.39) thus “decomposes” into three
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separate pentagon identities. One possible decomposition is
Kγ1Kγ2K−γ3 = Kγ2Kγ1+γ2Kγ1K−γ3 = Kγ2Kγ1+γ2K−γ3Kγ1−γ3Kγ1
= Kγ2K−γ3Kγ1+γ2−γ3Kγ1+γ2Kγ1−γ3Kγ1 , (9.40)
corresponding to three separate walls of marginal stability, where Zγ1 aligns with Zγ2 , then
Zγ1 aligns with Z−γ3 , then Z−γ3 aligns with Zγ1+γ2 . A second possibility is
Kγ1Kγ2K−γ3 = K−γ3Kγ1−γ3Kγ1Kγ2 = K−γ3Kγ1−γ3Kγ2Kγ1+γ2Kγ1
= Kγ2K−γ3Kγ1+γ2−γ3Kγ1+γ2Kγ1−γ3Kγ1 . (9.41)
The corresponding sequences of WKB triangulations are shown in Figure 53.
1
1
1
1 1
22 2
2 23
3
3
3
34
4
4 4
45 5 5 5 56
6
6
6
6
1
1
1
1 1
22 2
2 23
3
3
3
34
4
4 4
45 5 5 5 56
6
6
6
6
1
1
1
1 1
22 2
2 23
3
3
3
34
4
4 4
45 5 5 5 56
6
6
6
6
1
11
1 1
22 2 2 23 3
3
3
3
4
4
4 4
4
5 5
5 5 5
6 6
6
6
6
1
2
3
4
5
6
Figure 53: Upper strip: at u = 0, TWKB(ϑ, u) evolves simply with ϑ, undergoing three flips. Lower
strips: as we vary u toward ∞ we cross three walls. After crossing each wall, we show the new
evolution of TWKB(ϑ, u) with ϑ. In the last strip, to save space, we do not show the intermediate
triangulations between pairs of BPS jumps with the same gauge charge.
In Figure 54 we show the structure of the walls in B very close to the singular point
where Zγ1 = 0. The global structure of the walls is fairly intricate, and depends on the
phase of m.
Notice that it is possible to go from small u to large u by a trickier path which passes
between the two singularities where Zγ2 = 0 and Zγ3 = 0. The wall-crossing formula then
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�Figure 54: The walls of marginal stability in the N = 4 theory, near a point u with Zγ1(u) = 0,
for a certain choice of small m 6= 0. (For other phases of m, γ2 and −γ3 may be exchanged in the
figure). Note that Γˆ has monodromy, hence the need for the orange cuts.
arranges itself in a different way, for example as
Kγ3Kγ1Kγ2 = Kγ1Kγ1+γ3Kγ3Kγ2 = Kγ1Kγ2Kγ1+γ2+γ3Kγ1+γ3Kγ3
= Kγ2Kγ1+γ2Kγ1Kγ1+γ2+γ3Kγ1+γ3Kγ3 . (9.42)
(Remember that Kγ3 and Kγ2 commute.) It is an amusing exercise to check the self-
consistency of the BPS spectra generated by crossing from the inner region to the outer
region between different pairs of singular points, and the monodromies of the charge lattice
around the singular points themselves. The details vary depending on the phase of m.
A judicious choice of m can bring other pairs of singularities, say Zγ1 = 0 and Zγ2 = 0,
together, and produce a scaling region in B which looks like our N = 3 example. In this
limit we see a central region with the BPS spectrum of particles which becomes light at the
composite N = 3 singularity, with charges γ2, γ1 + γ2, γ1, together with the particle which
becomes light at the remaining simple singularity, with charge γ3. We show the structure
of B for this choice of m in Figure 55. The corresponding behavior of TWKB is shown in
Figure 56.
For generic m, there is a region at sufficiently large |u| where the turning points are
arranged roughly into a square, with 6 BPS states associated to the sides and the diagonals.
From this behavior we learn that in a generic N = 2 theory, near a singularity in the
Coulomb branch where four turning points are coalescing, we will typically find six light
BPS particles, realized as BPS strings joining any pair of turning points.
9.5 General N and the associahedron
Finally, we make some general remarks applicable to all N . The finite WKB curves in these
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Figure 55: The walls of marginal stability in the N = 4 theory, for the special choice of mass m
where the singularities Zγ1 = 0 and Zγ2 = 0 collide. Inside each region we list the charges of all
BPS hypermultiplets in the spectrum in that region, in order of their phases (up to overall cyclic
permutation). On each wall we give the relevant wall-crossing formula.
theories were described by Shapere and Vafa in [68], exactly for the purpose of studying
BPS states. They showed that:
• The phase ϑ at which a finite WKB curve appears is uniquely determined by the
homotopy class of the WKB curve in the punctured plane C− {Ti}.
• There is at most one finite WKB curve joining any two turning points. Hence there
are only a finite number of BPS states.
• Any two turning points can be joined by a piecewise collection of finite WKB curves
(generically with different ϑ for each segment). Hence there are at least N − 1 BPS
states at any point u on the Coulomb branch.
• The minimal number of BPS states, N − 1, is attained, for example, when all the
roots of PN (z) are real. The maximal number,
1
2N(N − 1), is attained, for example,
if P (z) = zN − 1.
• The three separating WKB curves emanating from each of the N turning points each
asymptote to a different ray at z =∞.
• There are no closed WKB curves.
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Figure 56: The triangulation TWKB for the N = 4 theory, with m and u adjusted so that three
turning points are coming together. On the left, the pentagonal structure of the N = 3 example
emerges inside the N = 4 triangulation.
The generic WKB curves thus define a triangulation of a convex polygon with N + 2
vertices. (We have seen examples of this for N = 1, 2, 3, 4 above.) This observation opens
up a connection to a rich branch of mathematics. Triangulations of an (N + 2)-gon are
dual to trivalent graphs and also correspond to rooted binary trees with N + 1 terminal
points, or equivalently to ways of parenthesizing a product of N+1 nonassociative variables
x1 · · ·xN+1. The number of such triangulations is the Catalan number CN = 1N+1
(
2N
N
)
.
Moreover, the triangulations of the (N + 2)-gon can be considered as the vertices of a
simplicial complex KN+1, with 1-simplices corresponding to the flips. This complex is the
1-skeleton of the N -th “associahedron” or Stasheff polytope [72]. (See for example [73, 74]
for recent discussions.) K3 is an interval, and K4 is a pentagon. A basic lemma of [72] is
that the faces of the associahedron are products of lower-dimensional associahedra. So in
particular the 2-cells are pentagons (corresponding to the pentagon relation) and squares
(corresponding to the relation that flips on disjoint edges commute). On the other hand the
associahedron itself is simply connected, and hence the two-skeleton is simply connected.40
In our context this implies that all the wall-crossing formulae that arise in these examples
are consequences of the pentagon relation. We have seen this fact in the N = 3, 4 examples
above.
The appearance of the associahedron in this class of examples raises the question of
whether the theory of A∞ algebras has any interesting role to play here. Another natural
question is whether there is a simple algorithm for computing the spectrum of BPS states
given only the polynomial P (z). The computation of the spectrum generator in Section 11
answers this second question in the affirmative.
40This statement is also closely related to the MacLane coherence theorem in category theory [75].
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10. SU(2) gauge theory
The examples we have just studied in Section 9 only had BPS hypermultiplets, so the
WKB triangulations TWKB(ϑ) only exhibited simple flips as ϑ varied. Next we would
like to consider some examples with BPS vectormultiplets and the corresponding juggle
transformations. We will look at a well-known set of theories: SU(2) gauge theories with
Nf = 0, 1, 2, 3, 4. Some aspects of their spectra are well understood. See in particular
[76, 77, 78] for explicit results on the BPS spectrum in various parameter ranges and
[79, 80, 81, 82, 83] for an approach using F -theory. However, a complete description of
their BPS spectra is not available. In this section we will make progress towards such a
complete description, giving the spectra in many regions of parameter space. In fact, our
methods could be used to obtain the spectrum at any point in moduli space.
10.1 Nf = 0
This is the canonical example of Seiberg-Witten theory. It can be constructed as in Section
3 from two D4-branes stretched between two NS5-branes (see equation (3.130) et. seq.)
The quadratic differential is simply
λ2 =
(
Λ2
z3
+
2u
z2
+
Λ2
z
)
dz2. (10.1)
The corresponding Hitchin system has the mildest possible irregular singularities at z =
0,∞, with a single WKB ray emerging from each (corresponding to L = 1 in the notation of
Section 8). There are two turning points, z±tp = − uΛ2±
√
( u
Λ2
)2 − 1, which collide at z±tp = ∓1
when u = ±Λ2. These two values of u are singularities in B. At each of the singularities
a single BPS particle becomes massless. As u varies along the interval −Λ2 < u < Λ2 the
two turning points separate, move in opposite directions around z = 0, and then rejoin.
The BPS spectrum anywhere on this interval, for example at u = 0, consists of two BPS
hypermultiplets. They are described by strings joining the two turning points but passing
on opposite sides of the singularity at z = 0. They share both endpoints, hence their charges
γ1,2 satisfy 〈γ1, γ2〉 = 2. γ1,2 generate the charge lattice Γˆ. A typical WKB triangulation
TWKB(ϑ, u) for u in this interval, and its transformations as ϑ varies, are shown in Figures
57, 58.
There is a single ellipsoidal wall of marginal stability in B, passing through the two
singular points. The region inside this wall (which we have just been discussing) is also
called the “strong coupling” region, while the region outside is the weak coupling region.
Note that all of the WKB triangulations in this theory are just annuli traversed by two
internal edges — exactly the prerequisite situation for our discussion of limit triangulations
in Section 6.6.3. When u is in the strong coupling region the evolution with ϑ is simple, and
illustrated in Figure 58. On the other hand, in the weak coupling region we encounter a
new feature, namely a BPS vectormultiplet. For an appropriate ϑc a one-parameter family
of closed WKB curves appears, corresponding to a single vectormultiplet of charge γ1 +γ2,
as shown in Figure 59. Thus, if u is in the weak coupling region, as the phase of ϑ varies,
TWKB(ϑ, u) undergoes infinitely many elementary flips, corresponding to a spectrum of BPS
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Figure 57: A generic TWKB for the SU(2) theory with Nf = 0. For clarity z = ∞ has been
mapped to finite distance.
1
1 1 1 1 1
1’
1’ 1’ 1’ 1’ 1’
Figure 58: The evolution of TWKB(ϑ, u) for the SU(2) theory with Nf = 0, for u in the strong
coupling region around u = 0. For clarity z = 0 and z = ∞ have been mapped to finite distance.
There are two flips, corresponding to two BPS states γ1, γ2 with 〈γ1, γ2〉 = 2. One finite WKB
curve is the dotted red and the other is the dotted blue curve. The red (blue) dotted vertical line
indicates the flips due to the existence of the red (blue) BPS state.
hypermultiplets with charges of the form (n + 1)γ1 + nγ2, at BPS rays which accumulate
at the phase of Zγ1+γ2 . At the critical phase for the vectormultiplet TWKB transforms by a
juggle. This is followed by another infinite sequence of flips, corresponding to a spectrum of
BPS hypermultiplets, with charges of the form nγ1 +(n+1)γ2. So altogether we encounter
the standard weak coupling BPS spectrum of the theory: a W-boson of electric charge
γ1 + γ2 and an infinite tower of dyons.
Comparing the spectrum on the two sides of the wall, we encounter the important
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Figure 59: The limit WKB triangulation for the SU(2) theory with Nf = 0. For clarity z = ∞
has been mapped to finite distance, and a few extra closed WKB curves are shown.
wall-crossing formula for charges with 〈γ1, γ2〉 = 2:
Kγ1Kγ2 = Kγ2Kγ1+2γ2K2γ1+3γ2 · · · K−2γ1+γ2 · · · K3γ1+2γ2K2γ1+γ2Kγ1 . (10.2)
More precisely, this is the wall-crossing formula relevant for one of the two sections of
the wall. For the other section, the relevant formula is
Kγ2K−γ1 = K−γ1K−2γ1+γ2K−3γ1+2γ2 · · · K−2−γ1+γ2 · · · K−2γ1+3γ2K−γ1+2γ2Kγ2 (10.3)
Again, the two spectra appearing on the right side are compatible with one another, once
we take account of the expected monodromy around the singularities:
M1 = (γ1, γ2)→ (γ1, γ2 − 2γ1), (10.4)
M2 = (γ1, γ2)→ (γ1 + 2γ2, γ2). (10.5)
10.2 Nf = 1
If we add a single flavor to the SU(2) gauge theory, the quadratic differential is modified
to
λ2 =
(
Λ2
z3
+
3u
z2
+
2Λm
z
+ Λ2
)
(dz)2. (10.6)
Again, this may be easily derived using the methods of Section 3. The expansion around
z = ∞ now shows an irregular singularity with two WKB rays. The mass parameter m
coincides with the residue at this singularity:
λ ∼
(
Λ +
m
z
+ · · ·
)
dz. (10.7)
There are three turning points. If we set m = 0, there are three singularities in B, at
u3 = 14Λ
6. At each singularity, a single BPS state becomes massless. In a “strong coupling”
region around u = 0, meeting these three singularities, the BPS spectrum consists exactly
of these three BPS states. They are realized as strings joining consecutive pairs of turning
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Figure 60: TWKB for the SU(2) theory with Nf = 1. For clarity z = 0 and z = ∞ have been
mapped to finite distance.
points clockwise around z = 0. Their charges γ1,2,3 are a basis of the charge lattice Γˆ,
satisfying 〈γ1, γ2〉 = 〈γ2, γ3〉 = 〈γ3, γ1〉 = 1. Furthermore,
∑
γi can be wrapped around
z = 0, and thus corresponds to a pure flavor charge.
At m = 0, Z−γ3 = Zγ1+γ2 , and there is a single wall of marginal stability, where
the central charges of the three BPS states align. This wall passes through the three
singularities.
We now reverse the logic that we have been using in examining these examples. Thus
far, we have been deducing the BPS spectra from the ϑ-dependence of TWKB, and then
writing down the identities between products of symplectomorphisms which arise when we
cross a wall. We will now instead use these identities to determine what the BPS spectra
must be.
Consider for instance a section of the wall where Zγ1 , Zγ2 , Z−γ3 are aligned. In the
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Figure 61: The evolution of TWKB(ϑ, u) with ϑ, in the SU(2) theory with Nf = 1, for u in the
strong coupling region around u = 0. For clarity z =∞ has been mapped to finite distance. There
are three flips, corresponding to the three BPS states with charges γ1, γ2, −γ3.
strong coupling region, the triangulation undergoes three flips as ϑ crosses the correspond-
ing phases, which combine to give the symplectomorphism Kγ1K−γ3Kγ2 . On the other side,
the same symplectomorphism has to be decomposed into factors for which the phases are
ordered in the opposite direction.
To find such a decomposition we can play around with the identities we already know.
There is no problem bringing Kγ1 to the right, by two applications of the pentagon identity
Kγ1K−γ3Kγ2 = K−γ3Kγ1−γ3Kγ2Kγ1+γ2Kγ1 . (10.8)
However, the factors are still not properly ordered: we need to bring Kγ2 to the left, across
K−γ3Kγ1−γ3 . We have 〈γ1−γ3, γ2〉 = 2, so we need to use the identity (10.2) we encountered
in the Nf = 0 theory (with a change of basis), giving
K−γ3Kγ1−γ3Kγ2Kγ1+γ2Kγ1 =
K−γ3Kγ2K2γ2+γ1−γ3K3γ2+2γ1−2γ3 · · · K−2γ1−γ3+γ2 · · · K2γ2+3γ1−3γ3Kγ2+2γ1−2γ3Kγ1−γ3Kγ1+γ2Kγ1 .
(10.9)
We are almost done. The factors K−γ3 and Kγ1+γ2 are associated to charges with Z−γ3 =
Zγ1+γ2 , so in the properly reordered product they should be adjacent to the vectormultiplet
of charge γ1 − γ3 + γ2. To get them there we need to carry each through an infinite set of
other factors; at each step we use the pentagon identity, and obtain the final result
Kγ1K−γ3Kγ2 =
Kγ2Kγ2−γ3K2γ2+γ1−γ3K2γ2+γ1−2γ3K3γ2+2γ1−2γ3K3γ2+2γ1−3γ3 · · · K−γ3K−2γ1−γ3+γ2Kγ1+γ2 · · ·
· · · K2γ2+3γ1−3γ3K2γ2+3γ1−2γ3K2γ2+3γ1−2γ3Kγ2+2γ1−2γ3K2γ1+γ2−γ3Kγ1−γ3Kγ1 . (10.10)
This indeed corresponds to the BPS spectrum in the weak coupling region outside the wall.
Notice that the two “electric” hypermultiplets of charges −γ3 and γ1 + γ2 are the basic
matter particles in the Lagrangian of the SU(2) theory with Nf = 1, and they have the
same gauge charge, half that of the W boson.
As we vary ϑ in the weak coupling region, TWKB undergoes an infinite sequence of
flips and then a transformation similar to the “juggle” we described in Section 6.6.3 and
encountered in the Nf = 0 theory. However, it is not quite the same; in particular, in
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the limiting triangulation one of the boundaries of the annulus has two vertices on it
(coming from the two WKB rays entering the singularity at z = 0). See Figure 62. This
is a non-generic situation, which occurs here because we chose the special value m = 0.
It is related to the fact that the coordinate transformation across the critical ϑ must
be K−γ3K−2γ1−γ3+γ2Kγ1+γ2 corresponding to a vectormultiplet and two hypermultiplets, in
contrast to the usual situation where we have only the vectormultiplet at the critical ϑ.
Figure 62: The limit TWKB for the SU(2) theory with Nf = 1 and m = 0. For clarity z = 0 and
z =∞ have been mapped to finite distance, and an extra closed WKB curve is shown.
As soon as we perturb m slightly away from zero, we reach a more conventional setup.
As we move from the strong coupling region towards large u, the sequence of elementary
operations we described, or some close analog, happens at a sequence of walls of marginal
stability. At large but finite u, the central charges of the hypermultiplets associated with
K−γ3 and Kγ1+γ2 are not exactly aligned with the central charge associated to K−2γ1−γ3+γ2 .
Hence in rearranging the product the two factors K−γ3 and Kγ1+γ2 should only be moved
a finite number of steps. The “core” of the infinite product around K−2γ1−γ3+γ2 then corre-
sponds to the standard sequence of flips and juggles as in Section 6.6.3. The limit WKB
triangulation is shown in Figure 63; now both boundaries of the annulus have only one
vertex.
It is amusing to bring m close to the value 32Λ, where two singularities in B coalesce.
We expect to see the N = 3 theory from Section 9.4.4 emerge in a scaling region near the
two singularities. Indeed, it is instructive to look at the shape of the WKB foliation (see
Figure 64) in the scaling region, and see the pentagon appear near the region where the
three turning points are converging.
10.3 Nf = 2, first realization
Using the brane setup of Section 3, there are two ways to add a second flavor to the SU(2)
gauge theory. Correspondingly, there are two distinct Hitchin systems, for which the metric
onM is expected to be the same. In this subsection we deal with the symmetric possibility,
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Figure 63: The limit TWKB for the SU(2) theory with Nf = 1 and m 6= 0. For clarity z = 0 and
z =∞ have been mapped to finite distance, and an extra closed WKB curve is shown.
where the quadratic differential is
λ2 =
(
Λ2
z4
+
2Λm1
z3
+
4u
z2
+
2Λm2
z
+ Λ2
)
dz2 (10.11)
The expansion around either z = 0 or z =∞ then shows an irregular singularity with two
WKB rays. The two mass parameters m1,2 are the residues of the two poles.
There are four turning points, and four singularities in B. The reader will probably
guess that, once again, there will be a strong coupling region in B where the BPS spectrum
consists only of the four BPS particles which are massless at the four singularities.
If we set m1,2 = 0, a surprising simplification occurs. The Seiberg-Witten differential
for the Nf = 2 theory, and in fact the whole Hitchin system, can be mapped to those of
the Nf = 0 theory, by the simple coordinate transformation z
2 → zˆ. This allows us to
borrow much of the discussion from the Nf = 0 case. Each turning point of the Nf = 0
theory maps to two turning points of the Nf = 2 theory. Each BPS hypermultiplet of the
Nf = 0 theory maps to a pair of BPS hypermultiplets in the Nf = 2 theory. See Figure 65.
This pair of hypermultiplets have the same gauge charges, but their flavor charges differ:
the difference of the two corresponding paths can be deformed to a sum of paths around 0
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Figure 64: The WKB triangulation for the SU(2) theory with Nf = 1, with m adjusted near the
scaling limit in which the N = 3 theory from Section 9.4.4 emerges.
and infinity. We call the charges of one pair γ1,21 , and the other pair γ
1,2
2 , with 〈γi1, γj2〉 = 1.
In addition 〈γi1, γj1〉 = 〈γi2, γj2〉 = 0. If we turn on masses then Zγ11−γ21 = m1 + m2, while
Zγ12−γ22 = m1 −m2.
Figure 65: A typical WKB triangulation for the first realization of the SU(2) theory with Nf = 2,
m1 = m2 = 0. For clarity z = 0 and z =∞ have been mapped to finite distance.
Following this reasoning we can guess the shape of the relevant wall-crossing formula
— it should be a kind of doubling of the formula (10.2) for Nf = 0, of the form
Kγ11Kγ21Kγ12Kγ22 = Kγ2Kγ2Kγ1+2γ2Kγ1+2γ2 · · ·??? · · · K2γ1+γ2K2γ1+γ2Kγ1Kγ1 . (10.12)
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Figure 66: The limit WKB triangulation TWKB(ϑc) where a vectormultiplet appears, in the first
realization of the SU(2) theory with Nf = 2, m1 = m2 = 0. For clarity z = ∞ has been mapped
to finite distance, and we show two closed WKB curves among the 1-parameter family representing
the vectormultiplet.
On the right side it is not obvious a priori which of the cycles γi1,2 each γ1,2 represents,
though it may be determined from inspection of the flips in the WKB triangulation. Also,
it is not obvious what should replace the juggle transformation, as we have two vertices
on each of the circles surrounding the annular region — see Figure 66. We can of course
simply play around with the wall-crossing formulae we already know to fully determine the
right hand side. We begin by bringing Kγ21 to the right, obtaining
Kγ11Kγ21Kγ12Kγ22 = Kγ11Kγ12Kγ12+γ21Kγ22Kγ22+γ21Kγ21 , (10.13)
and then do the same for Kγ21 , giving
Kγ11Kγ12Kγ12+γ21Kγ22Kγ22+γ21Kγ21 =
Kγ12Kγ12+γ11Kγ12+γ21Kγ12+γ21+γ11Kγ22Kγ22+γ11Kγ22+γ21Kγ22+γ21+γ11Kγ21Kγ11 . (10.14)
We still need to bring Kγ22 to the left, but it will cross Kγ12+γ21+γ11 , leading to an infinite
product like those we encountered in the Nf = 0 example:
Kγ12Kγ12+γ11Kγ12+γ21Kγ12+γ21+γ11Kγ22Kγ22+γ11Kγ22+γ21Kγ22+γ21+γ11Kγ21Kγ11 =
Kγ12Kγ12+γ11Kγ12+γ21Kγ22Kγ12+2γ22+γ21+γ11 · · · K
−2
γ12+γ
2
2+γ
2
1+γ
1
1
· · ·
· · · K2γ12+γ22+2γ21+2γ11Kγ12+γ21+γ11Kγ22+γ11Kγ22+γ21Kγ22+γ21+γ11Kγ21Kγ11 . (10.15)
The factors Kγ12+γ11Kγ12+γ21 and Kγ22+γ21Kγ22+γ11 correspond to states with the same phase
as the vector multiplet K−2
γ12+γ
2
2+γ
2
1+γ
1
1
. Hence they need to be brought across the infinite
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product, through a sequence of pentagon identities, giving the final result
Kγ11Kγ21Kγ12Kγ22 =
Kγ12Kγ22Kγ11+γ22+γ12Kγ21+γ22+γ12Kγ21+γ11+γ22+2γ12Kγ21+γ11+γ12+2γ22 · · ·
· · · Kγ12+γ11Kγ12+γ21K
−2
γ12+γ
2
2+γ
2
1+γ
1
1
Kγ22+γ11Kγ22+γ21 · · ·
· · · Kγ21+2γ11+γ22+γ12K2γ21+γ11+γ22+γ12Kγ21+γ11+γ12Kγ21+γ11+γ22Kγ21Kγ11 . (10.16)
As in the Nf = 1 example, if we turn on m1,2 6= 0, the single wall will fragment into several
walls. By playing around with these parameters one can produce some entertaining results.
For example, if we set m1 = m2 = 2Λ, we get a neat example,
λ2 =
(
Λ2(z + 1)4
z4
+
16u˜
z2
)
dz2, (10.17)
where three out of four singular points in B coalesce at u˜ = 0, and we can recover the
N = 4 Argyres-Douglas scaling limit. One of the four particles in the strong coupling
region becomes very massive, and the other three coincide with the basic spectrum of the
N = 4 Argyres-Douglas theory.
10.4 Intermission: non-abelian flavor symmetries and WKB triangulations
We noticed in Section 3.2.9 how the WKB flow lines behave when the mass parameter at
a regular singularity P goes to zero, and a non-abelian SU(2) flavor symmetry is restored.
It is useful to consider the behavior of the whole WKB foliation in that limit. As m→ 0, a
turning point T moves toward P. At generic ϑ, one of the three separating WKB emerging
from T flows toward P. The other two wrap around P in opposite directions, and then
flow away while remaining very close to each other, ending up at some other singularity.
(TWKB is thus degenerate, with a single edge coming out of P.) As we vary ϑ, we will
occasionally meet pairs of BPS states with very close phases, when these two separatrices
become finite WKB curves landing on another turning point T ′. The charges of these BPS
states differ by (twice) a cycle wrapping around the singularity. In other words, these finite
WKB curves represent a doublet of BPS particles with charges γ ± γ+, where γ+ is the
flavor charge associated to the singularity P.
For ϑ in the narrow window between the phases of Zγ±γ+ , these two separatrices pass on
opposite sides of the turning point T ′, and go to different singularities. The corresponding
transformations of the WKB triangulation are straightforward. The first BPS state induces
a flip of the non-degenerate edge of the degenerate triangle associated to P. Then two edges
end on P. The second BPS state induces a flip of the old edge ending on P, so we get
again a degenerate triangle.
10.5 Nf = 2, second realization
Next we consider with the asymmetric realization of the Nf = 2 theory, where the irregular
singularity at infinity is the same as the one in the Nf = 0 theory, but the irregular
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Figure 67: The two flips in TWKB associated to a SU(2) flavor doublet of BPS hypermultiplets,
for small SU(2) breaking mass.
singularity at z = 0 is replaced by two regular singularities:
λ2 =
P3(z)
z2(z − 1)2 =
(
m2+
z2
+
m2−
(z − 1)2 +
Λ2 + u
2z
+
Λ2 − u
2(z − 1)
)
dz2 (10.18)
Here the parameters u,Λ do not necessarily coincide with the ones in the previous subsec-
tion. The expansion around z =∞ shows an irregular singularity with a single WKB ray.
There are three turning points. There are four singular points in B.
For very small masses m±, the typical TWKB here has two degenerate triangles attached
to the singularity at z =∞. The strong-coupling spectrum just includes two pairs of BPS
states, one for each singularity, as shown in Figure 68. Comparison with the previous
1 1
1 1
1 1
Figure 68: The evolution of the WKB triangulation for the second realization of the Nf = 2
theory, in the strong coupling region around u = 0, for small m±. For clarity z = ∞ has been
mapped to finite distance. There are two pairs of flips, corresponding to two BPS states with
charges γi1, γ
i
2, with 〈γi1, γj2〉 = 1. Notice that the two middle pictures differ by a pop, which does
not correspond to a BPS state.
section (or the analysis of Section 3) shows that m± = m1 ± m2. The weak-coupling
spectrum manifests itself as a sequence of pairs of BPS states associated to either the
singularity at z = 0 or at z = 1 (as described in the last section), which produces tightly
wound degenerate triangles. For general m±, less degenerate triangulations may occur, as
in Figure 69.
It is not at all obvious that the two hyperka¨hler metrics corresponding to the two
realizations of the Nf = 2 theory are the same. Indeed, this is an example of the surprising
isomorphism of Section 3.2.8. A proof that the two Hitchin systems for Nf = 2 have the
same hyperka¨hler metric goes as follows: the two systems have the same spectral curves
(although they are embedded differently in T ∗CP1) and the same central charge functions.
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Figure 69: A typical WKB triangulation for the SU(2) theory with Nf = 2, second realization,
with generic masses. For clarity z =∞ has been mapped to finite distance.
Now suppose we show (say, by explicit examination of TWKB) that the spectra of BPS states
in the two systems coincide at some strong coupling point. Then the wall-crossing formula
ensures that the spectra agree everywhere on B, and moreover the functions X ϑγ must
also agree, as they are solutions of the same Riemann-Hilbert problem, with the same
asymptotics. Hence the twistor spaces and the hyperka¨hler metrics for the two Hitchin
systems must coincide.
10.6 Nf = 3
The SU(2) gauge theory with Nf = 3 is associated to a SU(2) Hitchin system which is
rather similar to the second realization of the Nf = 2 theory. The quadratic differential is
λ2 =
P4(z)
z2(z − 1)2 =
(
m2+
z2
+
m2−
(z − 1)2 +
2Λm+ u
2z
+
2Λm− u
2(z − 1) + Λ
2
)
dz2 (10.19)
The expansion around z = ∞ shows an irregular singularity with two WKB rays. See
Figure 70.
There are four turning points in the z-plane, and five singularities in B. The three
mass parameters m, m± appear on a different footing. (To treat them symmetrically we
would have to realize the theory in terms of an SU(3) Hitchin system, which goes beyond
the scope of this paper.)
For very small m and m±, four of the singularities in B come together near u = 0.
The BPS particles which become massless at these four singularities have the same gauge
charges, but different flavor charges. See Figure 71. We know that for small enough
m± a turning point will be close to each of the regular singularities, and BPS states will
typically appear in doublets of the corresponding SU(2)± subgroups of the SU(4) flavor
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Figure 70: A typical WKB triangulation for the SU(2) theory with Nf = 3. For clarity z = ∞
has been mapped to finite distance.
1 1 1
1 1
2
2
2
2 2
Figure 71: The evolution of TWKB(ϑ) in the Nf = 3 theory, in the strong coupling region of B
around u = 0, for small m and m±. For clarity z = ∞ has been mapped to finite distance. As ϑ
varies there are five flips, corresponding to BPS states with charges γi1, γ2 with 〈γi1, γ2〉 = 1. The
second and third pictures differ by a pop, which does not correspond to a BPS state.
symmetry. m is the mass parameter for a remaining U(1) ∈ SU(4). The four particles
actually sit in a 4 of SU(4) [84]. Indeed the 4 decomposes as (2,1)+1 ⊕ (1,2)−1 under
SU(2)× SU(2)× U(1). We see from Figure 71 that the two doublets indeed have charges
which differ by the flavor charge at infinity.
There is a second singularity at u ∼ Λ24 , where two turning points coalesce. All in all,
there is a strong coupling region containing the interval 0 < u < Λ
2
4 , with a simple BPS
spectrum: the quadruplet of particles of charge γi1 (all with the same gauge charge) and a
single γ2 with 〈γi1, γ2〉 = 1. In addition 〈γi1, γj1〉 = 0 for all i, j. The wall-crossing formula
then predicts the correct known spectrum in the weak coupling region, as we can see by a
simple but tedious sequence of the identities we have used before. To write the final result
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let γ˜ = 2γ2 + γ
1
1 + γ
2
1 + γ
3
1 + γ
4
1 . Then:(
4∏
i=1
Kγi1
)
Kγ2 = Kγ2
(∏
Kγ2+γi1
)
Kγ2+γ˜
(∏
Kγ˜−γi1
)
· · ·
· · · K−2
2γ2+γ11+γ
2
1+γ
3
1+γ
4
1
∏
i<j
K
γ2+γi1+γ
j
1
 · · ·
· · ·
(∏
Kγ˜−γ2−γi1
)
Kγ˜−γ2
(
4∏
i=1
Kγi1
)
. (10.20)
10.7 Nf = 4: The superconformal case
Finally, we have learned enough to discuss the Nf = 4 theory properly. In this subsection
we will only consider the “balanced” realization of the theory, with four regular singular
points and four turning points on CP1. The Seiberg-Witten curve looks like
λ2 =
P4(z)
D4(z)2
(dz)2 =
P 04 (z) + uD4(z)
D4(z)2
(dz)2. (10.21)
In the second equality we introduced a basepoint and defined a normalizable u-parameter.
In addition to u, the theory has four mass parameters, and an exactly marginal gauge
coupling. There are 6 singularities in the u plane B.
If all the masses vanish (or if u is much larger than the masses) the WKB flows can be-
come very intricate. In this regime the WKB flows determined by λ are well approximated
by those for
λ0 =
dz√
D4(z)
= dυ, (10.22)
where υ is a uniformizing coordinate on the elliptic curve y2 = D4(z); so these flows are
just straight lines on a torus, of inclination determined by ϑ. For any rational slope, we
get closed WKB curves. In particular, there is an infinite spectrum of W -bosons forming
an SL(2,Z) duality orbit.
At the same ϑ where the W-bosons appear, eight hypermultiplets should also appear, in
representations 8v, 8s or 8c of the Spin(8) flavor symmetry group. We can understand them
as follows: since we are considering very small masses, each turning point is very close to
one of the four regular singular points. BPS hypermultiplets joining two turning points thus
arise in doublets of the two SU(2) flavor subgroups corresponding to the two endpoints. If
we denote the four singular points as a, b, c, d, and the corresponding subgroups of Spin(8)
as SU(2)a, SU(2)b, SU(2)c, SU(2)d, then we have the decompositions
8v = (2a,2b,1c,1d)⊕ (1a,1b,2c,2d),
8s = (2a,1b,2c,1d)⊕ (1a,2b,1c,2d),
8c = (2a,1b,1c,2d)⊕ (1a,2b,2c,1d). (10.23)
Each closed WKB curve divides the four singular points into two pairs, either (ab, cd),
(ac, bd), or (ad, bc). The corresponding pair of turning points, say (ab, cd), supports the 8
BPS hypermultiplets in, say, 8v.
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As soon as we turn on finite mass parameters, the spectrum simplifies considerably.
Each singularity becomes an attractor, preventing most of the closed WKB curves from
appearing. Indeed, it is entertaining to introduce a different auxiliary torus by writing
λ =
dz√
P4(z)
P4(z)
D4(z)
= dυ
P4(z)
D4(z)
, (10.24)
where now dυ = dz/
√
P4(z) is a uniformizing parameter for the torus y
2 = P4(z). The
WKB curves lift to flow lines for the meromorphic differential λ on this torus. Each zero
of P4 becomes a double zero on the torus, and each zero of D4 lifts to a pair of poles.
If the mass parameters are small, the pair of poles will be very close to the double zero.
A local picture of the flow shows a localized disturbance, with a well-defined “absorption
cross-section” for the flows. We can even compute that cross section. We integrate the
local form of λ,
w =
∫
λ ∼
∫ υ
υ=0
m(υ′)2
1− (υ′)2dυ
′ = −mυ + m
2
log
1 + υ
1− υ . (10.25)
Since −mυ + m2 log 1+υ1−υ ∼ m3 υ3 + · · · there are six flows of Im(e−iϑw) = 0 emerging from
υ = 0. The flows which asymptote to parallel lines have a spacing piRe
(
e−iϑm
)
. See Figure
72.
Figure 72: The local flow on the torus near a group of zeroes and poles of λ.
However small the mass parameter, the singularity will surely end up attracting any
WKB curve which winds too many times around the torus, unless ϑ is very close to the
phase of the mass parameter. So unless the phases of all mass parameters are aligned,
it appears that only a finite number of SL(2,Z) images of the W-boson will survive at
finite u. Adjusting the mass parameters appropriately, it should even be possible to find a
“strong coupling region” where no vectormultiplet BPS states survive. That would clearly
be a good point from which to start our analysis.
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With that in mind, let’s consider the following symmetric choice of parameters:
λ2 =
z4 − u(z4 − 1)
(z4 − 1)2 =
=
1
16(z − 1)2 −
1
16(z − i)2 −
1
16(z + i)2
+
1
16(z + 1)2
+
1− 4u
16(z − 1) −
i(4u− 1)
16(z − i) +
i(4u− 1)
16(z + i)
+
4u− 1
16(z + 1)
.
(10.26)
We have adjusted the gauge coupling to τ = i, which gives a useful discrete Z4 symmetry to
the problem. The singularities are za = 1, zb = i, zc = −1, zd = −i. The mass parameters
turn out to be ma =
1
4za. Their sign is arbitrary: we used a convention such that
∑
ma = 0
for this setup. An example of a WKB triangulation is shown in Figure 73.
Figure 73: A typical WKB triangulation for the SU(2) theory with Nf = 4, at the special Z4
symmetric point.
The Z4 symmetry ensures that the six singularities in the u plane coalesce in two
groups of three, giving two singular points of the N = 4 type at u = 0, 1. As u approaches
these two points, the turning points coalesce at z = 0 or z = ∞ respectively. We know
that near each N = 4 singularity there should be 6 light BPS particles, joining the turning
points in all possible ways (passing either near z = 0 or near z =∞). It is easy to see that
on the segment 0 < u < 1 these two groups of 6 particles exhaust the BPS spectrum! This
can be checked, say, at u = 1/2, and remains true on the whole segment because the phase
of the central charges are actually constant there, so no wall-crossing may happen.
We expect to see an ellipsoidal “strong coupling” region where the spectrum consists
of those 12 particles. We will need a convenient labeling of the charges for these BPS
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particles. First of all, we can forget the flavor charges and project to a convenient Z2
lattice of gauge charges, inspired by the labeling in the N = 4 example. We will meet only
charges
(0, 1), (1, 1), (1, 0), (1,−1). (10.27)
Indeed, the turning points form a square; BPS strings joining opposite sides have the same
gauge charge (0, 1) or (1, 0), while the diagonals have gauge charge (1, 1) or (1,−1).
Figure 74: The evolution of the WKB triangulation for the SU(2) theory with Nf = 4, for the
parameters specified in the text. We only show half of the overall evolution, i.e. six out of twelve
flips. Because of the Z4 symmetry of the problem, the second half of the sequence is identical to the
first half, with pictures rotated by 90 degrees. We split the sequence further in two rows, the last
triangulation in the first row coincides with the first in the second row. We see first a flip of the two
diagonal edges, corresponding to the purple BPS states, then a flip of two side edges corresponding
to two of the four red BPS states, then in the next row a pop of the northeast singularity and
of the southwest one, followed by flips corresponding to the other two red BPS states. The other
half of the evolution involves another flip of the diagonal edges due to the green BPS states, flips
corresponding to two blue BPS states, a pop of the northwest and of the southeast singularities,
and another flip from the other two blue BPS states.
In Figure 74 we show the evolution of TWKB, from which we can read off the BPS
particles at u = 12 . There are four particles of gauge charge (0, 1), four of charge (1, 0),
two of charge (1, 1) and two of charge (1,−1), with various combinations of flavor charges.
Let us ignore the flavor charge information for the moment. The triangulations undergo a
simple sequence of flips, which involves the required appearance of degenerate triangles for
each regular singularity, at ϑ = 0, pi or ϑ = ±pi/2.
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Reading from the figure, the corresponding sequence of KS transformations is (sup-
pressing flavor information, but showing a ± sign distinguishing particles which become
light at u = 0 vs. u = 1):
K−1,1;+K1,−1;−K20,1;+K20,−1;−K1,1;+K−1,−1;−K21,0;+K2−1,0;−. (10.28)
If we move to a region of large u, the phases of the charges, say, (1, 0; +) and (1, 0;−)
will approach each other, as the flavor information becomes irrelevant. This will require a
complete overhaul of the product of symplectomorphisms. A first step is the exchange of
consecutive pairs of “side” and “diagonal” BPS states (now a ∗ indicates a mixed flavor
charge, with both + and − contributions):
(K21,0;−K−1,1;+)(K1,−1;−K20,1;+)(K20,−1;−K1,1;+)(K−1,−1;−K21,0;+) =
(K−1,1;+K20,1;∗K1,1;∗K21,0;−)(K20,1;+K1,1;∗K21,0;∗K1,−1;−)
(K1,1;+K21,0;∗K1,−1;∗K20,−1;−)(K21,0;+K1,−1;∗K20,−1;∗K−1,−1;−). (10.29)
We have applied the pentagon twice to each of the four pairs of transformations on the
left. We already see something interesting: now there are 8 particles of gauge charge (1, 0),
8 particles of gauge charge (0, 1). Some of the octets of hypermultiplets of the very large
u region are making their appearance. On the other hand we still see only 4 particles of
charge (1, 1).
The next steps towards the large u region generate vector multiplets: we recognize
in pairs like K21,0;−K20,1;+ the left hand side of the Nf = 2 wall-crossing formula, and in
pairs like K1,−1;−K1,1;+ the left hand side of the Nf = 0 wall crossing formula. The latter
will give rise to a vectormultiplet of gauge charge (2, 0), the former to a vectormultiplet
of gauge charge (2, 2), accompanied by 4 hypermultiplets of charge (1, 1). These, together
with the other 4 hypers already present at the previous step, form an octet.
From here on, the sequence of wall-crossings becomes increasingly intricate. As u
grows, the phases of each member of the various octets move toward the phase of the
corresponding W-boson. In the process one meets a recursive structure of wall-crossing
formulae from the Nf = 0 or Nf = 2 theories; applying them repeatedly here gives rise to
the infinitely dense structure of SL(2,Z) S-dual images of the W-bosons.
It is interesting to recover the flavor structure from our considerations here. Our
special choice of masses breaks all SU(2)a,b,c,d subgroups to their Cartan subgroups, but
actually preserves some non-manifest part of SO(8). In the three possible triality frames,
the SO(8) Cartan generator has eigenvalues (ma ± mc,mb ± md), (ma ± mb,mc ± md),
(ma ± md,mc ± mb). In the first frame, two eigenvalues are actually zero: a hidden
SO(4) ∼ SU(2)L×SU(2)R is unbroken. This is essentially the reason for the reappearance
here of the wall-crossing formulae from the Nf = 2 example. 8v contains a vector of this
SO(4) and four singlets. 8s and 8c each contain two doublets 2L and two doublets 2R.
The wall-crossing we described is consistent with the idea that the original four par-
ticles of charge (1, 0) in the strong coupling region should be viewed as part of 8s; more
precisely (1, 0; +) can be taken to be a doublet of SU(2)L and (1, 0;−) a doublet of SU(2)R.
Similarly, the four particles of charge (0, 1) should be doublets of each kind in 8c: (0, 1; +)
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can be taken to be a doublet of SU(2)L and (0, 1;−) a doublet of SU(2)R. The particles
of charges (1, 1) (and similarly (1,−1)) should be all singlets of 8v. Indeed it is easy to see
that the first type of wall-crossing,
K21,0;−K−1,1;+ = K−1,1;+K20,1;∗K1,1;∗K21,0;−, (10.30)
produce the missing doublets in 8s and 8c, and the missing singlets of 8v. The Nf = 2
type wall-crossing of SU(2)L doublets and SU(2)R doublets like K21,0;−K20,1;+ produces the
missing vectors in 8v.
A simple way to describe the full charge lattice is the following. The six charges which
become light at u → 0 (which we have labeled +) satisfy the same linear relations as we
found in the general N = 4 analysis, and in particular span a three-dimensional lattice.
The same is true of the six charges labeled −. The full charge lattice is the orthogonal sum
of these two three-dimensional lattices.
In principle, one could determine the spectrum anywhere in parameter space from the
strong coupling spectrum and the wall-crossing formula. In the next section we will propose
a better method.
11. The spectrum generator
In this section, we give an algebraic method of determining the BPS spectrum of any theory
related to an SU(2) Hitchin system.
Consider the evolution of the WKB triangulation TWKB(ϑ, λ
2) as ϑ varies continously
through an arc of length pi. As we saw in Section 6.6, generically there are three species
of transformations of TWKB which might occur at critical values ϑ = ϑc. Two of the
three are flips and juggles, corresponding respectively to the BPS hypermultiplets and
vectormultiplets we want to detect, with arg−Z = ϑc. As ϑ varies we encounter exactly
half of the BPS particles of the theory (given any BPS particle we encounter either the
particle or its antiparticle). Each corresponds to a symplectomorphism acting on the
coordinates X ϑγ . The third possible transformation is a pop, which does not correspond to
any of the BPS particles in which we are interested. Fortunately, these pops always occur
within degenerate triangles. Thanks to the analysis of Section 7.6.3 these transformations
actually give the trivial symplectomorphism, and hence can be ignored.
Composing all these symplectomorphisms in order, we arrive at a transformation S
relating X ϑ and X ϑ+pi:
S =
x∏
γ:ϑ<arg−Zγ(u)<ϑ+pi
KΩ(γ;u)γ . (11.1)
Here the product from left to right is taken in increasing order of arg−Zγ . This S is a Stokes
matrix for the Riemann-Hilbert problem of [1]. We will call it the spectrum generator.
Our trick is to notice that the technology of the previous sections provides a neat way
of computing S without following the continuous evolution of the triangulation. Once S is
known, the decomposition (11.1) uniquely determines the Ω(γ;u).
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How will we compute S? Notice that the WKB foliations with phases ϑ and ϑ+ pi are
identical. It follows that the undecorated WKB triangulations are also the same. What
about the decorations? In the case of regular singularities, if we change ϑ to ϑ + pi, it
follows from Section 6.5 that the decoration switches from one monodromy eigenvector
to the other — this is the transformation we called a pop. Similarly, it follows from the
local analysis in Section 8 that the same conclusion holds for irregular singularities. So
the decorated triangulation TWKB(ϑ + pi) differs from TWKB(ϑ) by a pop transformation
at every vertex — what we will refer to as an omnipop.
So to determine S our job is to work out the explicit transformation corresponding to
an omnipop.
11.1 Deriving the transformation under an omnipop
Given a vertex P , the decoration of TWKB(ϑ) provides a distinguished section (up to scale)
near P . In the case of a regular singularity, P is the singular point, and for an irregular
singular point, P is one of the distinguished points on the small circle surrounding the
singularity. Choose a scale and let sP be a distinguished section, while s˜P is the new
distinguished section resulting from a pop. Similarly, we write XP1P2 and X˜P1P2 for the
original and new Fock-Goncharov coordinates at the edge EP1P2 joining vertices P1, P2
computed using the sections sPi and s˜Pi , respectively.
It follows from the definitions in Section 7.1 that, for all E, γϑ+piE = −γϑE . Combining
this with the definitions
X ϑ+pi
γϑ+piE
= X TWKB(ϑ+pi,λ2)E , X ϑγϑE = X
TWKB(ϑ,λ
2)
E , (11.2)
we have
X ϑ+piγ = X ϑγ ·
(
X TWKB(ϑ,λ2)E X˜ TWKB(ϑ,λ
2)
E
)−1
(11.3)
for γ = γϑE . Therefore, we seek a simple formula for X TE X˜ TE for a fixed decorated triangu-
lation T . To ease the notation we will drop the superscript T in the computations that
follow, but bear in mind that we are working within a fixed decorated triangulation.
For any edge PQ it will be convenient to define APQ by
APQ := −(sQ ∧ s˜P )(sP ∧ s˜Q)
(sP ∧ s˜P )(sQ ∧ s˜Q) . (11.4)
Note that APQ = AQP . This is a useful definition because one can easily show that
41
1 +APQ =
(sP ∧ sQ)(s˜P ∧ s˜Q)
(s˜P ∧ sP )(s˜Q ∧ sQ) , (11.7)
41In order to obtain (11.7) from (11.4) we use the fact that in a two-dimensional vector space, for any
three vectors v1, v2, v3, we have
(v1 ∧ v2)v3 + (v3 ∧ v1)v2 + (v2 ∧ v3)v1 = 0, (11.5)
or equivalently, for any four vectors v1, v2, v3, v4, we have
(v1 ∧ v2)(v3 ∧ v4) + (v3 ∧ v1)(v2 ∧ v4) + (v2 ∧ v3)(v1 ∧ v4) = 0. (11.6)
We will use this relation repeatedly in what follows.
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and therefore, if E is the edge ac in the quadrilateral QE with vertices abcd in counter-
clockwise order,
X˜EXE = (1 +Aab)(1 +Acd)
(1 +Abc)(1 +Ada)
. (11.8)
Therefore we can solve our problem if we can express Aab in terms of the coordinates X TE .
Figure 75: Partial star-shaped neighborhood of a vertex P , used in the computation of
Σ(P ;Q`+1 → Q0). The brown arrow intersects the edges which occur in (11.9). The final edge
intersected by the brown arrow only occurs in the final summand. The result (11.10) is expressed
in terms of the decorations at P and Q`, as well as at the bounding edges Q0, Q`+1, whose edges
do not occur in the expression for Σ(P ;Q`+1 → Q0).
We begin with a key lemma. Consider a partial star-shaped neighborhood of a deco-
rated point (P, sP ) with decorated vertices (Q0, s0), (Q1, s1), . . . , (Q`+1, s`+1) in clockwise
order, as in Figure 75. Denote the edge coordinates XP,Qj simply by XP,j . We claim that
the quantity
Σ(P ;Q`+1 → Q0) := 1 + XP,` + XP,`XP,`−1 + · · ·+ (XP,` · · · XP,1) (11.9)
can be written simply in terms of the sections sP , s0, s`, s`+1, which have been continued
in a single-valued fashion in the simply connected region formed by the triangles. Indeed
we have
Σ(P ;Q`+1 → Q0) = (s0 ∧ s`+1)(sP ∧ s`)
(s`+1 ∧ s`)(s0 ∧ sP ) . (11.10)
To prove this, first check it for ` = 1, using the identity (11.5). Then, for the inductive
step note that if we add a further decorated vertex (Q`+2, s`+2) then
Σ(P ;Q`+2 → Q0) = 1 + Σ(P ;Q`+1 → Q0)XP,`+1
= 1− (s0 ∧ s`+1)(sP ∧ s`)
(s`+1 ∧ s`)(s0 ∧ sP )
(sP ∧ s`+2)(s`+1 ∧ s`)
(s`+2 ∧ s`+1)(s` ∧ sP )
= 1 +
(sP ∧ s`+2)(s0 ∧ s`+1)
(s`+2 ∧ s`+1)(s0 ∧ sP )
=
(s0 ∧ sP )(s`+2 ∧ s`+1) + (s0 ∧ s`+1)(sP ∧ s`+2)
(s`+2 ∧ s`+1)(s0 ∧ sP )
=
(s0 ∧ s`+2)(sP ∧ s`+1)
(s`+2 ∧ s`+1)(s0 ∧ sP )
(11.11)
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where in the last line we have again used equation (11.5).
Figure 76: Configuration of edges involved in computing APQ when P,Q are both irregular
singular points. The elementary pop transformations at P and Q associate the decorations at P˜ , Q˜
to the vertices P,Q respectively.
Now, to compute APQ we need to distinguish the cases where P,Q are regular or
irregular singular points. Let us consider first the case where both P,Q are irregular
singular points. Then we have the situation illustrated in Figure 76. Note that we have
denoted P˜ as the distinguished point from the WKB ray one step counterclockwise from
P , so that for an elementary pop, s˜P = sP˜ , and similarly for Q. Here we parallel-transport
sP˜ along the edge going from P to P˜ . Applying our lemma we have
Σ(P ;Q→ P˜ ) = (s˜P ∧ sQ)(sP ∧ sk)
(sQ ∧ sk)(s˜P ∧ sP ) , (11.12)
Σ(Q;P → Q˜) = (s˜Q ∧ sP )(sQ ∧ s
′
k′)
(sP ∧ s′k′)(s˜Q ∧ sQ)
, (11.13)
and by definition
XPQ = −(sP ∧ s
′
k′)(sQ ∧ sk)
(s′k′ ∧ sQ)(sk ∧ sP )
. (11.14)
Taking the product of these three expressions and cancelling factors we find:
XPQΣ(P ;Q→ P˜ )Σ(Q;P → Q˜) = −(s˜P ∧ sQ)(s˜Q ∧ sP )
(s˜P ∧ sP )(s˜Q ∧ sQ) = APQ. (11.15)
This gives us the desired expression for APQ in terms of the coordinates X TE . This ex-
pression even works if P,Q are consecutive points on the same boundary circle, since we
defined XPQ = 0 in that case.
Now let us consider the case where P is a regular singular point as shown in Figure 77.
A new point arises in computing Σ(P ;Q→ Q): we must take into account the monodromy
around the regular singular point. If MP is the clockwise monodromy operator around P ,
we use expression (11.10) above with s`+1 = sQ and s0 = M
−1sQ:
Σ(P ;Q→ Q) = (sP ∧ s`)(M
−1sQ ∧ sQ)
(sQ ∧ s`)(M−1sQ ∧ sP ) . (11.16)
– 144 –
Figure 77: Configuration of edges involved in the computation of Σ(P ;Q → Q), for P a regular
singular point. Here one must take into account the monodromy around P , since in the inductive
proof of (11.10) it is assumed that the si are single-valued in the region determined by the triangles.
Thus, in the final inductive step one must move a cut.
This can be put in a more useful form by expanding sQ in the basis sP , s˜P , where MsP =
µP sP and Ms˜P = µ
−1
P s˜P . Then we can expand sQ = c1sP + c2s˜P and compute
M−1sQ ∧ sQ = c1c2(µ−1P − µP )sP ∧ s˜P , (11.17)
M−1sQ ∧ sP = c2µP s˜P ∧ sP . (11.18)
Thus, using c1 = (sQ ∧ s˜P )/(sP ∧ s˜P ) we get
Σ(P ;Q→ Q) = (1− µ−2P )
(sP ∧ s`)(sQ ∧ s˜P )
(sQ ∧ s`)(sP ∧ s˜P ) . (11.19)
Figure 78: Configuration of edges involved in computing APQ when P,Q are both regular singular
points.
Now, consider an edge between two regular singular points P and Q as in Figure 78.
Using the result (11.19) for both P and Q we obtain
XPQΣ(P ;Q→ Q)Σ(Q;P → P ) = (1− µ−2P )(1− µ−2Q )APQ (11.20)
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from which we obtain APQ in terms of the X TE .
Finally, suppose P is an irregular singular point and Q is a regular singular point.
Then similarly to the above we have
APQ = (1− µ−2Q )−1XPQΣ(P ;Q→ P˜ )Σ(Q;P → P ). (11.21)
Taken together, (11.3), (11.8), (11.15), (11.20), (11.21) completely solve the problem of
determining the spectrum generator S as an elementary symplectic transformation. In the
following sections we will illustrate the kinds of formulae which appear in several examples.
Let us conclude with two remarks:
• The reader might be disturbed by the minus sign appearing in the final expression for
Aab in the case of a regular singular point. After all, any two triangulations should be
connected by a sequence of flips, and the corresponding coordinate transformations
only involve positive signs. Fortunately it is easy to rearrange the final formula
(11.8) for the transformation of a cross-ratio in such a way that only positive signs
appear. Indeed, in (11.8) each of the labels abcd appears once in the numerator
and once in the denominator. Multiplying both numerator and denominator by
(1 − µ2a)(1 − µ2b)(1 − µ2c)(1 − µ2d), the factors in (11.8) can be combined into four
blocks of the form
(1− µ2a)(1− µ2b)(1 +Aab) =
1− µ2a − µ2b + µ2aµ2b + Xa,b
k−1∑
i=0
i∏
j=1
Xa,j
k′−1∑
i′=0
i′∏
j′=1
Xb,−j′
 , (11.22)
where there are k vertices in the star region around a and k′ vertices in the star region
around b. In this sum, the term with i = k − 1, i′ = 0 equals µ2a, and the term with
i = 0, i′ = k′ − 1 equals µ2b . These two terms then cancel the terms with negative
signs. This cancellation is needed e.g. to show that the spectrum generators S of the
two realizations of the SU(2) theory with Nf = 2 coincide, as one realization involves
regular singularities (and hence negative signs can appear) while the other does not.
• In a region where |µP | < 1, the expression (11.9) defining Σ(P ;Q → Q) can be
rewritten in a suggestive form,
1
(1− µ2P )
Σ(P ;Q→ Q) = 1 +
∞∑
i=1
i∏
j=1
XP,j , (11.23)
by expanding the denominator in a geometric series and remembering that
∏k
j=1XP,j =
µ2P . (In this formula it is better to label the vertices in counterclockwise order.)
11.2 N = 3
We first consider the N = 3 example discussed in Section 9.4.4. For notational simplicity
we remove the ϑ, and indicate X ϑ+pi as X˜ . We use the basis γ1, γ2 of Γˆ corresponding to
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edges 13, 14 in Figure 79 with the orientation at ϑ (as opposed to ϑ+ pi), in other words,
γ1 := γ
ϑ
13 and similarly for γ2. Then from equation (11.3) and (11.8) we have
X˜γ1 = Xγ1
(1 +A23)(1 +A41)
(1 +A12)(1 +A34)
. (11.24)
Now A12 = A23 = A34 = 0, while equation (11.15) simply gives A41 = Xγ2 . Similarly,
X˜γ2 = Xγ2
(1 +A34)(1 +A51)
(1 +A13)(1 +A45)
(11.25)
and A34 = A45 = A51 = 0, but, by equation (11.15)
A13 = Xγ1(1 + Xγ2). (11.26)
So, altogether we obtain the transformation S:
X˜γ1 = Xγ1(1 + Xγ2), (11.27)
X˜γ2 = Xγ2(1 + Xγ1 + Xγ1Xγ2)−1. (11.28)
1
2
3
4
5
1
2
3
4
5
Figure 79: Diagram for computing the factors Aab appearing in the spectrum generator of the
N = 3 theory. On the left is the example ab = 14, where we simply get A14 = Xγ2 (since the brown
arrows do not meet any edges). On the right is ab = 13 where we get A13 = Xγ1(1 + Xγ2).
Above we promised that given S one can recover the BPS spectrum. In this simple ex-
ample that means recovering the decomposition S = Kγ1Kγ2 starting from (11.27), (11.28).
The general algorithm for doing this was sketched in Section 2.3; let us see how it would
work here. We are seeking a decomposition of the form
S =
∏
m,n≥0
KΩ(mγ1+nγ2;u)mγ1+nγ2 (11.29)
where the product is taken in increasing order of m/n, from 0 to ∞. First specialize to
Xmγ1+nγ2 = 0 for all m + n ≥ 2. After this specialization all Kmγ1+nγ2 for m + n ≥ 2
become identity operators, so the decomposition reduces to
S = KΩ(γ1;u)γ1 KΩ(γ2;u)γ2 . (11.30)
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The action of this operator is easily computed as
X˜γ1 = Xγ1(1 + Xγ2)Ω(γ2;u), (11.31)
X˜γ2 = Xγ2(1 + Xγ1)−Ω(γ1;u). (11.32)
Comparing this with the known action of S by (11.27), (11.28) and recalling that we have
set Xγ1+γ2 = 0, we see that the two are consistent only if Ω(γ1;u) = 1 and Ω(γ2;u) = 1.
We can now continue to the next order by specializing to Xmγ1+nγ2 = 0 for all m+ n ≥ 3;
we would then have three new unknown Ω appearing,
S = Kγ1KΩ(2γ1;u)2γ1 K
Ω(γ1+γ2;u)
γ1+γ2 K
Ω(2γ2;u)
2γ2
Kγ2 . (11.33)
Computing the action of this operator we find that it is consistent with (11.27), (11.28)
only if all of these three unknown Ω actually vanish. Similar computations to higher orders
give the same result — all of the new Ω which appear at each order turn out to vanish.
This can be carried out as long as one has patience or computer time, but eventually one
might be inspired to conjecture that in fact all of the higher Ω vanish, i.e. that one has an
exact identity S = Kγ1Kγ2 . Once conjectured this identity is of course easy to verify.
Note that had we sought a decomposition in the order of decreasing m/n, by the same
algorithm we would have arrived at the formula S = Kγ2Kγ1+γ2Kγ1 . The two different
decompositions of course correspond to the two sides of the wall of marginal stability.
11.3 N = 4
Next we consider the N = 4 example from Section 9.4.6. Let us focus on the triangulation
of Figure 80 (a) and identify
Xγ1 = X14, Xγ2 = X15, Xγ3 = X13. (11.34)
Then (11.3) becomes
X˜γ1 = Xγ1(1 +A51)(1 +A13)−1, (11.35)
X˜γ2 = Xγ2(1 +A14)−1, (11.36)
X˜γ3 = Xγ3(1 +A14). (11.37)
Evaluating A13, A15, A14 using equation (11.15) and the identifications (11.34) we obtain:
X˜γ1 = Xγ1(1 + Xγ2)(1 + Xγ3 + Xγ3Xγ1 + Xγ3Xγ1Xγ2)−1, (11.38)
X˜γ2 = Xγ2(1 + Xγ1 + Xγ1Xγ2)−1, (11.39)
X˜γ3 = Xγ3(1 + Xγ1 + Xγ1Xγ2). (11.40)
This transformation indeed has the KS decomposition S = Kγ3Kγ1Kγ2 for an appropriate
choice of (u, ϑ), agreeing with our expectations. Note that Xγ1 comes from a quadrilateral
with two internal edges, which correspond to the two multiplicative factors in (11.38).
Similarly, making the identifications
Xγ1 = X63, Xγ2 = X13, X−γ3 = X46, (11.41)
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appropriate to the triangulation in Figure 80 (b), we find that
X˜γ1 = Xγ1(1 + Xγ2)(1 + X−γ3), (11.42)
X˜γ2 = Xγ2 [1 + Xγ1(1 + Xγ2)(1 + X−γ3)] , (11.43)
X˜−γ3 = X−γ3 [1 + Xγ1(1 + Xγ2)(1 + X−γ3)] . (11.44)
In this case Xγ2,3 come from quadrilaterals which have the same single internal edge. Moving
counterclockwise from that edge at either of its ends, we meet an internal edge, which
contributes to the multiplicative factor in (11.43), (11.44). Xγ1 comes from a quadrilateral
with two internal edges, corresponding to the two factors in (11.42). The transformation
(11.42)-(11.44) has the decomposition (for an appropriate value of (u, ϑ)) S = Kγ1Kγ2K−γ3 .
Case (d) is similar and will be left to the reader.
Finally, consider the third type of triangulation of the hexagon, with a triangle of
internal edges, as in Figure 80 (c):
X˜−γ1 = X−γ1(1 + Xγ1+γ2 + Xγ1+γ2X−γ1)−1(1 + Xγ3 + Xγ3Xγ1+γ2), (11.45)
X˜γ1+γ2 = Xγ1+γ2(1 + Xγ3 + Xγ3Xγ1+γ2)−1(1 + X−γ1 + X−γ1Xγ3), (11.46)
X˜γ3 = Xγ3(1 + X−γ1 + X−γ1Xγ3)−1(1 + Xγ1+γ2 + Xγ1+γ2X−γ1). (11.47)
The two factors in each transformation correspond to the fact that each quadrilateral has
two internal edges. Here we find S = K−γ1Kγ3Kγ2Kγ1+γ2 (after some surprising simplifica-
tions).
11.4 SU(2), Nf = 0
Now we turn to the SU(2) theory with Nf = 0. In Section 10.1 we explained that in the
strong coupling region we have S = Kγ1Kγ2 , where 〈γ1, γ2〉 = 2. This transformation acts
by
X˜γ1 = Xγ1(1 + Xγ2)2, (11.48)
X˜γ2 = Xγ2
[
1 + Xγ1(1 + Xγ2)2
]−2
. (11.49)
This transformation can be obtained from TWKB using the rules we have described. In
particular, the fact that each quadrilateral in TWKB has two coinciding internal edges leads
to the overall powers of 2 in the multiplicative factors. See Figure 81.
11.5 SU(2), Nf = 1
Next consider the SU(2) theory with Nf = 1, which we described in Section 10.2. Here
at strong coupling we found that S = Kγ1K−γ3Kγ2 , with 〈γ1, γ2〉 = 〈γ2, γ3〉 = 〈γ3, γ1〉 = 1.
This transformation acts by
X˜γ1 = Xγ1(1 + Xγ2)(1 + X−γ3 + X−γ3Xγ2), (11.50)
X˜γ2 = Xγ2(1 + X−γ3 + X−γ3Xγ2)−1 [1 + Xγ1(1 + Xγ2)(1 + X−γ3 + X−γ3Xγ2)]−1 , (11.51)
X˜−γ3 = X−γ3(1 + Xγ2) [1 + Xγ1(1 + Xγ2)(1 + X−γ3 + X−γ3Xγ2)]−1 . (11.52)
Once again, it is straightforward to obtain these factors from the triangulation using our
rules. See Figure 82.
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Figure 80: Diagrams for computing the factors Aab appearing in the spectrum generator in the
N = 4 example. The four different triangulations we show occur as TWKB(u, ϑ) for different values
of (u, ϑ). In a), ab = 14 defines γ1, ab = 13 defines γ3 and ab = 15 defines γ2. In b), ab = 63 defines
γ1, ab = 13 defines γ2 and ab = 46 defines −γ3. In c), ab = 35 defines −γ1, ab = 31 defines γ3 and
ab = 15 defines γ1 + γ2. In d), ab = 46, ab = 41 and ab = 31.
11.6 SU(2), Nf = 4
As our final example, we describe the spectrum generator S for the Nf = 4 theory. We will
consider a simple situation where TWKB is the graph of a tetrahedron: we have six edges,
labeled by all pairs ij, i < j, i, j = 1, . . . , 4, as in Figure 83. Applying our rules we have
X˜12 = X12 (1 +A13)(1 +A24)
(1 +A23)(1 +A14)
, (11.53)
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11’
1
1’
Figure 81: Diagram for computing the factors Aab appearing in the spectrum generator of the
SU(2) theory with Nf = 0.
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1
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2’
Figure 82: Diagram for computing the factors Aab appearing in the spectrum generator of the
Nf = 1 theory.
Figure 83: Diagram for computing the factor A12 appearing in the spectrum generator of the
SU(2) theory with Nf = 4.
and 5 more transformations related to this by using tetrahedral symmetry. We can simplify
the factors appearing in (11.53) slightly by multiplying numerator and denominator by
(1 − µ21)(1 − µ22)(1 − µ23)(1 − µ24). Then, for example, using µ22 = X12X24X23 and µ23 =
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X34X23X13, we obtain
(1− µ22)(1− µ23)(1 +A23) = 1 + X23 + X12X23 + X23X34+
+ X12X13X23X34 + X12X23X24X34 + X12X13X23X24X34 + X12X13X 223X24X34. (11.54)
Based on the description of the spectrum which we gave in Section 10.7, we expect
that the above transformation can be decomposed as
K1,−1;−K20,1;+K20,−1;−K1,1;+K−1,−1;−K21,0;+K2−1,0;−K1,−1;+, (11.55)
but we have not explicitly checked this.
12. Categorical matters
The mathematically oriented reader may wonder how closely the constructions in this
paper can be related to the approach to Donaldson-Thomas invariants employed in [6]. In
particular, in that approach the starting point is an appropriate category and a family of
stability conditions thereon. How are these data realized in our examples? In this section
we make a few observations which might help point the way. We are very rough and avoid
several important issues, in particular the role of Z-gradings in the story.
Let us begin with the case K = 2 (on which we have been concentrating for the last few
sections). By analogy to the Fukaya category of a Calabi-Yau threefold, we can then set
up the basic story as follows. We have a Riemann surface C and a space B of meromorphic
quadratic differentials on C. Let B′ ⊂ B be the regular locus, consisting of quadratic
differentials with only simple zeroes. For any point u ∈ B′ we have a corresponding
double covering Σu → C equipped with a 1-form λ. In the usual discussion of stability
conditions on the Fukaya category one considers a family of Calabi-Yau manifolds which
are symplectically isomorphic and so can locally be identified with one fixed symplectic
manifold. Similarly here, the various coverings Σu, when considered just as topological
branched covers of C, can be identified with a single fixed Σ. Then:
• The objects of our category should be non-intersecting collections of oriented closed
paths γ on Σ (or perhaps complexes of such collections of paths), which are anti-
invariant under the exchange of the two sheets.
• The space of morphisms between two paths γ1, γ2 should have a basis element for
each point of γ1 ∩ γ2.
• The K-theory class of a path γ should be its homology class.
• The space of stability conditions should be the universal cover B˜ of B′.
Given a point of B˜ we can define the phase function on a path γ to be the phase
of λ · ∂t where ∂t is the positively oriented tangent vector. The stable objects in which
we are ultimately interested are paths which have constant phase. This is an analogue of
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the special Lagrangian condition which one imposes to define stable objects in the Fukaya
category. The central charge function associated to a stability condition is the one we have
been using throughout this paper, Zγ =
1
pi
∮
γ λ.
If we have a pair of intersecting paths γ1, γ2, such that their phases near the intersection
point obey ϑ2 < ϑ1 < ϑ2+pi, we can define a new path γ1#γ2 by smoothing the intersection.
We expect that a suitably general γ admits such a decomposition,
γ = γ1# · · ·#γn, (12.1)
where the individual γi are stable, and the phases of the central charges of the constituents
γi are monotonically decreasing. The existence and uniqueness of such decompositions is
an essential prerequisite for the approach of [6] to the wall-crossing formula.
One approach to obtaining such decompositions has been described in [85] using a
variant of mean curvature flow. The technology of this paper suggests a possible alterna-
tive. Namely, as we described in Section 6.3, for any phase ϑ we have a corresponding
decomposition of C into cells, bounded by the separating WKB curves. As we rotate ϑ
clockwise through generic values, these cells vary continuously, and we can likewise de-
form γ continuously so that its incidence relations with the separating WKB curves are
unchanged. At some critical ϑ = ϑc where a BPS hypermultiplet appears, the topology of
the cell decomposition changes: one of the cells collapses. This collapsing cell can “trap” a
segment of γ, as indicated in Figure 84. This gives a natural splitting of γ into γ1 and γ
′,
Figure 84: As ϑ varies one of the cells defined by the WKB foliation (shaded) collapses, trapping
a segment of the projection of γ to C. This gives a natural splitting of γ into γ1 and γ
′.
where γ1 is the trapped segment (which is a stable object of phase ϑc) and γ
′ is the rest
(perhaps disconnected). Continuing in this way γ′ will be further decomposed into objects
γi. Note that the γi naturally come out with their phases ordered, since we are rotating ϑ
in a definite direction! In this way we can determine geometrically a “Harder-Narasimhan
filtration” of an unstable object.
As we remarked in Section 3.3, one actually expects that the theories we are considering
can be realized directly via Type IIB string theory on an appropriate non-compact Calabi-
Yau threefold. Presumably the category we are describing here should be identified with
an appropriate version of the Fukaya category of that threefold.
Finally we note that all of these considerations should have a natural extension to
the case K > 2 where we have to consider not only BPS strings but also BPS string
webs. The crucial question, of course, is to determine the structure which generalizes the
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triangulations TWKB(ϑ, λ), controls the WKB approximation, and encodes the spectrum
generator for the theory. Since the first preprint version of this paper appeared, we have
made some progress in this direction, to appear in [12].
13. R→∞ limit
As we reviewed in Section 2, the expectation from [1] is that as R→∞ one should have
X ϑγ ∼ exp
(
piRζ−1Zγ + iθγ + piRζZ¯γ
) (
1 +O(e−const.R)) (13.1)
so long as ζ lies in the half-plane Hϑ centered on eiϑ. We would like to check that (13.1)
indeed holds for the X ϑγ we have defined.
We defined X ϑγ as functions on the Hitchin moduli spaceM, so in order even to make
sense of the equation (13.1), we must make some identification between the moduli spaces
M for different R. For this we use the fact that M can always be canonically identified
with the (R-independent) moduli space of Higgs bundles, as remarked in Section 4.2.2. On
this moduli space, moreover, there is a natural definition of the angular coordinates θγ as
we will see below.
Having made sense of (13.1), our strategy for proving it is to give an explicit but
approximate description of the solution of Hitchin’s equations corresponding to any fixed
(u, θ). This approximate solution is very close to the true solution in the limit R → ∞;
indeed, by studying linearized perturbations we will argue that it differs from the exact
solution (A,ϕ) only by corrections which are exponentially suppressed as R → ∞. On
the other hand, the approximate solution is exactly diagonal along the edges of the WKB
triangulation, and hence forms a very convenient starting point for a WKB analysis at
large R. This WKB analysis then gives the desired (13.1).
In this section we will encounter a bit more of the fine structure of M than we have
seen in other parts of this paper — we have to pay a bit of attention to issues such as finite
coverings depending on the precise choice of gauge group. The simplest version of the story
arises if we take the gauge group to be PSU(2) rather than SU(2), so for simplicity, we
restrict to that case here. Related issues are discussed in the end of Appendix A.
13.1 A parameterization of Higgs bundles
As mentioned above, to identify the moduli spaces M at different values of R, it is con-
venient to use the Higgs bundle picture which is manifestly R-independent. We begin by
giving a more explicit description of the gauge equivalence classes of Higgs bundles.
So suppose we have a Higgs bundle (V, ϕ, ∂¯). As usual we write Trϕ2 = 2λ2 and
assume that λ2 has only simple zeroes. λ2 determines a point on the base B of the Hitchin
fibration. Now we want to parameterize the torus fiber.
Choose any spin structure K
1
2 on C, and identify V with K−
1
2 ⊕ K 12 . (The specific
choice of spin structure here is irrelevant since different choices give the same PSL(2,C)
bundle.) Then up to gauge equivalence we may take ϕ ∈ End(K− 12 ⊕K 12 )⊗K of the form
ϕ =
(
0 1
λ2 0
)
. (13.2)
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Having done so, ∂¯ϕ = 0 implies that ∂¯ differs from the standard holomorphic structure ∂¯0
on K−
1
2 ⊕K 12 only by a matrix commuting with ϕ. A convenient way of writing this is
∂¯ = ∂¯0 +
(
0 λ−1
λ 0
)
a0,1, (13.3)
where a0,1 is a (0, 1)-form on the spectral curve Σ, which is odd under the exchange of the
two sheets (so that ∂¯ is well defined).
Not all a0,1 give gauge inequivalent Higgs bundles: we should divide out by gauge
transformations given by any section gc of End(K
− 1
2 ⊕K 12 ) which commutes with (13.2).
Such a gc can be written as
gc = exp
[
i
(
0 λ−1
λ 0
)
f
]
(13.4)
with f a complex-valued function on Σ, odd under exchanging sheets. While gc must be
single-valued, f need not be: upon going around a cycle γ ∈ H1(Σ;Z) it may shift by
f → f + 2pinγ (13.5)
for some nγ ∈ Z.42 Such a gauge transformation shifts
a0,1 → a0,1 + i∂¯f. (13.6)
Using this freedom we can arrange that
da0,1 − da0,1 = 0, (13.7)
in other words, a0,1 is actually the (0, 1) part of an imaginary flat 1-form
a˜ = a0,1 − a0,1. (13.8)
Even after fixing (13.7) there is still some gauge freedom left: if f is real then the gauge
transformation (13.6) preserves (13.7), and transforms
a˜→ a˜+ idf. (13.9)
Hence the fiber of the Hitchin fibration is parameterized by the imaginary flat odd 1-forms
a˜ modulo this equivalence. More explicitly, we can give coordinates on the fiber as
θγ := i
∮
γ
a˜ (13.10)
for γ ∈ Γˆ. A multivalued gauge transformation as in (13.5) shifts θγ → 2pinγ + θγ , so
θγ ∈ R/2piZ.
So we have obtained the angular coordinates θγ on the fiber of the Hitchin fibration. We
can also think of them in terms of ∂¯-operators on a topologically trivial complex line bundle
modulo complex abelian gauge transformations. If we were to consider all ∂¯-operators then
we would get A0,1/Gc, which is just the Jacobian of the curve Σ. Since a0,1 is odd under
deck transformations, we in fact get the Prym subvariety.
42There is a delicate point here. We actually consider Higgs bundles with structure group PSL(2,C), so
gc need only be single-valued in that group. One might then have expected that nγ should be allowed to
be half-integer. Actually, requiring that gc is well defined near the zeroes of λ turns out to imply that nγ
is an integer.
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13.2 Reformulating Hitchin’s equations
As we described in Section 4.2.2, to each of the Higgs bundles we have just described, there
is a corresponding solution of Hitchin’s equations [33, 86, 87, 55]. Although the Higgs
bundle does not depend on R, its corresponding solution (A,ϕ) certainly does, and we are
interested in studying its behavior in the R→∞ limit.
The passage from the Higgs bundle (V, ϕ, ∂¯) to the desired (A,ϕ) proceeds as follows.
First, the operator ∂¯ is identified with the (0, 1) part of d + A. Next, we fix a Hermitian
metric on V , and then define the (1, 0) part of d + A to be minus the adjoint of ∂¯ in this
metric, so that the full connection is unitary. We can then ask whether this connection,
together with ϕ, gives a solution of Hitchin’s equations or not. (They obviously solve
∂¯Aϕ = 0, so the real question is whether F + R
2[ϕ, ϕ¯] = 0.) For some choice of metric on
V , called the harmonic metric, this will indeed be the case.
A convenient way of specifying the harmonic metric is to give the change-of-basis
matrixB between the basis we used in Section 13.1 and a unitary basis. It will be convenient
to choose a patch U ⊂ C, with local coordinate z, and a trivialization (dz) 12 of K 12 over
U . Then define p(z) by
λ2 = p(z)(dz)2 (13.11)
and a (multivalued) function η by
η :=
(
p
p¯
)1/8
=
p1/4
|p|1/4 . (13.12)
Given a metric there is some freedom in the choice of unitary basis: we fix that freedom by
requiring that in this basis ϕ should be purely off-diagonal and its upper right entry real.
Then the most general possible change-of-basis matrix takes the form
B =
(
|p| 14 eh/2 0
0 |p|− 14 e−h/2
)
exp[ϕfc/p
1/2] (13.13)
where h is a real-valued function on U . In the unitary basis one then gets
ϕ =
(
0 |p|1/2eh
p
|p|1/2 e
−h 0
)
(13.14)
and
A = az¯dz¯
(
0 η¯2eh
η2e−h 0
)
+ azdz
(
0 η¯2e−h
η2eh 0
)
+ bσ3, (13.15)
where a0,1 = az¯dz¯, we defined az := −(az¯)∗, and
b = (∂ − ∂¯) log
(
|p| 14 eh/2
)
=
dη
η
+
1
2
(∂ − ∂¯)h. (13.16)
Substitution into Hitchin’s equations then requires that h and fc satisfy
∂z∂¯z¯h− (|p|R2 + |az¯ + ∂z¯fc|2)(e2h − e−2h) = 0, (13.17)
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e−h∂z
(
e2h(∂z¯fc + az¯)
)
+ eh∂¯z¯
(
e−2h(∂z f¯c + (az¯)∗)
)
= 0. (13.18)
(Note that (13.18) is not equivalent to its complex conjugate.) As in the previous section,
we partially fix the choice of az¯ by taking the corresponding imaginary one-form a˜ to be
flat. By a gauge transformation of a˜ we can moreover take fc to be real.
43
13.3 The trivial solution
One obvious choice would be to take h = 0. In that case (13.17) is obviously solved, while
(13.18) becomes
2∂z∂z¯fc + ∂zaz¯ + ∂¯z¯a
∗
z¯ = 0, (13.19)
which is also solved if we pick fc = 0, since we have chosen a˜ flat.
The only trouble with this solution is that it does not lead to a regular solution of
Hitchin’s equations. Indeed, with h = fc = 0, our change-of-basis matrix B given in
(13.13) becomes singular at the turning points, where p = 0. Requiring that B is regular
imposes a boundary condition which will force h to have a singularity at each turning point.
In the next subsection we turn to the discussion of this honest regular solution of
Hitchin’s equations. We will argue that, if we fix a point P which is not a turning point,
then, for sufficiently large R, h(P) and fc(P) decay exponentially fast as R→∞. It follows
that the “trivial” solution we considered here is actually exponentially close to the exact
one.
13.4 The regular solution
For simplicity, we will first analyze the case θγ = 0. In this case we can take a˜ = 0, and
clearly then fc = 0 will solve (13.18). This leads to an important simplification in (13.17):
it becomes simply the equation of motion of the sinh-Gordon theory for a scalar field h on
a surface with metric ds2 = |p(z)||dz|2,
∂z∂¯z¯h−R2|p|(e2h − e−2h) = 0. (13.20)
Multiplying (13.20) by h and integrating shows that there are no nonsingular solutions
with h 6= 0 on any compact Riemann surface. This is just as well, since the only reason we
want a solution with h 6= 0 is to deal with our nontrivial boundary conditions, which we
now describe.
First, as remarked above, near each zero za of p, the regularity of B requires
h ∼ log |z − za|−1/2. (13.21)
We should also discuss the behavior near the singular points Pi ∈ C. Our boundary
conditions on Hitchin’s equations require that h → 0 there. It then follows from (13.16)
that A → dηη σ3. In particular, the boundary condition on A at Pi can only be satisfied if
m
(3)
i = 0. (This is what we expected: we have fixed all θγ = 0, and m
(3)
i = θγ for γ = Ci.)
43Below we will further partially fix a˜ by taking it to vanish in some neighborhood of the turning points.
In this case we cannot necessarily simultaneously take fc to be real in this neighborhood. However, we can
continue to take it to be real in some neighborhood away from the turning points.
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We now argue using perturbation theory that solutions satisfying our boundary condi-
tions exist.44 Let hax be an approximate solution. The perturbative equation for the true
solution h = hax + δh is
L(hax)δh = E0(hax) + I(δh), (13.22)
where L(hax) is given by
L(hax) := ∂z∂¯z¯ − 4R2|p| cosh(2hax), (13.23)
the source term to begin the perturbation expansion is
E0(hax) = −(∂∂¯hax − 2R2|p| sinh(2hax)), (13.24)
and I are the interaction terms:
I = 2R2|p|
(
sinh(2hax)(cosh(2δh)− 1) + cosh(2hax)(sinh(2δh)− 2δh)
)
. (13.25)
Let G(x, y) be the Green’s function for the operator L(hax). Think of this as the oper-
ator in Euclidean space for a massive scalar field in two dimensions, with mass-squared
4R2 cosh(hax) > 4R
2, on a surface with metric ds2 = |p(z)||dz|2. (Near the zeroes of p
the Green’s function reduces to that of a scalar field of mass-squared const.R2.) There-
fore, away from turning points, for x, y at fixed separation in the metric |p(z)||dz|2, and as
R→∞, we have
|G(x, y)| ∼ e−2Rd(x,y) (13.26)
or even smaller (because the mass can get bigger), where d(x, y) is the geodesic distance
from x to y. On the other hand, as d(x, y) → 0 the mass becomes irrelevant to the
short-distance behavior and G(x, y) ∼ − 2pi log |z(x)− z(y)|. We have
δh(x) =
∫
G(x, y)E0(hax(y))d
2y (13.27)
Now we construct a suitable hax. By a change of variable such that dw = 2R
√
p(z)dz we
can bring the equation to the form
∂w∂w¯h =
1
2
sinh(2h). (13.28)
In view of our boundary conditions it is natural to search for a solution which is radially
symmetric in the w-coordinate around za. Thus, working in some neighborhood Da =
{z : |z − za| = ρa} we take w =
∫ z
za
2R
√
p(z)dz. Of course, w is only locally well-defined,
but in a suitable neighborhood Da of za it will be undefined only up to a sign so that
|w| is well-defined. It therefore makes sense to search for radially symmetric solutions h
which are only functions of |w| in such a neighborhood. Letting x = 2|w|, the equation for
h = h˜(x) reduces to (
d2
dx2
+
1
x
d
dx
)
h˜ =
1
2
sinh(2h˜) (13.29)
44Physically, it is obvious that they exist. These solutions are the semiclassical field configuration in the
sinh-Gordon model in the presence of vertex operator sources at the points z = za.
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This is the Painleve´ III equation and has been well-studied in connection with correlation
operators of spin and disorder operators in the massive Ising model. (See, for example
[88].) It is known that if
h˜(x) = 2σ log(8/x)− log(γ(1
2
− σ)) +O(x2±4σ) (13.30)
for x→ 0 then
h˜(x)→ 2 sin(piσ)
pi
K0(x) (13.31)
for x→∞ [69]. For our boundary conditions we take σ = 1/6. Let us denote the resulting
solution, defined in Da as h
(a)
P . Note that at any fixed value of z ∈ Da, for R→∞ we have
h
(a)
P ∼ pi−1K0(8R3 |z|3/2(1 + · · · )) and this is exponentially small.
Now let C−qaDa = F be the complement of the regions near the turning points. We
will refer to this as the “fatgraph region” because we regard it as a thickened version of a
WKB triangulation. Choose
hax =
{
h
(a)
P in Da
0 in F
(13.32)
This choice is convenient since the integral in (13.27) only receives support from the bound-
ary q∂Da of the fatgraph region.
The contribution of the boundary of a disk Da to δh(x) can be written as:
−1
4
∫ 2pi
0
dθ
(
ρaG(x, ρae
iθ)∂ρh
(a)
P − ρa(
∂
∂ρ
G(x, ρeiθ))|ρ=ρah(a)P
)
(13.33)
where we use coordinates z = za + ρe
iθ. In general, if x is distance ∆ away from ∂Da in
the metric |p(z)dz2| then the difference |δh− happxt| is – very roughly speaking – of order
e−2R∆e−
8R
3
ρ
3/2
a , and so is exponentially smaller than h
(a)
P in the regions Da.
The one place where this argument fails is when x ∈ ∂Da. At short distances we
may replace G(x, y) ∼ −const. log |x − y|. One finds that the corrections for x ∈ ∂Da are
therefore of order h
(a)
P , as is quite reasonable since the true solution will be C∞ and our
initial approximation hax is discontinuous. So we expect the corrections to smooth out the
discontinuity. Everywhere else the corrections are exponentially smaller than h
(a)
P .
Thus, we conclude that we have set up a good approximation scheme, and we have
shown that we can consistently take h = hax.
Finally, let us consider the modifications to the above θγ 6= 0. One can further partially
fix the gauge freedom in the choice of flat gauge field a˜ by choosing it to vanish near the
turning points. Then, one can check that there exists a solution fc to (13.18) which is
smooth and consistent with our boundary condition on h. Thus, we can continue to take
the same boundary conditions h ∼ −12 log |z − za| in the neighborhood of the turning
points. Away from turning points we construct solutions to the pair of equations (13.17),
(13.18) as a perturbation series in both h and fc. If h = 0 we know that fc is nonzero.
If a = 0 we also know that we can take fc = 0. If a cannot be gauged to zero, because
θγ 6= 0, then we cannot set fc = 0, but from the differential equation we learn that away
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from turning points the derivatives of fc are order h× a or smaller. Therefore, we expect
that fc will be exponentially small for R → ∞ in the fatgraph region. Note that the
presence of nonzero a˜ + ∂¯fc − ∂f¯c simply increases the mass parameter in the Green’s
function and therefore increases the exponential suppression which makes h and therefore
fc small. It would be nice to do better here and really solve the connection problem for
fc connecting exponentially small solutions in the fatgraph region to appropriate solutions
near the turning points.
13.5 The large R limit of Xγ
The upshot of the last section is that, along the edges of the WKB triangulation, the “triv-
ial” solution described in Section 13.3 is equal to the exact solution of Hitchin’s equations,
up to corrections that are exponentially suppressed in R.
Now by using the SU(2) gauge transformation45
g =
1√
2
(
η¯ −η¯
η η
)
, (13.34)
we can bring this trivial solution to a diagonal gauge in which
ϕ = p1/2σ3, (13.35)
A = (a˜+ (∂¯fc − ∂f¯c))σ3. (13.36)
Then, by a computation very similar to that used in Section 7.4 above to compute the
ζ → 0 asymptotics of Xγ , we find that
X ϑγ = X sfγ
(
1 +O(e−cR)) , (13.37)
where
X sfγ = exp[piRζ−1Zγ + iθγ + piRζZγ ]. (13.38)
We conjecture that the optimal value for the above constant c is given by the norm of the
minimal period piminγ |Zγ |. Indeed, it would be extremely interesting to compute these
corrections! Comparison with equation (5.14) of [1] would allow one to extract the BPS
degeneracies Ω.
13.6 The real section
In the above discussion, the case where all θγ = 0, so that we can take a˜ = 0 and fc = 0,
was particularly simple to analyze. There is also something else interesting about this
locus.
Note that by a rigid gauge transformation of (13.14) taking (σ1, σ2, σ3)→ (σ1, σ3,−σ2)
we can make ϕ a symmetric matrix, and A in (13.15) with a = 0 becomes an antisymmetric
real matrix. Therefore, if we choose ζ to be a phase, then A is traceless and real, that is, it
45This gauge transformation is actually multi-valued even when lifted to Σ; note however that it would
be single-valued on Σ when considered as an element of PSU(2). As we noted at the beginning of this
section, we are avoiding some subtleties by considering only gauge group PSU(2).
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is valued in sl(2,R). From (6.10) it follows in particular that the monodromy eigenvalues
µi around each Pi are real. Hence the monodromy matrix is hyperbolic, and we can choose
our decorations (monodromy eigensections) to be real. It follows that the Fock-Goncharov
coordinates X TE are real on this locus. It defines a special “real section” of the Hitchin
fibration. This real section has been discussed in [33, 89] and was also a very important
ingredient in the considerations of [10].
13.7 Relation to Hitchin flows
We conclude this section by checking that the Hitchin flows in the holomorphic symplectic
structure at ζ = 0 act by linear shifts of the θγ .
From equation (4.10) and
$ζ = − i
2ζ
ω+ + ω3 − i
2
ζω− (13.39)
we learn that the holomorphic symplectic form in complex structure ζ = 0 is:
ω+ = 2iR
∫
Tr(δϕ ∧ δA0,1). (13.40)
Now, using the Higgs bundle point of view, consider a linear flow holding ϕ fixed while
a0,1 → a0,1 − itω0,1γ (13.41)
Here ωγ is a real 1-form, Poincare´ dual on Σ to γ, and odd under the deck transformation.
This leads to a linear flow θγ′ → θγ′ + t〈γ′, γ〉. Contracting this vector field with the (2, 0)
form gives
ι(
∂
∂t
)ω+ = δ
(
4R
∫
C
δλωγ
)
= δ (2piRZγ) (13.42)
From this result we conclude that the symplectic form can be nicely written as
ω+ = −2piR〈dZ, dθ〉+ ωhorizontal+ (13.43)
where ωhorizontal+ has zero contraction with the vertical vectors of the Hitchin fibration.
Equation (13.43) is a nice check on our assertion about the R → ∞ asymptotics of
the coordinates Xγ . Indeed, if we take the large R limit of the symplectic form $ζ :=
1
2〈d logX , d logX〉 46 we get:
$ζ → 1
2
〈piRζ−1dZ + piRζdZ¯ + idθ, piRζ−1dZ + piRζdZ¯ + idθ〉 (13.45)
We can extract the various powers of ζ. The coefficient 〈dZ, dZ〉 of the double pole vanishes
because the dZγ are periods of holomorphic differentials.
47 The residue of the simple pole
in $ζ at ζ = 0 agrees with (13.43).
46The normalization of $(ζ) used in this paper differs from the choice made in [1]. Using equation 5.16
of [1] we find
{logXγ , logXγ′}ζ = 4pi2R〈γ, γ′〉 (13.44)
and therefore $hereζ = 4pi
2R$thereζ .
47Note that this would not happen if we allowed Z to vary arbitrarily in Hom(Γˆ,C), as one does in the
theory of Bridgeland stability conditions [90]. The Coulomb branch B is locally a Lagrangian subspace of
an appropriate space of Bridgeland stability conditions.
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The Hamiltonians Zγ are closely related to the standard “Hitchin Hamiltonians” ha.
The latter are functions on B defined by expanding the quadratic differential Trϕ2 as
Trϕ2 =
∑
haβa, (13.46)
where βa are a basis of quadratic differentials with second order poles at Pi. For the
case of l regular singularities on CP1, a = 1, . . . , 2l − 3. On the other hand, we can
expand λ =
∑3l−6
k=1 Zγkαk, where αk are meromorphic one-forms on Σ dual to a basis γk
for Γˆ, anti-invariant under the exchange of sheets, σ∗(αk) = −αk. Now, λ2 = 12Trϕ2 =∑
k,j ZγkZγjαkαj . But αkαj are invariant under σ and hence can be expanded in the basis
βa. In this way we can write the standard Hamiltonians ha as quadratic polynomials in
the periods Zγk .
14. Comparison with [1]: differential equations and the Riemann-Hilbert
problem
In this section we would like to compare the properties of the Darboux coordinates X ϑγ
constructed in this paper with the properties of the coordinates XRHγ whose existence was
established in [1].
One important property of the XRHγ of [1] is that (letting X stand for any of the XRHγ
or any function of them) they satisfy a set of differential equations of the form
∂ujX =
(
1
ζ
A(−1)
uj
+A(0)
uj
)
X , (14.1)
∂u¯j¯X =
(
A(0)
u¯j¯
+ ζA(1)
u¯j¯
)
X , (14.2)
Λ∂ΛX =
(
1
ζ
A(−1)Λ +A(0)Λ
)
X , (14.3)
Λ¯∂Λ¯X =
(
A(0)
Λ¯
+ ζA(1)
Λ¯
)
X , (14.4)
R∂RX =
(
1
ζ
A(−1)R +A(0)R + ζA(1)R
)
X , (14.5)
ζ∂ζX =
(
1
ζ
A(−1)ζ +A(0)ζ + ζA(1)ζ
)
X . (14.6)
On the right hand side of (14.1) we have introduced a connection A on the space B×C××
R+. It is not to be confused with the A on C, defined in (4.8)! The various pieces of the
connection A are complex vector fields on the torus fibers of M, i.e. differential operators
in some basis of angular coordinates θa, evaluated at constant u, u¯. On the right side we
have also explicitly exhibited the ζ dependence of the connection.
In writing these equations it is most natural to view the X as functions not just onM,
but on an extended version ofM, where the parameters mi,m(3)i determining the residues
at the singularities Pi are allowed to vary. The base B is then extended to include mi while
the torus fiber is extended to include m
(3)
i .
Notice that if any set of coordinates satisfies these equations, then every other coordi-
nate system related to it by a (R, ζ)-independent coordinate transformation also satisfies
– 162 –
them. So in particular, if any set X ϑγ satisfy them, or any X TE for some triangulation does,
then so do more conventional coordinates such as traces of monodromy matrices (as these
are written as certain rational functions of the X TE — see Appendix A).
One can obtain these differential equations simply from our asymptotic analysis. Here
let us just discuss the most important example, the equation (14.6) controlling the ζ de-
pendence.48 Consider a basis of coordinate functions Xi and angles θa, and define a vector
field on the torus fiber by
Aζ = ζ ∂Xi
∂ζ
[
∂Xi
∂θa
]−1 ∂
∂θa
. (14.7)
By the chain rule, this definition is clearly independent both of the specific parametrization
of the torus fiber, and of the choice of coordinate system Xi. The Jacobian ∂X∂θ is indeed
invertible for a good coordinate system X , as M in any complex structure J (ζ) away
from ζ = 0,∞ is locally the complexification of the torus fiber. So we have more or less
tautologically
ζ∂ζX = AζX . (14.8)
Now depending on which properties of Aζ have to be determined, different choices of
coordinate system X are appropriate. To show that Aζ is holomorphic away from ζ = 0,∞,
it is useful to use around each value of ζ and point in M some coordinate system which
is good around that point. As long as the sections si, sj given by the decoration do
not coincide along some edge Eij of T , the Fock-Goncharov coordinate system X T is fine;
moreover, the traces of monodromy matrices around various cycles of C provide a perfectly
sensible global choice of coordinates. To show that Aζ has poles of order at most one at
ζ = 0,∞, we consider the coordinate system X ϑ, while letting ζ approach 0 or ∞ inside
Hϑ. Plugging the known asymptotics of X ϑ into (14.7) then gives the desired information
about Aζ . So we obtain the desired (14.6).
The system of compatible differential equations (14.1)-(14.6) is quite powerful. In
a finite-dimensional context where the operators A are matrices instead of differential
operators, such an equation would be directly equivalent to a Riemann-Hilbert problem. In
our infinite-dimensional case, though, the differential equation (14.6) is not strong enough
to guarantee that the solutions are holomorphic in ζ away from ζ = 0,∞. (That is obvious
from the fact that any rational function of some X satisfying (14.1)-(14.6) also satisfies
(14.1)-(14.6).)
For sufficiently large R, the error of the WKB analysis can be bounded with some
work, so it should be possible to guarantee that the small flat section at one end of a
WKB curve will never coincide with the small flat section at the other end, which means
X ϑγ will not have a pole in the neighborhood of the ray ζ ∈ eiϑR+. For small R, though,
we can see no clear way to rule out this possibility. Indeed, the WKB triangulation only
carries information about the Higgs field ϕ: any constraint on the gauge connection A
comes only very indirectly, from the solution of the Hitchin equations. It is conceivable
48If we view M as the moduli space of Higgs bundles, extended by the parameters mi and m(3)i , then
this equation just represents the infinitesimal generator of the C× action infinitesimally rescaling the Higgs
field ϕ.
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that nevertheless there is never a flat section s which is small at both ends of an edge in
TWKB, but we have not found any indications in favor of, or against, such a conjecture.
As a result, we can only assert with certainty that for sufficiently large R the coordi-
nates Xγ , and hence the metric on the Hitchin system moduli space, can be determined
from the general Riemann-Hilbert problem formulated in [1], combined with the spectrum
generator (Stokes matrix) computed here. It would be interesting to find out whether
the Riemann-Hilbert problem simply fails to have a solution for small R, or if a solution
exists, but gives the wrong metric. We hope to present some numerical tests in a future
publication.
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A. Expressing monodromy matrices in terms of Fock-Goncharov coordi-
nates
In this appendix we give a simple argument that shows that the Fock-Goncharov coordi-
nates X TE really do provide a system of coordinates on a patch ofM defined by a decorated
triangulation T . Of course, this result already appears in the work of Fock and Goncharov
[10] (see Theorem 1.8 and Section 6.6 of that paper), as well as related literature on Te-
ichmu¨ller theory (see e.g. [91] and references therein), but for completeness, we give a
proof here.
We would like to compute the monodromy matrix for a closed path P in C. If we can
show that the traces of the powers of the monodromy matrix can be expressed in terms
of X TE then we are done, since those functions provide a complete set of gauge invariant
functions onM. It suffices to consider a simple closed curve with no self-intersections, and
we restrict attention to this case.
Choosing a basepoint, the path P will begin in some triangle t1, and pass through a
number of triangles t1, ..., tm in succession and then return to t1. Associated to each triangle
in this sequence we can consider three bases of flat sections, defined up to a common scale.
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Figure 85: The right and left turns, given by
simple matrices.
Figure 86: Passing through an edge E be-
tween triangles t and t′.
To define these, focus on one particular (oriented) triangle t ∈ T and label the vertices
1, 2, 3 in counterclockwise order around the boundary of t. Then to each edge Eij of the
triangle (where ij = 12, 23 or 31) we associate an ordered basis of flat sections:
B(Eij , t) := (si(sj ∧ sk), sj(sk ∧ si)) (A.1)
Here we have used the decoration to choose si, sj , sk associated with each vertex, and i, j, k
is in counterclockwise order. Of course, the decoration only defines each si up to scale, so
we must make an ad hoc choice of three scales. Notice that different choices just change
the basis B(Eij , t) by an overall scalar.
Now, si, sj , sk are initially defined in cut neighborhoods of the vertices i, j, k. They can
be continued to be single-valued in the entire triangle t, and indeed can be continued into
the next triangle t′ met by the path P to be well-defined and single-valued in the larger
region t ∪ t′ and so on, as long as the region remains simply connected. We will compute
the monodromy matrix by computing the changes of basis from one such basis to another
around the path P . There are two distinct kinds of change of basis we will need. If our
path enters a triangle t through an edge E and leaves triangle t through edge E′ then we
will need the change of basis ME
′
E (t) computing the change of bases associated to the two
edges within the triangle t. This is illustrated in Figure 85. On the other hand, if the path
passes through an edge E from triangle t to triangle t′ then we will need the change of
basis M t
′
t (E) between the two different bases, as shown in Figure 86.
We first show how to compute ME
′
E (t). Within a triangle t we have the simple relation
s1(s2 ∧ s3) + s2(s3 ∧ s1) + s3(s1 ∧ s2) = 0 (A.2)
Using this relation it is then trivial to compute the change of basis
B(E, t) = B(E′, t)ME′E (t) (A.3)
where
ME
′
E (t) =

(
0 −1
1 −1
)
〈E,E′〉 = +1(
−1 1
−1 0
)
〈E,E′〉 = −1
(A.4)
Note that detME
′
E (t) = 1, and that the case 〈E,E′〉 = 1 corresponds to a right turn,
labeled a) in Figure 85. Note also that the right-turn matrix is the inverse of the left-turn.
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On the other hand, if t ∪ t′ make a quadrilateral QE with vertices a, b, c, d in counter-
clockwise order, (so t has vertices acd and t′ has vertices abc, and E is the edge ac, as in
Figure 86) then
B(E, t′) = B(E, t)
(
0 sb∧scsc∧sd
sa∧sb
sd∧sa 0
)
(A.5)
and hence
M t
′
t (E) =
sb ∧ sc
sc ∧ sd
(
0 1
−X TE 0
)
(A.6)
In the argument below it will be useful to denote
Mˆ t
′
t (E) :=
(
0 1
−X TE 0
)
(A.7)
Note that det Mˆ t
′
t (E) = X TE .
Figure 87: We compute the monodromy along the orange path by a series of basis changes within
and between the successive triangles.
Now consider a path through several triangles as in Figure 87. After parallel trans-
port of the basis B(E1, t1) along an open path to a basis B˜(E1, t1) which is single-valued
throughout a simply connected region assembled by the successive triangles we have the
relation in the final triangle tf of the open path:
B(Ef , tf ) = B˜(E1, t1)ME2E1 (t1)M t2t1 (E2)ME3E2 (t2) · · ·M
tf
tf−1(Ef ) (A.8)
Now suppose we close the path, taking tf = t1 and Ef = E1. Then B˜(E1, t1) = B(E1, t1) ·
U(P ) where U(P ) is the monodromy matrix for the closed path P expressed in the basis
B(E1, t1). Since this basis is well-defined up to scale and U(P ) changes by conjugation under
any change of basis, it follows that U(P ) is a well-defined SL(2,C) matrix, independent of
the choices of scale of si, sj , sk made for B(E1, t1). Therefore U−1 is the above product of
M -matrices. Now, becuase of the scalar prefactor sb∧scsc∧sd in equation (A.6) it is not obvious
that the monodromy matrix U(P ) can be expressed in terms of the edge coordinates.
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However, we can use the following trick. The matrix U(P )−1, is up to a scalar factor, the
same as the product where we replace the factors M t
′
t (E) by Mˆ
t′
t (E). That is, we have
U(P )−1 = κME2E1 (t1)Mˆ t2t1 (E2)ME3E2 (t2) · · · Mˆ
tf
tf−1(Ef ) (A.9)
for some scalar factor κ. We can determine κ2 by taking a determinant:
κ−2 = X TE2 · · · X TEf (A.10)
thus, κ involves a square-root of the product of X TE along the edges met by the path P .
In order to define this square root we may invoke a kind of nonabelian version of Stokes
theorem: if C is a punctured CP1 then the closed curve P bounds a region R, and by a
generalization of Section 5.2, we have
X TE2 · · · X TEf
∏
E∈Int(R)
(X TE )2 =
∏
v∈Int(R)
(µv)
2. (A.11)
This formula allows us to choose the square root in a canonical way, namely
κ = (X TE2 · · · X TEf )−1/2 =
∏
E∈Int(R)X TE∏
v∈Int(R) µv
. (A.12)
We conclude with several remarks:
1. In the above discussion we have assumed that all the triangles are nondegenerate. If
there is a degenerate configuration such as shown in Figure 19 then we think of the
edge E as being doubled. Thus, we choose decorations s1 at the central vertex and s2
at the outer vertex and use the triplet of sections s1,Ms2, s2 in the above construction,
where M is the clockwise monodromy around the central vertex. In particular we
regard E as having two “sides” with basis Bleft = {s1(Ms2 ∧ s2),Ms2(s2 ∧ s1)} on
the left and Bright = {s2(s1∧Ms2), s1(Ms2∧s2)} on the right. For a path that winds
around avoiding the edge E we use an edge-to-edge transformation to relate these
two bases. For a path that goes from left to right through the edge E we analytically
continue Bleft through the edge with M−1 and obtain the change of basis
Bright = B˜left
(
0 µ
−µ−1 0
)
. (A.13)
A similar remark applies to the outer degenerate triangle in Figure 20.
2. In generalizing this result to the case where C is a punctured surface of higher genus,
we need to choose a system of square-roots (X TE2 · · · X TEf )−1/2. It suffices to provide
them for a basis of nonbounding cycles, and hence the set of such choices is a torsor
for H1(C¯,Z2).
3. The monodromy matrix elements are evidently polynomials in the X TE (divided by
factors of µv), and in particular, the traces of the monodromy matrices for closed
paths P can be written as
Tr U(P ) =
∑
γ
aγ(P )Xγ . (A.14)
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The geometrical coefficients aγ(P ) depend on the triangulation and in particular
depend on ϑ. Notice that the left-hand-side of (A.14) is independent of ϑ, so that
aγ(P ) and X ϑγ must have compensating discontinuities. In the 5d Yang-Mills theory,
Tr U(P ) is the vev of a supersymmetric Wilson line operator for A along a path P
in C. Clearly, it originates from a surface operator in the nonabelian six-dimensional
(2, 0) theory, wrapping a one-cycle in C times S1R. This represents a line operator
in the ultraviolet four dimensional gauge theory. Depending on the cycle γ, this line
operator can be a Wilson loop operator for the four dimensional gauge fields, an ’t
Hooft operator or a more general Wilson-’t Hooft operator. With this fact in mind,
we interpret equation (A.14) as a relation between the line operators defined in the
UV theory and their decomposition into a different basis of line operators which carry
quantum numbers for the IR abelian theory. Indeed, the Xγ are expectation values of
line operators wrapped around S1R, defined in the IR four-dimensional N = 2 theory,
(or equivalently, surface operators in the IR abelian (2, 0) theory on R1,2 × S1R ×Σ.)
There is a ζ-dependent nilpotent supersymmetry operator Qζ which annihilates these
operators, and hence they are analogues of the supersymmetric ’t Hooft-Wilson line
operators similar to those discussed in [92, 93, 14]. With this interpretation, equation
(A.14) encodes some interesting physics, which we hope to write about on another
occasion.
4. There is a subtle point regarding the distinction between the moduli space of SL(2,C)
and PSL(2,C) connections. In this paper we are considering connections on a triv-
ialized SL(2,C) principal bundle over C, or on its quotient by the center, which is
a trivialized PSL(2,C) bundle. There is a one-one correspondence between connec-
tions on these two bundles. However, there are PSL(2,C) gauge transformations
which do not lift to SL(2,C) gauge transformations, so the moduli space of SL(2,C)
connections is a discrete cover of the moduli space of PSL(2,C) connections. The
Xγ are defined on the quotient moduli space of PSL(2,C) connections, and can be
pulled back to the moduli space of SL(2,C) connections. If we think of the moduli
space as determined by specifying the monodromy eigenvalues µi and not just µ
2
i ,
then, when C = CP1, the X TE uniquely determine a flat SL(2,C) connection modulo
SL(2,C) gauge invariance. For C of higher genus, the X TE do not quite separate
points on the moduli space of SL(2,C) connections, even if we have specified the
µi: to determine the connection from the X TE , we also need to specify the system of
square roots (X TE2 · · · X TEf )−1/2. The existence of these choices raises the question of
what is the “correct” moduli space of the four dimensional gauge theory on R3×S1.
Should it be the moduli space of SL(2,C) connections, of PSL(2,C) connections or
of some intermediate cover of the moduli space of PSL(2,C) connections? Interest-
ingly, defining the appropriate four dimensional gauge theory also involves a discrete
choice which might correspond to the above ambiguity. As described in [15], the
appropriate four-dimensional gauge theories are generalized quivers of SU(2) gauge
groups. A subgroup C of the center of the gauge groups acts trivially on the matter
fields, and there is a freedom to quotient the gauge group by any subroup of C. A
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comparison with the well known case of the N = 2∗ SU(2) gauge theory, associated
to the Hitchin equations on a once-punctured torus, should be sufficient to establish
the full dictionary, but we will not pursue this matter further here.
B. Computing the Hamiltonian flows
We begin with an auxiliary computation. Choose a path γ, parameterized as z(t), 0 ≤ t ≤ 1.
Define zi = z(0) and zj = z(1). For the moment we take them to be regular points. Let si
and sj denote two flat sections along γ, with fixed boundary conditions si(t = 0) = di and
sj(t = 1) = dj . Given these two sections we may consider the section si ∧ sj of ∧2(V ). For
convenience we also choose a flat section  of ∧2(V ∗) (volume form); this may always be
done since A is sl(2)-valued. If we normalize by contracting with , we can regard si ∧ sj
as a number, and we do this in what follows; in a local frame for V ,
si ∧ sj = absai (t)sbj(t). (B.1)
Since  and si,j are all flat, si ∧ sj is independent of t. In what follows it is also convenient
to use  to relate the section sai of V to a dual section sia of V
∗. In a local frame
sia(t) = abs
b
i(t). (B.2)
Now define a function on the space N of “all gauge fields” by
Oγ,di,dj := log(si ∧ sj). (B.3)
We want to compute {Oγ,di,dj ,Aaλb(z)}. We choose the sign of the Poisson bracket associ-
ated to (4.10) to be
{O,Aaλb(z)} = λµ
δO
δAbµa(z)
. (B.4)
Choose some t∗ with z(t∗) 6= z, and evaluate Oγ,di,dj at this point; then (B.4) becomes
{Oγ,di,dj ,Aaλb(z)} =
λµ
si ∧ sj a
′b′
(
δsa
′
i (t∗)
δAbµa(z)
sb
′
j (t∗) + s
a′
i (t∗)
δsb
′
j (t∗)
δAbµa(z)
)
. (B.5)
To evaluate this we first introduce a bit of notation for the parallel transport: write A(t) =
Aµ(t)z˙µ(t), and let U(t1, t2) be the parallel-transport matrix from t2 to t1, obeying
d
dt1
U(t1, t2) = −A(t1)U(t1, t2), (B.6)
d
dt2
U(t1, t2) = U(t1, t2)A(t2), (B.7)
and the boundary condition U(t, t) = 1. Then we have
δ
δAaµb(z)
U(t1, t2)
c
d =
∫ t2
t1
dtδ(2)(z − z(t))z˙µ(t)U(t1, t)caU(t, t2)bd. (B.8)
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It follows that the variations of si,j with respect to A are given by
δsa
′
i (t∗)
δAbµa(z)
= −
∫ t∗
0
dt δ(2)(z − z(t))z˙µ(t)
[
U(t∗, t)a
′
bs
a
i (t)−
1
2
δabs
a′
i (t∗)
]
, (B.9)
δsb
′
j (t∗)
δAbµa(z)
=
∫ 1
t∗
dt δ(2)(z − z(t))z˙µ(t)
[
U(t∗, t)b
′
bs
a
j (t)−
1
2
δabs
b′
j (t∗)
]
. (B.10)
(The subtraction term arises because we are varyingA within the space of sl(2) connections,
not gl(2) connections, so we should project out the trace.) Now using
sai (t)sjb(t)−
1
2
δabsi ∧ sj =
1
2
(sibs
a
j + sjbs
a
i )(t) (B.11)
(proven by contracting the dual index with a basis sai , s
a
j ), we arrive at
{Oγ,di,dj ,Aaλb(z)} =
1
2
λµ
∫ 1
0
dt δ(2)(z − z(t))z˙µ(t)M(si, sj)ab(t), (B.12)
where we defined the operator
M(si, sj)
a
b(t) :=
sib(t)s
a
j (t) + sjb(t)s
a
i (t)
si ∧ sj . (B.13)
Now let us consider two paths. The first z1(t) ∈ γ1 is a path from zi to zj such as
we have been considering thus far. The second z2(t) ∈ γ2 intersects γ1 transversally (or
not at all). Now consider a vector va(t) parallel-transported along γ2, with a fixed initial
boundary condition. We want to compute {Oγ1,di,dj , va(t∗)}, given by
{Oγ1,di,dj , va(t∗)} = −
∫ t∗
0
dt U˜ab(t∗, t){Oγ1,di,dj ,A(t)bc}vc(t), (B.14)
where U˜ is the parallel transport along γ2. Using (B.12) we find
{Oγ1,di,dj , va(t∗)} =
1
2
∫ 1
0
dt1
∫ t∗
0
dt2 δ
(2)(z2(t2)− z1(t1))λµz˙λ2 (t2)z˙µ1 (t1)U˜ab(t∗, t2)M(si, sj)bc(t1)vc(t2). (B.15)
Now note that
δ(2)(z2(t2)− z1(t1))λµz˙λ2 (t2)z˙µ1 (t1) = −(γ1 ∩ γ2)δ(t1 − tint1 )δ(t2 − tint2 ) (B.16)
where tinti is the value of t at which the curves intersect, and ∩ denotes the oriented
intersection number. Thus we get
{Oγ1,di,dj , v(t∗)} =
1
2
(γ1∩γ2)
(
si ∧ v
si ∧ sj (t
int
2 )sj(t∗) +
sj ∧ v
si ∧ sj (t
int
2 )si(t∗)
)
θ(t∗−tint2 ). (B.17)
where si, sj have been parallel transported along γ2 from the intersection point to t∗.
Our goal in this Appendix was to describe the flow on M generated by a function
logX TE . To lift this function up to N involves combining four functions Oγ,di,dj where we
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identify γ successively with the four edges of the quadrilateral QE , and take di, dj to agree
with our choices of decoration at the vertices. Combining (B.17) for the four edges gives
the flow we described in Section 5.4.
Strictly speaking we actually have to regularize by deforming the quadrilateral slightly,
pushing its vertices away from the singular points, and then take a limit where the vertices
approach the singular points. The regularized functions Oγ,di,dj are not gauge invariant
(because di,j are not), but their combination does become gauge invariant in the limit:
recall that the gauge group G only includes transformations which at the singularities are
restricted to the maximal torus C× ⊂ SL(2,C); this group preserves di,j up to overall
rescaling, and that overall rescaling cancels out when we sum over the four edges.
C. WKB error analysis
In this Appendix we consider the propagation of the exponentially growing flat sections
along a WKB curve. Our goal is to see that the ζ → 0 asymptotics of this propagation are
just obtained by integrating the eigenvalue λ of the Higgs field ϕ.
More precisely: choose a gauge in which ϕ is diagonal,
ϕ =
(
λ 0
0 −λ
)
. (C.1)
Then let z(t) be a WKB curve with phase ϑ, and let ζ ∈ Hϑ, so that Reλzz′(t)/ζ < 0. Let
s be a flat section with
s(z(0)) =
(
1
0
)
. (C.2)
The statement of the WKB approximation is that as ζ → 0 we have
s(z(t)) ∼ c(t)
(
e
−R
ζ
∫ z(t)
z(0)
λ
0
)
, (C.3)
for some function c(t) independent of ζ.
To prove (C.3), begin by defining the WKB remainder ψ by
ψ(z) = s(z) exp
(
R
ζ
∫ z
z(0)
λ
)
. (C.4)
The flatness equations (d+A)s = 0 become
(∂z¯ +Az¯ +Rζϕ¯z¯)ψ = 0, (C.5)
(∂z +Az +
R
ζ
(ϕz − λz1))ψ = 0. (C.6)
So along the curve z(t) the evolution of ψ is(
d
dt
+B(t)
)
ψ(z(t)) = 0 (C.7)
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where
B(t) =
R
ζ
z′
(
0 0
0 −2λz
)
+ z′Az + z¯′(Az¯ +Rζϕ¯z¯). (C.8)
The desired (C.3) is equivalent to saying that limζ→0 ψ exists and moreover its second
component vanishes. Why should this be so? The intuition is that the only term in B(t)
that is not finite as ζ → 0 is the term −2Rz′λz/ζ in the bottom right corner, and the only
effect of this term will be to introduce a factor like e−#/ζ (with Re# > 0) in the second
component of ψ, which thus vanishes as ζ → 0.
To justify this intuition, let B0(t) = g(t)B(t)g
−1(t) be the diagonalization of B(t). We
would like to show that
lim
ζ→0
∥∥∥∥Pexp ∫ t
0
B(t)− Pexp
∫ t
0
B0(t)
∥∥∥∥ = 0. (C.9)
Having established (C.9) we may use B0 instead of B to evaluate the parallel transport of
ψ in the ζ → 0 limit; that would prove the desired (C.3).
A direct computation, using only the fact that B(t) is a 2×2 matrix for which the real
part of the bottom right entry approaches −∞ while all others remain finite, shows that
expB0(t) is bounded as ζ → 0 and that we can choose g(t) such that g(t) → 1 as ζ → 0.
From these two facts (C.9) follows. To see this, we first break the interval into small pieces
over which B is slowly varying, to reduce to the case where B is t-independent. In that
case (C.9) reduces to
lim
ζ→0
‖etB − etB0‖ = 0. (C.10)
But this follows from B = gB0g
−1, limζ→0 g = 1, and the existence of limζ→0 etB0 .49 This
finishes the proof of (C.9) and hence of (C.3).
More precisely, we have shown (C.3) in the case where the WKB curve begins at a
regular point. For our application we need to consider the case where the WKB curve
begins at a singularity, located at say z(0). In that case we clearly cannot hope for (C.3)
to hold on the nose since
∫ z(t)
z(0) λ diverges. Instead choose some other function I(z), defined
on a neighborhood of the WKB curve (excluding the singularity), with dI = λ. Then an
argument similar to the above shows there is a flat section s which as ζ → 0 behaves as
s(z(t)) ∼
(
c(t)e
−R
ζ
I(z(t))
0
)
. (C.11)
Moreover, one can take s to be the small flat section associated to the WKB curve z(t)
and singularity z(0).
D. Holomorphic coordinates on multi-center Taub-NUT
We begin with the Gibbons-Hawking ansatz. The Taub-NUT space TN has a map pi :
TN → R3, with generic fiber a circle, and metric
ds2 = V −1Θ2 + V (d~r)2, (D.1)
49This is the moment where we use the fact that, as ζ → 0, the real part of the bottom right entry of
B(t) approaches −∞ rather than +∞.
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with dΘ = pi∗(∗dV ). The globally well-defined one-form Θ is normalized by pi∗Θ = 4pi.
The Taub-NUT centers are at ~ra and
V = 1 +
∑
a
1
|~r − ~ra| . (D.2)
Let z = x1 + ix2. Holomorphic functions in one complex structure are annihilated by
∂z¯ −Θz¯∂ψ (D.3)
∂3 + (iV −Θ3)∂ψ (D.4)
where ∂ψ is the globally well-defined vector field generating rotations in the fiber, normal-
ized to 〈Θ, ∂ψ〉 = 1.
To write the holomorphic coordinates it is useful to cover the manifold by patches.
Introduce angular coordinates (θa, φa) associated with each center. We will define patches
U where  is a vector with one component for each center and a = ±1. We let U be the
set of ~r, ~r 6= ~ra so that θa 6= 12(1− a)pi. Over each patch we can define a fiber coordinate
ψ of period 4pi so that
Θ = dψ +A (D.5)
A =
∑
a
a(1 + a cos θa)dφa (D.6)
Since Θ is globally well-defined one reads off the transition functions for ψ. Now, it is
convenient to define:
Ra,± := |~r − ~ra| ± (x3 − x3,a) (D.7)
Note that Ra,+Ra,− = |z − za|2. It is straightforward to verify that
U˜ =
∏
a=+1
(Ra,−)−1/2
∏
a=−1
(Ra,+)
1/2e
1
2
(iψ+x3) (D.8)
is annihilated by the antiholomorphic vector fields. Holomorphy is preserved if we multiply
(D.8) by
∏
a=+1
(z − za), and we do this to define
U =
∏
a
(Ra,+)
1/2
∏
a=+1
z − za
|z − za|e
1
2
(iψ+x3) (D.9)
One verifies that U is in fact independent of , i.e., it is globally well-defined. As we have
said, it is holomorphic on TN . Its divisor is a disjoint union of holomorphic disks which
project to the lines θa = pi. We henceforth drop the subscript  and simply write U . Any
global holomorphic function on TN with winding number 1 around the fibers must be a
polynomial in z times U .
Now, one may also check that
W =
∏
a
(z − za)/U (D.10)
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is globally well-defined and holomorphic. Its divisor is a union of holomorphic disks pro-
jecting to the lines θa = 0. One can write explicitly
W =
∏
a
(Ra,−)1/2
∏
a=−1
z − za
|z − za|e
− 1
2
(iψ+x3). (D.11)
In Section 3.2 we consider the limit x3,a → ±∞ at fixed ~r. Suppose we take x3,a → +∞
for a ∈ R and x3,a → −∞ for a ∈ L. Then ~r is in the patch with a = +1 for a ∈ R and
a = −1 for a ∈ L. One finds that
U˜ →
∏
a∈R
(2x3,a)
−1/2 ∏
a∈L
(2|x3,a|)+1/2e 12 (iψ+x3) (D.12)
Therefore, to have a good limit, we normalize U so that
U =
∏
a∈R
(z − za)
∏
a∈R
(
2x3,a
Ra,−
)1/2 ∏
a∈L
(
Ra,+
2|x3,a|
)1/2
e
1
2
(iψ+x3) (D.13)
in this distinguished coordinate patch.
Now, we can apply this to the discussion in Section 3.2.5. We identify the cylindri-
cal coordinate t = e−
1
2
(iψ+x3), and z is identified with v, while x3 is identified with x6.
Therefore, in the limit we have
U → t−1
∏
a∈R
(v − va), (D.14)
W → t
∏
a∈L
(v − va), (D.15)
in terms of the natural holomorphic coordinates (t, v) on T ∗C×.
E. Configurations of integers with nonpositive second discrete derivative
We summarize here some simple observations about the collections of integers {kα}, 0 ≤
α ≤ n + 1, which arise in the D4/NS5-brane configurations of Section 3.2. According to
(3.42) these configurations obey
−2kα + kα+1 + kα−1 + dα ≤ 0, 1 ≤ α ≤ n. (E.1)
Since dα ≥ 0, (E.1) implies that if we think of kα as a function of α, its second discrete
derivative is nonpositive, i.e. its graph is convex.
There are three basic cases to be distinguished. The first case is k1−k0 > 0. Then the
kα are strictly increasing for 0 ≤ α ≤ α−, attain a maximal value K for α− ≤ α ≤ α+, and
are strictly decreasing for α ≥ α+. See Figure 88. If k1 − k0 = 0 then we have a similar
behavior except that α− = 0, shown in Figure 89. Finally, if k1 − k0 < 0 then we have
α− = α+ = 0, as in Figure 90.
There is also an important special case where the second discrete derivative vanishes,
−2kα + kα+1 + kα−1 = 0 for 1 ≤ α ≤ n. In this case the graph is just a line, i.e.
kα = k0 + αr, 0 ≤ α ≤ n+ 1. (E.2)
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Figure 88: The typical pro-
file of a set of integers kα with
2kα − kα−1 − kα+1 ≥ 0 when
k1 − k0 > 0.
Figure 89: The typical pro-
file of a set of integers kα with
2kα − kα−1 − kα+1 ≥ 0 when
k1 − k0 = 0.
Figure 90: The typical pro-
file of a set of integers kα with
2kα − kα−1 − kα+1 ≥ 0 when
k1 − k0 < 0.
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