Novelty search is an evolutionary search algorithm based on the superficially contradictory idea that abandoning goal-focused fitness function altogether can lead to the discovery of higher fitness solutions. In the course of our work, we have created a biologically inspired artificial development system with the purpose of automatically designing complex morphologies and controllers of multicellular, soft-bodied robots. Our goal is to harness the creative potential of in silico evolution, so that it can provide us with novel and efficient designs that are free of any preconceived notions a human designer would have. In order to do so, we strive to allow for the evolution of arbitrary morphologies. Using a fitness-driven search algorithm, the system has been shown to be capable of evolving complex multicellular solutions consisting of hundreds of cells that can walk, run, and swim; yet, the large space of possible designs makes the search expensive and prone to getting stuck in local minima. In this work, we investigate how a developmental approach to the evolution of robotic designs benefits from abandoning objective fitness function. We discover that novelty search produced significantly better performing solutions. We then discuss the key factors of the success in terms of the phenotypic representation for the novelty search, the deceptive landscape for co-designing morphology/brain, and the complex development-based phenotypic encoding.
INTRODUCTION
The potential to automatically design whole robots with their morphology and control system specialized for a particular task has been one of the most exciting promises of evolutionary robotics, ever since Karl Sims presented his seminal work (Sims, 1994) . Over the years, a variety of approaches have been proposed to achieve this goal, often becoming staples of the field. Just like Sim's work, most of them assumed some kind of indirect phenotypic encoding, based on a high level abstraction of development, such as the grammatical approaches [used by Komosinski and Ulatowski (1999) , Lipson and Pollack (2000) , and Pilat et al. (2012) ] or abstractions, such as the CPPN (Stanley, 2007) used by Cheney et al. (2013) and Auerbach and Bongard (2012) . Less commonly, and that includes our approach, morphologies and controllers were evolved using a more direct abstraction of biological development, where bodies progressively build themselves through subsequent cellular divisions, deaths, and realignments (Bongard and Pfeifer, 2003; Kowaliw et al., 2004; Meng et al., 2011; Schramm et al., 2011; Joachimczak et al., 2013) .
While the two decades of evolutionary robotics have advanced the field to the level where evolutionary approaches excel at designing controllers for robot gaits [see, e.g., Boddhu and Gallagher (2010) and Lee et al. (2013) ] or whole complex behaviors [see, e.g., Lessin et al. (2014) ], co-evolving bodies and brains de novo, even despite famous physical implementations (Lipson and Pollack, 2000) remains largely at the proof-of-concept stage. This should be hardly surprising, given the exploded search space that covers possible pairs of morphologies and controllers and its potentially highly deceptive structure coming from continuous interactions between the two. Naturally, limiting the search space to the area of interest (such as by assuming that bodies consist of sticks or boxes) is essential to solve any problem through evolutionary optimization and means that a knowledge about the expected types of solutions is incorporated into the search algorithm. There is a trade-off, however, evolution, just like a human brain, can be creative and the more we limit the search space, the less likely an evolutionary search algorithm is to come up with a novel and unexpected solution. Thus, by carefully restricting the amount of knowledge about the problem domain that is transferred to the search algorithm, we give the evolutionary process a chance to offer new insights and inspire us with original ways to solve the problem [see, e.g., Hornby et al. (2010) for a classic example]. In particular, in our work, we strive to avoid restrictions put on morphologies and gaits that can evolve, and instead of assembling bodies from primitives, we allow them to grow cell-by-cell and form arbitrary shapes made from hundreds of cells.
One of the research areas where we think it would be beneficial to allow for a possibly unconstrained evolution of morphologies and gaits is soft-robotics. Soft-bodied robotics is a very recent and quickly developing branch of robotics that abandons the idea of robots made of rigid parts. Instead, robots are assumed to be made of elastic material and can deform itself in order to produce gaits or to dynamically adapt to an environment (e.g., crawl through a small opening). This makes them much more similar to animals and, in particular, invertebrates, such as cephalopods. While the field is still in its early stage, there were already multiple successful demonstrations of physical implementations of such entities. Some most prominent examples include robots relying on fluid or air-filled cavities (Steltz et al., 2009; Shepherd et al., 2011) , materials that differentially respond to external pressures (Hiller and Lipson, 2012) or actual, 3-D printed biological tissue (Chan et al., 2012) .
Following the inspiration from nature and, in particular, the increasing understanding of the role of development in evolution [see, e.g., Carroll et al. (2004) ] and how their interactions produce what Darwin called "endless forms most beautiful, " we have proposed a biologically inspired, artificial development system that allows to evolve morphologies and controllers for 2-D, soft-bodied animats (Joachimczak et al., 2014) . In our approach, animats grow from a single cell through subsequent divisions with each cell controlled by a copy of the same gene regulatory network (GRN) encoded in individual's genotype. Other than being the way nature produces animal forms, developmental systems are well known for having higher evolvability and scalability than direct encodings [see a direct comparison in, e.g., Komosinski and Rotaru-Varga (2002) and Cheney et al. (2013) ]. They also display useful properties, such as robustness, to damage during development or ability to self-repair (Andersen et al., 2009; Joachimczak and Wróbel, 2012b) . We use morphologies that emerged through development as a template for a physical model of an animat, which is evaluated in a virtual environment for its performance on a given task. Movement is achieved by contracting and expanding regions of the body, with each body region (originally a cell) making independent decisions about its behavior (though potentially in communication with neighboring areas). In that way, gaits emerge as a product of a distributed control mechanism, being a continuation of the distributed self-assembly process that creates the multicellular morphology.
Using fitness-driven evolutionary search, we were successful in producing complex morphologies that consist of hundreds of cells, walk, run, and swim (Joachimczak et al., 2014) or even reshape their bodies when changing environments through the process of metamorphosis (Joachimczak et al., 2015) . Importantly, we were able to show how such a fine-grained approach development leads to the emergence of higher level structural features, such as simple appendages that function as legs, fins, or tails. As a method of fitness-driven search, we have employed the NEAT algorithm [Stanley and Miikkulainen (2002) , see Section 2.7.1], one of the most successful method of evolving neural networks (Mouret and Doncieux, 2011) . Despite promising results, simulating multicellular growth (with hundreds of cells interacting) is very computationally expensive. Furthermore, the large search space and a complex, highly indirect relation between genotype and phenotype makes evolutionary search prone to getting stuck in local minima.
In this work, we show and analyze how a fine-grained developmental system evolving morphologies and behaviors of robots can be improved by the use of novelty search algorithm (Lehman and Stanley, 2011a; Stanley and Lehman, 2015) . This seems superficially counterintuitive as the algorithm entirely abandons the use of an objective fitness function. However, it is found to improve quality of solutions as well as diversity of candidate morphologies that are evaluated during the evolutionary process. The former is needed for the approach to be useful, whereas the latter is essential given our overall aim of harnessing the creative potential of the evolutionary process.
Novelty search is an evolutionary search algorithm based on the radical idea that abandoning objective, goal-focused fitness function altogether can actually lead to a discovery of higher fitness solutions. To do so, novelty search replaces the concept of objective fitness function with the concept of novelty, a scalar value corresponding to how much a given phenotype differs from phenotypes in the current population as well as from phenotypes that have been found to be novel in previous generations, stored in a dedicated archive. This causes the evolutionary search to pursue phenotypes that are different from the already discovered ones instead of phenotypes that have higher fitnesses. While methods that increase genetic diversity have long been demonstrated to be useful in evolutionary algorithms [see, e.g., Mahfoud (1995) and Sareni and Krahenbuhl (1998) ], novelty search differs from them by focusing entirely on increasing the phenotypic, not genotypic diversity.
Novelty search had been suggested to improve evolvability in problems that are deceptive in nature, i.e., where greedily focusing the search on improving fitness will likely lead population into local minima in the fitness landscape that are difficult to escape from. It is suggested that the pressure to produce novel phenotypes will instead lead to the discovery of progressively more and more complex solutions and, among them, the evolutionary stepping stones that open access to new regions of higher fitness in the solution space (Lehman and Stanley, 2011a) . Importantly, it is argued that most problems of interest for evolutionary algorithms are deceptive in nature, as non-deceptive problems are simply easy to solve. To what extent different problem domains benefit from the use of novelty search is continuously being explored, with a particular focus on the evolution of robotic controllers. It has been shown to improve evolvability in Lehman and Stanley (2011b) , Krčah (2012) , Gomes et al. (2013) , Lehman et al. (2013) , and Urbano and Georgiou (2013) . It has, however, been shown to decrease evolvability in problems with very large solution spaces (Cuccu and Gomez, 2011) , to which co-evolution of morphologies and control likely belongs to.
In the next section, we provide a concise description of the developmental model that we used. However, we refer the reader to the original paper (Joachimczak et al., 2014) for more details and an overview of what kinds of structures it can evolve. In this work, we focus on investigating how and why novelty search contributes to evolvability in this problem domain.
DEVELOPMENTAL APPROACH
Following the biological inspiration, we have attempted to design a possibly simple model of the developmental process, in which arbitrary morphologies could self-assemble through multicellular growth. The underlying assumptions of the approach are
• a genome encodes a control network that commands each cell's behavior,
• self-assembly starts from a single cell, proceeds through subsequent cellular divisions and deaths, and • all cells share the same control network and respond to local signals.
The fitness evaluation is a two-step process (Figure 1) . First, an animat undergoes the developmental stage during which its morphology and controller forms. Next, the resultant morphology is used as a template for a soft-bodied model that is simulated in a physical environment for a fixed number of time steps, where it undergoes only elastic changes. We discuss each of these steps in more detail next.
Growth Stage
Cells are controlled by a simple abstraction of gene regulatory network (GRN) in the form of a neural network where nodes are meant to represent genes and their state rather than neurons. To update state of each node, we used a sigmoidal transfer function (tanh) with output values within [−1, 1] applied to the weighted sum of incoming nodes outputs, as implemented by the MultiNEAT library (Chervenski and Ryan, 2014) . The network determines each cell behavior during growth as well as during the locomotion stage, where cells act as "muscles. " Ultimately, the behavior of each cell depends on its internal state and the external signals received by the network, such as positional information.
Development takes place in a continuous 2-D space, where cells are represented as disks and undergo elastic collisions simulated with springs that connect them ( Figure 2B ). While there is nothing that would in principle prevent implementing the presented approach in 3-D [in fact, we have implemented an earlier version of the system in 3-D, see, e.g., Wróbel (2011, 2012c) ], a 2-D model is much less computationally demanding. As the body length generally scales with the cube root of the number of cells in 3-D and a square root in 2-D, a fine-grained 2-D development allows to produce structures of higher apparent complexity with lower numbers of cells.
A cell physical state is defined by its position, its velocity, and orientation vector, which determines the direction of division. Springs connect only the nearest neighbors and are determined (1) and (3)].
dynamically, as the embryo grows. We use Delaunay triangulation to determine the connectivity between cells and then remove links longer than 150% of cell diameter (to allow for non-convex shapes). The resting length of a spring is equal to the sum of attached cells radii. As this simple approach can, however, produce a disjoint structure (e.g., after cells in a central part of an elongated embryo die out), a spring between a pair of nodes is removed only when some other path between these two nodes can be found. Generally, the physics of development was made to resemble soft interactions between cells suspended in a fluid environment. To reduce computational time, the neighborhood relation was recalculated every 10 steps of physics simulation. The use of Delaunay triangulation as the way to determine neighborhood in the growing embryo is likely not essential for producing current system dynamics and other neighborhood definitions (such as distance based) can be expected to produce similar results. Delaunay was chosen for the conceptual simplicity of spring-based handling of cell adhesion and repulsion, its quasi-linear complexity of determining neighborhood for all cells, and the fact that it allowed us to use the same definition of neighborhood we later used for the locomotion stage. Additionally, the developmental physics was updated at a higher update rate than the state of control networks. More precisely, we allowed for 600 developmental steps and updated networks every 30 steps.
Network Inputs
Morphogen gradients have long been known to play a fundamental role in development and, in particular, in establishing the basic body plan of animals (Carroll et al., 2004) . Thus, to facilitate differentiation of cellular fates, we provided cells with positional information, both direct and indirect (Figure 2A) . The direct one was in the form of X and Y coordinate directly fed as input to a network. The indirect information would come in the form of four virtual maternal morphogens at prespecified positions in the environment. Additionally, as a simple mechanism that substitutes for morphogens produced by cells, the control network had one "morphogen" output and an associated morphogen input. For any given cell, the activation of the latter was set to the average activation of corresponding morphogen outputs of its neighbors. Finally, all cells were provided with two global signals: a bias input (set to 1 in every cell) and a time signal (with a value increasing linearly from 0 to 1 throughout development).
Cell Division and Death
All cells were bound to divide with each subsequent update of the control network unless the output interpreted as the inhibitor of division had activation above 0. Furthermore, division was allowed to occur if and only if space in the direction of the division was not entirely occupied already by other cells [see Joachimczak et al. (2014) for the rationale of this approach].
As long as some space was available, the newly created cell was placed next to the original cell in the direction determined by the network output representing the division angle. The angle was determined at the moment of division and was relative to the mean orientation angle of the cell nearest neighbors. Unless the state was different from zero, all cells would simply divide in the same direction.
Apoptosis (cellular death) occurred whenever activation of the associated network output in a cell was found to be above zero. Such cell was immediately removed from the embryo.
Termination of Development
To prevent a trivial scenario in which cells divide in an uncontrolled manner until the hard limit of embryo size is reached, we required development never to reach the limit of 256 cells. Individuals who would not fulfill this criterion (even if temporarily) would have their fitnesses set to 0. Moreover, we added a limit on the total number of cells that could be created during the development of an embryo to be no larger than 1024. Such individuals were penalized by having their fitness multiplied by 0.1. We did so in order to limit the occurrence of rather unrealistic solutions in which cells would be continuously created and destroyed (see Section 2.7.1 for a complete list of penalties applied).
Locomotion Stage
The morphology of an embryo in the final developmental step was used as a template for a soft-bodied animat that was then evaluated for its capability to produce gaits (see an example of such transformation in Figure 1 ). The animat was represented in the physics engine as a 2-D spring-mass system, with point masses located at cell centers and springs forming a triangular mesh.
The resting length of springs was assigned based on the distances between cell centers at the end of the developmental stage ( Figure 2C ). Additionally, each triangular region had its equilibrium pressure (determined based on its surface area at the end of development) providing animat with a hydrostatic skeleton and preventing excessive compression or stretching of body regions.
Springs were governed by the Hooke's law with damping. For simplicity, all springs shared the same Hooke's constant value k but could have different resting lengths.
To avoid self-penetration of animat bodies, masses representing cells would undergo elastic collisions with springs. Movement during locomotion stage was simulated using a custom soft-body engine that we have built on top of the rigid-body physics part of the Bullet Physics Library 2.81 (2013).
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The terrestrial environment was constructed by placing animats on top of a flat surface and introducing gravity and friction between animat's nodes and the surface. To prevent sudden changes in resting length for cells with a non-zero phase shift at the start of a simulation, the amplitude was progressively increased during the initial 200 steps of the locomotion stage. Furthermore, to prevent evolution from exploiting any initial motion that would come from relaxation of the animat body at the beginning of the locomotion stage (when gravity, not present during development, was enabled), before actuation would start, we first waited for the structure to stabilize. This was implemented by making sure that the speeds of the nodes are sustained under a preset threshold for 800 time steps.
For an aquatic environment, gravity was disabled and fluid drag was introduced. We used the fluid drag model based on the work by Sfakiotakis and Tsakiris (2006) , which assumes that fluid is stationary and that the force acting on a single edge on the outline of the body is a sum of tangential and normal drag components for the motion of this edge against the fluid [see also Joachimczak and Wróbel (2012a) for details].
Actuation meant modifying resting length of springs attached to a given cell. This resulted in the body region contracting or expanding. The total change of resting length of a spring would depend on both cells it connects. The maximum possible range of change was from −40 to +40% in the aquatic environment and from −30 to +30% in terrestrial (the maximum was reached assuming both cells acted in accord). However, due to the hydrostatic pressures and other forces, the change of resting length of springs would not result in the change of spring length of the same magnitude.
How the resting length of springs was modified to produce gaits depend on which of the two investigated control approaches were used, discussed next.
Two Approaches to Actuation
In the course of our earlier work, we have developed two different approaches to gait control for the presented model, one being simple and inspired by SodaPlay approach (Burton, 2007) and a more complex one, employing networks to actively control the state of actuators.
Oscillator-Driven Actuation
The simple one assumed that all "muscular" activity during locomotion stage is determined by sinusoidal patterns of contraction and expansion of body regions surrounding cells, with each cell having its own oscillation period and phase assigned. Both period and phase shift would evolve and be determined by the control network; we realized this by setting the parameters for each cell oscillations based on the state of two corresponding outputs in the given cell network at the final step of development. The state of control networks would then no longer be updated during the locomotion stage. More precisely, during the locomotion stage the default resting length L 0 of a given spring was modified according to the oscillation parameters of the two cells it connects:
where t was simulation time, A was the predefined amplitude, T 1 , T 2 were periods of oscillation (scaled to span a predefined range), and ϕ 1 , ϕ 2 were phase shifts (scaled to −π to π) determined by the activation of corresponding network outputs at the end of development.
GRN-Driven Actuation
The second approach allowed for a more fine-grained control over actuation, such as using different oscillation patterns for each cell or making only a subset of cells take part in gait generation. Instead of two outputs determining the period and phase shift of muscular contractions at the end of development, we used one output which determined whether a cell contracts or expands its springs at a given point in time (and therefore the area that surrounds it), represented as an output value between −1 and 1 (0 meaning neutral). Importantly, this meant that the control networks in the cells would continue to be updated during the locomotion stage. The state of the corresponding output was, however, used indirectly. First, to limit the maximum possible frequency of changes in the spring resting lengths, the state of control networks was updated every 50 time steps of the physics simulation (which lasted for 4000 time steps in total). Second, in order to avoid strong forces that are generated if the resting lengths change in a stepwise manner after a network update, the resting length of springs was changed progressively. More precisely, in between network updates, the state of rest-length changing actuation signal a i,t in a cell i at the time t was a linear interpolation of the network's spring output s i at the time of a previous network update (tu − 50) and the new desired state determined by the most recent output at a time tu:
Just like in the previous approach [equation (1)], the amount of change applied to resting length of a spring was limited by a globally set amplitude A, and a spring's resting length would be set according to the actuation signals a 1,t , a 2,t coming from both cells connected by the spring:
Previously, we have observed that the oscillator-driven method has lower computational cost and tends to evolve gaits faster. We think it is because the search space is considerably smaller: some type of a cyclic gait was guaranteed to emerge and the evolutionary search only had to optimize the periods and phase shifts of each body region. The second method allows for more fine-grained control, but it was up to evolution to discover that repetitive actuation patterns are the way to produce gaits. It is thus suitable for more complex tasks that require either some degree of irregularity or reactiveness (such as maze navigation, obstacles avoidance, and chemotaxis), but comes at the cost of a more complex and more deceptive fitness landscape. An example of such deceptiveness is structures that collapse after a single pulse of contractions: they score high on the distance measure initially but are local minima that hinder the discovery of cyclic motion patterns. This minimum does not exist in the oscillator-driven variant, as each cell will actuate periodically by default.
Finally, seeing the two approaches as a simpler and a more complex variant of control network evolution, we introduced one more change between them. Namely, in the simple oscillator-driven scenario, we only allowed for feed-forward control networks. This meant that during development, the networks were stateless and all cellular actions would depend entirely on the external signals provided for each cell. With each update of the network, the state of the inputs was set and the signals were propagated the number of steps equal to the precalculated depth of the network. In the GRN-driven variant, we allowed for recurrent connections and, therefore, the networks were no longer stateless during development and locomotion. Here, however, as the network graph would potentially contain cycles, with every network update, we propagated the signals in the network only by a distance of 1.
Evolution
Networks controlling development and determining gaits were encoded as a list of nodes with their respective types (input, output, and normal gene) and a list of connections. As our goal was to compare directly evolvability of a fitness-driven search with that of novelty search, we have performed repeated evolutionary runs using each of the two following algorithms.
NEAT Evolutionary Algorithm
As a method of fitness-driven search, we have employed the NEAT algorithm [neuroevolution of augmenting topologies (Stanley and Miikkulainen, 2002) ], which is often considered the most successful method of evolving artificial neural networks (Mouret and Doncieux, 2011) . It starts from simple topologies and grows them over evolutionary time through complexification. To do so efficiently, it relies on two mechanisms. First, it keeps tracks of new genes (new connections and new neurons) and uses history markers to perform a meaningful crossover between genomes, aware of which genes correspond to which in the two parents. Second, it uses speciation, with crossover occurring only within species (as it would likely be destructive otherwise). Speciation is based on the similarity between genomes, calculated by taking into account the number of disjoint and excess neurons and the difference between corresponding connection weights that both networks have. Finally, as means of promoting genetic diversity, it uses fitness sharing (the larger the species, the lower fitness score its members receive). While the NEAT approach turned out to be extremely fruitful and led to the development of multiple related [e.g., CPPN (Stanley, 2007) , HyperNEAT (Stanley et al., 2009) ] and hybrid approaches [e.g., Mouret and Clune (2012)] shown to improve over it in various domains, we used here the original version of the NEAT method. Given that it is simple, well understood and available out-of-the-box in various evolutionary optimization libraries, we think it establishes a sensible baseline for the performance of a fitness-driven search.
As a fitness function, we used the displacement of an animat's center of mass between the time the body was found to be at rest after the simulation was started (to avoid profiting from relaxation under gravity, see also Section 2.5) and the final step of simulation:
where (x f , y f ) represents the position of the animat's center of mass at the end of locomotion stage, (xs, ys) represent its position when it came to rest after initial relaxation under gravity. The actuation bonus term ba was used only in the GRN-driven actuation experiments and was equal to:
where ucnt was the total number of network updates during the locomotion stage, ccnt was the number of cells in the embryo, and s i,u was the state of the network output that modifies the resting lengths of springs attached to cell i at the time of update u. It represents a small bonus to the fitness for having some change occur at the actuators with subsequent network updates, and it was used to promote discovery of individuals that actuate. It had a maximum possible value of 1 in the case when each cell switched from maximum contraction to maximum expansion (or vice versa) with each subsequent update of network's output during the locomotion stage. Finally, p represents applied fitness penalties, where:
0 if the number of cells less than 8, or if the number of cells hit maximum allowed body size during development, or if animat never stabilized during initialization of the locomotion stage 0.1 if the number of cells created during growth is equal or greater than the maximum allowed
We used the MultiNEAT implementation of the NEAT algorithm (Chervenski and Ryan, 2014) . The configuration file specifying the parameters of the library is linked within the reference.
Novelty Search
Lehman and Stanley (2011a) define novelty of a phenotype m as proportional to how sparsely the phenotype space surrounding m has been explored so far:
where µ i is the i-th nearest individual to m out of k according to the distance metric d. Introducing the novelty search algorithm into an existing, NEAT-based system required only replacing the fitness function computation with calculation of the novelty value, disabling the fitness sharing, introduction of the novelty archive that stores past novel individuals and the algorithm for dynamic updating of the novelty threshold value (the novelty value at which an individual is added to the archive). We chose to increase the threshold by 10% if more than eight individuals were added to the archive one after another and to decrease it by 10% if no individuals were added within 50 generations. We used the final coordinates of an animat's center of mass P at the end of locomotion stage as its phenotypic representation, where P ∈ R 2 . We then used Euclidean metric as a measure of distance d between two phenotypes, with k = 15 [see equation (7)]. Therefore, the novelty of an individual was highest if it finished its movement in a location in which other individuals did not finish yet. Note that while the aquatic environment allowed to easily vary the phenotypic representation vector along both X and Y coordinate, in the terrestrial gait problem the variation could almost solely come from the X coordinate, as the horizontal movement of the body would be many times larger than the vertical, and we did not normalize each dimension in the phenotype characterization vector. Thus, novelty search algorithm was forced to introduce variation almost entirely by modifying the X coordinate.
Since novelty search required only the change of how the fitness function is calculated (by replacing it with a measure of novelty), we could keep the remaining properties and settings of both algorithms identical (including speciation for the meaningful crossover). Naturally, the fitness adjustments normally performed by NEAT (fitness sharing based on genetic similarity) were not applied in the case of novelty search as it would imply changing its core behavior. We used a population size of 300 individuals, and evolutionary runs lasted for 2000 generations. The initial population was created as a fully connected network with inputs directly connected to outputs and random weights.
RESULTS
We compared the performance of the novelty search algorithm to the fitness-driven search (represented by the NEAT algorithm), using four different scenarios: we combined two separate tasks: evolution of aquatic and terrestrial gaits with two approaches to actuation. We used the same method of evaluating performance both in aquatic and terrestrial environments, that is, for NEATsearch experiments, fitness represented the displacement of the center of mass during locomotion stage and, in novelty search experiments, phenotype was characterized by the final location of an animat.
To allow for meaningful comparisons between the two approaches, for each of the four experimental settings, we repeated evolution using a given search algorithm 20 times, using different random seed values. To provide the reader with an overview of what kinds of designs emerge in our system, we first present examples of evolved solutions. We then compare the performance of each algorithm. Finally, we analyze how each of the algorithms explores the phenotypic space in order to understand the reason behind their different behavior and performance in this problem domain.
Evolved Morphologies
With only two exceptions, all evolutionary runs resulted in individuals capable of producing repetitive gaits in their target environments. The two exceptions were a result of fitness-driven search attempting to evolve GRN-controlled gaits and occurred both in the swimming and walking tasks. The terrestrial individual was vertically elongated and would fall after expanding its muscle to its side at the beginning of the simulation. A swimming individual would rapidly contract its body once and rely on the momentum produced by this single contraction. Thus, none of these individuals evolved a cyclic motion pattern. As this was only possible in the case of GRN-controlled actuation, this type of local minima would not be an issue in the experiments relying on oscillator-driven actuation.
In the case of oscillator-driven actuation and aquatic gait evolution, morphologies produced by each type of evolutionary search were found to be visually very similar: best evolutionary runs resulted in individuals who had elongated, snake-like morphologies, and moved with undulatory gaits. Wider, more fish-like morphologies also emerged, yet the runs that produced them reached lower fitnesses. Comparing morphologies obtained using fitness driven (Figure 3A) with individuals obtained using novelty search (Figure 3B) , there was no obvious visual difference, though the top five best-performing individuals of the two experiments were obtained with novelty search (three of which are shown in Figure 3B ). Similarly, in the case of ground-based locomotion (Figure 4) , all evolutionary experiments converged to similar morphologies, in that case supporting themselves on two (occasionally more) appendages. Here, again, no immediately obvious visual difference was observed between novelty-and fitnessdriven searches, although one more time, the top three individuals came from the novelty search experiment. Similarly, in the experiments with GRN-controlled terrestrial gaits, the results obtained using each search method were visually similar (cf. Figures 5A,B) , with individuals running on two "legs" and highly convergent morphologies. The shapes were, however, visually quite different from those obtained with the oscillationdriven actuation approach. Likewise, in the case of individuals evolved for swimming, both search algorithms produced similar morphologies (Figures 5C,D) , though this time a wider and more fish-like type of morphology dominated. Two exceptions displaying snake-like morphologies, however, emerged in the fitnessdriven search experiments. They were also the two most successful swimmers obtained in both GRN-driven actuation experiments. While the investigation of how different types of genetic control over development and behavior lead to different shapes is beyond the scope of this paper, we note that a likely significant factor were different time constants determining how quickly muscular contractions could occur in each of the two types of actuation mechanisms. In any case, differences in evolutionary trajectories that emerge depending on the type of genetic control employed were the very reason we were interested in testing if novelty search behaves consistently in different setups. Figure 6A compares the performance of the two investigated search algorithms on the problem of evolving aquatic animats using the simpler approach to control. We found that novelty search clearly outperformed the NEAT algorithm (median of expected achieved distance was different, Wilcoxon two-tailed rank-sum test, p = 0.01). On average, novelty search not only produced better individuals given 2000 generations but would also do so regardless on the number of generations. To investigate whether the advantage of novelty search extended to another problem, we next compared evolvability of terrestrial gaits. As novelty search could now only act on the first dimension of the phenotypic representation vector (i.e., the X coordinate of the final position), we expected novelty search advantage to diminish as the measure of novelty becomes largely synonymous with the objective fitness. Indeed, after 2000 generations (Figure 6B) , novelty search seemed to hold only a small advantage over NEAT and, in fact, the median of expected achieved distance in generation 2000 was no longer significantly different (Wilcoxon two-tailed rank-sum test, p = 0.30). On average, novelty search did, however, produce higher fitness individuals regardless of the number of generations and was much faster at finding good swimmers early on (e.g., the expected median fitness of best individuals at generation 400 is significantly better, p = 0.02).
Performance: Oscillator-Driven Actuation
Overall, we found these results surprising since the NEAT method is by itself a state of the art evolutionary algorithm specifically tuned to evolve network topologies and employs various techniques that prevent premature convergence. Also, while developing the model, we tuned the parameters of the system while optimizing its performance under the NEAT algorithm [see, e.g., fitness function tweaks, equations (5) and (6)], which was likely to introduce a bias in favor of this search method. Nonetheless, a direct and trivial replacement of NEAT with novelty search resulted with a clear improvement, even though novelty search did not even attempt to explicitly optimize for distances.
Performance: GRN-Driven Actuation
To see if the above results hold for a more complex, but more powerful version of the model, we performed an analogous pair of experiments, this time with development controlled by a recurrent network and motion patterns generated by continuous activity of the gene regulatory network. Here, a cyclic pattern of locomotion was no longer a default and evolution had to discover that repetitive patterns of actuation are the way to produce sustained gaits. Other than increasing the search space considerably, we suspected this scenario to be less suited for novelty search, as new final positions could now be easily generated by producing movement patterns that sustain themselves only through part of the total evaluation time. To our surprise, the average performance of novelty search was one more time higher in both aquatic ( Figure 7A ) and terrestrial environment ( Figure 7B ). In the case of the former, the advantage of novelty search was significant during the first few hundreds of generations (difference in medians at generation 800, p = 0.008), but decreased over evolutionary time (the medians were no longer significantly different at generation 2000).
The final experiment in which GRN-controlled terrestrial animats were evolved produced similar results: novelty search converged faster and produced higher average fitnesses. The medians were clearly different at generation 800 (p = 0.01), but again, not significantly so at generation 2000 (p = 0.10).
Overall, seeing how novelty search found good individuals much faster than NEAT search and sustained average advantage throughout the full length of evolutionary runs, we consider these results consistent with superiority of novelty search method in this problem domain.
Exploration of the Phenotypic Space
To understand how novelty search improves over NEAT in our problem domain, we visualized how the phenotypic space is being explored by each of the algorithms in the case of evolving swimming animats using oscillator-driven actuation. Although a direct visualization of complex phenotypic space would be impossible, we chose to visualize each phenotype by using the same representation that was employed to compute phenotypic distances in novelty search, i.e., as points in R 2 corresponding to the final locations of individuals. This allowed us to plot the final positions of all individuals who existed during a given evolutionary run on a surface. To reduce visual clutter, we have plotted only 1% of (randomly sampled) individuals. We selected two runs from each type of experiment for visualization: a run that led to the best individual obtained in a given type of experiment and a median quality individual (the best individual having fitness below the median). Inspection of the remaining runs confirmed that the patterns observed in the selected examples are representative for Figure 6A for corresponding fitness plots) . The top row corresponds to the best run in each type of experiment, and the bottom row corresponds to the run that resulted in the median quality individual. Each point in a plot represents the final location of an individual who was evaluated during a given evolutionary run (a randomly chosen 1% individuals is shown). The color of a circle represents generation at which an individual was created: blue correspond to the beginning of a run, red to the end, and green to the middle. The line connects points corresponding to the best individual (in terms of objective fitness value) in every generation. (A) NEAT search, (B) novelty search.
the experiments as a whole. The comparative results for each search algorithm are shown in Figure 8 . It can be immediately seen that the way each algorithm has explored the space of possible phenotypes is qualitatively different. While the novelty search progressively discovers solutions that swim in every possible direction, the NEAT algorithm shows a clear focus toward exploring only a subregion of the phenotypic space, with individuals moving in a similar direction. This exploitation of a single direction is most likely explained by population becoming dominated by descendants of a particular good design that happened to be successful early on. This then leads to subregions being overexplored through the creation of large numbers of individuals who differ only slightly in their final position. On the other hand, novelty search algorithm clearly explores the phenotypic space in a much more even manner, without particular motion directionality and mostly avoiding overexploration of phenotypic subregions. This interpretation is further reinforced by the overlaid visualization of the trajectory of the best (in terms of objective fitness) individual in every generation (solid line in Figures 8A,B) . While in the fitness-driven runs, subsequent best individuals are close neighbors in the phenotypic space, novelty search is capable of exploring different scenarios at the same time, visible as long "jumps" through the phenotypic space between generations. We note, however, that these jumps are unlikely to imply that mutations caused large phenotypic changes, rather, parallel exploration of diverse designs allows new best individuals to emerge in any of the regions of the phenotypic space that are being explored.
Next, we attempted to visualize how each search algorithm behaved on the problem of evolving terrestrial animats. Due to the 1-dimensional characterization of phenotypes, we were able to more easily visualize the progression of the populations over evolutionary times (Figure 9) . Here, fitness-driven search focused almost entirely on either left or right direction of motion, determined at the beginning of an evolutionary run. Also, most of the individuals being created seem to be minor modifications to the winning design, visible as a high-density region (dark blue) overlapping with the red line representing best solution found so far. On the other hand, novelty search seems to explore scenarios in which individuals move either left or right evenly, and it was not uncommon to observe how a winning left-running solution is replaced by right-running one (or vice versa), often multiple times during a single evolutionary run.
The observation above is further supported by inspection of the contents of the novelty search archives in novelty-driven runs (consisting of individuals who were found to be novel at the time they were created, Figure 10 ). It can be seen how, in the case of swimming individuals, novelty search discovers new concentric "layers" of solution space, rather than focusing on exploitation of a particular subregion of the search space (which, in that case, would manifest as discovering subsequent solutions that move roughly in the same direction). In the case of walking individuals, during the first few hundred generations, subsequent A B novel individuals tend to have higher objective fitnesses and are found both among left-running and right-running individuals, without any clear preference. After "low-hanging fruit" solutions are found, novelty archive is slowly populated with individuals ending at almost any possible location in the region between current best left-running and right-running solution. Ultimately, this also leads to discovering improvements to the best individuals as well. Finally, we have inspected evolutionary runs that relied on the more complex, GRN-driven actuation and found out that they displayed qualitatively similar properties (not shown).
Phenotypic Diversity in Populations
Phenotypic diversity is a necessary condition of an evolutionary process and hence sustaining it is of primary importance to many evolutionary algorithms. The NEAT algorithm attempts to sustain diversity at the genetic level by using speciation and fitness sharing, in which genotypes grouped into species receive lower fitnesses as the species size increases, consequently promoting novel genotypes. Grouping into species is based on the genetic distance between individuals. The genetic distance, however, does not necessarily reflect phenotypic distance (in the extreme case, neutral mutations lead to two different genomes with identical phenotypes). To understand what kind of population structure emerges during evolution, we investigated fitness distributions in the final generations and observed radical differences between the two search algorithms. Populations evolved using NEAT would progressively lose fitness diversity over evolutionary time, as the populations were slowly more and more dominated by an elite individual and its variations that differ only slightly in fitness. This pattern was universally observed in all types of experiments, as confirmed by averaging normalized fitness distributions in the final generation from independent evolutionary runs (Figure 11) . The difference behavior of these algorithms can be understood if we consider that novelty search, by its very definition, attempts to diversify phenotypes. At the same time, developmental systems are known to evolve toward both environmental and mutational robustness, a process known as genetic canalization [see, e.g., Federici and Ziemke (2006) , Basanta et al. (2008) , Andersen et al. (2009), and Wróbel (2012b) ], which likely drives the phenotypic diversity down.
Morphological Diversity
While the results discussed in the Section 3.4 clearly show that novelty search explores the space of possible solutions in a more even and thorough manner than the fitness-driven search, our assessment of phenotypic diversity was based solely on the final position of an animat being evaluated. Although the quality of solutions obtained with novelty search was also higher on average, we were interested whether its success can be attributed to actually having explored a greater range of potential morphologies. After all, a larger diversity of final positions does not automatically imply a larger diversity of morphologies. In particular, larger diversity of final positions could simply be a result of mutations that only influence behavior control (e.g., resulting in a change of swimmer's angle), providing evolution with a cheap and endless source of phenotypic variation. This would, however, be strongly against our goal of creating a system that discovers innovative morphologies and controllers without any prior knowledge of desired solutions, as being able to explore a large range of morphologies is essential to its creativeness.
Measuring the diversity of arbitrary morphologies requires a way to quantify dissimilarities between them. This is generally a non-trivial problem that can be approached in multiple ways, taking things like scale or rotation invariance into consideration [e.g., through the use of shape histograms (Ankerst et al., 1999) ]. Since our goal here was mainly to make sure that the higher phenotypic diversity of the novelty search scenario is not just a result of evolution tweaking the controllers, we decided to rely on a much simpler approach. We calculated diversity of individuals' sizes (represented by their body cell count) during an evolutionary run. While a very crude approach: a potentially extremely large numbers of morphologies can be made of the same number of cells, body sizes are sometimes used in biological [e.g., Imroze and Prasad (2011) ] and artificial embryogeny [e.g., Matos et al. (2009) ] experiments as a way to estimate phenotypic diversity. Here, we expected that if morphologies tend to repeat more often in some experiments, we should also observe more frequent repetitions of identical cell counts in the populations. Thus, as a simple proxy of morphological diversity, we decided to apply one of the measures commonly employed to calculate ecological diversities, namely the Shannon entropy, to a set of body sizes that occur throughout an evolutionary run. For each run, we calculated Shannon entropy of body sizes over the whole evolutionary history:
where S was the set of sizes (numbers of cells in the body) of all animats that existed during a given evolutionary run and were considered viable (i.e., their fitness was not zero). We calculated morphological diversity for all evolutionary runs and all types of experiments that we performed and present summary results in Figure 12 . Regardless of whether we used the oscillator-driven actuation or the more complex, GRN scenario, novelty search produced much higher morphological diversity, with the difference being even more pronounced in the latter case. This result strongly suggests that novelty search indeed manages to produce significantly higher morphological diversity and increased variation of animat final positions was associated with an actually higher diversity of morphologies explored.
DISCUSSION AND FUTURE WORK
Throughout our work, we aim to harness the creative power of the evolutionary process in order to either inspire or to fully replace a human designer. While we were able to reach very promising results using the classical, fitness-driven evolutionary search algorithm, the large and complex search space stemming from the weakly constrained range of possible morphologies, and complex interactions between morphologies and controllers made evolutionary runs expensive and prone to being stuck in local minima. After introducing a very low cost change to the search method, a one that abandons optimization for the fitness altogether, we were surprised to see it immediately improve over the fitness-driven search, even though the novelty search method was not explicitly optimizing for gait performance. A more extensive analysis revealed that the result was robust in respect to two types of tasks and two versions of control mechanism that we used; in all investigated scenarios, novelty search produced on average higher fitness individuals. The advantage of novelty search was especially visible within the first few hundreds of generations and given limited time for an evolutionary run, it was clearly superior at finding gaits. Performing longer evolutionary experiments (2000 generations) allowed the fitnessdriven search to get closer to the results obtained with novelty, though it remained, on average, inferior. The reduced difference in performance of each algorithm given longer search can be explained by the fact that each algorithm ultimately attempts to converge on similar designs; indeed, the best solutions obtained using each search method had similar morphologies. Importantly, our analysis revealed how both algorithms explore the space of possible solutions very differently: novelty search was far better at maintaining population diversity and explored the space of possible solutions in a much more even manner. Fitness-driven search, on the other hand, despite the use of mechanisms that promote genotypic diversity would heavily focus on subregions of the phenotypic space. Furthermore, our analysis suggests that novelty search, despite simply searching for novel end positions of locomoting animats, actually evaluated a more diverse set of morphological designs.
As novelty search is believed to show its strengths in deceptive fitness landscapes, this also suggests that the problem we are working on, i.e., evolution of morphologies and controllers based on artificial development exhibits a highly deceptive fitness landscape. Indeed, one potential source of such a deceptiveness could be constant interactions between the controller and morphology being simultaneously optimized. More precisely, when a controller becomes fine-tuned to a given morphology over evolutionary time, many potentially useful modifications of this morphology will likely turn out to be detrimental, as they will lead to a mismatch between the new morphology and a controller. Thus, only after fine-tuning of the latter, the performance of a modified morphology can be ascertained: a new hill of increased fitness landscape can only be accessed by crossing a lower fitness valley, a telltale of a deceptive fitness landscape.
Another reason we suspect novelty search turned out to be highly successful on this problem may be the difficulty of sustaining phenotypic diversity when using development-based encodings. Developmental systems are known to evolve toward being robust to perturbations, both environmental and mutational [see, e.g., Federici and Ziemke (2006) , Basanta et al. (2008) , Andersen et al. (2009), and Wróbel (2012b)] , and this robustness is one of the very reasons behind the interest in them. However, the propensity to sustain phenotype despite genetic perturbations should also mean that such systems are partially robust to methods that attempt to boost genetic diversity (e.g., through fitness sharing, as in this work), weakening their effect. Since novelty search promotes only the phenotypic novelty, it is immune to this effect, rewarding only increase in phenotypic diversity. This suggests that either novelty search or methods of promoting phenotypic diversity should be, in general, a more meaningful way to increase evolvability of developmental systems and we hope to investigate this more in depth in our future work. Furthermore, recent evidence from the domain of evolving robot behaviors (without morphological evolution) suggests that promoting phenotypic diversity also improves search performance (Gomez, 2009; Mouret and Doncieux, 2011; Trujillo et al., 2011; Lehman et al., 2013) . As the presented system deals both with the evolution of development and evolution of behavior, it suggests that phenotypic diversity maintenance may have contributed at both levels.
Lacking a predefined objective, pure novelty search is unlikely to succeed at higher complexity tasks and the reason it performs so well at gait evolution is likely related to the coupling between novelty measure and the distance measure: exploring further areas of the phenotypic space means finding solutions of higher objective fitness. It has, however, already been shown that the performance of novelty search can be improved on certain problems if a novelty measure is combined with an objective fitness function through the use of multi-criteria optimization (Mouret and Doncieux, 2011; Lehman et al., 2013) . Hence, as a straightforward extension of the current work, we plan to incorporate an objective fitness function into the search algorithm, through the use of a Paretobased multi-objective approach. We hope that this will allow us to evolve robots capable of performing more complex and multistep behaviors, such as reshaping to crawl through an opening or grabbing objects with an elastic appendage. Furthermore, a fitness component would enable evolution of behaviors that optimize energy used to perform a task or the amount of active and passive material in a design [e.g., as in Cheney et al. (2013) ]. Finally, having observed the extreme importance of sustaining phenotypic diversity in an artificial embryogeny model, we are interested in finding better ways of generating the initial population. After all, the morphological diversity of multicellular life did not emerge out of random gene regulatory networks but was preceded by an extremely long period of complexification of unicellular forms. Thus, one way we hope we can further improve evolvability is to first discover promising regions of genotypic space by preevolving initial population toward general morphological diversity, and only later attempting to co-evolve the form and behavior. This would require developing a much less simplistic measure of morphological diversity than the proxy used in Section 3.6 but would also enable us to perform direct comparisons of morphological diversities produced by different search algorithms.
With the low-effort modifications needed to adapt an objective fitness-driven genetic algorithm into novelty search and limited number of parameters that need to be set up (novelty search being able to adjust most of its parameters dynamically), we believe novelty search is likely to be of high utility for encodings based on artificial development in general. The results presented in this work also show the overall importance of focusing on maintaining phenotypic diversity in systems with highly indirect genotype-phenotype mappings, novelty search being only one of the easiest methods to achieve it.
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