Network embedding aims to embed nodes into a low-dimensional space, while capturing the network structures and properties. Although quite a few promising network embedding methods have been proposed, most of them focus on static networks. In fact, temporal networks, which usually evolve over time in terms of microscopic and macroscopic dynamics, are ubiquitous. The microdynamics describe the formation process of network structures in a detailed manner, while the macro-dynamics refer to the evolution pattern of the network scale. Both micro-and macro-dynamics are the key factors to network evolution; however, how to elegantly capture both of them for temporal network embedding, especially macro-dynamics, has not yet been well studied. In this paper, we propose a novel temporal network embedding method with micro-and macro-dynamics, named M 2 DNE. Specifically, for micro-dynamics, we regard the establishments of edges as the occurrences of chronological events and propose a temporal attention point process to capture the formation process of network structures in a fine-grained manner. For macro-dynamics, we define a general dynamics equation parameterized with network embeddings to capture the inherent evolution pattern and impose constraints in a higher structural level on network embeddings. Mutual evolutions of micro-and macro-dynamics in a temporal network alternately affect the process of learning node embeddings. Extensive experiments on three real-world temporal networks demonstrate that M 2 DNE significantly outperforms the state-of-the-arts not only in traditional tasks, e.g., network reconstruction, but also in temporal tendency-related tasks, e.g., scale prediction.
INTRODUCTION
Network embedding has shed a light on network analysis due to its capability of encoding the structures and properties of networks with latent representations [1, 3] . Though the state-of-thearts [5, 9, 21, 22, 25, 28] have achieved promising performance in many data mining tasks, most of them focus on static networks with fixed structures. In reality, the network usually exhibits complex temporal properties, meaning that the network structures are not achieved overnight and usually evolve over time. In the so-called temporal networks [13] , the establishments of edges between nodes are chronological and the network scale grows with some obvious distribution. For example, researchers collaborate with others in different years, leading to sequential co-author events and continued growth of the network scale. Therefore, a temporal network naturally represents the evolution of a network, including not only the fine-grained network structure but also the macroscopic network scale. Embedding a temporal network with the latent representation space is of great importance for applications in practice.
Basically, one requirement for temporal network embedding is that the learned embeddings should preserve the network structure and reflect its temporal evolution. The temporal network evolution usually follows two dynamics processes, i.e., the microscopic and macroscopic dynamics. At the microscopic level, the temporal network structure is driven by the establishments of edges, which is actually a sequence of chronological events involving two nodes. Taking Figure 1 as an example, from time t i to t j , the formation of the structure can be described as {(v 3 , v 1 , t i ), (v 3 , v 2 , t i ), · · · } ... − − →{(v 3 , v 1 , t j ), (v 3 , v 4 , t j ), · · · }, and here nodes v 3 and v 1 build a link again at t j . Usually, an edge generated at time t is inevitably related with the historical neighbors before t, and the influence of the neighbor structures on the edge formation comes from the two-way nodes, not just a single one. Besides, different neighborhoods may have distinct influences. For example, in Figure 1 , the establishment of edge (v 3 , v 4 ) at time t j should be influenced by {(v 3 , v 1 , t i ), (v 3 , v 2 , t i ), · · · } and {(v 4 , v 2 , t i ), · · · }. Besides, the influences of (v 3 , v 2 , t i ) and (v 4 , v 2 , t i ) on the event (v 3 , v 4 , t j ) should t j < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > t i < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > t k < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > Figure 1 : A toy example of temporal network with microand macro-dynamics. Micro-dynamics describe the formation process of network structures (i.e., edge establishments), while macro-dynamics refer to the evolution pattern of network scale (i.e., the number of edge). The red lines in the network mean new temporal edges (e.g., (v 3 , v 4 , t j )).
be larger than that of (v 3 , v 1 , t i ), since nodes v 2 , v 3 and v 4 form a closed triad [10, 34] . Such micro-dynamic evolution process describes the edge formation between nodes at different timesteps in detail and explains that "why the network evolves into such structures at time t". Modeling the micro-dynamics enables the learned node embeddings to capture the evolution of a temporal network more accurately, which will be beneficial for the downstream temporal network tasks. We notice that temporal network embedding has been studied by some works [6, 26, 34, 37] . However, they either simplify the evolution process as a series of network snapshots, which cannot truly reveal the formation order of edges; or model neighborhood structures using stochastic processes, which ignores the fine-grained structural and temporal properties. More importantly, at the macroscopic level, another salient property of the temporal network is that the network scale evolves with obvious distributions over time, e.g., S-shaped sigmoid curve [12] or a power-law like pattern [32] . As shown in Figure 1 , when the network evolves over time, the edges are continuously being built and form the network structures at each timestamp. Thus, the network scale, i.e., the number of edges, grows with time and obeys a certain underlying principle, rather than being randomly generated. Such macro-dynamics reveal the inherent evolution pattern of the temporal network and impose constraints in a higher structural level on the network embedding, i.e., they determine that how many edges should be generated totally by micro-dynamics embedding as the network evolves. The incorporation of macro-dynamics provides valuable and effective evolutionary information to enhance the capability of network embedding preserving network structure and evolution pattern, which will largely strengthen the generalization ability of network embedding. Therefore, whether the learned embedding space can encode the macro-dynamics in a temporal network should be a critical requirement for temporal network embedding methods. Unfortunately, none of the existing temporal network embedding method takes them into account although the macro-dynamics are closely related with temporal networks.
In this paper, we propose a novel temporal Network Embedding method with Micro-and Macro-Dynamics, named M 2 DNE. In particular, to model the chronological events of edge establishments in a temporal network (i.e., micro-dynamics), we elaborately design a temporal attention point process by parameterizing the conditional intensity function with node embeddings, which captures the fine-grained structural and temporal properties with a hierarchical temporal attention. To model the evolution pattern of the temporal network scale (i.e., macro-dynamics), we define a general dynamics equation as a non-linear function of the network embedding, which imposes constraints on the network embedding at a high structural level and well couples the dynamics analysis with representation learning on temporal networks. At last, we combine micro-and macro-dynamics preserved embedding and optimize them jointly. As micro-and macro-dynamics mutually evolve and alternately influence the process of learning node embeddings, the proposed M 2 DNE has the capability to capture the formation process of topological structures and the evolutionary pattern of network scale in a unified manner. We will make our code and data publicly available at website after the review.
The major contributions of this work can be summarized as follows:
• For the first time, we study the important problem of incorporating the micro-dynamics and macro-dynamics into temporal network embedding. • We propose a novel temporal network embedding method (M 2 DNE), which microscopically models the formation process of network structure with a temporal attention point process, and macroscopically constrains the network structure to obey a certain evolutionary pattern with a dynamics equation. • We conduct comprehensive experiments to validate the benefits of M 2 DNE on the traditional applications (e.g., network reconstruction and temporal link prediction), as well as some novel applications related to temporal networks (e.g. scale prediction).
RELATED WORK
Recently, network embedding has attracted considerable attention [3] . Inspired by word2vec [18] , random walk based methods [9, 21] have been proposed to learn node embeddings by the skipgram model. After that, [22, 30] are designed to better preserve network properties, e.g. high-order proximity. There are also some deep neural network based methods, such as autoencoder based methods [28, 29] and graph neural network based methods [11, 27] . Besides, some models are designed for heterogeneous information networks [5, 15, 23] or attribute networks [33] . However, all the aforementioned methods only focus on static network embedding. There are some attempts in temporal network embedding, which can be broadly classified into two categories: embedding snapshot networks [6, 8, 14, 34, 35] and modeling temporal evolution [19, 26, 37] . The basic idea of the former is to learn node embedding for each network snapshot. Specifically, DANE [14] and DHPE [35] present efficient algorithms based on perturbation theory. Song et al. extend skip-gram based models and propose a dynamic network embedding framework [6] . DynamicTriad [34] models the triadic closure process to capture dynamics and learns node embeddings at each time step. The latter type of methods try to capture the evolution pattern of network for latent embeddings. [26] describes temporal evolution over graphs as association and communication process and propose a deep representation learning framework for dynamic graphs. HTNE [37] proposes a Hawkes process based network embedding method, which models the neighborhood formation sequence to learn node embeddings. Besides, there are some task-specific temporal network embedding methods. NetWalk [31] is an anomaly detection framework, which detects network deviations based on a dynamic clustering algorithm.
All the above-mentioned methods either learn node embeddings on snapshots, or model temporal process of networks with limited dynamics and structures. None of them integrate both of microand macro-dynamics into temporal network embedding.
PRELIMINARIES 3.1 Dynamics in Temporal Networks
Definition 3.1. Temporal Network. A temporal network refers as a sequence of timestamped edges, where each edge connects two nodes at a certain time. Formally, a temporal network can be denoted as G = (V, E, T ), where V and E are sets of nodes and edges, and T is the sequence of timestamps. Each temporal edge (i, j, t) ∈ E refers to an event involving nodes i and j at time t.
Please notice that nodes i and j may build multiple edges at different timestamps, we consider (i, j, t) as a distinct temporal edge while (i, j) means a static edge. In fact, macro-dynamics represent both the change of edges and nodes. Since new nodes will inevitably lead to new edges, we focus on the growth of edges here. Intuitively, micro-dynamics determine which edges will be built (i.e., events occurrence), while macro-dynamics constrain the scale of new changes of edges.
Temporal Point Process
Temporal point processes have previously been used to model dynamics in networks [7] , which assumes that an event happens in a tiny window [t, t + dt) with conditional probability λ(t)dt given the historical events. Self-exciting multivariate point process or Hawkes process [17] is a well-known temporal point process with the conditional intensity function λ(t) defined as follows:
where µ(t) is the base intensity, describing the arrival of spontaneous events. The kernel κ(t − s) models the time decay effects of past events on current events, which is usually in the form of an exponential function. N (t) is the number of events until t.
Problem Definition
Our goal is to learn node embeddings by capturing the formation process of the network structures and the evolution pattern of the network scale. We can formally define the problem as follows:
Definition 3.4. Temporal Network Embedding. Given a temporal network G = (V, E, T ), temporal network embedding aims to learn a mapping function f : V → R d , where d is the number of embedding dimensions and d ≪ |V |. The objective of the function f is to model the evolution pattern of the network, including both micro-and macro-dynamics in a temporal network.
THE PROPOSED MODEL 4.1 Model Overview
Different from conventional methods which only consider the evolution of network structures, we incorporate both micro-and macrodynamics into temporal network embedding. As illustrated in Figure 2 , from a microscopic perspective (i.e., Figure 2 (a)), we consider the establishment of edges as the chronological event and propose a temporal attention point process to capture the fine-grained structural and temporal properties for network embedding. The establishment of an edge (e.g., (v 3 , v 4 , t j )) is determined by the nodes themselves and their historical neighbors (e.g., {v 1 , v 2 , · · · } and {v 5 , v 2 , · · · }), where the distinct influences are captured with a hierarchical temporal attention. From a macroscopic perspective (i.e., Figure 2 (b)), the inherent evolution pattern of network scale constrains the network structures at a higher level, which is defined as a dynamics equation parameterized with network embedding U and timestamp t. Micro-and macro-dynamics evolve and derive node embeddings in a mutual manner (i.e., Figure 2 (c)). The micro prediction from the historical structures indicates that node v 3 may link with three nodes (i.e., three new temporal edges to be established) at time t j , while the macro-dynamics preserved embedding limits the number of new edges to only two, according to the evolution pattern of the network scale. Therefore, the network embedding learned with our proposed M 2 DNE captures more precise structural and temporal properties.
Micro-dynamics Preserved Embedding
With the evolution of the network, new edges are constantly being established, which can be regarded as a series of observed events. Intuitively, the occurrence of an event is not only influenced by the event participants, but also by past events. Moreover, the past events affect the current event to varying degrees. Thus, we propose a temporal attention point process to preserve micro-dynamics in a temporal network.
Formally, given a temporal edge o = (i, j, t) (i.e., an observed event), we parameterize the intensity of the eventλ i, j (t) with network embedding U = [u i ] ⊤ . Since similar nodes i and j are more likely to establish the edge (i, j, t), the similarity between nodes i and j should be proportional to the intensity of the event that i and j build a link at time t. On the other hand, the similarity between the historical neighbors and the current node indicates the degree of past impact on the event (i, j, t), which should decrease with time and be different from distinct neighbors. t j < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t >
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To this end, we define the occurrence intensity of the event o = (i, j, t), consisting of the base intensity from nodes themselves and the historical influences from two-way neighbors, as follows:
where д(·) is a function measuring the similarity of two nodes,
where other measurements can also be used, such as cosine similarity 1 . H i (t) = {p} and H j (t) = {q} are the historical neighbors of node i and j before t, respectively. The term κ(t − t p ) = exp(−δ i (t − t p )) is the time decay function with a node-dependent and learnable decay rate δ i > 0, where t p is the time of the past event (i, p, t p ). Here α and β are two attention coefficients determined by a hierarchical temporal attention mechanism, which will be introduced later.
As the current event is stochastically excited or inhibited by past events, and the Eq. (2) may derive negative values, we apply a non-linear transfer function f : R → R + (i.e., exponential function) 1 Since our idea is to keep the intensity much larger when nodes i and j are more similar, the negative Euclidian distance is applied here as it satisfies the triangle inequality and thus can preserve the first-and second-order proximities naturally [4] .
to ensure that the intensity of an event is a positive real number.
4.2.1 Hierarchical Temporal Attention. As mentioned before, the past events have an impact on the occurrence of the current event, and this impact may vary from past events. For instance, whether two researchers i and j collaborate on a neural networkrelated paper at time t is usually related with their respective historical collaborators. Intuitively, a researcher who has collaborated with i or j on neural network-related papers in the past has a larger local influence on the current event (i, j, t). Besides, if i's collaborators are more experts in neural networks as a whole, his neighbors will have a larger global impact on the current event.
Since a researcher's interest will change with the research hotspot, the influence of his neighbors is not static but dynamic. Hence, we propose a temporal hierarchical attention mechanism to capture such non-uniform and dynamic influence of historical structures. For the local influence from each neighbor, the term д(p, j) = −||u p − u j || 2 2 makes it likely to form an edge between nodes i and j, if i's neighbor p is similar with j. The importance of p to the event (i, j, t) depends on node i and changes as neighborhood structures evolve. Hence, the attention coefficient is defined as follows:
where ⊕ is the concatenation operation. a ∈ R 2d serves as the attention vector and W represents the local weight matrix. Here
Session: Long -Network Embedding II CIKM '19, November 3-7, 2019, Beijing, China we incorporate the time decay κ(t − t p ) so that if the timestamp t p is close to t, then node p will have a large impact on the event o = (i, j, t). Similarly, we can get α q j (t) which captures the distinctive local influence from neighbors of node j on the event o at time t.
For the global impact of whole neighbors, we represent the historical neighbors as a whole with the aggregation of each neighbor informationũ i = σ ( p ∈H i (t ) α pi (t)Wu i ). Considering the global decay of influence, we average the time decay of past events with t − t p =
. Thus, we capture the global attention of the i's whole neighbors on the current event o as follows:
where s(·) is a single-layer neural network, which takes the aggregated embedding from neighborsũ i and the average time decay of past events κ(t − t p ) = exp(−δ i (t − t p )) as input.
Combining the two parts of attention, we can preserve the structural and temporal properties in a coupled way, as the attention itself is evolutionary with micro-dynamics in the temporal network.
Micro
Prediction. Until now, we define the probability of establishing an edge between nodes i and j at time t as follows:
Hence, we can minimize the following objective function to capture the micro-dynamics in a temporal network:
Macro-dynamics Preserved Embedding
Unlike micro-dynamics driving the formation of edges, macrodynamics describe the evolution pattern of the network scale, which usually obeys obvious distributions, i.e., the network scale can be described with a certain dynamics equation. Furthermore, macrodynamics constrain the formation of the internal structure of the network at a higher level, i.e., it determines that how many edges should be generated totally by now. Encoding such high-level structures can largely strengthen the capability of network embeddings. Hence, we propose to define a dynamics equation parameterized with the network embedding, which bridges the dynamics analysis with representation learning on temporal networks. Given a temporal network G = (V, E, T ), we have the cumulative number of nodes n(t) by time t. For each node i, it links other nodes (e.g., node j) with a linking rate r (t) at time t. According to the densification power laws in network evolution [12, 32] , we have the average accessible neighbors ζ (n(t) − 1) γ with the linear sparsity coefficient ζ and power-law sparsity exponent γ . Hence, we define the macro-dynamics which refer to the number of new edges at time t as follows:
where n(t) can be obtained as the network evolves by time t, ζ and γ are learnable with model optimization.
As the network evolves by time t, n(t) nodes joint in the network. At the next time, each node in the network tries to establish edges with the other ζ (n(t) − 1) γ nodes with a link rate r (t).
Linking Rate.
Since the linking rate r (t) plays a vital role in driving the evolution of network scale [12] , it is dependent not only on the temporal information but also structural properties of the network. On the one hand, much more edges are built at the inception of the network while the growth rate decays with the densification of the network. Therefore, the linking rate should decay with a temporal term. On the other hand, the establishments of edges promote the evolution of network structures, the linking rate should be associated with the structural properties of the network. Hence, in order to capture such temporal and structural information in network embeddings, we parameterize the linking rate of the network with a temporal fizzling term t θ and node embeddings:
where θ is the temporal fizzling exponent, σ (x) = exp(x)/(1 + exp(x)) is the sigmoid function. As the learned embeddings should well encode network structures, the numerator in Eq. (11) models the max linking rate of the network with node embeddings, which decays over time. Hence, with Eq. (11), we can combine the representation learning and macro-dynamics of the temporal network.
Macro Constraint.
As the network evolves, we have the sequence of the real number of edges A = {e(t)} | T | t =t 1 , hence we can get the changed number of edges, denoted as {∆e(t 1 ), ∆e(t 2 ), ∆e(t 3 ), · · · }, where ∆e(t i ) = e(t i+1 ) − e(t i ). Then, we learn the parameters in Eq. (10) via minimizing the sum of square errors:
where ∆e ′ (t) is the predicted number of new edges at time t.
The Unified Model
As micro-and macro-dynamics mutually drive the evolution of the temporal network, which alternately influence the learning process of network embeddings, we have the following model to capture the formation process of topological structures and the evolutionary pattern of network scale in a unified manner:
where ϵ ∈ [0, 1] is the weight of the constraint of macro-dynamics on representations learning. Optimization. As the second term (i.e., L ma ) is actually a nonlinear least square problem, we can solve it with gradient descent [16] . However, optimizing the first term (i.e., L mi ) is computationally expensive due to the calculation of Eq. (8) (i.e., p(i, j |H i (t), H j (t))). To address this problem, we introduce the transfer function f in Eq. (3) as exp(·) function, thereby Eq. (8) is a Softmax unit applied toλ i, j (t), which can be optimized approximately via negative sampling [18, 24] . Specifically, we sample an edge (i, j, t) ∈ E with probability proportional to its weight at each time. Then K negative node pairs (i ′ , j, t) and (i, j ′ , t) are sampled. Hence, the Session: Long -Network Embedding II CIKM '19, November 3-7, 2019, Beijing, China loss function Eq. (9) can be rewritten as follows:
where σ (x) = exp(x)/(1+exp(x)) is the sigmoid function. Note that we fix the maximum number of historical neighbors h and retain the most recent neighbors. We adopt mini-batch gradient descent with PyTorch implementation to minimize the loss function.
The time complexity of M 2 DNE is O(I T (dhK |V | + |E |)), where I is the number of iterations and T means the number of timestamps. d is the embedding dimension, h and K are the number of neighbors and negative samples.
EXPERIMENTS
In this section, we evaluate the proposed method on three datasets. Here we report experiments to answer the following questions:
Q1. Accuracy. Can M 2 DNE accurately embed networks into a latent representation space which preserves networks structures?
Q2. Dynamics. Can M 2 DNE effectively capture temporal information in networks for dynamic prediction tasks?
Q3. Tendency. Can M 2 DNE well forecast the evolutionary tendency of network scale via the macro-dynamics embedding? 5.1 Experimental Setup 5.1.1 Datasets. We adopt three datasets from different domains, namely Eucore 2 , DBLP 3 and Tmall 4 . Eucore is generated using email data. The communications between people refer to edges and five departments are treated as labels. DBLP is a co-author network and we take ten research areas as labels. Tmall is extracted from the sales data. We take users and items as nodes, purchases as edges. The five most purchased categories are retained as labels. The detailed statistics of datasets are shown in Table 1 .
Baselines.
We compare the performance of M 2 DNE against the following seven network embedding methods.
• DeepWalk [21] performs a random walk on networks and then learns node vectors via the skip-gram model. We set the number of walks per node w = 10, the walk length l = 40. • node2vec [9] generalizes DeepWalk with biased random walks.
We tune the parameters p and q from {0.25, 0.5, 1}. • LINE [25] considers first-and second-order proximities in networks. We employ the second-order proximity and set the number of edge samples as 100 million. • SDNE [28] uses deep autoencoders to capture non-linear dependencies in networks. We vary α from {0.001, 0.01, 0.1}. • TNE [36] is a dynamic network embedding model based on matrix factorization. We set λ with a grid search from {0.01, 0.1, 1}. We take the node embeddings of last timestamp for evaluations. • DynamicTriad [34] models the triadic closure of the network evolution. We set β 0 and β 1 with a grid search from {0.01, 0.1}, and take the node embeddings of last timestamp for evaluations. 
Q1: Accuracy
We evaluate the accuracy of the learned embeddings with two tasks, including network reconstruction and node classification.
5.2.1
Network Reconstruction. In this task, we train embeddings on the fully evolved network and reconstruct edges based on the proximity between nodes. Following [2] , for DeepWalk, node2vec, LINE and TNE, we take the inner product between node embeddings as the proximity due to their original inner productbased optimization objective. For SDNE, DynamicTriad, HTNE and our models (i.e., MDNE and M 2 DNE), we calculate the negative squared Euclidean distance. Then, we rank node pairs according to the proximity. As the number of possible node pairs (i.e., |V |(|V | − 1)/2) is too large in DBLP and Tmall, we randomly sample about 1% and 0.1% node pairs for evaluation, as in [20] . We report the performance in term of Precision@K and AUC. Table 2 shows that our proposed MDNE and M 2 DNE consistently outperform the baselines on AUC. On Precision@K, M 2 DNE achieves the best performance on Eucore and DBLP, improving by 5.78% and 4.73% in term of Precision@1000, compared with the best competitors. We believe the significant improvement is because modeling macro-dynamics with M 2 DNE constrains the establishment of some noise edges, so as to more accurately reconstruct the real edges in the network. Though MDNE only models the micro-dynamics, it captures fine-grained structural properties with a temporal attention point process and hence still outperforms all baselines on Eucore and DBLP. One potential reason that M 2 DNE is not performing that well on Tmall is that the evolutionary pattern of the purchase behaviors in short term is not significant, which leads to the slightly worse performance of models for temporal network embedding (i.e., TNE, DynamicTriad, HTNE, MDNE and M 2 DNE). However, M 2 DNE still performs better than other temporal network embedding methods in most cases, which indicates the necessity of jointly capturing micro-and macro-dynamics for temporal network embedding. After learning the node embeddings on the fully evolved network, we train a logistic regression classifier that takes node embeddings as input features. The ratio of training set is set as 40%, 60%, and 80%. We report the results in terms of Macro-F1 and Micro-F1 in Table 3 . As we can observe, our MDNE and M 2 DNE achieve better performance than all baselines in all cases except one. Specifically, compared with methods for static networks (i.e., DeepWalk, node2vec, LINE and SDNE), the good performance of MDNE and M 2 DNE suggests that the formation process of network structures preserved in our models provides effective information to make the embeddings more discriminative. In terms of methods for temporal networks (i.e., TNE, DynamicTriad and HTNE), our MDNE and M 2 DNE capture the local and global structures aggregated from neighbors via a hierarchical temporal attention mechanism, which enhances the accuracy of the embeddings of structures. Besides, M 2 DNE encodes high-level structures in the latent embedding space, which further improves the performance of classification. From a vertical comparison, MDNE and M 2 DNE continue to perform best against different sizes of training data in almost all cases, which implies the stability and robustness of our models.
Q2: Dynamics
We study the effectiveness of M 2 DNE for capturing temporal information in networks via temporal node recommendation and link prediction. As the temporal evolution is a long term process while edges in Tmall have less significant evolution pattern with incomparable accuracy, we conduct experiments on Eucore and DBLP. Specifically, given a test timestamp t, we train the node embeddings on the network before time t (not included), and evaluate the prediction performance after time t (included). For Eucore, we set the first 500 timestamps as training data due to its long evolution time.
For DBLP, we train the embeddings before the first 26 timestamps.
Temporal Node Recommendation.
For each node v i in the network before time t, we predict the top-k possible neighbors of v i at t. We calculate the ranking score as the setting in network reconstruction task, and then derive the top-k nodes with the highest score as candidates. This task is mainly used to evaluate the performance of temporal network embedding methods. However, in order to provide a more comprehensive result, we also compare our method against one popular static method, i.e., DeepWalk.
The experimental results are reported in Figure 3 with respect to Recall@K and Precision@K. We can see that our models MDNE and M 2 DNE perform better than all the baselines in terms of different metrics. Compared with the best competitors (i.e., HTNE), the recommendation performance of M 2 DNE improves by 10.88% and 8.34%in terms of Recall@10 and Precision@10 on Eucore. On DBLP, the improvement is 6.05% and 11.69% with respect to Recall@10 and Precision@10. These significant improvements verify that the temporal attention point process proposed in MDNE and M 2 DNE is capable of modeling fine-grained structures and dynamic pattern of the network. Additionally, the significant improvement of M 2 DNE benefits from the high-level constraints of macro-dynamics on network embeddings, thus encoding the inherent evolution of the network structure, which is good for temporal prediction tasks.
Temporal Link Prediction.
We learn node embedding on the network before time t and predict the edges established at t. Given nodes i and j, we define the edge's representation as |u i − u j |. We take edges built at time t as positive ones, and randomly sample the same number of negative edges (i.e., two nodes share no link). And, we train a logistic regression classifier on the datasets. As shown in Table 4 , our methods MDNE and M 2 DNE consistently outperform all the baselines on both metrics (accuracy and F1). We believe the worse performance of TNE and DynamicTriad is due to the fact that they model the dynamics with network snapshots, which cannot reveal the temporal process of edge formation. Though HTNE takes the dynamic process into account, it ignores the evolutionary pattern of network size and only retains the network structures with unilateral neighborhood structures. Since our proposed M 2 DNE captures dynamics from both microscopic and macroscopic perspectives, which embeds more temporal and structural information into node representations.
Q3: Tendency
As M 2 DNE captures both the micro-and macro-dynamics, our model can not only be applied to some traditional applications, but also some macro dynamics analysis related applications. Here, we perform scale prediction and trend forecast tasks. 5.4.1 Scale Prediction. In this task, we predict the number of edges at a certain time. We train node embeddings on networks before the first 500, 26 and 180 timestamps on Eucore, DBLP and Tmall, respectively. Then we predict the cumulative number of edges by next time. Since none of the baselines can predict the number of edges, we calculate a score for each node pairs, defined as ϕ(i, j) = σ (u i u j ). If ϕ(i, j) > 0.5, we count an edge connected nodes i and j at next time. While in our method, we can directly calculate the number of edges with Eq. (10).
The edge prediction results with respect to absolute error (i.e., A.E.) are reported in Table 5 . e(t) is the real number of edges and e ′ (t) is the prediction. Note that we only count static edges for models designed for static network embedding, while for models designed for dynamic networks, we count temporal edges, that is why we have different e(t) in Table 5 . Apparently, M 2 DNE can predict the number of edges much more accurately, which verify that the embedding parameterized dynamics equation (i.e., Eq. (10)) is capable of modeling the evolution pattern of the network scale. The prediction errors of the comparison methods are very large, because they can not or can only capture the local evolution pattern of networks, while ignore the global evolution trend. 
Trend
Forecast. Different from the scale prediction at a certain time, we forecast the overall trend of the network scale in this task. Given a timestamp t, we learn node embeddings (i.e., U) and parameters (i.e., θ, ζ and γ ) on the network before time t (not included). Based on the learned embeddings and parameters, we forecast the evolution trend of network scale and draw the evolution curves. Since none of the baselines can forecast the network scale, we only perform this task with our method w.r.t. different training timestamp. We set the training timestamp as 1 2 |T | and 3 4 |T | (T is the timestamp sequence) and forecast the remaining with Eq. (10).
As shown in Figure 4 , M 2 DNE can well fit the number of edges, with network embeddings and parameters learned via the dynamics equation (i.e., Eq. (10)), which proves that the designed linking rate (i.e., Eq. (11)) well bridges the dynamics of network evolution and embeddings of network structures. Moreover, as the training timestamp increases (i.e, from 1 2 |T | to 3 4 |T |), the prediction errors decrease, which is consistent with common sense, i.e., more training data will help the learned node embeddings better capture the evolutionary pattern. We also notice that the forecast accuracy is slightly worse on Tmall, since the less significant evolutionary pattern of purchase behaviors in short term.
Parameter Analysis
Since the number of historical neighbors h determines the captured neighborhood structures and the number of negative samples K affects model optimization, we explore the sensitivity of these two parameters on DBLP dataset. Figure 5 (b), we notice that M 2 DNE performs stably and achieves the highest F1 score at 5. Since historical neighbors models the formation of network structures, the number of historical neighbors influences the performance of model. To strike a balance between performance and complexity, we set the number of neighbors as a small value. Figure 5(b) , the performance of M 2 DNE improves with the increase in the number of negative samples, and then achieves the best performance once the dimension of the representation reaches around 5. Overall, the performance of M 2 DNE is stable, which proves that our model is less sensitive to the number of negative samples.
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CONCLUSION
In this paper, we make the first attempt to explore temporal network embedding from microscopic and macroscopic perspectives. We propose a novel temporal network embedding with micro-and macro-dynamics (M 2 DNE), where a temporal attention point process is designed to capture structural and temporal properties at a fine-grained level, and a general dynamics equation parameterized with network embedding is presented to encode high-level structures by constraining the inherent evolution pattern. Experimental results demonstrate that M 2 DNE outperforms state-of-the-art baselines in various tasks. One future direction is to generalize our model to incorporate the shrinking dynamics of temporal networks.
