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ABSTRACT 
Let A be a Banach algebra, F a compact set in the complex plane, and h a 
function holomorphic in some neighborhood of the set F. Thus h(a) is meaningful for 
each element a E A whose spectrum o(a) is contained in F, and it is possible to 
evaluate the norm Ih(a Problem: Compute the supremum of the norms Ih( as a 
ranges over all elements of A with spectrum contained in F and whose norm does not 
exceed one; that is, compute sup{ Ih(u a E A, o(a) c F, Ial < l}. This problem 
was first formulated and treated by the author in the particular case where A is the 
algebra of all linear operators on a finitedimensional Hilbert space and F is the disc 
{z; )zI Q r} for a given positive number r < 1. The paper discusses motivation, 
connections with complex function theory, convergence of iterative processes, critical 
exponents, and the infinite companion matrix. 
THE PROBLEM 
In its full generality, the problem to be discussed in the present paper 
may be formulated as follows. Let A be a Banach algebra, F a compact set in 
the complex plane, and h a function holomorphic in some neighborhood of 
the set F. Thus h(a) is meaningful for each element a E A whose spectrum 
u(a) is contained in F, and it is possible to evaluate the norm 1 h( a ) I. 
PROBLEM. Compute the supremum of the norms 1 h(a) 1 as a ranges 
over all elements of A with spectrum contained in F and whose norm does 
not exceed one; that is, compute 
sup{)h(a)\; aE A, a(a)cF, lalfl}. 
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This problem was first formulated and treated by the author in the particular 
case where A is the algebra of all linear operators on a finite- 
dimensional Hilbert space and F is the disc { z; IzI < T } for a given positive 
number r < 1. Before explaining the motivation for the problem let us include 
a few comments on the constraint a(a) c F. We shall be dealing with 
elements x E A whose norms do not exceed one; in conformity with general 
usage we shall call such elements contractions. Since the spectrum of a 
contraction is contained in the closed unit disc D- of the complex plane, it is 
obvious that, for the problem just stated, we may limit ourselves to sets F 
contained in this disc. In general, the problem will be interesting only if F is 
properly contained in D -. In the case F = D - the constraint a(a) C F 
becomes redundant. To take a concrete example, if A is the algebra B(H) of 
all bounded linear operators on a Hilbert space H, the problem reduces to the 
von Neumann inequality. Indeed, 
sup{ [h(a) 1; a E B(H), o(u) c D-, Ial G I) 
=sup{ Ih(a) 1; a E B(H), Ial G I} 
=sup{Ih(z)l; IZIGI}. 
To explain the motivation of our problem, it will be convenient to start by 
sketching briefly the development of the theory of critical exponents up to 
the point where it became possible to formulate a quantitative refinement of 
results that were of qualitative character only in the early stages of the 
theory. These results are centered around the notion of the critical exponent 
of a Banach space, which we now proceed to expound. 
Consider a linear operator A defined on a finite-dimensional linear space 
E. Its spectral radius will be denoted by I Al O. If the space E is equipped with 
a norm x + IX I, and if we denote by ITI the corresponding operator norm of 
an operator T, we have the well-known formula 
IAl, = lim IAq11/9 = inf lA9(‘/9. 
This equality links two quantities that have -at first sight-a substantially 
different character. The left-hand side is defined purely algebraically as the 
maximum of the moduli of the proper values of a certain matrix, whereas the 
right-hand side is defined in terms of an infinite process. The equality 
becomes a little less surprising if we take into account the relation of the 
quantity on the left-hand side to the fundamental theorem of algebra, and, in 
particular, its proof based on the Liouville theorem; indeed, the expression on 
AN EXTREMAL PROBLEM FOR OPERATORS 215 
the right-hand side is the reciprocal of the radius of convergence of the power 
series C$z”u”. Nevertheless, one fact is still worth noticing: the left-hand side 
is independent of the choice of the norm on E, and the notion itself does not 
require E to be normed, while the process on the right-hand side (though not 
its limit) depends in a significant way on the choice of the norm on E. 
In view of the finite-dimensionality of E and the finite character of the 
eigenvalue problem, it is natural to ask if a finite section of the sequence 
A, lA2(“2, IA3)1’3,... 
is not sufficient to obtain significant information about the spectral radius. 
This has to be explained more carefully. Of course, for a particular A, the 
spectral radius may be arbitrarily well approximated by 1 A” I’/’ if r is 
sufficiently large, so that we do indeed use only a finite section of the 
sequence; our task, however, is a more delicate one: we ask whether there 
exists an r independent ofA such that (A’(“’ contains significant information 
about the spectral radius. 
We intend to show that an adequate description of this problem is 
contained in the following definition: 
DEFINITION. Let E be a Banach space. We shall say that 9 is the critical 
exponent of the space E if 9 is the smallest natural number that has the 
following property: if A is a linear operator on E for which 1 = I Al = (A4 1, 
then IAl, = 1. 
In other words: if 9 is the critical exponent of the space E, then it suffices 
to inspect the 9th iterate of a linear operator A of norm one in order to 
decide whether or not the spectral radius of A is less than one, and the 
exponent 9 is independent of the operator A. The existence of the critical 
exponent is a fairly delicate geometrical problem. There are examples of 
finite-dimensional spaces for which the critical exponent is infinite; on the 
other hand, it is not known whether an infinite-dimensional space necessarily 
has infinite critical exponent. See [17] for a discussion of known results and 
open problems in this area. 
To further explain the meaning of the definition, let us recall the 
following theorem: 
THEOREM. Let E be a finitedimensionul linear space and A a linear 
operator on E. Then the following conditions are equivalent: 
(i) for each y E E and each x,, E E the sequence x,+~ = Ax, + y is 
convergent (to a solution of x = Ax + y); 
216 VLASTIMIL PT;IK 
(ii) the series Z + A + A2 + . . . is convergent; 
(iii) A’ + 0; 
(iv) IAI, < I; 
(v) there exists a norm p, on E such that pA( A) < 1 (for the correspmd- 
ing operator rwrm); 
(vi) if p is any norm on E, then there exists an m such that p(A”) < 1. 
Most of the implications here are almost immediate. The crucial implica- 
tion is based on the possibility of bringing the operator A to the Jordan 
normal form. The theorem is a deep one; a careful analysis of its proof shows 
that it also proves the spectral-radius formula. 
To return to the definition of the critical exponent, we shall restate it in 
another form, from which it will become evident that the proof of the 
existence of the critical exponent requires fairly delicate geometric considera- 
tions; in particular, the geometric properties of the unit ball of B(E), the 
algebra of all operators on E, play a decisive role. Now consider a fixed norm 
on E. The equivalence of (iv) and (vi) shows that for each A with 1 Al, < 1 
there exists an m with p( A”) < 1. Denote by m(A) the smallest exponent 
with this property. It is not difficult to see that: 
The critical exponent of the space E is the maximum of m( A) on the set C 
of all operators A on E for which IAl = 1 and IAI, < 1. 
The set C is far from being compact; already this superficial observation 
makes it clear that the existence of 9 is a delicate matter. Indeed, an 
ingenious example of a two-dimensional space due to L. Danzer (unpub- 
lished) shows that the function m may be unbounded on C. 
The meaning of the critical exponent may be described less precisely but 
more intuitively as follows. Consider an operator A of norm 1, and construct 
the sequence A, A2, A3,. . . . Clearly 
and either the sequence converges to zero or all its terms are equal to one. 
The fact that 9 is the critical exponent may be expressed as follows: if the 
sequence contains a term less than one somewhere along the line, then such a 
term may already be found among the first 9 terms. 
Thus, roughly speaking, the fact that 9 is the critical exponent of the 
space means that the sequence A’ either starts converging to zero before its 
9th term or does not converge to zero at all (in the second case I A*1 = 1 for 
all r). 
The definition of the critical exponent in its full generality appeared first 
in the present author’s 1960 paper [6]. The first critical exponent to be 
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computed (although not described as such) was that of the n-dimensional I, 
space; the result, n2 - n + 1, was obtained in 1957 by J. MaBk and the 
present author [27]. The result of [6] says that an n-dimensional Hilbert space 
has the critical exponent n. 
Let us pass now from the qualitative to the quantitative stage of the 
theory of the critical exponent. 
If q is the critical exponent of the space E, we have the following 
implication: 
If (A]<1 and ]AlO<l, then (AQI<l. 
Since clearly (TQ] < 1 implies (I’], < 1 for any operator T, we have the 
following equivalence: 
If ]A] < 1 then ]AI0 < 1 if and only if ]A”] < 1. 
In this form the equivalence admits a quantitative refinement. We know 
from the qualitative theory that, for an operator A of norm at most one, the 
iterates will not converge to zero if the qth power has norm one. Thus we 
may expect very bad convergence if the norm of A4 turns out to be close to 
one; the spectral radius of A will, accordingly, also be close to one. This 
brings us to the following extremal problem: given r < 1, find 
thus the spectral radius of a contraction will be at least this number if we find 
that ]Tq( is greater or equal to r. 
It seems that the problem becomes more tractable in its inverse form: 
given r < 1, find 
sup{ ITqI; ITI Q 1, ITI, f r }. 
This problem turns out to be a particular case of the general problem 
stated at the beginning: here A is the algebra B(E) of all (bounded) linear 
operators on the Banach space E, the set F is the disc { z; (z I < T }, and h is 
the polynomial h(z) = 2 q. 
THE EXTREMAL OPERATOR 
In the second part of this paper we intend to sketch briefly the history of 
the problem, summarize the results obtained thus far, and outline the 
possibilities for further developments. 
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To start at the beginning, let us restate a result obtained by the author in 
1960 [6]: 
If T is a contraction on H,, the ndimensionul Hilbert space, then T has 
spectral radius less than one if and only if the norm of T” is less than one. 
A simple observation shows that no smaller power will do: indeed; the 
operator N given in an orthonormal basis by the matrix 
is nilpotent, but IN] = IN21 = . . . = IN”-‘1 = 1. It follows that the critical 
exponent of ndimensional Hilbert space is exactly n. 
The corresponding quantitative problem is thus the following: For each 
positive r < 1, compute the maximum of IT”1 as T ranges over all operators 
on n-dimensional Hilbert space such that IT) < 1 and IT I (r < r. 
It is, in particular, the second constraint that is awkward to handle. 
Seeking ways to overcome this difficulty, the author observed that the 
problem becomes more tractable if the second constraint is replaced by a 
more stringent one; this idea turns out to be the decisive step in the solution. 
The method adopted in [9] consists in dividing the maximum problem into 
two stages. 
THE FIRST MAXIMUM PROBLEM. Consider a polynomial ‘p of degree n 
whose roots he in the interior of the unit disc, and consider the class C(q) of 
all contractions T on the ndimensional Hilbert space such that cp(T) = 0. 
The spectra of these operators are contained in the spectrum of the poly- 
nomial ‘p. 
Suppose we have found, for each (p. an operator S(q) such that the 
maximum of IT”/ for T E C(q) is attained for T = S(q). We may then pass to 
THE SECOND MAXIMUM PROBLEM (or the problem of the worst polynomial). 
Consider a fixed positive r < 1, and denote by C, the set of all operators 
T E B(H,) with ITI < 1 and ITI Q r. It follows from the Cayley-Hamilton 
theorem that 
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as ‘p ranges over the class P(r) of all polynomials of degree n whose roots he 
in the disc 
Thus 
sup{ IT”\, T E C,} = SUP{ (s(cp)“l; ‘p E p(r)} 9 
so that our task reduces to finding the polynomial (or polynomials) in P(r) 
for which the function cp + \S(cp)” 1 assumes its maximum. 
Fairly delicate algebraic considerations enabled the author to show that 
the maximum of this function is attained for the polynomial cp”) defined by 
cpq z) = (2 - r )“. 
It is rather unfortunate that the method of proof used for the second 
maximum problem breaks down if we attempt to generalize the problem 
even in the most harmless way. Thus, for instance, it is not known whether 
the worst polynomial realizes the maximum over P(r) of the function 
‘p + lS((p)*l if m is different from n. 
On the other hand, the first maximum problem admits a considerable 
generalization, which we now proceed to describe. We consider two poly- 
nomials cp and 4 and denote by C(cp, $J) the supremum of the norms I+(T)1 
taken over all contractions T on all finite-dimensional Hilbert spaces such that 
ITI, < 1 and q(T) = 0. It turns out that there exists an operator S(q) 
depending on cp only which is extremal for C(cp, 4) for any polynomial #. 
Thus 
for any polynomial #. We shall describe this operator S(q) later. 
Let us return, for a moment, to the second maximum problem. In the 
notation just introduced, we take for 1c, the function z --, z”, and the result 
stated above may be reformulated in the following manner: 
max{C(cp,z”); ‘PEP(r)} =(S(V”‘)“l. 
If we replace the function z” by an arbitrary polynomial, the method 
used to prove the above equality does not extend to a proof of the corre 
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sponding more general equality: 
mm{ C(cp, 4); cp E P(r)) = Id4S(d”)) Iy 
so that the following question remains open: will the maximum be attained at 
some other point in P(T), possibly depending on 1c/, or will the worst 
polynomial for the maximum problem 
mm{ C(cp, zn); cp E P(r)} 
also do for the more general maximum problem 
ma{ C(cp, $); cp E P(T)}? 
A natural conjecture, formulated first by P. Vrbovi, that C(cp, #) is 
plurisubharmonic as a function of the roots of (p. was proved recently by N. J. 
Young. This shows that the worst polynomial for the problem 
m={C(cp, $1; ‘P E P(r)) 
will have its roots on the circle { z; lz 1 = r }; in spite of this, it is still not 
known how the roots are distributed on the circle and, in particular, whether 
they have to cluster together. 
Let us describe now the extremal operator for the constraints ITI < 1 and 
v(T) = 0. Instead of taking a fixed n-dimensional Hilbert space H, and 
trying to construct an extremal, we consider a “universal” operator S on an 
infinite-dimensional subspace and examine its restrictions to invariant n- 
dimensional subspaces. Among these we find one for which the correspond- 
ing restriction of S is extremal. 
To this end, we consider the l2 space consisting of all sequences 
x0, XI, X29.” 
of complex numbers for which Clxj12 is finite, and define the (backward) 
shift operator S on Z2 by the formula 
clearly S is a contraction. Given a polynomial ‘p of degree n with all roots 
inside the disc, consider the subspace Ker cp( S). We observe that Ker ‘p( S) is 
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invariant with respect to S and that it consists of all solutions of the recursive 
relation 
x r+Il =aoxr+ulxr+l+ ... +a,_,x,+,_, 
if c.p(A)=A”-(a,+a,X+ .a* + a_,An”-‘). Thus Kercp(S) is an ndimen- 
sional Sinvariant subspace of Z2, so that the restriction S ]Ker cp(S) is 
meaningful. If we denote it by S(QJ), we have IS((p)I < JSI < 1 and q(S(cp)) = 0. 
It is also possible to show that, for any polynomial $, the operator S(q) 
maximizes the function 
under the constraints IT] Q 1 and q(T) = 0. 
Let us remark here that a further extension to infinitedimensional oper- 
ators is possible: we consider two H, functions 93 and I/J, and maximize 
I+(T)] for all completely nonunitary contractions T on a Hilbert space such 
that q(T) = 0. We shall not pursue these ideas further, but refer the reader to 
the survey article [24] of the author. 
ESTIMATES OF THE SPECTRAL RADIUS 
Thus far we have identified the extremal operators; to obtain the actual 
values of the maxima we first express the extremal operator as a matrix with 
respect to an orthonormal basis. 
The subspace of 1s consisting of all solutions of the recurrence relation 
(S - r)“x = 0 possesses a natural basis b,, b,, . . . , b, _ 1: 
b,=(1,r,r2,r3 ,... ), 
b,=(0,1,2r,3r2 ,... ), 
b,=(0,0,1,3r ,... ), 
It will be convenient to consider the whole infinite sequence b,, b,, . . . . 
It is shown in Reference [12] that the system obtained by the orthonor- 
malization process from the basis b,,, b,, b,, . . . is the sequence of vectors 
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k=0,1,2 ).... 
Consider now the infinite Toeplitz matrix T corresponding to the function 
Writing the function in the form 
we see that 
‘r (14) -(l-r+ (l-G)? 0.. ’ 
0 r 
T= 
(1-r”) -(l-r2)r .** 
0 0 r (14) . . . . 
\ * I 
To obtain the operator S((Z - T)“) it suffices to take the matrix consisting 
of the first 7~ rows and columns. Since T is triangular, the nth power of the 
extremal operator is the corresponding section of the infinitf&imensional 
operator 
If we denote by f,(r) the norm of this section, we have 
f,(r) = I[S((~-+71nl 
= max{ IFI; IBI d 1, lBla d r } 
as Z3 ranges over operators on n-dimensional Hilbert spaces. Once the 
function f,(r) is known, it is not difficult to obtain interesting lower 
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estimates for the spectral radius. Indeed, suppose we have a nondecreasing 
function g such that 
for all 0 Q r < 1. Then 
for all operators R on H,. 
To prove this, we denote by T the quotient IR( -‘R. Then T is a 
contraction so that (T”I Q f,(lTI,). It follows that g(lT”I) Q ITI,, whence 
= I%W’I) Q IRI ITI, = I% 
To take a concrete example, consider the case n = 2. The matrix 
considered as a linear operator on C2, has norm 1 and spectral radius r, and 
its square has the largest norm among all operators within this class of 
operators. The norm of its square equals 
We have observed already that an interesting lower bound for the spectral 
radius may be obtained if we have a nondecreasing function g for which 
g( f(r)) < r on the interval 0 < r < 1. It is not difficult to verify that g(t) = it 
is such a function. Even this simple choice yields an interesting inequality: If 
T is an arbitrary linear operator on a two-dimensional Hilbert space, then 
f g < ITI, Q (T211’2. 
In the general case it is possible to give a fairly accurate description of the 
behavior of f in the neighborhood of zero and one. The derivative at zero 
224 VLASTIMIL mAK 
is 
f,l(O)=n, 
and the whole graph of f lies strictly below the line through the origin with 
slope n. This follows from an inequality for inner functions [14] that will be 
discussed later. As r tends to one, the function f tends to one very fast: 
indeed, a result of N. J. Young shows that 2n - 1 derivatives of f are zero at 
the point 1. 
There is little hope of obtaining an explicit formula for f,( r ). Nevertheless 
a number of estimates are available that give a fairly accurate picture of its 
behavior. For a list of these, we refer the reader to the survey paper [ZS]. 
Further investigation of our extremal problem has brought to light 
interesting connections with other branches of mathematics; there is no time 
to go into details, but to conclude, let us indicate at least the most important 
ones. 
The classical result mentioned in the second part of this exposition may 
be formulated as a stability criterion: 
If A is a contraction in H,, then A is stabb (has spectrum inside the unit 
disc) if and only if A” has rwrm less than one. 
Criteria for the spectrum to be contained in the interior of the unit disc 
are clearly related to the more general problem of describing the parts of the 
spectrum of an operator contained respectively inside, outside, and on the 
unit circle. In this direction, let us mention the papers [29] and [30], written 
in ColIaboration with N. J. Young; the results permit us to compute, for an 
arbitrary polynomial, the following numbers: the number of roots (I) inside 
the unit circle, (2) outside the unit circle, (3) on the unit circle itself, and (4) 
the number of conjugate pairs. 
It is, in particular, the method of proof that deserves special attention: it 
represents, in our opinion, the simplest and at the same time the most natural 
approach to these questions. 
It turned out later that the operator S( cp) that we have obtained by ,purely 
algebraic methods based on the properties of the infinite companion matrix is 
identical with the model operators used in the theory of Nagy-Foias. 
This establishes a lot of interesting connections with complex functions 
theory and dilation theory, We refer the reader to the survey paper [24] for a 
description of these. 
There are even more intimate connections with complex functions, in 
particular, with the CaratlGodory problem. To mention at least one, let us 
recall the result on the behavior of the function f,(r) in the neighborhood of 
zero. Its proof [14] is based on an inequality for products of inner functions. 
The most convenient way of stating the inequality is using the space 
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H”D/z”Hm. The inequality says that, modulo multiples of z”, the norm of a 
product of n inner functions m,, . . . m4 does not exceed the sum Clm&O)l. 
One of the important tools that appeared in connection with the original 
solution of the extremal problem is the notion of the infinite companion 
matrix of a polynomial. It was introduced in [Q] as a means of expressing the 
iterates of an n-dimensional operator in terms of the first n - 1 powers, and 
the particular form in which its entries appear as expressions in terms of the 
roots of the polynomial made it possible to solve the second maximum 
problem. Since that time it has proved itself useful on a number of other 
occasions. 
A list of the more important properties of the infinite companion matrix is 
contained in [3f3]. 
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