Deep learning models based on CNNs are predominantly used in image classification tasks. Such approaches, assuming independence of object categories, normally use a CNN as a feature learner and apply a flat classifier on top of it. Object classes in many settings have hierarchical relations, and classifiers exploiting these relations should perform better. We propose hierarchical classification models combining a CNN to extract hierarchical representations of images, and an RNN or sequence-to-sequence model to capture a hierarchical tree of classes. In addition, we apply residual learning to the RNN part in oder to facilitate training our compound model and improve generalization of the model. Experimental results on a real world proprietary dataset of images show that our hierarchical networks perform better than state-of-the-art CNNs.
Introduction
In computer vision, allocating labels to images is a fundamental problem, and it serves as a building block for various image recognition tasks such as image localization, object detection, and scene parsing [9] . Over the past years, deep learning methods have made tremendous progress in these classification tasks. Especially, many approaches based on convolutional neural networks (CNNs) [11, 20, 8] made significant advances in large-scale image classification. It is common to assume that separability of object categories is pronounced [29] , and a multi-class or binary classifier is selected to label images [9] .
Object categories in some settings are related to each other by means of a taxonomy. This phenomenon is typically present in datasets with a large number of categories [29] . The categories of images can be represented by a tree based on two types of hierarchies: 1) Has-A hierarchy is present when each parent node physically contains some parts of each child node, and 2) Is-A hierarchy is exhibited Figure 1 : An example of a class tree when a parent node semantically contains child nodes, i.e. a child object is a type of the parent object. Models that can exploit details of objects lead to better classification performance. In some object classification tasks, objects contain detailed objects, and reliably classifying high level objects lead to classifying detailed objects correctly. In such settings, we can build a Has-A hierarchical tree of categories, and models that can capture hierarchical relationships are required. Consider an investment or commercial real estate firm relying on satellite images of malls to, for example, gauge investments. We have objects of 'Booth,' 'Cars,' and 'Gas station' contained in images of parking lots. These categories have Has-A relationships, and a hierarchical tree of classes can be built as shown in Figure 1 . To classify an image of 'Booth,' we need a model to find a path of 'Mall'-'Parking lot'-'Booth.' In this work, we consider the classification problem where we are given a tree of classes, and for an image we need to assign 'a path' in the tree.
We propose hierarchical classification models for images, named deep hierarchical neural networks, that extract hierarchical representations of images from a CNN and by using a recurrent neural network (RNN) find a label path in the hierarchical class tree to predict labels of an image. Recent studies reveal that CNN features learn hierarchical representations of images at different layers representing an image ranging from detailed, part-level, to abstract, object-level [30] . Part-level representations are typically captured at lower layers of the CNN, and object-level representations are learned at higher layers. Because of this insight, it is conceivable to aasociate the different level feature maps with the different depth layers in the hierarchical label tree. High level features should be able to classify top layers in the tree while low level features focusing on details are suitable to predict classes in the bottom layers of the tree. It is natural to view a path in the tree as a sequence and then to model it via an RNN. For these reasons, we combine an RNN or sequence-to-sequence network (S2S) to classify a target sequence with a CNN. As a result we predict target paths rather than a single label. The proposed networks consist of three parts: 1) a CNN takes a raw image as input, and produces convolutional features at each layer, 2) the features at different layers of the CNN are converted to a vector of fixed dimension, and 3) an RNN or S2S takes the converted CNN features as input, and outputs predictions at each level of the label tree. Figure 2 presents the structure of the proposed models.
To facilitate training of our compound models, we apply an alternating training scheme between the CNN and RNN. Under the scheme, we update one while keeping the other frozen in the beginning of training, and then unfreeze the entire network. Such a scheme is needed since each pursues different learning purposes such that the CNN learns representations of images, and the RNN learns sequential behaviors of the classes. Alternating prevents both learning tasks from diverging in the early stage of training, consequently leading to better classification performance. In addition, a pooling operation is used to coerce the varying dimensions of the CNN features to the fixed dimension vector the RNN takes as input. The pooling retains much of the spatial information of the trained CNN features and avoids additional trainable parameters.
In our study, we use a real world, proprietary dataset of images from the insurance industry. Categories of the dataset have mainly Has-A relationships. We compare our models to state-of-the-art CNNs, and find that our models perform better. We conclude that our models can learn a hierarchical tree with both fixed-and variable-length target paths.
The contributions of this work are as follows.
1. We suggest a new structure of deep neural networks for hierarchical classification of images.
Our models extract features from different CNN layers, and feed them to an RNN or S2S to learn a hierarchical path of categories. Our models can learn both fixed-and variable-length target paths; CNN-RNN are for fixed and CNN-S2S are for variable path lengths.
2. We apply residual learning to the RNN part in order to facilitate training of our compound model and improve generalization of the model.
3.
Various approaches for converting variable dimension CNN features to fixed input vectors of RNN or S2S are proposed and the pooling conversion is evaluated in detail.
The rest of this paper is organized as follows. In Section 2, the related literature is discussed. Section 3 describes the proposed models, and Section 4 provides a computational study including experimental details and analysis of the experimental results. Last, we conclude in Section 5. 
Literature Review
Hierarchical structures have been studied for image recognition by using standard computer vision [24] . Related literature is categorized based on how a hierarchy is constructed [29] ; a hierarchy is predefined in [15, 25, 10, 4] , and it is trained by top-down and bottom-up methods in [17, 16, 12, 1, 3, 21, 14] .
In the past researchers adapted CNNs to hierarchical classification. Srivastava et al. [22] introduce CNNs to hierarchical classification. Their proposed method improves the performance of minority classes over standard CNN by incorporating priors imposed by a tree structure of the classes. Xiao et al. [28] suggest CNN based hierarchical networks; each branch model predicts a super-class, and leaf models return final predictions. Yan et al. [29] suggest a hierarchical deep neural net that embeds CNNs into a two-level hierarchy of easy and difficult classes where the hierarchy is built automatically. The model uses coarse category classifiers for easy classes, and fine category classifiers for difficult classes. Schwing and Urtasun [18] proposed a deep network for image segmentation by combining a densely connected Markov random field model to a CNN where the CNN gives unary potentials through smoothness of the Markov random field model. All these works rely on using CNNs in their models to obtain a better feature learner for images while we approach the problem from the perspective of improving prediction of target label paths by combining an RNN or S2S with CNNs.
Approaches combining CNNs and RNNs have been studied to solve different image classification tasks such as scene parsing, object detection, image captioning, etc. Such CNN-RNN frameworks use the final feature map from the CNN and use it as an input to RNN (possibly combined with other features such as caption). Such a network takes advantages of the CNN's representational feature learning over images and the RNN's high performance in capturing sequential information. Deng et al. [5] propose an RNN that trains a graph structure for recognition of group activities. Stewart et al. [23] propose a model for object detection. The proposed model combines a CNN that encodes an image into features with an LSTM that decodes the encoded information into a set of people detections. In [13] , a CNN-RNN model for object recognition is suggested by incorporating recurrent connections into each convolutional layer. It improves capturing of context information, which is important for object recognition. Wang et al. [26] propose a CNN-RNN framework for multi-label image classification. The proposed model produces class probabilities by concatenating CNN features and outputs of an RNN that takes a label vector as input. Shi et al. [19] propose a convolutional Long Short-Term Memory (ConvLSTM) in which convolutional operations are embedded in every LSTM layer. They show that ConvLSTM captures spatiotemporal correlations. Guo et al. [7] suggest several models to classify coarse-and fine-level categories of a semantic hierarchy; one of their models combines CNN and RNN so that top CNN features are input to RNN. Our approach is different from these methods since we exploit CNN features at each layer rather than only at the top layer. ConvLSTM overlays an RNN to each layer however its purpose is completely different; it does not focus on hierarchical classes but rather on sequences of images.
Recent papers suggest methods that consider CNN features from different layers, not only from the top layer, for hierarchical classification. Zhu and Bain [32] suggest methods that take features at different middle layers of a CNN for coarse classes, and those at the top CNN layer for fine classes. Their network does not correlate the extracted CNN features to the final prediction; the extracted CNN features are trained independently without considering them as a sequence. Wehrmann et al.
[27] also propose a method considering features from middle layers of deep neural networks. They introduced an RNN to fit a hierarchical tree by inputting the extracted features of a feed forward network. Their network feeds raw inputs from each layer to RNN (which is possible if all layers have the same number of neurons; not the case in CNNs) and its performance on image recognition tasks based on CNN is not studied. They also do not introduce the notion of residual arcs which we find to be of great importance and they do not consider a S2S setting which is required if paths in the tree are of different length.
Proposed models
In this section, we describe the proposed models that predict target paths in a hierarchical class tree. Our models extract hierarchical features from a CNN taking an image as input, and feed the extracted features to an RNN if tree paths have the same lengths. The RNN part is replaced by S2S if tree paths have variable lengths. For this reason, we present two models, CNN-RNN and CNN-S2S.
Fixed path length tree model: CNN-RNN
We propose a hierarchical fixed path length (FPL) classification model to fit a class tree that has target paths with a fixed-length. To this end, we are given a rooted tree R where each node corresponds to a class. We assume that each leaf node is of the same depth T + 1. The root node corresponds to an artificial class. A training sample consists of (x, y) where x is an image and y is a path from the root node to a leaf in R. By our assumption on R, every y has the sample number T of labels. In this model, an RNN is combined with a CNN. Our model starts with a CNN, a feature learner, that extracts hierarchical features representing part-level and object-level of images. A CNN is used since CNN features learn spatial representations of images through its local-connectivity of the networks, i.e. the features are learned locally; and the extracted features at different layers have hierarchical relations [30, 31] . In order to feed features from different CNN layers to the RNN, a conversion process is required. The dimensions of CNN features at each layer are different for combinations of convolution and pooling layers. However, RNN input dimensions at each step should be the same. To solve this we introduce a process that converts variable dimension CNN features to a fixed dimension vector. As we view a path in the tree as a sequence, we model it via an RNN [6] . Taking converted CNN features as input, the RNN is trained to produce predictions of the target path y in the class tree.
Formally, a network of L convolution-pooling layers is defined as
where a 0 is input image x, φ l are model parameters at layer l, and f is a convolution-pooling function.
Note that a l ∈ R D l ×W l ×H l ; where D l , W l , and, H l denote depth, width, and height at the l th -layer. The general form of the conversion operation of CNN features, a s , fed to the RNN is defined as
where S t ⊆ {1, . . . , L} is a subset of the CNN layers at each step t of the RNN such that the subsets are "increasing;" i.e. for every 1 ≤ n < T we have if i ∈ S n , j ∈ S n+1 , then i < j. Also, g is a function of converting CNN outputs into RNN inputs, i.e. g : R Ds×Ws×Hs × R νs → R p where p is a dimension of the RNN input at each step and α s ∈ R νs are possible trainable model parameters. Different conversion methods are suggested in Section 3.3. The RNN takes converted fixed dimension CNN features u t ∈ R p as inputs, and predicts labels for each layer of the class tree. The RNN is governed by h t = r h (u t , h t−1 ; θ h ), and
where h 0 is an initial hidden state, r h and r o are the state transition and output functions, and θ h and θ o are trainable parameters.
The loss function reads
where w t represents weight for level t in R and KL denotes the Kullback-Leibler divergence. The aim is for o t to predict a node in R at level t. By definition of RNN all o t have to have the same dimension. However, the number of classes at each level in R varies. For this reason, we have o t ∈ R N with N + 1 being the total number of classes (nodes) in R. Label vector y t is then the one-hot encoding with respect to an N -dimensional vector. In inference we employ beam search to find the most likely predicted path in R.
We improve the FPL model by applying residual learning to the RNN part of the model. Residual learning for deep networks is introduced by He et al. [8] . We connect the residual arc between input u t (converted CNN features) and output o t of the RNN in order to prevent the original CNN features from losing much information while the RNN is trained. Outputs of the RNN with residual learning are calculated by o residual t = u t + z (o t ; ξ) for t = 1, 2, . . . , T where z is a linear mapping function to align dimensions of u t and o t with ξ being trainable parameters. In the loss function o t is then replaced by o residual t .
General tree model: CNN-S2S
In this section, we propose CNN-S2S to fit a general class tree that has target paths with variable lengths from the root to the final class node. In this model, the assumption of a fixed-length of class path in the FPL model is relaxed, and the RNN part of the FPL model is replaced by an S2S. Traditional RNNs are limited to solving problems where input and target sequences are of the same length. S2S introduces an encoder to transform the input sequence to a fixed-dimension representation, and a decoder to process this fixed-length representation to a variable-length sequence [2] . We propose a model combining a CNN with an S2S that can deal with target label paths of variable lengths. Let now R be a general rooted tree. Label path y is any path from the root to a node (not necessarily a leaf) in R. We denote by |y| the number of nodes in y. Similar to the FPL model, the general tree model feeds fixed dimension CNN features to S2S, and predicts labels as a vector with the same length as the number of classes in y.
Given the converted CNN features u t as defined in Section 3.1 and the encoder presented by (1), the decoder readsh t =r h (ō t ,h t−1 ;θ h ), o t =r o (h t ;θ o ) for t = 1, 2, . . . , |y|, andh 0 = h T . The loss function defined in the FPL model is used in the general tree model, and beam search is again used in inference.
Conversion operation
In our models, the conversion operation is the operation of connecting the CNN and the RNN. This operation is needed in order to feed extracted CNN features that have varying dimensions to the RNN that requires the one fixed input dimension. We design conversion operations not only to align related dimensionality, but also to retain much information of the learned CNN representations. We propose four different conversion operators: 1) a linear operator, 2) a convolution operator, 3) a pooling operator, and 4) a p-max operator.
We first introduce a linear conversion that converts CNN features directly through the n-mode product of a tensor. This conversion is a series of linear transformations to modify dimensionality of the CNN features that requires to train additional model weights. This operator was previously proposed in [32, 27] . The linear conversion, g(a s ; α s ), is defined as
Here × k is the k-mode product of a tensor by a matrix and vec is a flattening operation. In this conversion, a desired RNN or S2S input dimension, p, is determined by m · n · v = p.
We also propose conversion methods by using convolutional and pooling operations. Convolutional conversion retains spatial information of the CNN features and aligns related dimensions efficiently. However, we have additional trainable model weights similar to the linear conversion. The convolutional conversion, g(a s ; α s ), is defined as g(a s ; α s ) = vec(Conv(a s ; α s )) s ∈ S t , t = 1, 2, . . . , T where α s are trainable parameters for convolution operation Conv. Note that the filter size, stride, and depth of Conv have to be selected in such a way that the resulting vector is in R p . The details are provided in the appendix.
The pooling conversion does not require to train additional model weights, at the same time it keeps spatial information of the original CNN features. The pooling conversion, g(a s ; α s ), is defined as
where Pool is the pooling operation. The details are provided in the appendix.
We also propose p-max conversion that transforms CNN features by a p-max operator. It does not require to train additional model weights, however, it loses spatial information of the CNN features. The p-max conversion, g(a s ; α s ) = g(a s ), is defined as g(a s ) = p-max(a s ) s ∈ S t and t = 1, 2, . . . , T where p-max selects the maximum p values from a tensor.
Computational Study

Dataset
We have conducted experiments on a real world proprietary dataset containing approximately 180,000 images. We selected validation and test sets with approximately 36,000 images each. The classes have mainly Has-A hierarchical relationships with 18 classes and the tree of depth four in the FPL tree, and 15 classes (nodes in the tree) and the tree of maximal depth four in the general tree. The general tree setting has target paths with lengths ranging from two to four.
Training and evaluation
In the experiments, we compare our models to state-of-the-art CNNs: CNN architectures by Visual Geometry Group (VGG-16) [20] and Residual neural networks (Resnet-50) [8] . For the RNN and S2S parts of our networks a bidirectional RNN with LSTM cells is applied.
Preprocessing of raw data and hyperparameters are determined based on [8, 20] . Original images are resized to 256×256 and then cropped to 224×224. Hyperparameters are set as follows: batch size is set to 32, input dimensions of the RNN converted from CNN features range from 512 to 4096, the dimensionality of the RNN hidden states range from 512 to 1024, the FPL model has three RNN layers, and the general tree model has one S2S layer. The CNN part is initialized with the weights trained on ImageNet. Orthogonal random initialization is adapted for the RNN and S2S weights. We use the pooling conversion operation.
We apply an alternating training scheme for the CNN and RNN parts; i.e. we update one while keeping the other frozen and flip in the beginning of training, and then in a later phase unfreeze the entire network. Alternating prevents divergence during training of the CNN and the RNN part as each has a distinct purpose; the CNN learns hierarchical features of images, and the RNN learns hierarchical trees of categories. In addition, the quality of weight initializations is uneven between the CNN and the RNN as the CNN starts with high-quality pretrained weights from a large-scale dataset, ImageNet, while the RNN starts with random weights. For this reason, in our training we unfreeze the RNN first in the alternating scheme. These settings are applied to VGG-16 and Resnet-50.
To evaluate performance of our models, two metrics are considered. For path accuracy we count a prediction correct if the entire predicted path matches all of the labels in the ground truth while for node accuracy we count how many nodes in the target path are correct in the predicted path. Node accuracy captures how accurately predictions fit the ground truth at different levels. Remark 1: Because as simple CNN classifiers, VGG-16 and Resnet-50, can predict only the final node of a path and for compatibility of the metric we imply that if the final node is correctly predicted, all its predecessors are correctly predicted as well.
Experimental results
In Tables 1 and 2 FPL model: Table 1 presents the experimental results of the FPL model. Residual variants with alternating training perform best on both Resnet and VGG. This shows that both CNN and RNN of our model successfully play their specific roles; the CNN learns hierarchical features of images, and the RNN correctly predicts target paths. Furthermore, residual arcs and alternating training help improving test accuracy. Our models with Resnet perform better than Resnet-50 on both path and node accuracies. However, for VGG our models the non-residual variants HC-RNN and HC-RNN-Alt perform worse on path accuracy than VGG-16 even though our models show higher node accuracy. This can be interpreted as our models solving more difficult problems than CNN regarding path accuracy (see Remark 1) . Explicitly predicting all nodes along a path in a tree is more difficult than the path correctness implicitly assumed as soon as only the final node is correctly predicted.
General tree model: Table 2 shows experimental results of the general tree model. Our model without alternating training performs better on both path and node accuracies than CNNs. This proves that our models successfully extract hierarchical features of images and learns a label path with variable lengths of target paths. However, alternating training in the experiments did not help to improve performance of our models. This can be interpreted as S2S with orthogonal initialization being good enough to avoid diverging in training.
Conclusion
In this work, we develop a new structure of deep neural networks for hierarchical classification of images. Combining CNN as a feature learner with RNN or S2S as a sequence classifier, the proposed models can predict a target path in a hierarchical tree of classes. By means of capturing hierarchical representations, the proposed models take features from different CNN layers, and feed them to RNN or S2S. Depending on the class tree structure two models are suggested; the FPL model (CNN-RNN) and the general tree model (CNN-S2S) for a fixed-and variable-length target paths. To expedite training and improve generalization of the model, we also suggest a CNN-RNN variation that adds residual arcs to the RNN part. Furthermore, various conversion operations that connect CNN and RNN or S2S are studied. To examine performance of our models, we conducted experiments on a real world dataset of images. Experimental results show that our models perform better than state-of-the-art CNNs, VGG-16 and Resnet-50. For future work, we plan to test our models on large-scale benchmark public datasets of images that have different types of hierarchical trees of classes. Furthermore, comparing performances of different conversion operators and how to reduce their computational burden will be studied. 
