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Abstract
Vector autoregressive (VAR) models have become a staple in the analysis of multivariate
time series and are formulated in the time domain as difference equations, with an implied
covariance structure. In many contexts, it is desirable to work with a stable, or at least
stationary, representation. To fit such models, one must impose restrictions on the coefficient
matrices to ensure that certain determinants are nonzero; which, except in special cases, may
prove burdensome. To circumvent these difficulties, we propose a flexible frequency domain
model expressed in terms of the spectral density matrix. Specifically, this paper treats
the modeling of covariance stationary vector-valued (i.e., multivariate) time series via an
extension of the exponential model for the spectrum of a scalar time series. We discuss the
modeling advantages of the vector exponential model and its computational facets, such as
how to obtain Wold coefficients from given cepstral coefficients. Finally, we demonstrate the
utility of our approach through simulation as well as two illustrative data examples focusing
on multi-step ahead forecasting and estimation of squared coherence.
Keywords: Autocovariance matrix; Bayesian estimation; Cepstral; Coherence; Spectral
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1 Introduction
This paper treats the modeling of covariance stationary vector-valued (i.e., multivariate) time
series through an extension of the exponential model of Bloomfield (1973). Such a process
will be called VEXP, for Vector EXPonential. In contrast to VAR and VARMA models, the
VEXP processes that we define herein are always invertible, which means that the (causal)
Wold form of the process can be inverted into a (stable) VAR form – or equivalently, that
the spectral density matrix of the VEXP is non-singular at all frequencies. Necessarily,
a VEXP process is also stable, or stationary, which here means that the spectral density
matrix has finite determinant at all frequencies. We note that, when estimation proceeds in
an unconstrained fashion (e.g., by ordinary least squares) a VAR or VARMA process need
not be stable and invertible; see Lu¨tkepohl (2007) for a basic treatment. Nevertheless, there
are practical scenarios where these restrictions on the vector process are actually necessary.
Although Gaussian maximum likelihood estimation can still proceed when a vector
process is non-invertible, so long as the singularities occur at a set of frequencies that
have Lebesgue measure zero (see McElroy and Trimbur (2012) for proof and discussion),
Whittle estimation (i.e., the Gaussian quasi-maximum likelihood procedure described in
Taniguchi and Kakizawa (2000)) becomes intractable. In addition, the long-term fore-
casting filters are not well-defined (see the discussion in McElroy and McCracken (2012)),
because such filters rely on the ability to recover the innovations from the Wold form
of the process. Another motivation for using invertible processes arises from a popular
model for co-integration (Engle and Granger, 1987), called the common trends formulation
(Stock and Watson, 1988). As shown in McElroy and Trimbur (2012), a co-integrated data
process can naturally arise from a co-linear trend process so long as the noise process (after
differencing, if appropriate) is invertible. If the noise process spectrum has singularities,
then the resulting spectrum of the data process can have singularities as well, which may be
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an undesirable feature.
These points are discussed further in the subsequent text and are here intended to provide
motivation for the need of an invertible stationary model. Although one can attempt to
reparametrize a VAR or VARMA, in order to guarantee invertibility, it is quite difficult
to achieve aside from utilizing constrained optimization. For a VEXP both stability and
invertibility are automatic, while the parameters are completely unconstrained in RQ, where
Q is the total number of parameters. Moreover, the VEXP class of processes is arbitrarily
dense in the space of stable invertible vector processes, much in the same way that the EXP
process can approximate a stationary univariate process arbitrarily well. This approximation
can be made arbitrarily accurate, and the novel algorithms developed herein allow for efficient
computation of the cepstral representation. Without such algorithms, one could hardly
advocate for the VEXP; but with such tools in hand, both Frequentist and Bayesian analyses
become tractable, as explained briefly below.
Many situations arise in which modeling the data by a stationary (stable) vector model
is desirable. For example, this might occur if the data had already been made stationary by
differencing, or perhaps by utilizing a common trend structure for an unobserved component
(e.g., see Harvey (1990) or Nyblom and Harvey (2000)). For the VAR class, one would need
to impose restrictions on the parameters to ensure a stable result, or have recourse to use
the Yule-Walker estimates (see the discussion in Lu¨tkepohl, 2007), which guarantee stable
outcomes. However, if a Bayesian treatment is desired, prior elicitation becomes a quagmire,
since the implicit restrictions imply that the parameters must be supported on a complicated
manifold. The Bayesian treatment for the VARMA class of models is even more challenging.
However, the cepstral approach of the VEXP allows for the entries of each parameter matrix
to be any real number, so that taking independent vague Gaussian priors is a sensible and
coherent choice that guarantees a stable outcome.
There are several facets of this VEXP process that are fascinating and non-intuitive. In
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particular, because we are studying vector time series, the algebra that relates the cepstral
coefficients to the Wold coefficients is no longer Abelian, and great care is needed in working
with the matrix exponential. Background material as well as our basic VEXP model is
provided in Section 2 – moving from mathematical foundations to the explicit definition
and on to algorithmic considerations. Section 3 discusses different aspects associated with
modeling using the VEXP and provides details surrounding Bayesian estimation, including
stochastic search variable selection. Section 4 presents two distinct simulated examples,
demonstrating the utility of our approach. Subsequently, two bivariate real-data illustrations
involving multi-step ahead forecasting and squared coherence estimation are exhibited in
Section 5. Section 6 presents concluding discussion. For convenience of exposition, all proofs
and derivations are provided in an Appendix.
2 The VEXP Model
2.1 Preliminaries: vector time series and the matrix exponential
General discussion concerning vector time series is provided in Brockwell and Davis (1991).
Here, we will use ′ for transpose and ∗ for conjugate transpose of a complex-valued matrix.
For a m-variate time series, the spectral density matrix f is a m × m dimensional matrix
function of frequency λ, and f(λ) is always nonnegative definite, and is often positive definite
(pd). Moreover, the autocovariance function (acf) for a mean-zero process is defined via
Γh = E[Xt+hX
′
t], and is related to the spectral density matrix (sdm) via the inverse Fourier
transform (FT):
Γh =
1
2π
∫ π
−π
f(λ)z−h dλ, (1)
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where z = exp(−iλ). This integration works component-wise on each entry of the sdm. This
relationship can be re-expressed in terms of the FT as follows:
f(λ) =
∞∑
h=−∞
Γhz
h. (2)
This relation is indicative of a more general Hilbert Space expansion of spectral matrix func-
tions, where a generic function, g, of frequency can be expanded in terms of the orthonormal
basis {zh}, yielding coefficient matrices given by the inner product of g with zh. This is gen-
erally true of non-pd and non-symmetric functions g – we just compute the basis expansion
for each component function gjk(λ) and then splice the results.
There is a Wold decomposition, or MA(∞) representation, for vector time series, which
amounts to a particular form for the sdm; see Brockwell and Davis (1991) for a comprehen-
sive discussion. Let Ψ(z) =
∑
j≥0Ψjz
j be the causal representation of the time series (and
for identifiability, we have Ψ0 = I the identity matrix), such that Xt = Ψ(B)ǫt, for some
vector white noise {ǫt} with (lag zero) covariance matrix Σ. Then the sdm is
f(λ) = Ψ(z)ΣΨ′(z).
Given the above definitions, the acf is related to the Wold filter Ψ(B) by
Γh =
∑
j≥0
Ψj+hΣΨ
′
j .
Now let us consider a different representation of the sdm that involves the matrix exponential.
The matrix exponential is defined in Artin (1991), and is mainly used in the theory of partial
differential equations. Many of its properties are elucidated in Chiu et al. (1996). For any
complex-valued square matrix A, the matrix exponential exp(A) is defined via the Taylor
series expansion of exp(x) evaluated at x = A. Proposition 8.3 of Artin (1991, p. 139)
guarantees the convergence.
Since the sdm is pd by assumption, we can always find orthogonal matrices (as a function
of frequency) to diagonalize it. By (2) we know that f is Hermitian, and hence f = PAP ∗,
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where P = P (λ) is a unitary matrix and A = A(λ) is diagonal with positive entries. Since
P is unitary, for each λ we have P ∗ = P−1, and therefore the matrix exponential of f is
given by Artin (1991, p. 139) as exp(f) = P exp(A)P ∗, where exp(A) is a diagonal matrix
consisting of the exponential of the entries of A. In particular, we can write
f = exp{P log(A)P ∗},
where the diagonal matrix log(A) consists of the logged entries of A. That is, f is the
matrix exponential of the Hermitian matrix P log(A)P ∗, which is no longer pd in general.
Of course, this matrix function can be expanded in the Hilbert Space with basis {zh} as
discussed above, which yields
P log(A)P ∗ =
∞∑
k=−∞
Θkz
k.
This expansion can be calculated by determining each Θk by inverse FT of P log(A)P
∗.
In the case of a univariate time series, the scalars {Θk} are called cepstral coefficients
(Bloomfield, 1973; Holan, 2004); however, in our context they are matrices. Hence, we
call them cepstral matrices. Therefore, we obtain the formal expression
f = exp
(
∞∑
k=−∞
Θkz
k
)
. (3)
So far we have proceeded generally; that is, a generic sdm of a covariance stationary vector
time series can be written in the above form, using the matrix exponential. Now any sdm is
Hermitian, and moreover has the property that f(−λ) = f ′(λ); these properties also hold for
log(f), and hence we find that the cepstral matrices are real-valued and satisfy Θ−k = Θ
′
k.
Letting Θ(z) =
∑
k≥1Θkz
k, (3) becomes f = exp{Θ0 + Θ(z) + Θ
′(z)}. Hence, the only
constraints on the cepstral matrices {Θk} (for k ≥ 0) are that they have real-valued entries.
Using these relations, one might be tempted to write (3) as
f = exp{Θ(z)} expΘ0 exp{Θ
′(z)}. (4)
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In general, this is false, although it is true when all the exponentiated matrices are commuta-
tive – cf. Proposition 8.9 of Artin (1991, p. 140). In particular, exp(A +B) = exp(A)·exp(B)
is not true in general, except when A and B commute. Thus, we must be more careful in
the vector case, because the algebra is no longer Abelian.
2.2 The VEXP process
In analogy with the EXP model of Bloomfield (1973), one might define a VEXP process by
truncating (3) in the index k. That is, since the cepstral power series can be written as the
sum of Θ(z), Θ0, and Θ
′(z), we could simply truncate the power series Θ(z) to a polynomial.
However, an alternative approach would be to utilize the same truncated polynomials in (4).
Although both approaches are identical in the univariate case of the EXP process, they are
actually distinct definitions when the cepstral power series Θ(z) are non-Abelian. In order to
avoid confusions in notation, we will retain the Θ notation for the cepstral matrices proper,
but write Ψ(z) = exp{Ω(z)} for some power series Ω(z) =
∑
k≥1Ωkz
k. Counter-examples
can be constructed such that Ω(z) 6= Θ(z). However, as previously noted, when the cepstral
matrices are all commutative (e.g., suppose that each Θk is diagonal) then (4) is indeed true,
and we can identify Θ(z) and Ω(z).
The commutativity of the cepstral matrices is a strong condition, and seems to be in-
compatible with empirical processes. If one takes a truncated version of (3) as the definition
of the VEXP, then it is necessary to calculate covariances using (1) after computing the
matrix exponential. We have not discovered any convenient algorithm for expressing the acf
directly in terms of the cepstral coefficients, and it seems likely that no such method exists –
such an algorithm is not even known in the univariate case; instead the approach popular in
the time series literature is to compute Wold coefficients from cepstral coefficients, and then
construct the acf from the Wold coefficients (McElroy and Holan, 2012). This leaves numer-
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ical integration, which is quite inconvenient given that the spectral density in (3) can only
be calculated for various frequencies by repeated approximation of the matrix exponential
by its corresponding Taylor series expansion. Even if this feat were accomplished, the Wold
coefficients would remain unknown, and they are useful for forecasting and assessing model
goodness-of-fit.
Alternatively, if one adopts the second approach of finding the cepstral representation
of the Wold coefficients, then a ready algorithm relating Ψk to the {Ωj} is available and
implementable, as described below. Once the Wold coefficients are determined to any desired
level of accuracy (i.e., we compute all coefficients up to some cutoff index M), then the acf
can be immediately determined. So long as the Wold coefficients decay sufficiently rapidly
(e.g., their matrix norm decays geometrically), we have a decent approximation to the acf
that is quickly computed. This strategy mirrors the univariate approach (Hurvich, 2002),
but is adapted to the non-Abelian algebra intrinsic to multivariate analysis. A VEXP model
involves truncating Ω(z) to a polynomial; it is also proved below that the approximation
error can be made arbitrarily small by taking a sufficiently high order VEXP model.
For these reasons, we adopt (4) as the basis for our VEXP process, which will be defined
as follows. Let [Ω]q1(z) denote the first q coefficients in the matrix power series Ω(z), with
[Ω]∞1 (z) = Ω(z) as a special case. Then the order q VEXP process is defined to have the
Wold representation
Ψ(z) = exp{[Ω]q1(z)}. (5)
The white noise process has covariance matrix Σ, which we can represent as the matrix
exponential of some real symmetric matrix, say Ω0, by Lemma 1 of Chiu et al. (1996). Hence,
we write Σ = exp(Ω0). Note that whereas the coefficients of Ωk for k ≥ 1 are allowed to be
any real numbers, without constraint, the matrix Ω0 is symmetric. Furthermore, since the
determinant of Σ equals the exponential of the trace of Ω0 (Proposition 5.11 Artin, 1991, p.
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286), any zero eigenvalues (corresponding to co-linearity of the white noise) in the covariance
matrix can be conceived as eigenvalues of size −∞ in Ω0. This defines the VEXP(q) process,
and its spectral density can be written
f(λ) = exp{[Ω]q1(z)} exp{Ω0} exp{[Ω
′]
q
1(z)}. (6)
First, we note that the exponential representation in (5) when q = ∞ is not automatic for
every Wold filter. Because the VEXP(∞) process must be invertible, by Corollary 8.10 of
Artin (1991, p. 140), the inverse of exp{Ω(z)} is exp{−Ω(z)} – it follows that Ψ(z) is too,
whenever (5) holds. That is, we cannot have detΨ(z) = 0 for z on the unit circle.
Equation (5) provides a general relationship between causal Wold power series and the
corresponding cepstral power series. In the Appendix we provide a more technical develop-
ment of the exact conditions necessary for this relationship to be valid; the key condition on
a given Wold power series is that detΨ(z) 6= 0 for all z ∈ D = {z ∈ C : |z| ≤ 1}. Conversely,
whenever a cepstral power series Ω(z) is also well-defined for z ∈ D, then exp{Ω(z)} is
well-defined. In particular, [Ω]q1(z) is always convergent (on all of C, not just D) so that the
VEXP(q) for q <∞ is always well-defined, and it follows that the corresponding Wold power
series has non-zero determinant for all z ∈ C. As a result, a VEXP(q) is always invertible
(and stable). Note that, for k > 0, no special constraints are required on the coefficients Ωk
in order to guarantee stability and invertibility of the process.
As discussed in Brockwell and Davis (1991), and at more length in Hannan and Deistler
(2012), a VARMA does not have this property. In practice, additional conditions on coef-
ficients – that are quite subtle to enforce – must be levied in order to obtain a stable and
invertible fit to data. Another issue with the VARMA class is the difficulty of identifiability,
which is discussed further below. But first we show that the approximation of a VEXP(q)
to a VEXP(∞) is arbitrarily close in a mean square sense.
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Proposition 1 Consider an invertible time series with Wold power series Ψ(B) and cesptral
power series Ω(B), and let Ψ(q)(z) be the Wold power series corresponding to the truncated
cepstral polynomial [Ω]q1(B), and write X
(q)
t = Ψ
(q)(B)ǫt for each integer q. Then the time
series {X
(q)
t } forms a Cauchy sequence, and converges in mean square to {Xt}.
This result gives us confidence that any time series with a causal Wold representation,
with detΨ(z) 6= 0 for all z ∈ D, can be approximated arbitrarily well by a VEXP(q) by
taking q suitably large. Of course, the same can be said of finite order VAR, VMA, or
VARMA models, but such models require nuanced parameter restrictions to achieve stability,
invertibility, and/or identifiability. Consider the case of a VMA (the discussion can be
extended to VARMA, but is more complicated due to the possibility of cancelation of common
factors) as described in Lu¨tkepohl (2007), with polynomial Ψ(z). Imposing detΨ(z) 6= 0 for
all z ∈ D ensures invertibility and identifiability as well; only imposing detΨ(z) 6= 0 for all z
such that |z| = 1 still provides invertibility, but the model will not be identified. In contrast,
the VEXP(q) corresponds to an infinite order VMA with detΨ(z) 6= 0 for all z ∈ D, so that
invertibility is automatic; we can also prove identifiability – recall that the parameters of the
VEXP(q) model are just the individual coefficients of each cepstral matrix.
Proposition 2 A VEXP(q) process with q <∞ is stable, invertible, and identifiable.
When q =∞, the assertion of the proposition is still true when the cepstral power series
Ω(z) converges for all z ∈ D, as is evident from the proof. However, the VEXP(∞) would
never be used as a model for real data.
2.3 Properties of the VEXP process
In the univariate case, one may differentiate (5) with respect to z, match coefficients, and
arrive at the recurrence relations given in Pourahmadi (1984) and Hurvich (2002). This
produces a recursive relation involving previously computed Wold coefficients and a finite
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number of cepstral coefficients. Such an approach is demonstrably false in the multivari-
ate case, because differentiation of the matrix exponential must allow for the non-Abelian
algebra. In particular, the derivative of exp{Ω(z)} is not equal to Ω˙(z) exp{Ω(z)}, except
in the case that the terms in Ω(z) commute with each other. Counter-examples to illus-
trate this can be constructed for a VEXP(2). Instead, we can relate the Wold coefficients
to cepstral matrices by expanding the matrix exponential using a Taylor series and match-
ing corresponding powers of z. Then straightforward combinatorics provides the following
relationship:
Ψk =
∑
ℓ≥1
1
ℓ!
 ∑
λk:|λ|=ℓ
Πℓj=1Ωij

for k ≥ 1. The symbols in the summation are defined as follows: λ  k denotes a partition of
the integer k – actually ⊢ is typically used (Stanley, 1997, p. 28), but because we care about
the order of the numbers occurring in the partition, we use the notation  instead. Also,
|λ| = ℓ says that the number of elements in the partition is ℓ. So we sum over all partitions
of the integer k into ℓ pieces, say i1, i2, . . . , iℓ with
∑ℓ
j=1 ij = k. For example, the size two
partitions of the integer 3 are given by (1, 2) and (2, 1), and these must be accounted as
distinct terms in the summation, since Ω1Ω2 is not equal to Ω2Ω1. Actually, when all the Ωk
matrices commute with each other, all partitions of a given size and configuration produce
the same result, and the above formula simplifies. However, this case is of little practical
interest. We can also produce a relationship of the cepstral matrices to the Wold coefficients
by expanding the matrix logarithm and matching powers of z:
Ωk =
∑
ℓ≥1
(−1)ℓ
ℓ
 ∑
λk:|λ|=ℓ
Πℓj=1Ψij
 .
This is typically of lesser interest in applications. For modeling, one posits values for the
cepstral matrices, and determines the Wold coefficients. Counting the numbers of partitions
is laborious, because the total number of (ordered) partitions of an integer k is equal to 2k.
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The first few Wold coefficients are given by (recall that Ψ0 = 1 by fiat)
Ψ1 = Ω1
Ψ2 = Ω2 + Ω
2
1/2
Ψ3 = Ω3 + (Ω1Ω2 + Ω2Ω1) /2 + Ω
3
1/6.
For higher Wold coefficients, the number of terms quickly grows out of scope. Note that
for Ψ3 the non-Abelian nature of the cepstral matrices comes into play, since in general
Ω1Ω2 6= Ω2Ω1. However, a simpler method is available that allows the computer to implicitly
determine the appropriate partitions. Let Υ(z) = Ω(z)/z, which is a well-defined power series
in z. In the case that Ω(z) is a degree q matrix polynomial, then Υ(z) is a degree q−1 matrix
polynomial. Denote the j-th derivative of a polynomial with respect to z by the superscript
(j). Then we have the following useful result.
Proposition 3 Consider the Wold power series Ψ(z) such that detΨ(z) 6= 0 for z ∈ D, and
cesptral power series Ω(z). With Υ(z) = Ω(z)/z, the k-th Wold coefficient can be computed
by
Ψk =
1
k!
k∑
ℓ=1
(
k
ℓ
)[
Υ(z)ℓ
](k−ℓ)
|z=0 =
k∑
ℓ=1
1
ℓ!
[
Υ(z)ℓ
]
k−ℓ
. (7)
Letting Ξ(z) = (Ψ(z)− I)/z, the k-th cepstral coefficient can be computed by
Ωk =
1
k!
k∑
ℓ=1
(
k
ℓ
)
(−1)ℓ (ℓ− 1)!
[
Ξ(z)ℓ
](k−ℓ)
|z=0 = −
k∑
ℓ=1
(−1)ℓ
ℓ
[
Ξ(z)ℓ
]
k−ℓ
. (8)
From an algorithmic standpoint, one is required to generate powers of the matrix polyno-
mial Υ(z) (or Ξ(z)) and read off the appropriate coefficients. The product of two matrix
polynomials is easily encoded; the resulting matrix polynomial has coefficients given by the
convolution of the coefficient matrices, respecting the order of the product. These programs
have been coded in R (R Development Core Team, 2014) and are available upon request;
consequently, the computations for the Wold coefficients are straightforward.
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2.4 Applications of the VEXP model
In terms of modeling with a VEXP(q), in the frequentist context, we can proceed with
a higher-order model – confident by Proposition 1 that we can get an arbitrarily accurate
approximation to causal invertible processes – and then refine the model by replacing “small”
parameter values with zeroes. In order to construct parameter estimates, one proceeds by
computing the acf for any posited parameter values and evaluating the Gaussian or Whittle
likelihood as desired (cf. Brockwell and Davis (1991) and Taniguchi and Kakizawa (2000)).
Then numerical optima can be determined using BFGS (a quasi-Newton method also known
as a variable metric algorithm) or other methods as desired.
Alternatively, using the exact Gaussian likelihood, we can proceed with estimation using a
Bayesian approach. In this setting, the cepstral model order can be chosen using Bayes factor
or by minimizing some previously selected criterion, such as deviance information criterion
(DIC) (Spiegelhalter et al., 2002) or out-of-sample mean squared prediction error. Within a
given model order, estimation of cepstral matrix entries can proceed using stochastic search
variable selection (SSVS) (George and McCulloch, 1993, 1997).
Having fitted a time series model (see below), one may be interested in a variety of
applications: forecasting, signal extraction, transfer function modeling, or spectral estima-
tion/plotting, etc. The versatility of the VEXP model readily allows us these applications.
Plotting the Wold filter Ψ(z) for z = exp(−iλ) as a function of frequency allows us to vi-
sualize the transfer function of the process operating on white noise inputs. Evaluating (6)
allows plotting of the fitted spectrum, which becomes arbitrarily accurate as q is increased.
For forecasting, it is necessary to know either the autocovariance structure or the Wold
coefficients. McElroy and McCracken (2012) describes multi-step forecasting for nonstation-
ary vector time series with a general Wold form, including integrated VARMA models as
special cases. From that work, the forecast filter (from an infinite past) for h-step ahead
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forecasting of a stationary process with invertible Wold power series Ψ(z) is
Π(z) = z−h[Ψ]∞h (z) Ψ
−1(z). (9)
Noting that the VAR(1), VMA(1), and VEXP(1) all involve the same number of unknown
coefficients, it is of interest to compare their h-step ahead forecast functions. As in the
previous subsection, let the VAR(1) be written Ψ(z) = (I − Φz)−1, whereas the VMA(1) is
Ψ(z) = I + Ψ1z. Of course the VEXP(1) is Ψ(z) = exp(Ω1z), which can be expanded into
the Wold form with Ψk = Ω
k
1/k!. Moreover, z
−h[Ψ]∞h (z) =
∑
k≥0Ω
k+h
1 /(k + h)!, from which
Π(z) can be computed by a convolution (note that the matrices involved are just powers of
Ω1, and hence are Abelian). The forecast filters for the VAR(1), VMA(1), and VEXP(1) are
then respectively given by
Π(z) = Φh
Π(z) = 1{h=1}
∑
k≥0
(−1)kΨk+11 z
k
Π(z) =
∑
k≥0
k∑
ℓ=0
1
ℓ!(k + h− ℓ)!
Ωk+h1 z
k.
Note that the VAR(1) forecast only relies on present data; the VMA(1) uses past data when
h = 1, but otherwise offers the pathetic prediction of zero when h > 1. The VEXP(1) uses
a geometrically decaying pattern of weights of past data, like the VMA(1). As h increases,
all the forecast filters tend to the zero matrix, essentially dictating that long-run forecasts
are given by the mean for a stationary process.
Generalizing to VAR(q), VMA(q), and VEXP(q), it is difficult to provide explicit formulas
for Π(z) (except in the VAR case), but we know that the VAR(q) filter utilizes the past q
values of the series, whereas the VMA(q) uses all the data so long as h ≤ q; when h > q
the filter is zero. For the VEXP(q), a weighted average of all past data is implied. The
repercussions are that VAR forecasts tend to be based upon recent activity, even when h
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is large; VMA and VEXP forecasts can reach deeper into the past, which may be desirable
when h is quite large. A VARMA forecast filter will have behavior more like that of a VEXP,
but the VEXP can be estimated without concerns regarding identifiability.
3 VEXP Modeling of Vector Time Series
Suppose that we have a sample of size T from a mean-zero m-variate time series {Xt},
which we wish to model via a VEXP(q) process. Typically, q is chosen via some model
selection criteria or to minimize out-of-sample prediction. Given q, we postulate that the
Wold representation can be modeled via (5), such that the spectral density can be expressed
as (6). To distinguish the model spectrum from the true spectral density of the process
{Xt}, we refer to the latter spectrum as f˜ and the former spectrum as f̟, where ̟ =
vec{Ω0,Ω1, · · ·Ωq}. Apart from the mean of the series (for the non-zero mean case), ̟
completely parametrizes the process. The case of a non-zero mean is readily handled; e.g.,
see Section 3.2.
3.1 Likelihood estimation
The Gaussian likelihood is an appealing objective function, because maximum likelihood
estimates (MLEs) have good statistical properties, such as consistency and efficiency (see
Taniguchi and Kakizawa, 2000). Writing X = vec{X1, X2, · · · , XT} and Γ̟ for the mT
dimensional covariance matrix of the sample, the log Gaussian likelihood for a mean-zero
sample, scaled by −2 (sometimes called the deviance) is
D(̟;X) = log det Γ̟ +X
′ Γ−1̟ X, (10)
which one seeks to minimize. Efficient computation of the quadratic form and log determi-
nant in (10) could proceed utilizing the multivariate Durbin-Levinson algorithm described
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in Brockwell and Davis (1991); knowledge of the autocovariance function – once this is com-
puted from the model with parameter vector ̟ – determines Γ̟ and thereby the deviance.
Recall that the entries of each cepstral matrix Ωj are unconstrained (although Ω0 is sym-
metric), being allowed to be any real number. However, in practice, one might still have
recourse to use nonlinear optimization with a bounding box; although from a theoretical
standpoint this is not necessary. If any estimated coefficient, or component of ̟, is not
significantly different from zero, the model could be re-estimated with all such coefficients
(or some subset) constrained to be zero, in order to obtain a more parsimonious model. One
could also attempt to refine the choice of q utilizing such a procedure.
In order to refine the model of order q or to impose additional sparsity, it is important
to have the standard errors of the parameter estimates. Assuming conditions sufficient
to guarantee efficiency of the MLEs, the inverse of the numerical Hessian can be used to
approximate the covariance matrix of the parameter MLEs, appropriately scaled. Another
way to assess competing models is through the Generalized Likelihood Ratio (GLR) test
described in Taniguchi and Kakizawa (2000), which amounts to taking the difference of two
deviances (10) for a nesting model and a nested model; specifically, the deviance for the
nested model minus the deviance for the nesting model. Then one multiplies by sample size
T . The resulting statistic is always non-negative and, under the null hypothesis that the
nested model is correct, the asymptotic distribution is χ2 with degrees of freedom equal to
the difference in the number of parameters in the two models. This provides a disciplined
method for selecting the VEXP order q, because any VEXP model is automatically nested
within a higher order VEXP model.5
There may be interest in using other objective functions. In particular, because there is
some computational cost associated with the inversion of Γ̟, an approximate version of the
5Note that nesting can be more nuanced than this, as setting any entry of any cepstral matrix to zero
will produce a nested model.
15
deviance, known as the Whittle likelihood, may be preferable for very large sample sizes. In
this case, one replaces the inverse of Γ̟ by the covariance matrix corresponding to the in-
verse autocovariances. The inverse autocovariances are the autocovariances corresponding to
f−1̟ = f−̟; i.e., we obtain the inverse of the VEXP spectrum by considering the alternative
VEXP process where each coefficient is multiplied by negative one. This is true, because
[Ω]q1(z) commutes with −[Ω]
q
1(z) for any value of z, and exp(A) · exp(B) = exp(A+B)
when matrices A and B commute. The expression for the Whittle likelihood given in
Taniguchi and Kakizawa (2000) also replaces the log determinant term by the log of the
determinant of the innovation variance matrix, i.e., log det exp{Ω0}. By (A.1) of Appendix
A.1, this is equal to the trace of Ω0. Therefore, for the mean-zero case, the deviance of the
Whittle likelihood can be written as
W(̟;X) = tr(Ω0) +X
′ Γ−̟ X, (11)
which is to be minimized with respect to ̟ (recall that Ω0 consists of the first m(m+ 1)/2
entries of ̟). While for some time series models (such as unobserved components models)
the inverse autocovariances are time-consuming to calculate, they are immediate in the case
of a VEXP, given that we have already computed the autocovariances; that is, the insertion
of a minus sign in the algorithm is all that is needed. That is, (11) implies a speedier
algorithm, as no matrix inversion is required.
Although mathematically equal, at first glance, the form of the Whittle likelihood in
Taniguchi and Kakizawa (2000) is slightly different from (11). This other expression involves
the integral over all frequencies λ ∈ [−π, π] of the trace of the periodogram multiplied by
f−1̟ ; straightforward algebra yields that this integral is equal to the quadratic formX
′ Γ−̟X
in (11). The periodogram is defined to be IT (λ), given by
IT (λ) = T
−1
(
T∑
t=1
Xte
−iλt
) (
T∑
t=1
X ′te
iλt
)
,
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which is a rank one matrix. Some statisticians write the Whittle likelihood in terms of
the periodogram only being evaluated at Fourier frequencies, which amounts to discretizing
the integral in the exact Whittle likelihood by a Riemann approximation. The advantage
of doing this further approximation is that the objective function is then expressed purely
in terms of the periodogram and the model spectral density, and no calculation of inverse
autocovariances is required at all. This approximate Whittle likelihood can be written
WT (̟;X) = tr(Ω0) +
1
2T
T∑
j=−T
tr{IT (πj/T ) f−̟(πj/T )}. (12)
Once the periodogram is computed, the evaluation of (12) is extremely fast: one only needs
to evaluate [−Ω]q1(z) for z corresponding to the Fourier frequencies, and determine the matrix
exponential (for example, via Taylor series directly) and construct f−̟ via (6). If compu-
tation of the autocovariances is prohibitively expensive (due to large m and/or q) then the
approximate Whittle likelihood may be preferable.
3.2 Bayesian estimation
For an exact Bayesian analysis, the formal procedure for a Gaussian VEXP(q) model re-
quires an exact expression for the likelihood. Although it is possible to pose an approximate
Bayesian procedure based on the Whittle (or approximate Whittle) likelihood formulation,
in moderate sample sizes our preference is for an exact Bayesian approach. Nevertheless,
in large sample sizes, and/or analyses consisting of a large number of time series, an ap-
proximate Bayesian procedure may be preferred. As previously alluded to, in these cases,
implementation using the exact or approximate Whittle specification are both extremely
computationally efficient.
Depending on the desired goals of a particular analysis, it is often advantageous to treat
the elements of the cepstral matrices as nuisance parameters and average over different
model specifications using SSVS (George and McCulloch, 1993, 1997; George et al., 2008).
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This type of Bayesian model averaging (Hoeting et al., 1999) implicitly weights the elements
of the cepstral matrices through the MCMC sampling algorithm. This strategy is extremely
effective in the context of forecasting (Holan et al., 2012), where interest resides in a target
other than the cepstral matrix elements. If, instead, the main goal is inferential, then a model
corresponding to the posterior mode for each cepstral matrix, from the SSVS algorithm, could
be re-estimated or, alternatively, models could be considered without SSVS (e.g., with order
selection proceeding through Bayes factor or DIC).
To implement the SSVS algorithm we begin by assuming that the likelihood of Y =
(X − µ)′ is specified as
L(δ,̟|·) ∝ |Γ̟|
−1/2 exp
(
−
1
2
Y ′Γ−1̟ Y
)
,
where δ = (µ1, µ2, . . . , µm)
′ and µ = 1T ⊗ δ. Note that non-constant µ could also easily be
considered through straightforward modification of the Markov chain Monte Carlo (MCMC)
algorithm (e.g., µ can be specified in terms of covariates). We further assume that the
elements of δ and the diagonal elements Ω0 are in the model with probability one. For the
other elements of Ωj (j = 1, . . . , q), we specify a SSVS prior based on a mixture of normal
distributions.
Let γi, i = 1, . . . , p = qm
2, denote a latent zero-one random variable, Vj = vec(Ωj) (j =
1, . . . , q), and V = (V ′1 , . . . , V
′
q )
′. Further, let Vjk (k = 1, 2, . . . , m
2) denote the vectorized
elements of Vj, then V = (V11, V12, . . . , V1m2 , . . . , Vqm2)
′ = (v1, . . . , vp)
′ and we have
vi|γi ∼ (1− γi)N(0, τ
2
i ) + γiN(0, c
2
i τ
2
i ),
with P (γi = 1) = 1− P (γi = 0) = πi. In other words,
V |γ ∼ N(0, DγRDγ),
where R is the prior correlation matrix – which in our case we assume to be the identity
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matrix (i.e., V |γ ∼ N(0, D2γ)) – and Dγ ≡ diag(a1τ1, . . . , apτp) with p = qm
2. In this case,
for i = 1, . . . , p, γi
iid
∼ Bern(πi), with πi ≡ 1/2 and ai = 1 if γi = 0 and ai = ci if γi = 1.
Note that πi can be viewed as the prior probability that the i-th element of V should
be included in the model. Therefore, γi = 1 indicates that the i-th variable is included in
the model. Now, in general, ci, τi, and πi are fixed hyperparameters; George and McCulloch
(1993, 1997) describe various alternatives for their specification. They suggest that one
would like τi to be small so that when γi = 0 it is reasonable to specify an effective prior
for the i-th element of V that is near zero. Additionally, one typically wants ci to be large
(greater than 1) so that if γi = 1, then our prior would favor a non-zero value for the i-th
element of V .
To complete the Bayesian model, we need to specify prior distributions for the remaining
parameters. In terms of the mean, we assume that δ ∼ N(δ0,Σδ), with δ0 = (u1, . . . , um)
′
and Σδ = diag(σ
2
µ1
, σ2µ2 , . . . , σ
2
µm). Recall, the diagonal elements of Ω0 are assumed to be in
the model with probability one and, thus, we assume that Ω0 ∼ N(0,ΣΩ0), where ΣΩ0 =
diag(σ21, σ
2
2, . . . , σ
2
m). Lastly, for (j = 1, . . . , m), σ
2
µj
∼ IG(Aµj , Bµj ) and σ
2
j ∼ IG(Aj, Bj).
In some cases it may be of interest to estimate the VEXP model without conducting
Bayesian model averaging through SSVS, as is the case in the example we present involving
squared coherence estimation (see Section 5.2). Under this scenario, a prior distribution for
the elements of Vj (j = 1, . . . , q) needs to be specified. Letting Vjk (k = 1, 2, . . . , m
2) denote
the elements of Vj, we assume that Vjk ∼ N(0, σ
2
jk).
In general, regardless of whether a SSVS prior is implemented, the full conditional dis-
tributions are not of standard form, with the only exceptions being δ and the elements of
Σδ and ΣΩ0 . Consequently, all of the parameters aside from δ and the elements of Σδ and
ΣΩ0 can be sampled using a random walk Metroplis-Hastings within Gibbs MCMC sampling
algorithm. Sampling of δ and the elements of Σδ and ΣΩ0 proceeds directly using a Gibbs
step, as the full conditionals distribution have a closed form.
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4 Simulated Examples
To illustrate the utility of the VEXP model we present two distinct simulated examples.
The first example highlights estimation through SSVS, whereas the second example consid-
ers estimation without SSVS. The two simulated examples presented here are designed to
demonstrate various aspects associated with the analyses presented in Section 5.
4.1 Simulated Example I
The goal of this example is to illustrate that, given an underlying dependence structure, the
modeling approach using SSVS is able to provide shrinkage toward the simulated dependence
structure with high probability. This is especially useful in the context of multi-step ahead
forecasting, as presented in Section 5.1, where our approach averages over several candidate
models with the expectation of improved long-term forecasts.
For illustration, we simulate data based on estimates from a VEXP(4) model, with T =
192, based on the forecasting example presented in Section 5.1. In particular, the elements
of the cepstral matrices are based on estimated values obtained from a VEXP(4) model
applied to the bivariate retail sales forecasting example. Recalling that Vj = vec(Ωj), the
exact model used for data generation is given by
V0 = (1.305, 0.030, 0.030,−2.455)
′,
V1 = (0.320,−1.170, 0.000, 0.250)
′,
V2 = (0.120, 1.505, 0.000, 0.210)
′,
V3 = (0.135,−0.110, 0.000, 0.045)
′,
V4 = (0.130,−2.560, 0.000, 0.000)
′,
where the mean of the two time series is set equal to zero (i.e., δ = (0, 0)′). In terms of prior
distributions we assume that δ ∼ N(x, diag(σ2µ1 , σ
2
µ2
)), diag(Ω0) ∼ N(0, diag(σ
2
1 , σ
2
2)), and
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σ2µ1 , σ
2
µ2
, σ21, σ
2
2 ∼ IG(A,B), where the elements of x constitute the estimated sample means
for the bivariate time series. In addition, we choose A = 2.1 and B = 1.1; i.e., we assume an
inverse-gamma distribution with mean and variance both being 1. The prior specification
for µ follows from the fact that, for independent and identically distributed (iid) data, x
is the maximum likelihood estimate (as well as the asymptotic mean). Finally, based on
a sensitivity analysis (see Section 5.1), the hyperparameters for the SSVS were specified
as τi ≡ τ = .10 and ci ≡ c = 10. The MCMC sampling algorithm was run for 60,000
iterations with the first 40,000 discarded for burn-in. Convergence was assessed through
visual inspection of the sample chains with no evidence of lack of convergence detected.
Table 1 displays the frequency that a particular cepstral matrix specification appeared
in the model throughout the 20,000 post burn-in MCMC iterations. This table clearly
illustrates that the SSVS prior is selecting the data generating model specification with high
probability. Additionally, in cases where competing cepstral matrix specifications are chosen,
typically the additional elements selected have parameters estimated relatively close to zero.
In contrast, Table 2 presents posterior summaries of the estimated mean and cepstral
matrix elements. Importantly, in all cases, the 95% credible intervals (CIs) capture the true
values, with most intervals relatively narrow. Although the SSVS is implicitly averaging over
several model specifications, the fact that the 95% CIs capture the true values reinforces the
fact that the SSVS is able to recover the correct dependence structure with high probability.
4.2 Simulated Example II
The second simulated example considers bivariate spectral estimation and, in particular,
estimation of squared coherence, where squared coherence is defined as
ρ2X1·X2(λ) =
|fX1X2(λ)|
2
fX1X1(λ)fX2X2(λ)
. (13)
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This simulation is designed to behave similar to the bivariate critical radio frequency –
sunspots example presented in Section 5.2 and uses a VEXP(4), with T = 240, for illus-
tration. Additionally, this example does not use SSVS; instead, it demonstrates the VEXP
framework in situations where model averaging is not necessarily desired.
The VEXP(4) model used to generate data for this example was based on estimates ob-
tained from the critical radio frequency - sunspots data discussed in Section 5.2. Specifically,
the model is given by
V0 = (−0.249, 0.211, 0.211,−0.023)
′,
V1 = (1.343, 0.081, 0.073, 0.803)
′,
V2 = (0.261, 0.169,−0.109, 0.432)
′,
V3 = (−0.108, 0.160, 0.138, 0.234)
′,
V4 = (0.127, 0.080, 0.114, 0.244)
′,
where the mean of the bivariate time series is set equal to zero (i.e., δ = (0, 0)′). In terms of
prior distributions we assume that δ ∼ N(x, diag(σ2µ1 , σ
2
µ2)), diag(Ω0) ∼ N(0, diag(σ
2
1 , σ
2
2)),
σ2µ1 , σ
2
µ2 , σ
2
1, σ
2
2 ∼ IG(A,B), where x is the estimated sample mean for the bivariate time
series. Again, we choose A = 2.1 and B = 1.1; i.e., we assume an inverse-gamma distribution
with mean and variance are both one. For the off-diagonal element of Ω0, Ω0(1, 2), and all
elements in Ωj for j = 1, 2, 3, 4, we assumed a N(0, 10
2) prior distribution.
As shown in Table 3, this example clearly demonstrates the ability for our Bayesian
estimation procedure to produce reliable results. In particular, all of the 95% CIs capture the
true values and, in most cases, the intervals are relatively narrow. Additionally, as depicted
in Figure 1a, the posterior mean squared coherence (obtained as the pointwise mean from the
posterior distribution of squared coherence functions) and true squared coherence, as defined
by (13), are in close agreement, with the pointwise 95% CIs relatively narrow away from
frequency zero and capturing the true squared coherence. It is important to note that the
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deviations between the true and estimated squared coherence in this example are due to the
fact that the estimated squared coherence is based on one stochastic realization of the truth,
with the Bayesian VEXP(4) estimate agreeing with an empirical estimate obtained through
smoothing the multivariate discrete Fourier transform using a modified Daniell window in R
(using kernel(“modified.daniell”, c(8,8,8)) with taper=.2 in the function spec.pgram).
5 VEXP Modeling Illustrations
To demonstrate the versatility and overall utility of the VEXP modeling framework, we
present two real-data examples. The first example considers multi-step ahead forecasts for a
bivariate macroeconomic time series and uses Bayesian model averaging through SSVS as a
means of obtaining superior forecasts. The second example examines the squared coherence
between monthly sunspots and critical radio frequencies and does not make use of SSVS.
Instead, the goal of this analysis is to demonstrate the VEXP approach to multivariate
spectral (squared coherence) estimation.
5.1 Multi-step Ahead Forecasting
Multi-step ahead forecasting is an area of considerable interest among many scientific disci-
plines, including atmospheric science and macroeconomics, among others. One paramount
concern when constructing long-lead forecasts is to ensure the model specification is not
explosive. In the context of VAR modeling (or VARMA) this can be facilitated through
imposing restrictions on the coefficient matrices to ensure that certain determinants are
nonzero. In contrast, our approach provides an extremely convenient approach to model
specification that does not require us to impose any constraints a priori, making estimation
exceedingly straightforward within the Bayesian paradigm.
The macroeconomic time series we consider are regression adjusted (i.e., “Holiday” and
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“Trading Day” effects are removed) monthly retail sales time series from the U.S. Census
Bureau. Specifically, we consider a bivariate analysis of (entire) “Retail Trade Sector” (RTS)
and “Automotive Parts, Accessories, and Tire Stores” (APATS) from January 1992 through
December 2007, T = 192 (Figure 2). As previously alluded to, McElroy and McCracken
(2012) describes multi-step forecasting for nonstationary vector time series with a general
Wold form. From that work, the forecast filter (from an infinite past) for h-step ahead
forecasting for a stationary process with invertible Wold power series Ψ(z) is given by (9).
The bivariate time series considered here are annual-differenced (i.e., the operator (1 −
B12) is applied to the data) prior to estimation using the VEXP model. From the acf (not
shown), it appears that an AR(1) or low-order ARMA model may be reasonable for each
series. However, the partial autocorrelation function (pacf) is indicative of a lag 12 serial
effect, indicating a possible seasonal AR. As such, the VEXP specification provides a good
candidate model. Additionally, the cross-correlation function (ccf), of the differenced series,
indicates that these two series are cross-correlated (Figure 3).
Prior specification is identical to that of Simulated Example I (Section 4.1), except in this
example we conduct a factorial experiment over various combinations of the SSVS hyper-
parameters and choose the combination of c and τ that minimizes the out-of-sample mean
squared prediction error (MSPE) over the last 12 values of the series (i.e., minimizes the
MSPE associated with the one-step-ahead through twelve-steps-ahead forecasts). Based on
previous forecasting analyses (Holan et al., 2012), for q = 2, . . . , 5, the SSVS hyperparame-
ters considered for this experiment were πi ≡ π = 0.5 and (τ, c) = (0.001, 10), (0.001, 100),
(0.01, 10), (0.01, 100), (0.1, 10), (0.1, 100). Judging from the overall MSPE, the parameters
q = 5, τ = 0.1, and c = 10 gave the best performance among the values considered. Al-
though these hyperparameters could be tuned further, our experience is that such tuning
leads to minimal gains in forecasting monthly retail sales. The SSVS sampler results are
based on 60,000 iterations with a 40,000 iteration burn-in. Convergence is assessed through
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visual inspection of the sample chains, with no lack of convergence detected. When conduct-
ing out-of-sample forecasting, our h-step-ahead forecasts are based on the posterior mean
forecast h steps ahead over all iterations of the SSVS MCMC run. Similar to Holan et al.
(2012), this forecasting represents a “model averaging” over all possible elements of the
cepstral matrices, and accounts for their relative importance through the stochastic search
procedure.
Using the VEXP model, the MSPE for this example was 21.59 and 0.0112 for the RTS
and APATS series, respectively. In contrast, conducting the same experiment with a VAR(1)
model, estimated through OLS, yielded a MSPE of 22.95 and 0.0244 for the RTS and APATS
series respectively. Therefore, relative to the OLS VAR(1) model, the Bayesian VEXP(5)
model provides roughly a 6% decrease in MSPE for the RTS series and a 55% decrease for
the APATS series. Finally, Figure 2 displays the forecasted values along with their pointwise
95% CIs and clearly demonstrates the effectiveness of our approach.
5.2 Modeling of Squared Coherence
We consider a monthly bivariate time series of critical radio frequencies and sunspots
(Newton, 1988). Specifically, the first series consists of the monthly median noon hour value
of the critical radio frequencies (the highest radio frequency that can be used for broadcast-
ing) in Washington D.C. for the period of May 1934 through April 1954. The second series
consists of the total number of monthly sunspots over the same period.
For this illustration, we consider a VEXP(5) model without SSVS. Prior specification is
identical to that of Simulated Example II (Section 4.2). The MCMC sampling algorithm
consists of 60,000 iterations with a 40,000 iteration burn-in; i.e., 20,000 iterations are used
for inference. Convergence is assessed through visual inspection of the sample chains, with
no lack of convergence detected. The spectral estimates and squared coherence are obtained
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by taking the pointwise (by frequency) posterior mean and 95% CIs.
The coherence between the two series is illustrated through a plot of the squared coher-
ence (Figure 4a). From this plot, we see that there is strong coherence at low frequencies
(i.e., λ ≈ π/66) corresponding to the so-called sunspot cycle (≈ 11 years) Additionally,
there is also relatively strong coherence at higher frequencies (i.e., λ ≈ 2.5), which may
correspond to some sort of (approximately quarterly) seasonal relationship. These relation-
ships are corroborated through an empirical plot of the squared coherence using a modified
Daniell window in R (using kernel(“modified.daniell”, c(8,8,8)) with taper=.2 in the function
spec.pgram); see Figure 4b. Discussion regarding these series in the univariate setting can
be found in Newton (1988, p. 194).
6 Conclusion
We propose a new class of cepstral models for multivariate time series – the so-called Vector
Exponential Model (VEXP). Conveniently, this model is cast in the frequency domain and
has an unrestricted parameter space. This is in stark contrast to the VARMA modeling
paradigm where one must impose restrictions on the coefficient matrices to ensure that
certain determinants are nonzero in order to ensure the model is stationary (or nonexplosive).
We provide theoretical justification for this new class of models and show that this model
is dense in the class of short memory time series. Additionally, for q < ∞, we show that
the VEXP(q) process is always stable, invertible, and identifiable. Importantly, we derive
the necessary computational formulas for efficient model implementation and discuss several
approaches to estimation, including maximum likelihood and Bayesian estimation. In fact,
one of the primary strengths of the VEXP class of models is that a precise Bayesian treatment
proceeds extremely naturally. In higher dimensional settings (in terms of number of time
points and/or series), inversion of the autocovariance matrix in the Gaussian likelihood is
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computationally expensive. For these cases, we present an approximate approach based on
the Whittle likelihood.
Similar to other multivariate time series models, issues regarding the dimension of the
parameter space remain an area of concern. In the case where the model order and/or the
number of series is substantially large, the number of parameters in the model causes dif-
ficulty in estimation. In these cases, further dimension reduction of the cepstral matrices
is advantageous and can be achieved through low-rank methods or scientifically motivated
parameterizations (e.g., see Cressie and Wikle, 2011). Another practical consideration con-
cerns the number of Wold coefficients, M , used for estimation, which needs to be chosen by
the practitioner. In order to guarantee a sufficient approximation, this choice would depend
on the underlying dependence structure. In the short memory cases considered in Sections 4
and 5, we have taken M = 15, and found that to be sufficient for our intended purpose.
The methodology is illustrated through simulated examples and through real examples
involving multi-step ahead forecasting of bivariate retail trade series from the U.S. Census
Bureau and estimation of squared coherence for a bivariate time series of monthly sunspots
and critical radio frequencies. The forecasting example uses Bayesian variable selection in
the form of SSVS and thus provides an implicit model averaging. We demonstrate the
superiority of our approach, in terms of MSPE for multi-step-ahead forecasting, relative
to an OLS VAR(1) model. In contrast, the squared coherence example does not impose
SSVS and, instead, illustrates various aspects concerning spectral estimation. Our results
corroborate those of previous analyses, while providing a straightforward path to parametric
squared coherence estimation.
Although we highlighted two distinct applications, many other applications of the VEXP
model exist. For example, multivariate long memory modeling and multivariate unobserved
component models (e.g., common trends models) using the VEXP framework are two areas
of open research. In summary, any multivariate short memory time series application can be
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posed using the VEXP framework, thereby providing a rich class of models for multivariate
time series.
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Appendix
A.1 Convergence of the Exponential Representation
Consider equation (5), which relates Ψ(z) to the putative exp{Ω(z)} (let q = ∞ for this
discussion); it is of interest to know when this cepstral representation exists. For this, we
first suppose that Ψ(z) is a causal power series, and is convergent for z ∈ D. Then the
matrix logarithm of Ψ(z) is well-defined if and only if (iff) there exists some causal power
series Ω(z) that converges for z ∈ D such that (5) holds; this is in turn implied by the
condition that ‖I −Ψ(z)‖ < 1 for z ∈ D, for some matrix norm ‖ · ‖. This condition follows
from the expansion of the logarithm:
logΨ(z) = log [I − {I −Ψ(z)}] = −
∑
k≥1
{I −Ψ(z)}k
k
which converges if its matrix norm is finite. Taking the matrix 2-norm, the condition becomes
that the eigenvalues of I −Ψ(z) have magnitude less than one. This condition is equivalent
to detΨ(z) 6= 0 for all z ∈ D.
For example, consider the special case that Ψ(z) is a polynomial, so that detΨ(z) = 0
for some z ∈ C. If any of these zeroes occur within D, then log{Ψ(z)} need not converge,
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and the cepstral representation is not valid for z ∈ D. This is the case of an explosive VMA.
If instead all the zeroes occur outside of D, then log{Ψ(z)} will converge to Ω(z), and (5)
holds.
Now suppose that instead we have a well-defined Ω(z) convergent on z ∈ D, and ask
whether Ψ(z) exists in correspondence. Because the matrix exponential always converges
(the radius of convergence of the exponential power series includes all of C), necessarily
exp{Ω(z)} exists for z ∈ D, and (5) holds. This defines Ψ(z); its determinant will have no
zeroes in D. In fact,
detΨ(z) = exp{trΩ(z)} (A.1)
holds, which shows that the determinant must be non-negative, and is zero only if tr{Ω(z)} =
−∞; but, this is excluded by the assumption that Ω(z) converges. Hence detΨ(z) 6= 0 for
all z ∈ D, so that existence of Ω(z) automatically ensures invertibility (and identifiability)
of the Wold form.
A.2 Technical Proofs
Proof of Proposition 1. We note that this proof requires the main result of Proposition
3, but in terms of exposition it makes more sense to state Proposition 1 first. To prove the
time series is mean square Cauchy, we take differences for q = m + h and q = m, where m
and h are large integers:
X
(m+h)
t −X
(m)
t =
[
Ψ(m+h)(B)−Ψ(m)(B)
]
ǫt.
Here the time index t is immaterial, since we will compute the covariance matrix of the above
vector difference. The covariance equals
∑
k≥0
(
Ψ
(m+h)
k −Ψ
(m)
k
)
Σ
(
Ψ
(m+h)
k −Ψ
(m)
k
)′
.
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In order to show that this matrix tends to zero as m and h grow to infinity, it suffices to
examine the sequence Ψ
(m+h)
k − Ψ
(m)
k , which by Proposition 3 can be written as follows.
Let Υ(z) = Ω(z)/z, where Ω(z) corresponds to Ψ(m)(z); but the cepstral representation for
the Wold series Ψ(m+h)(z) equals Ω(z) plus a second term Ξ(z) =
∑h
j=1Ωj+mz
j+m. Thus
{Ω(z) + Ξ(z)}/z = Υ(z) + Π(z), say. With these notations, we have
Ψ
(m+h)
k −Ψ
(m)
k =
1
k!
k∑
ℓ=1
(
k
ℓ
)([
{Υ(z) + Π(z)}ℓ
](k−ℓ)
−
[
Υ(z)ℓ
](k−ℓ))
|z=0.
To evaluate this expression further, we must expand the term Υ(z) + Π(z). Let us denote
these matrices, for any fixed z, by A0 and A1 respectively. Then the ℓ-th power of A0 + A1
can be written as ∑
i1,i2,...,iℓ∈{0,1}
ℓ
Πℓj=1Aij . (A.2)
Here {0, 1}ℓ denotes the space of binary strings of length ℓ, and we sum over all such strings.
Note that we next subtract off Υ(z)ℓ, which equals the single summand of (A.2) that corre-
sponds to the zero string, i.e., ij = 0 for all 1 ≤ j ≤ ℓ. Using the linearity of differentiation,
we have
Ψ
(m+h)
k −Ψ
(m)
k =
1
k!
k∑
ℓ=1
(
k
ℓ
) ∑
i1,i2,...,iℓ∈{0,1}
ℓ\{0}ℓ
Πℓj=1Aij
(k−ℓ)|z=0.
Note that Π(z) occurs in at least one summand of every term of Ψ
(m+h)
k − Ψ
(m)
k . In taking
the derivatives and evaluating zero, term by term we either produce zero or an expression
involving a coefficient matrix of Π(z). The smallest coefficient matrix is Ωm+1, so taking
matrix norms it will be sufficient to show that ‖Ωm‖ → 0 as m → ∞. Since the matrix
logarithm of Ψ(z) is well-defined, we find that∑
k≥1
ΩkΩ
′
k =
1
2π
∫ π
−π
logΨ(z)logΨ′(z) dλ.
Taking the trace and using the Frobenius norm ‖ · ‖, we obtain
∑
k≥1 ‖Ωk‖
2 equals the trace
of the above expression, which in turn is proportional to the integral of ‖logΨ(z)‖2; this is
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finite for all λ because ‖I − Ψ(z)‖ < 1 (see the discussion in Appendix A.1). Hence ‖Ωk‖
is square summable, and in particular the sequence tends to zero. This establishes that the
sequence is Cauchy in mean square, and hence X
(q)
t → X
(∞)
t in mean square, and Xt = X
(∞)
t .
2
Proof of Proposition 2. Because q <∞, the convergence of [Ω(z)]q1 for z ∈ D is assured,
and by results in Appendix A.1 we know that Ψ(z) is well-defined and invertible. Because
detΨ(z) 6= 0 for z ∈ D, the Wold filter is causal as well. The determinant is also finite,
which guarantees stability. Next, we establish identifiability.
Let θ denote a parameter vector describing all the various entries of the cepstral matrices,
in some order, and f(λ; θ) the associate spectral density. Let θ(1) and θ(2) denote two values
of the parameter vector, but with f(·; θ(1)) = f(·; θ(2)). Writing the spectral density in the
form (6), we can invert the Wold filters (because detΨ(z) 6= 0 holds for z ∈ D) to obtain
exp{Ω
(1)
0 } = exp{−Ω
(1)(z)} exp{Ω(2)(z)} exp{Ω
(2)
0 } exp{[Ω
(2)(z)]
∗
} exp{−[Ω(1)(z)]
∗
}.
The composition of the two causal power series exp{−Ω(1)(z)} and exp{Ω(2)(z)} is another
causal power series with leading coefficient of I; because the spectral density has full rank
(because tr(Ω0) > −∞), the Wold factorization is unique (see Hannan and Deistler, 1988).
It follows that we must have exp{Ω(1)} = exp{Ω(2)} and exp{−Ω(1)(z)} exp{Ω(2)(z)} = I for
all z. Hence the Wold filters are identically the same; applying the matrix logarithm reveals
that Ω(1)(z) = Ω(2)(z) for all z ∈ D. Now we use the uniqueness of the Fourier basis to learn
that each of the coefficient matrices are the same, and hence θ(1) = θ(2). This establishes
that θ 7→ f(·; θ) is injective. 2
31
Proof of Proposition 3. To prove (7) we begin with the matrix exponential expansion,
which is valid because the series is invertible:
Ψ(z) = exp{zΥ(z)} = 1 +
∑
j≥1
zj
j!
Υ(z)j .
Differentiating k times with respect to the complex variable z yields
Ψ(k)(z) =
∑
j≥1
k∑
ℓ=1
(
k
ℓ
)
∂ℓ
∂zℓ
zj
j!
·
∂k−ℓ
∂zk−ℓ
Υ(z)j ,
where we can use the Abelian product rule because the scalar quantities commute with the
matrix powers Υ(z)j. Interchanging the summations over j and ℓ, we see that if we evaluate
at z = 0 – which is equivalent to coefficient matching – we have k!Ψk on the left hand side,
but the right hand side will be zero unless j = ℓ. This produces the first formula of (7), and
the second follows from algebra. The proof of (8) is similar, but using the expansion for the
logarithm instead of the exponential. 2
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Parameters SSVS Freq (out of 20,000)
Ω0(1, 2) 1 11,387
0 8,613
Ω1 1101 15,358
1111 4,528
Ω2 1101 11,405
1100 4,500
1111 2,040
1110 960
0101 685
0100 234
Ω3 1101 5,005
1100 4,756
0101 2,597
0100 2,668
1000 739
1111 733
1110 725
0000 503
0001 471
0111 444
0110 397
Ω4 1101 7,733
1100 4,476
0101 3,641
0100 1,648
1111 1,107
1110 627
0111 533
0110 235
Table 1: SSVS results for the VEXP(4) model from Simulated Example I (Section 4.1).
Note that only cepstral matrices appearing in the model more than 200 times are detailed
in the table and the column labeled SSVS corresponds to an indicator function specifying
the elements of vec(Ωj) (j = 1, . . . , 4) appearing in the model. Finally, note that the bolded
entry represents the model structure used to generate the data.
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Parameters mean sd Q.025 Q.5 Q.975 True
Ω0(1, 1) 1.24532 0.11567 1.02450 1.24352 1.47568 1.30500
Ω0(2, 1) -2.47678 0.11247 -2.69252 -2.47981 -2.25332 -2.45500
Ω0(2, 2) 0.03862 0.04419 -0.01551 0.02115 0.13369 0.03000
Ω1(1, 1) 0.29931 0.07165 0.15771 0.29951 0.43823 0.32000
Ω1(2, 1) -1.28023 0.47853 -2.23111 -1.28870 -0.33292 -1.17000
Ω1(1, 2) 0.01052 0.00875 -0.00508 0.00994 0.02985 0.00000
Ω1(2, 2) 0.24884 0.06896 0.11437 0.24841 0.38286 0.25000
Ω2(1, 1) 0.16605 0.08028 -0.00144 0.16904 0.31906 0.12000
Ω2(2, 1) 1.75680 0.45747 0.88372 1.75858 2.66037 1.50500
Ω2(1, 2) 0.00590 0.00813 -0.00980 0.00581 0.02224 0.00000
Ω2(2, 2) 0.08299 0.08090 -0.02128 0.07803 0.24665 0.21000
Ω3(1, 1) 0.06619 0.07615 -0.02600 0.04505 0.22631 0.13500
Ω3(2, 1) -0.38706 0.48649 -1.43690 -0.34742 0.46667 -0.11000
Ω3(1, 2) 0.00384 0.00791 -0.01112 0.00348 0.01947 0.00000
Ω3(2, 2) -0.02885 0.06065 -0.17981 -0.00751 0.07065 0.04500
Ω4(1, 1) 0.08438 0.08466 -0.01970 0.07374 0.25861 0.13000
Ω4(2, 1) -2.79556 0.48298 -3.78661 -2.79562 -1.88095 -2.56000
Ω4(1, 2) -0.00115 0.00773 -0.01658 -0.00134 0.01391 0.00000
Ω4(2, 2) -0.06388 0.07357 -0.22113 -0.04491 0.03247 0.00000
µ1 -0.10955 0.24152 -0.58511 -0.11213 0.36615 0.00000
µ2 0.02241 0.02709 -0.03138 0.02249 0.07616 0.00000
σ21 1.16845 1.42409 0.28159 0.82241 4.10003 NA
σ22 2.64336 6.08424 0.62769 1.81727 8.99748 NA
σ2µ1 0.70184 0.80633 0.16888 0.49273 2.54956 NA
σ2µ2 0.69542 0.90139 0.16607 0.48470 2.44190 NA
Table 2: Posterior summary of the VEXP(4) parameters using SSVS for Simulated Example
I (Section 4.1). Here, “mean,” “sd,” and “Q”denote the posterior mean, posterior standard
deviation, and quantile of the posterior distribution, respectively.
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Parameters mean sd Q.025 Q.5 Q.975 True
Ω0(1, 1) -0.14897 0.09878 -0.33487 -0.15222 0.05479 -0.24900
Ω0(2, 1) 0.11234 0.06381 -0.01192 0.11252 0.23769 0.21100
Ω0(2, 2) 0.10710 0.10031 -0.07976 0.10539 0.31661 -0.02300
Ω1(1, 1) 1.31882 0.06530 1.19197 1.31802 1.44882 1.34300
Ω1(2, 1) 0.07137 0.05760 -0.04718 0.07241 0.18201 0.08100
Ω1(1, 2) 0.04971 0.07239 -0.08775 0.04805 0.19345 0.07300
Ω1(2, 2) 0.78013 0.06338 0.65332 0.78029 0.90351 0.80300
Ω2(1, 1) 0.22706 0.06532 0.10014 0.22675 0.35491 0.26100
Ω2(2, 1) 0.14242 0.05574 0.03353 0.14276 0.25154 0.16900
Ω2(1, 2) -0.05140 0.07554 -0.20083 -0.05122 0.09722 -0.10900
Ω2(2, 2) 0.43926 0.06320 0.31438 0.43998 0.56269 0.43200
Ω3(1, 1) -0.10610 0.06468 -0.23236 -0.10613 0.02079 -0.10800
Ω3(2, 1) 0.08094 0.06024 -0.03730 0.08142 0.20182 0.16000
Ω3(1, 2) 0.21579 0.07655 0.06273 0.21588 0.36484 0.13800
Ω3(2, 2) 0.24103 0.06452 0.11220 0.24061 0.36782 0.23400
Ω4(1, 1) 0.15975 0.06788 0.02469 0.15914 0.29192 0.12700
Ω4(2, 1) -0.00110 0.05933 -0.11442 -0.00269 0.11792 0.08000
Ω4(1, 2) 0.03664 0.07427 -0.10839 0.03684 0.18223 0.11400
Ω4(2, 2) 0.20952 0.06442 0.08318 0.20893 0.33763 0.24400
µ1 0.48925 0.29485 -0.09672 0.48887 1.06666 0.00000
µ2 0.14156 0.33476 -0.52073 0.14177 0.79180 0.00000
σ21 0.69913 0.81959 0.16847 0.48853 2.50540 NA
σ22 0.69215 0.83041 0.16946 0.48956 2.41251 NA
σ2µ1 0.71532 0.81970 0.17109 0.50502 2.53710 NA
σ2µ2 0.72942 0.81193 0.17450 0.51109 2.64821 NA
Table 3: Posterior summary of the VEXP(4) parameters without SSVS for Simulated Ex-
ample II (Section 4.2). Here, “mean,” “sd,” and “Q”denote the posterior mean, posterior
standard deviation, and quantile of the posterior distribution, respectively.
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Figure 1: (a) Comparison of true, pointwise posterior mean, and pointwise posterior 95%
credible intervals of squared coherence for the VEXP(4) model presented in Simulated Ex-
ample II (Section 4.2). Note that the red dotted line and black dashed line denote the
truth and posterior mean, respectively. (b) Empirical squared coherence and pointwise 95%
confidence intervals using modified Daniell window; see Section 4.2.
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Figure 2: Pointwise multi-step ahead (12-steps ahead) forecast plots for the (entire) “Retail
Trade Sector” (RTS) and “Automotive Parts, Accessories, and Tire Stores” (APATS) series
(Section 5.1).
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Figure 3: Cross-correlation function (ccc) plot for the regression-adjusted and annual-
differenced (entire) “Retail Trade Sector” (RTS) and “Automotive Parts, Accessories, and
Tire Stores” (APATS) time series (Section 5.1).
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Figure 4: (a) Pointwise posterior mean squared coherence plot between the critical-radio fre-
quency - sunspots time series corresponding to the period May 1934 through April 1954. (b)
Empirical squared coherence and pointwise 95% confidence intervals using modified Daniell
window; see Section (Section 5.2).
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