probability that a<X<ß.
Similarly denote by P(X<ß) the probability that X<ß and by P(X=ß) the probability that X = ß. For any positive integer r the expected value E\X -x0|r of \X -x0|r is called the absolute moment of order r about x0, where x0 denotes a certain real value. If the absolute moments Mi, = E\X -x0| *'», • • • , Mij = E\X -Xo\i> of a chance variable X are given (and no further data about X are known), then we shall say for any positive number d that ad is the sharp lower limit of P( -d<X -Xo < d) if the following two conditions are fulfilled :
(1) For each chance variable Y for which E\ Y -x0| i" = £|X -x0| h (v = l, ■ ■ • , j) the inequality P( -d<Y -x0<d)^ad holds.
(2) To each e>0 a chance variable Y can be given such that E\ Y -x0| *' = £|X-x0|
•'"(»' = 1, • • • ,/) andP(-á<F-Xo<á)<aí¡+í. In other words, ad is the greatest lower bound of the probabilities P( -d<Y -xo<d) formed for all chance variables Y for which the i"th absolute moment about xa is equal to the z\th absolute moment of X about x0
Similarly we shall say that b d is the sharp upper limit of P( -d < X -x0 < d) if bd is the least upper bound of the probabilities P( -d<Y -x0<d) formed for all chance variables Y for which the z"th absolute moment about x0 is equal to the i"th absolute moment of X about xa(v = l, ■ ■ ■ ,/).
In this paper we shall give the solution of the following two problems:
Problem 1. The absolute moments of'the order ii, ■ ■ ■ , i¡ of a chance variable X are given about the point x0, where ii, ■ ■ ■ , i¡ denote any positive integers. It is required to determine the sharp lower and sharp upper limit ofP( -d<X -x0<d) for any positive value d.
by j positive numbers a1; ■ • • , a,-that a chance variable X exists for which the iyth moment about x0 is equal to a, (v = l, ■ ■ ■ ,/)?
The solution of Problem 1 is a generalization of the inequality of Markoff. In fact, the inequality of Markoff can be written as follows:
(1)
Pi-d<X-x0<d)^l-Mr/dr, where d denotes an arbitrary positive value and Mr denotes the rth absolute moment of X about x0. As is well known, the inequality (1) cannot be improved for d^Mrllr, that is to say that 1 -Mr/dT is the sharp lower limit of P( -d<X -x0<d) ioi d^Mrllr. The generalization in our Problem 1 consists in the circumstance that instead of a single moment M, we consider a finite number of moments Mi" • • • , Mt¡, and besides the sharp lower limit of P( -d<X -xo<d) also its sharp upper limit is to be determined. The inequality (1) is called for r = 2 also the inequality of Tshebysheff.
Some results concerning the case when two moments Mr and M, are given, have been obtained by different authors. A. Guldberg* gave the following formula :
(2) P( | X -Xo | < \MrllT) ^ 1 1 / Mi'y If we substitute 2k for s, and 2 for r, we get the inequality of K. Pearson.f By other substitutions we get the formula of E. Lurquin.J It is easy to show that the limit given in (2) is not sharp. P. Cantelli § gave a formula in case that s = 2r. His formula can be written as follows:
(3a) If Mr/d'^M2r/d2r, then P(| X-x0\ <d)^l-Mr/d\ (3b) If Mr/d*>M2r/d2*, then 2>( .X" -xo < d) = 1 - M2T -M2 id' -Mr)2 + M2r -M?
The writer of this article gave in a previous paper|| some results concerning the general case and the sharp lower limit of P( -d<X -x0<d) if two moments Mr and M, are given, where r and s denote arbitrary positive integers. If 5 = 2r the formula reduces to Cantelli's formula.
In case of consecutive algebraic moments, that is to say, if Mi, ■ ■ ■ , M¡ are given and Mi = E(X -Xa)i (i = l, ■ ■ ■ , j), Tshebysheff determined the sharp lower and sharp upper limit of the distribution function P(X<d). These inequalities are called Tshebysheff's inequalities. The first proof of these inequalities was given by Markoff in 1884 and the same proof was discovered almost at the same time by Stieltjes.*
The solution of Problem 2 is well knownf if ii, ■ ■ • , i¡ are consecutive integers, that is to say, if iv = v (v = l, ■ ■ • ,j) and if a" (p = 1 ,-•■,/) is the vth algebraic moment, that is to say, a" = E(X -x0)". In this paper we shall give the solution for absolute moments and for arbitrary positive integers *i, • • • ,ij.
2. Reduction of the problem to the case of nonnegative chance variables. We shall call a chance variable X nonnegative if P(A<0)=0.
Since the moments of the nonnegative chance variable F=|X-x0| about the origin are equal to the absolute moments of X about x0 and since
the following proposition holds true : Proposition 1. Denote by Mi" ■ ■ ■ , M{j the absolute moments of order ii, ■ ■ ■ , i¡ of a certain chance variable X about the point x0. There exists a nonnegative chance variable Y such that the ivth moment of Y about the origin is equal to Mi, (v *= 1, • • • ,j). The greatest lower (least upper) bound of the probabilities P( -d<Z -Xo<d) is equal to the greatest lower (least upper) bound of the probabilities P(Z'<d), where P( -d<Z -Xo<d) is formed for all chance variables Z for which the i,th absolute moment about x0 is equal to Mi, and P(Z' <d) is formed for all nonnegative chance variables Z' for which the i"th moment about the origin is equal to Miv (v 
On account of Proposition 1 we can restrict ourselves to the consideration of nonnegative chance variables and of the moments about the origin. Throughout the following developments we shall understand by a chance variable a nonnegative chance variable and by moments the moments about the origin.
3. Some definitions and propositions. Let us begin with some definitions.
* See, for instance, J. Uspensky, Introduction to Mathematical Probability, New York, McGrawHill, 1937, pp. 373-380. f See, for instance, R. von Mises, Wahrscheinlichkeitsrechnung und ihre Anwendung in der Statistik und theoretischen Physik, Deuticke, Leipzig, 1931, pp. 247-248 .
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Definition 1. A chance variable X is said to be an arithmetic chance variable, if there exist a finite system of different numbers Xi, • ■ ■ , xk such that 2ZliF(X = Xi) = l. Definition 2. A chance variable X for which k different positive values xi, • • • , xk exist such that P(X = x¿) >0 (i = 1, ■ ■ • , k) and^_1_i-P(X = Xi) = 1, is called an arithmetic chance variable of the degree k. Definition 3. A chance variable X is said to be an arithmetic chance variable of the degree k + 1/2 if P(X = 0)>0 and if there exist k different positive values xi, ■ ■ ■ ,xk such that P(X = xr)>0(i = l, ■ ■ ■, k) and 2_î-ii'(X = xi)+P(X = 0) = 1. Definition 6. A function f(x) defined for all real values x is said to change its sign at the point x = a if the following conditions are fulfilled:
(1) If f(x) =Ofor all values x <a, then any open interval containing a must contain at least one value a' such that f(a)f(a') <0.
(2) Iff(x) is not identically zero for x<a, then any open interval which contains a and a point ß <afor which f(ß)^0, must also contain two points «i and "2 such that ai^a, a2 = a and f(ai)f(a2) <0.
By the number of changes in sign of f(x) we shall understand the number of points at which/(x) changes its sign. Similarly we shall understand by the number of changes in sign in an (open or closed) interval A, the number of points of A at which/(x) changes its sign.
It is easy to prove that if f(ai)f(a2) <0 then there exists at least one point of the closed interval [au a2] at which/(x) changes its sign. In order to prove this, let us assume that cti <a2 and denote by a the greatest lower bound of all values y of the interval [ah a2] for which f(c¿i)f(y) <0. It is obvious that ai-ot = a2. We shall show that/(x) changes its sign at a. If a = ai then from the definition of a it follows that any open interval containing a contains also a point a' such that f(ai)f(a') =/(«)/(_') <0. [September Hence/(x) changes its sign at a. If a>ai then for any value b^cti and less than a, f(5) has the same sign as/(«i) or is equal to zero. From this fact it follows easily that any open interval which contains a and a value ß<a for which f(ß)^0, contains also two points ßi and ß2 such that ßiHka, ß2>,a and fißi)fiß2) <0. Hence/(x) changes its sign at a in any case.
If/(x) does not change its sign at any point of the (open or closed) interval I, thenf(a)f(ß) ^ 0 for any two points a, ß of I. In fact if I should contain two points a, ß such that f(a)f(ß) <0, then [a, ß] and therefore also I must contain a point y at which/(x) changes its sign, in contradiction to our assumption.
We shall prove now the Let us now consider the case that X or F or both are of degree less than k. Let for instance the degree of X be less than k. Hence the degree of X is less than or equal to k -1/2 and therefore on account of Proposition 2 the number of changes in sign of D(x) cannot exceed 2(k -1/2) -1 =2k -2.
Proposition
4. i/ X and Y denote two arithmetic chance variables of degree less than or equal to k > 1 and if there exists a positive number a such that P(X = a)>0 and P(Y = a)>0, then the number of changes in sign of D(x) = P(X <x) -P(Y <x) is less than or equal to 2k -3.
We may assume that P(X<a)^P(Y <a). Consider first the case that P(F<a)>0 and denote by a' the greatest value less than a for which P(Y = a')>0.
It is obvious that D(x) has no change in sign in the interior of the interval ["', a and a" denotes the smallest value greater than a for which P(Y = a") >0, then D(x) has no change in sign in the interior of the interval [«,""] . Hence in any case the number of changes in sign of D(x) cannot exceed (2k -1) -2=2¿ -3. Now we have to prove Proposition 4 if P(F<a)=0.
Since P(X<a)^P(Y<a) =0, D(x) has no change in sign at a. If P(X^a) =P(Yfia) = 1, then D(x) has no change in sign at all and Proposition 4 is proved. We have to consider only the case that at least one of the values P(X^a), P(Y^a) is less than 1. Let us assume that P(X-=a)^P(Y-=a). The probability P(Y^a) must be less than 1, since otherwise also P(X^a) would be equal to 1, in contradiction to our assumption. Denote by ß the smallest value greater than a for which P(F = /3) >0. Then D(x) has obviously no change in sign in the interior of [a, ß] and therefore the total number of changes in sign cannot exceed 2k -3. If P(X^oi) <P(Y^a), then denote by ß the smallest value greater than a for which P(X=ß) >0. The function D(x) has no change in sign in the interior of [a, ß] and therefore also in this case the total number of changes in sign of D(x) cannot exceed 2k -3. We get by integration by parts
Now we shall show that
we have only to show that
It is obvious that for any X >0
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Since the ¿"th moments of X and Y are finite, we have /% oo lim I x'*dFr(x) = 0, x=» Jx and therefore (8) and (7) must hold. Then we get from the equations (4), (5) and (6) ( 9) /» 00 There exists a system of roots ai = ai, ■ ■ ■ , ak+i = ak'+1 such that at least one among them is not equal to zero. Denote the polynomial ii, ■ ■ ■ , ii, r.
Let us suppose that there exists a chance variable F with the moments Milt ■ ■ ■ , Mij, Mr where Mr<Mr' ■ We shall deduce a contradiction from this assumption. We can assume that F is an arithmetic chance variable, because according to a well known theorem a finite system of moments can always be realized by an arithmetic chance variable. On account of Proposition 5, D(x) = P(Y <x) -P(X<x) must have at least/ changes in sign. Since X is a characteristic chance variable, the number of changes in sign of D(x) cannot exceed/; hence the number of changes in sign must be equal to j. It is easy to see that the number of changes in sign can be equal to / only if the greatest value x' for which P(Y = x') >0 is greater than the greatest value x" for which P(A = x")>0. We denote by Yd the arithmetic chance variable defined as follows :
where d>x' and P{Y -x') >(M/ -Mr)/d'. The differences between the moments (of the orders ix, ■ ■ • , ii, r) of X and the corresponding moments of Y d become arbitrarily small if we choose d sufficiently large. It is obvious that P(A<x)-PiY d<x) has always the same sign as P(X<x) -P(F<x).
Since the number of changes in sign of Dix) is equal to j, a polynomial P(x) = aiXü+ • • ■ +a,x<'+arxr can be given such that P'(x) =îiaixil_l+ ■ ■ • +jiaJx*'~l+rarxr~1 has always the same sign as that of P(X<x) -P(F<x) and therefore has also the same sign as that of P(X<x) -P(Yd<x) for any d. Since P(Yd<x) =P (Y<x) for any x<x' and since P(Y<x)-P(X <x) is not equal to zero for any x<x', the integral
cannot converge towards zero if d-> oo. But on the other hand the moments of the order ix, ■ • ■ , ij, r of Yd converge towards the corresponding moments of X if d-> oo and therefore, as can easily be shown, the above integral must converge towards zero. Hence we get a contradiction and our proposition is proved.
Definition 7. A sequence {X,} of chance variables is said to be convergent towards the chance variable X, in symbols lim,=00X¿ = X, if {P(X,<x)} (i= 1, 2, • • ■ , ad inf.) converges uniformly towards P(X <x) in any closed set of values of x which does not contain any point of discontinuity of P(X <x).
In the following development we shall understand by "X is equal to F," in symbols X = Y, that P(X<x) is identically equal to P(Y<x).
For any integer r we shall denote the rth moment of a chance variable X alsobyMr(X). It is obvious that X is an arithmetic chance variable of degree less than n. Denote by es(Xi, /) the Stieltjes integral f^x,dP(Xi <x) where t >0. It is obvious that for any positive value t for which P(X^t) =0
Suppose that {Afr(X,)} is bounded for a certain r. Since er(X<, t) =Mr(Xl) (i=l, • • • , ad inf.), {er(Xi, t)} must also be bounded. That is to say, there exists a positive value N such that ír(X¿, t)<N for any integer i and for any positive value t. Hence e,(X,-, t) <N/t îov s =1, 2, ■ ■ ■ , r-1. Let us now suppose that for a certain s<r, Ms(Xi) does not converge towards MS(X). Then a subsequence {Xt>} (/= 1, ■ • -, ad inf.) can be given such that Ms(Xt) converges with increasing/ towards a value Ml ?= Ma(X). We choose a value / for which P(X<¿) = 1 and N/t<\Ms' -M3(X)\/2. It is obvious that for this t, Ms(Xi) -ts(Xt, t) cannot converge towards MS(X). Hence we have a contradiction and the assumption that M,(X¿) does not converge towards MsiX) is proved to be an absurdity. 11. Denote by {Xt) (i = l, ■ ■ ■ , ad inf.) a sequence of arithmetic chance variables of degree less than or equal to ft for which {Mr(Xi)} is bounded for a certain integer r. If {Xi} does not converge towards the chance variable X, then there exists a convergent subsequence {A,,} such that lim,-.« X,-. = F * X.
Since {X¿| does not converge towards X, there exists a positive e, a sequence of numbers {on} contained in a closed set which does not contain any discontinuity point of P(X<x), and a subsequence ¡X/ } of {Xi} such that |P(X/ <ai) -P(X<ai)\ >t for i = l, ■ ■ • , ad inf. Hence no subsequence of the sequence {X/ } can converge towards X. On account of Proposition 10 there exists a convergent subsequence |X/' } of the sequence {X/ }. Hence lim X/' must be different from X and our proposition is proved. Since lim X'nm = X', lim P(X'nm=am) must be equal to zero.
From this fact it follows easily that the degree of X' must be less than or equal to (j+l)/2 -1 = (/' -1)/2. From Proposition 9 we get that
Hence according to Proposition 5, D(x) = P(X<x) -P(X'<x) must have at least/ -1 changes in sign. But this is not possible, because the degree of X' is less than or equal to (j-l)/2 and therefore on account of Proposition 2 the number of changes in sign of D(x) is less than or equal to 2(j-1)/2 -1 =/ -2. Hence we obtain a contradiction and our assumption that {Xn} does not converge towards X is proved to be an absurdity. We shall prove this proposition by mathematical induction. Proposition 13 is obviously true for/ = 1. We shall suppose that 13 is true for any integer r = k. That is to say, we shall make the Assumption Ak. Denote by Af,-,, ■ • • , Mir the moments of the orders ii< ■ ■ ■ <iT of a certain chance variable X, where r = k. There exists a chance variable X' which is characteristic relative to Mi" ■ ■ ■ , Mir.
In order to prove -i4*+i, we shall first prove by means of Ak the Lemma Bk. If the chance variable which is characteristic relative to the moments Mi" ■ ■■ , Mir (ri=&) is not degenerate, then there exists a positive ô such that any r-luple M'iu ■ ■ ■ , M'iT can be realized as moments for which | Mtl -M'i,\ < 5, ■ ■ ■ , \ Mir_, -M'ir_, | < S andM'ir>Mir -5.
We shall say that an «-tuple yt, • ■ • , y" lies in the e-neighborhood of the «-tuple xi, • • • , x" if |xi-yi| <e, • •■ , |x"-y"| <e. Bk is obviously true for r = 1. We shall prove Bk for r by assuming that it is true for r-1. Denote by X the chance variable which is characteristic relative to Af<" • • • , Mir and suppose that X is not degenerate. That is to say, the degree of X is equal to (r+l)/2.
According to Ak there exists a chance variable F which is characteristic relative to Af<" • • ■ , Mir_,. The chance variable F is also not degenerate. In fact, if F were degenerate, that is to say, if the degree of F were less than or equal to (r -1)/2, then according to Proposition 6, P(X<x) would be identically equal to P(Y<x) and therefore also X would be degenerate, in contradiction to our assumption. Hence the degree of F is equal to r/2. From Propositions 2 and 5 it follows that
Mir(Y) y^MiT(X). Hence on account of Proposition 8, M<r(Y) <Mir(X). Since
Bk is assumed to be true for r -1, there exists a positive € such that any Let us suppose that there exists a value d > d0 and a positive e such that Fdl€ exists and P(Yd,t = d) >0. Consider the chance variable Yd,e defined as follows :
It is obvious that Mif(Yá.i) =Miy (v= I, ■ ■ ■ , k) and the degree of Ydit is not greater than the degree of Yd,(. Hence Ydit is characteristic relative to Mi" ■ ■ ■ , Mik. According to Proposition 7, Ydil must be equal to F, which is not the case, since P(Yd,( = d) >0 and P(Y = d) =0. Hence we have a contradiction and the assumption P(Yd,t = d) >0 is proved to be an absurdity.
We shall now prove the Since Yd is characteristic relative to the above moments, Ydííid) exists and is equal to Yd. From P(Yd,t"^d) =0 and lim Yd,¿ = Yd,t(d) it follows that P(Yd,t(d)>d)=0.
Since on account of Lemma 1, P(Yd,,id) =d) =0, we have P(Yd.lld)^d)=0.
Now we are able to prove Lemma 4. Besides e(d) no other value e' can be given for which Ydit> exists and is degenerate provided d>d0.
Let us suppose that there exists a positive e'?*e(d) for which Yd,t> exists and is degenerate. Consider the chance variables Yd,t-and Ydtt{d) defined as follows: converges with increasing n and since lim (dn') '» = di"> do*' > Mi,, the sequence {e(aY)} must also converge. Denote lim e(aV) by e*. Then F* is characteristic relative to
that is to say, F* is equal to Fd,,.. Since Fd,«o = lim Fdn<,<(<V) and Fdn<,e(lV)
is degenerate, Fd,e. must also be degenerate. Then according to Lemma 4, e* = tid) and therefore Fd,(« is equal to Fd,€(d). Hence our statement that lim Fá",«(á") = Fá,e(<¡) is proved. Since according to Lemma 3, P(Fd",i(dn) >dn) =0 and therefore -M"r(Fd",e(d")) is bounded for any integer r, we have on account of Proposition 9
lim J2r(Fdll,e(dn)) = Mr(Yd,Hd)). Denote by Yd,e the chance variable defined as follows:
It is obvious that
In order to show that iimd=0O Mik+1(Yd,itd)) = oo we have only to show that for any sequence {dn} for which lim dn=°o, dnike(dn) does not converge towards zero. In order to prove the latter statement, let us assume that lim dn'*e(d")=0 and lim dn==o. It is obvious that lim dj'^dn) =0 for v = l,2, • ■ ■ ,k. Hence
Since F is characteristic relative to Miv ■ ■ ■ , Mit, we have, on account of Proposition 12, lim Fdn,<(<¡n) = F. But this is not possible since Fd",((d") is degenerate and therefore lim Fdn,e(d") must also be degenerate and consequently cannot be equal to F which is not degenerate. Hence we have lim Mik+1 (Fdn,e(d")) = oo.
On account of Proposition 10 there exists a sequence {¿"} such that dn>do, lim dn = d0, and the sequence { Fdn,e(dr,)} is convergent. Denote lim Fd",e(d") by F*. Since Miy(Ydn,i(dn))=Mij, (v = l, ■ ■ ■ ,k) and P(Fd",<(dn) >á")=0, we have, on account of Proposition 9, M{,(Y*) =Mir (v = l, ■ ■ ■ ,k). The degree of Yd,(<d) is less than or equal to ft/2 and therefore the degree of F<i,e(d) is less than or equal to ft/2 + 1. Hence also the degree of Y* is less than or equal to ft/2 + 1. Now we shall show that P(F* = ¿0) >0. Let us assume that PiY* = do) =0. Then lim t(dn) must be equal to zero. Hence lim M,-(Fdn.«(dn)) = Miy (v = l, ■ ■ ■ , k), and then on account of Proposition 12, Ydn,c(dn) must converge towards F which cannot be the case since Ydrt¡({dn) is degenerate and F is not degenerate.
Hence 
It is obvious that
Mi,\7(d, X)] -Mi" ,= l,--,ft.
From Proposition 14 it follows that for any given d >0 the set Í2 of values of X for which the characteristic chance variable relative to the moments Mi^d, X), • • • , Mikid, X) exists and is not degenerate is an open set. Denote by X<¡ the smallest positive value not belonging to ß.
As is well known, MT'lrikMt for any integer r<s, and the equality sign holds only if the chance variable is of the degree less than or equal to 1. Since for X <Xd the characteristic chance variable Y id, X) is not degenerate, we have Proposition 18. The sharp lower limit ad of P(X <d) is equal to P(Yd<d), and the sharp upper limit bd of P(X<d) is equal to P(Yd = d) where Yd denotes the arithmetic chance variable defined as follows:
We shall consider two cases.
(1) Fd is not degenerate. Hence the degree of Yd is equal to ft/2. According to Proposition 15, Fd is characteristic also relative to Mix(d,\d) Denote by ß the smallest number greater than d for which P(Yd=ß)>0.
It is obvious that D(x)=P(X<x) -P(Yd<x) has no change in sign at the point d and also no change in sign in the interior of the interval [d, ß] . Hence the number of changes in sign of D(x) cannot exceed 2(ft/2 + l) -3 = ft -1. But this is in contradiction to Proposition 5, and the assumption P(X<d) >P(Yd^d) therefore is proved to be an absurdity.
We now have to show that the limits P(Yd<d) and P(Yd^d) are sharp. Since Miy(Yd) As an application of Theorem 1 let us calculate the sharp lower limit ad and the sharp upper limit bd if two moments MT and M, are given, where r<s. According to the relations (13) 
