We calculate density profiles of a simple model fluid in contact with a planar surface using density functional theory (DFT), in particular for the case where there is a vapour layer intruding between the wall and the bulk liquid. We apply the method of Hughes et al. [J. Chem. Phys. 142, 074702 (2015)] to calculate the density profiles for varying (specified) amounts of the vapour adsorbed at the wall. This is equivalent to varying the thickness h of the vapour at the surface. From the resulting sequence of density profiles we calculate the thermodynamic grand potential as h is varied and thereby determine the binding potential as a function of h. The binding potential obtained via this coarse-graining approach allows us to determine the disjoining pressure in the film and also to predict the shape of vapour nano-bubbles on the surface. Our microscopic DFT based approach captures information from length scales much smaller than some commonly used models in continuum mechanics.
I. INTRODUCTION
For more than two decades there has been interest in surface nanobubbles, which can form when a hydrophobic surface is fully immersed in liquid [1] [2] [3] [4] . Due to the high Laplace pressure inside a hemispherical cap shaped nanobubble, we might expect the gas inside to dissolve and diffuse away in microseconds [5] . However, in reality they can sometimes remain stable for many hours or even up to days [2, 3, 6, 7] . The existence of surface nanobubbles at the solid-liquid interface plays a significant role in a number of chemical and physical processes, such as flotation in mineral processing [8] , design of microdevices [9] and drug delivery to cancer cells [10] . As well as the wide range of applications, there are also theoretical challenges to understanding the fundamental physical properties of nanobubbles which has also attracted the attention of many scientists. These surface nanobubbles contain air molecules that have come out of solution in the liquid, and are not purely filled with the vapour phase. To properly describe such a system, one must treat the full two component system of solvent liquid and solute air molecules. However, as a precursor to tackling the full binary mixture problem, the situation that must be first understood is that of the pure liquid and the properties of nanobubbles of the vapour that may appear between the liquid and a solid surface. It is this aspect that we discuss in the present paper. Our approach is to use a microscopic (i.e. particle resolved) classical density functional theory (DFT) [11, 12] based method to calculate a coarse grained effective interfacial free energy (often called the binding potential, which is defined below) for vapour nanobubbles. There are, of course, other computer simulation methods by which this can be done [13] [14] [15] [16] . The resulting binding potential is then input into a mesoscopic interfacial free energy functional for determining the height profile of the nanobubbles. This also allows us to calculate the total free energy of such a nanobubble and how it depends on the interaction potential between the surface and the fluid particles, thereby allowing us to estimate the relative probabilities for observing nanobubbles as a function of size and surface properties.
The system we model here is a very small bubble of vapour located on a planar solid surface that is in contact with a bulk liquid. The height of the liquid-vapour interface is defined to be at h(x, y) above the surface, where (x, y) is the position on the surface. A sketch of the system is displayed in Fig. 1 , illustrating a cross section through a (nanometre scaled) vapour bubble. To develop an understanding of such a bubble, h(x, y) is a key quantity to be determined, as is the contact angle the liquid-vapour interface makes with the substrate. This, via Young's equation [17] , is related to thermodynamic quantities, namely the three interfacial tensions: γ lv , γ sl and γ sv , which are the liquid-vapour, solid-liquid and solid-vapour interfacial tensions, respectively. Of course, for larger bubbles h(x, y) is of the shape of a hemispherical cap, because this minimises the area of the liquid-vapour interface and so also the free energy of the system. However, near the contact line (i.e. where the three phases meet) there is an additional contribution to the free energy from the binding (or interfacial) potential g(h), which results from molecular interactions. This influences the shape of h(x, y) near the contact line and for nanobubbles is particularly important and can influence the overall shape of h(x, y). The contribution to the pressure within the bubble can be expressed in terms of the Derjaguin (or disjoining) pressure Π(h) = −∂g(h)/∂h [17] and its effects can be observed experimentally [18] . The physics of vapour bubbles on surfaces shares many similarities with the more commonly studied system of liquid droplets on a surface, surrounded by the vapour. In both cases, the two main contributions to the excess free energy F [h] of the system due to the interface are the binding potential contribution (i.e. due to the molecular interactions), and the surface tension contribution (proportional to the area of the liquid-vapour interface), which gives [17, 19, 20] 
This free energy is often termed an interfacial Hamiltonian (IH). Note that in Eq. (1) we have omitted terms independent of h -see Eq. (6) below.
To study nanobubbles, in Ref. [21] a simple approximate form for the binding potential g(h) was postulated, since although much can be inferred about the qualitative form of g(h) from various considerations [17, 19, 20] , its precise form is not known exactly. The model of Ref. [21] includes contributions to g(h) due to the van der Waals forces. Our approach here is to develop a model for vapour nanobubbles at equilibrium, based on calculating the binding potential g(h) using DFT for all values of h, that can then be used as an input to the IH model. Since DFT incorporates the effects of the compressibility of the vapour, these effects are also incorporated into g(h) when it is calculated using our approach.
DFT is a hugely powerful and widely used microscopic statistical mechanical theory for calculating the density profile ρ(r) for inhomogeneous systems of interacting particles, where r = (x, y, z). An advantage of DFT is that it gives a molecular-level detail description (as does, e.g. molecular dynamics computer simulations), but the computer time taken to solve DFT is small, particularly when the fluid average density profile only varies in one direction (e.g. perpendicular to the wall). DFT is especially suitable for determining excess thermodynamic quantities, arising from inhomogeneities in the fluid density distribution due to the presence of interfaces. There are numerous works applying DFT to study the wetting and drying interfacial phase behaviour of liquids -see for example Refs. [19, [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . Since DFT is an accurate theory for the spatial variations in the particle density, it thereby incorporates the effects of vapour compressibility, which are believed to be important for nanobubbles.
To determine the binding potential using DFT, one must calculate a series of constrained density profiles, the constraint being that the adsorption Γ (rather than the vapour thickness h) takes a series of specified values. Recall that Γ = N ex /A, where N ex is the excess number of particles in the system due to the presence of the interface, which has area A [32] . Constraining Γ can be done using the method proposed in Ref. [33] and further developed by Hughes et al. [34, 35] . These works showed that the required constraint takes the form of a fictitious external potential that can be calculated self-consistently as part of the algorithm for determining the constrained density profile. Hughes et al. [34, 35] applied the method to determine the binding potential for films of liquid adsorbed on a surface in contact with a bulk vapour. Taking the resulting binding potentials together with the IH (1) results in droplet profiles that are in excellent agreement with those obtained from solving the full DFT to determine the droplet profile [34, 35] , validating the overall coarse graining approach. Further validation comes from Ref. [36] where two other completely different approaches for obtaining g(Γ) were used that nonetheless produce identical results. These two approaches are: (i) applying the nudged-elastic-band algorithm to connect the sequence of density profiles required to calculate g and (ii) a method based on an overdamped nonconserved dynamics to explore the underlying free-energy landscape. For liquid droplets, the resulting binding potential can also be input into a thin film hydrodynamic equation to study the dynamics of liquid droplets on surfaces [37] .
Having calculated the binding potential g as a function of the adsorption Γ, it is straightforward to relate this to the height h of the vapour-liquid interface above the surface of the substrate. Note, however, that the adsorption Γ is a more appropriate measure of the amount of a particular phase on a substrate than the height h when the amounts are small and on microscopic length scales, e.g. when there is sub-monolayer adsorption at an interface [34, 35, 37] . The adsorption is defined as
where ρ b is the bulk fluid density and we have assumed the z-axis is perpendicular to the substrate, which has its planar surface at z = 0. The corresponding height h(x, y), quantifying the amount of the phase that is on the substrate, may be defined in a number of ways. This lack of a unique definition is another reason why Γ(x, y) is a better measure. For example, one could define h(x, y) to be the position where the average density ρ(x, y, z = h) = (ρ b + ρ a )/2, which is the average of the bulk density and the density of the phase adsorbed on the substrate, ρ a . However, here we prefer to define h as [34, 35, 37] h
In the situation where the bulk phase is the vapour (with density ρ b = ρ v ) and the phase adsorbed on the surface is the liquid (with density ρ a = ρ l ), then this is a widely used definition. Note also that in the case when the liquid is the bulk phase (ρ b = ρ l ) and it is the vapour that is adsorbed at the interface (ρ b = ρ v ), then in general both of the quantities in the numerator and denominator on the right hand side of Eq. (3) are negative, but of course still giving a positive thickness h. This paper is structured as follows: Some background on the relevant interfacial thermodynamics and the definition of g(h) is given in Sec. II. In Sec. III we describe briefly the DFT based method we apply for calculating g(h) for vapour films adsorbed between a planar wall and a bulk liquid. Then, in Sec. IV, we introduce the model fluid that we consider, the approximate DFT used to treat this fluid and the various different wall potentials that we consider. In Sec. V we present results for g(Γ), for various different wall potentials and how the decay form of the wall potential moving away from the wall influences the decay form of g(Γ). Following this, in Sec. VI we input the obtained binding potentials into the interfacial Hamiltonian (1), in order to determine vapour nanobubble height profiles and their free energies. Finally, in Sec. VII we draw our conclusions.
II. INTERFACIAL THERMODYNAMICS FOR VAPOUR ADSORPTION
Consider the system illustrated in Fig. 2 . Treating it in the grand canonical ensemble, the grand potential Ω is the relevant free energy to consider, which is minimised when the system is at equilibrium. To describe the interfacial phase behaviour, we follow the usual procedure [38] and consider surface excess quantities; in this case it is the excess grand potential per unit area
where Ω b = −pV is the grand potential for a bulk system having the same volume V and pressure p, but with no interface and where A is the area of the wall. This can be split into the following contributions
where δp = p − p v is the pressure difference between the pressure of the bulk liquid and that of the corresponding vapour at the same chemical potential µ. If the system is at bulk vapour-liquid coexistence, then this term is zero. The interfacial tensions γ lv and γ sv can be calculated using DFT in the usual way [11, 12, 27, 28] . The above equation may be viewed as defining the binding potential: it is the 'remainder' after the other terms have been subtracted, i.e. at bulk vapour-liquid coexistence, with δp = 0, we have [13] 
When Γ → ∞ the two interfaces are far from one another, so they do not influence each other, and therefore we have g(Γ) → 0. However, when Γ = Γ 0 , the value at the minimum of the binding potential, we have [17] g(Γ 0 ) = γ sl − γ sv − γ lv .
Using Young equation [39] γ lv cos θ = γ sv −γ sl , we obtain [17, 40, 41] 
where θ is the equilibrium contact angle, measured as in the usual definition as the angle through the liquid phase. Therefore, this is the outer angle on bubbles and so we have the opposite sign in this equation compared to when considering liquid drops. Note that if the system is away from coexistence, with δp = 0, then the equilibrium state is not at Γ = Γ 0 , the value at the minimum of g(Γ). Instead, by minimising the excess grand potential in Eq. (5) with respect to variations in h, we see that the equilibrium is given by ∂ ∂h (hδp + g(h)) = 0, i.e. the equilibrium film thickness is the solution of g (h)+δp = 0. When δp is small it can also be useful to use the Gibbs-Duhem relation (∂p/∂µ) T = ρ (see e.g. [42] ) to show that δp = ∆ρδµ when δµ is small, where ∆ρ = (ρ l − ρ v ) and δµ = (µ − µ coex ), enabling one to determine the equilibrium film thickness (i.e. adsorption) as a function of δµ.
III. DFT APPROACH TO CALCULATE g(Γ)
In DFT [11, 12] we find that the grand potential is the following functional of the fluid density profile ρ(r):
where V ext (r) is the external potential felt by a single particle at position r (i.e. the potential due to the solid substrate in the treatment here), µ is the chemical potential and (10) is the intrinsic Helmholtz free energy. The first term is the ideal-gas contribution and F ex is the excess part due to the interactions between the fluid particles. In the ideal-gas part, k B is Boltzmann's constant, T is the temperature and Λ is the thermal de Broglie wavelength. The equilibrium fluid density profile is that which minimises Ω[ρ(r)], i.e. it satisfies the Euler-Lagrange equation
This equation may be rearranged to obtain
where β = (k B T ) −1 . This is the form usually used for solving DFT numerically using a Picard iterative process [28, 43] . This consists of constructing a sequence of approximate solutions, indexed by the integer k, such that the (k + 1)th approximation is obtained from the previous kth approximation, and with each successively closer to the true density profile. We start by guessing an initial density profile (for example the ideal-gas result), and calculate a new profile ρ rhs via the right hand side of Eq. (12) . Then, a fraction of this new profile is mixed with the previous approximation for the profile ρ k , to compute the new approximation
This equation is then iterated till convergence to the desired tolerance is achieved. Here, α is the mixing parameter, which is typically in the range 0.1 > α > 0.01, for the algorithm to be numerically stable. Solving the Euler-Lagrange equation (11) as described above gives the equilibrium fluid density profile that has adsorption Γ 0 , as determined by Eq. (2). On substituting this density profile into Eq. (9), together with Eq. (6), we obtain the minimum value of the binding potential. To find the full binding potential curve g(Γ), requires calculating for a series of points over a range of different values of the adsorption Γ. As mentioned above, we do this by applying the fictitious potential approach developed and applied in Refs. [33] [34] [35] [36] . This method constrains the adsorption of the system to be a desired value by modifying the Picard iteration by replacing ρ rhs in Eq. (13) with
where Γ rhs is the adsorption corresponding to the profile ρ rhs calculated via Eq. (2) and Γ d is the desired value of the adsorption. A typical series of the constrained density profiles calculated using this procedure are displayed in Fig. 3 . These results are for the model fluid defined below, with fixed wall attraction strength. The inset shows the corresponding binding potential g(Γ). The global minimum occurs at a small negative value of the adsorption, which corresponds to a partially drying liquid. In the density profiles there is peak near to the wall, corresponding to some particles being adsorbed preferentially at a particular distance from the surface of the wall. In the second density profile, which corresponds to the minimum in the binding potential, there are some oscillations near the wall, due to packing effects of the particles. As the adsorption becomes increasingly negative, there is an increasingly thick film of the vapour near the wall, and also as the thickness increases, the vapour density in the film becomes closer to that of the vapour at bulk vapourliquid coexistence. (17), with λ = σ, which is the interaction potential between the fluid particles in our system, plotted as a function of r, the distance between the centres of the particles. The parameter determines the strength of the attraction for r > σ, where σ is the diameter of the (hard) cores of the particles.
IV. MODEL FLUID
The model fluid that we consider consists of a system of particles interacting via a pair potential that can be split as follows:
where r is the distance between the centres of the pairs of particles and v 0 (r), the repulsive-core part of the potential, is treated via the hard-sphere potential
where σ is the diameter of the cores of the particles. We model the attractive part of the potential v 1 (r) via the following Yukawa potential
where the range of the potential is defined by the length parameter λ and the strength of the attraction is determined by the interaction energy parameter . A plot of the pair potential (17) is displayed in Fig. 4 , for λ = σ, the value used throughout this paper. We use this Yukawa model potential because it is a widely studied model fluid in DFT, see e.g. Refs. [23, [44] [45] [46] [47] for a few examples from over the years, providing a good model for simple liquids [12] .
A. DFT implemented
To treat this model fluid using DFT, we must develop an approximation for the excess Helmholtz free energy functional F ex in Eq. (10) . We make a standard approximation, and treat the contribution to the free energy from the hard-sphere repulsions via fundamental measure theory (FMT) DFT and the attractive part via a van der Waals mean field like contribution [11, 12, 26, 27, 43, 48] , that is nonetheless fairly accurate [49] . Thus, the approximation we make is
where F hs is the hard-sphere contribution to the free energy, that we treat using Rosenfeld's original version of FMT [48] . There are more modern FMTs that are more accurate when the fluid density is high and approaching freezing [12, 43, 48] , but for the present study, Rosenfeld is sufficiently accurate.
B. Bulk fluid phase diagram
For bulk liquid-vapour coexistence to occur, the temperature T , pressure p and chemical potential µ must be equal in the two coexisting phases. Substituting into Eqs. (10) and (18) that the fluid density is a constant ρ(r) = ρ = N/V , where N is the average number of particles in the system, and V is the volume, then we obtain the Helmholtz free energy of the uniform fluid. The pressure is then obtained from this expression as the derivative p = (∂F/∂V ) N,T and the chemical potential as µ = −(∂F/∂N ) V,T . From these two relations, we can then write down a set of simultaneous equations for the coexisting vapour and liquid densities, ρ v and ρ l , respectively, which are then solved for numerically over a range of temperatures to obtain the bulk fluid binodal [12] .
In Fig. 5 we display the resulting bulk fluid phase diagram, showing the binodal curve giving the two distinct densities of the vapour and liquid phases at bulk coexistence. As the temperature T is increased, the density difference between the two coexisting phases decreases and finally becomes zero at the critical temperature T c . The fluid in the area of the phase diagram outside the binodal curve corresponds to the single phase region, where there is no phase separation. Inside is the two phase region, where vapour-liquid coexistence occurs. We also display the spinodal, which is given by the condition ∂ 2 f /∂ρ 2 = 0, where f = F/V is the free energy per unit volume. Inside the spinodal curve spontaneous phase separation occurs, whilst between the spinodal and the binodal, phase separation is a nucleated process, with a free energy barrier that must be surmounted by thermal fluctuations.
In the present work, we perform calculations at k B T / = 2, which is sufficiently far from the critical point to see well separated bulk densities of ρ l σ 3 = 0.61 and ρ v σ 3 = 0.03, where at coexistence µ = µ coex the pressure βσ 3 p = 0.026.
C. External potential due to the wall
We assume that the planar solid substrate exerts an external potential on the fluid that varies in only one Cartesian direction, along the z-axis, which is perpendicular to the plane of the substrate. Having chosen to model the fluid particle-particle interactions via the Yukawa pair potential in Eq. (17) , an obvious choice for the potential between the particles and the wall is also a Yukawa:
where the parameters
determine the strength of the attraction to the wall and the range, respectively.
We also consider the behaviour of the fluid in the presence of a wall with a z −3 power-law form for the decay of the attractive part of the potential. Such a potential can be viewed as originating from the r −6 decay form of the potential due to dispersion interactions that is found in e.g. the Lennard-Jones (LJ) model pair potential [12] . If one assumes a semi-infinite wall of uniform density and then integrates over the total attractive contribution due to the wall, treating all the elements as interacting with a given fluid particle with a potential decaying ∝ r −6 , then the resulting form is (see e.g. Ref. [50] )
where the parameter (LJ) w defines the strength of the attraction in this potential. Another wall potential that we consider is one with a short-ranged attraction, decaying with a Gaussian form [51] 
define the strength and range of this potential. Finally, we also consider a wall potential that has exponential decay
with parameters 19, 51] , as we also show below.
All our calculations of density profiles are performed on a regular grid with 2 13 points and a grid spacing dz = 0.02σ, so that the total domain length is 164σ. This has the wall at one end of the system and a section at the other end with ρ(z) = ρ l (i.e. the bulk density boundary condition), followed by a section where ρ(z) = 0, to provide padding for the fast Fourier transforms used to evaluate the convolution integrals. For more details on how to calculate density profiles using DFT see Ref. [43] .
V. RESULTS FOR THE BINDING POTENTIAL
We calculate the binding potentials g(Γ) for a range of different values of the adsorption Γ using the procedure described above in Sec. III, for the various different wall potentials given in the previous section and for varying values of the attraction strength parameter. In Fig. 6(a) are results for the Yukawa wall potential (19) and in Fig. 6(b) are results for the LJ-like wall potential (20) . We see that in both cases, when the solid substrate is very weakly attractive, the global minimum of g(Γ) is at Γ → −∞, corresponding to drying of the fluid from the wall being the equilibrium state of the system. For the more attractive substrates, the global minimum of the binding potentials is at a small negative value of the adsorption, which corresponds to the partial-drying situation. Our results are consistent with previous DFT predictions that the drying transition for these types of systems is a continuous (critical) transition -see Ref. [29] and references therein for an excellent recent discussion of this. It is interesting to note that this minimum in g(Γ) is fairly broad and the binding potentials are rather smooth and featureless, despite the density profiles which go into calculating these having significant structure near the wall -see Fig. 3 . The width of the minimum in g(Γ) is certainly broader than the typical minima obtained in Ref. [35] for the case of liquid films adsorbed at a wall with the bulk phase being the vapour. We believe this is due to the fact that when there is the tendency towards drying at a solvophobic interface, there can be significant interfacial fluctuations [29, 50, [52] [53] [54] [55] and so in these cases any minima in g(Γ) are fairly broad.
In the inset to Fig. 6(b) we show the binding potential for a more strongly attracting wall, with β (LJ) w = 0.45. In this case, the liquid is more strongly attracted to the wall and so we see more layered packing effects at the wall in the corresponding density profiles (not displayed). In cases like this, convergence of the numerics become more difficult, because the system does not want the vapour 
w = λ (all the same), so that they all have the same minimal value of g(Γ 0 ) and therefore also the same macroscopic contact angle. In panel (b) we display plots of the corresponding four different wall potentials.
phase at the wall, since the liquid is energetically much more favourable. We also see in this situation the appearance of some small amplitude oscillations in the binding potential, stemming from particle layering at the wall. In Fig. 7(a) we compare four binding potentials corresponding to the four different external potentials defined in Sec. IV C, with the wall potential attraction strength parameters chosen so that they all have the same minimal value of g(Γ 0 ). Since the vapour-liquid interfacial tension βσ 2 γ lv = 0.603 is the same in all cases, this means that these all correspond to the same macroscopic contact angle, because they all have the same minimum value of g(Γ 0 ) -see Eq. (8) . It is interesting to note that the width of the potential minimum in g(Γ) is not the same for each of these different wall potentials. This means the precise form of the external potential due to the wall is important for controlling the amplitude of interfacial fluctuations near the wall. We also see that the form of the external potential controls significantly the way g(Γ) decays as Γ → −∞. This can be seen even more clearly in Fig. 8 where we instead plot ln |g(Γ)| versus Γ, which allows to observe more clearly the form of the asymptotic decay. The form of the asymptotic decay of binding potentials is discussed extensively in Refs. [19, 20, 56] , and these results largely carry over to the case of drying at interfaces -see Ref. [29] . As one should expect, the slowest decay is for the LJ-like wall potential (20) , since this has a power-law decay for z → ∞. For the other three wall potentials the binding potential decays exponentially, so that when we plot ln |g(Γ)|, we see in Fig. 8 a straight line. We see that the gradient is roughly the same for all three. This is because at this particular state point the correlation length in the vapour phase ξ v ≈ σ = λ, i.e. is very similar in value to the decay length of the wall potentials (19) and (22) . For short-ranged wall-fluid and fluid-fluid potentials one should expect the binding potential to decay for h → ∞ as [19, 20, 29, 51 ]
where a is a constant and "· · · " denotes faster decaying terms. So in this case, when one plots ln |g(Γ)|, for large Γ one sees a straight line with gradient equal to
On the other hand, if there is an exponentially decaying wall potential (22) , then one instead has [51] 
where b is a constant, so whichever is bigger out of ξ v and λ (E) w determines the ultimate decay of g(h) for h → ∞. When the wall potential has a Yukawa decay like in Eq. (19) , then this can also determine the decay of g(h), somewhat like in Eq. (24), except with a renormalised decay length [51] . Note that for larger negative values of the adsorption the binding potential g(Γ) becomes small and so on the logarithmic scale in Fig. 8 one sees the numerical round-off errors, appearing as random fluctuations with increasing amplitude as Γ → −∞.
It is also interesting to note in Fig. 7 (a) that all of the binding potentials have a finite value for g(Γ → 0), but the values of g(0) for the different wall potentials are all very different and in particular the result corresponding to the LJ wall is much higher. We believe the origin of this difference is the fact that the LJ wall potential (20) has a deeper (but more narrow) potential minimum for z → σ/2 + than the other wall potentials, as can be seen in Fig. 7(b) . This is also supported by the fact that the values of g(0) are ordered in magnitude in the same order as the values of the wall potentials at contact, V
. That the value of g(0) must be finite was discussed in the context of liquid droplets at surfaces in Refs. [34, 35] . Indeed, g(Γ) remains finite even for small positive values of Γ, which corresponds to a negative excess of vapour being adsorbed at the wall. However, the fact that g(0) remains finite should not significantly affect the behaviour at the contact line, since the value at the minimum g(Γ 0 ) is far more important than the value g(0) in determining contact line properties.
In Fig. 9 we display a set of binding potentials for the exponential wall potential (22) , calculated for varying wall potential decay length λ (E) w . Increasing the range for fixed (E) w increases the overall integrated strength of the wall potential and so, of course, makes the liquid more favourable at the wall and the vapour less favourable. This is manifest in the increasingly deep minimum in g(Γ), as λ (E) w is increased. In Fig. 10 we plot ln |g(Γ)|, which allows one to see the crossover from the first term on the right hand side of Eq. (24) dominating the decay of g(Γ), to the second term dominating, for larger λ (E) w . In the following section we take the binding potentials that we have calculated using DFT and input them into the IH (1) in order to determine vapour nanobubble height profiles. To do this we fit the binding potential to obtain an analytic form which can then be input easily. The form we use is (c.f. Eq. (24) and also Refs. [34, 35] ):
where l 0 , a 1 , a 2 , a 3 , etc, are parameters to be fitted. The values obtained for these parameters for all of the binding potentials displayed in this paper are given in Table I in the Appendix. Recall that Γ is normally a negative quantity in Eq. (25) .
VI. VAPOUR NANOBUBBLE PROFILES
In Fig. 11 , we display a sequence of equilibrium vapour nanobubble height profiles h(x) = Γ(x)/(ρ v − ρ l ), calcu- w . In Eq. (1) we set the liquid-vapour interfacial tension βσ 2 γ lv = 0.603, the value we obtain from the DFT. We also assume for simplicity that the system is uniform in the y-direction, so strictly speaking the profiles that we calculate are actually for ridgeshaped nanobubbles. However, we do not expect results from calculating radially symmetric height profiles (varying in both the x-and y-directions) to have cross-section height profiles qualitatively different from the ones we calculate here. We apply periodic boundary conditions w , as given in the key. The total area under all of the curves is 2727σ
2 and the length of the domain L = 600σ.
, where L is the length of the domain. The height profiles in Fig. 11 all have the same area under the curve (i.e. the same total adsorption).
We numerically minimise the free energy (1) by solving the corresponding thin-film equation with disjoining pressure Π(h) = −∂g/∂h and converging to equilibrium, based on the approach of Ref. [37] . This uses the method of lines, with finite difference approximations for the spatial derivatives and the ode15s Matlab variable-step, variable-order solver [57] . The initial guess to equilibrate from has a Gaussian shaped "bump" in it that breaks the symmetry and determines the final location of the nanobubble on the surface. In Fig. 11 we see that the vapour nanobubbles become more spread out over the surface as the attraction due to the wall is decreased. Then, for β (Y ) w = 0.6, there is a uniform thickness film of vapour on the substrate. This corresponds to the drying transition and it occurs at the value of (Y ) w that one must expect from inspecting the binding potential curves in Fig. 6(a), i. e. where the minimum in g(h) at a finite value of h disappears, which occurs by the minimum value diverging h → ∞, since this drying transition is continuous (critical). For the profiles containing a nanobubble, the height of the vapour "precursor" film corresponds roughly to the value at the minimum in the binding potentials for the different values of β (26) and (27), for a nanobubble with volume 2727σ
2 and wall attraction strength β (Y ) w = 1.5. The corresponding height profile is displayed in Fig. 11 .
from the minimum value due to the Laplace pressure in the nanobubbles combined with the effects of mass conservation in our periodic domain. The excess pressure due to the presence of the nanobubble has two components,
where F IH is given in Eq. (1), Π is the disjoining pressure and the curvature contribution is
In Fig. 12 we display the values of these two contributions to the excess pressure as a function of position through a nanobubble, for the case where β (Y ) w = 1.5. The corresponding nanobubble height profile is displayed in Fig. 11 . We see in Fig. 12 that these two pressure components vary significantly with x, in particular in the contact line region. Of course, the sum of these is a constant as this is the condition for equilibrium.
As an example of the type of multiscale interfacial phenomenon that our coarse grained model can be used to describe, we compute vapour nanobubble height profiles on a patterned heterogeneous surface. This consists of a surface divided into two regions with a different wettability on each of the two halves of the surface. We calculate the free energies for nanobubbles on each half, and from this we are able to determine the relative probabilities for finding vapour nanobubbles on each type of surface. We define our position dependent binding potential as where the smooth switching function
where W = σ determines the width of the smooth transition zone between the two halves of the surface. This function also satisfies our periodic boundary conditions. g l (h) and g r (h) are the binding potentials on the left and right hand halves of the surface, respectively. These are calculated for the Yukawa wall with λ In Fig. 13 we display the height profiles for two different nanobubbles having the same volume V but each centred on the two different halves of the system. The total domain length is L = 600σ. The initial condition used to calculate each of these has the Gaussian bump centred at either x = L/4 or x = 3L/4, in order to locate the centres of the final equilibrium nanobubbles at these points. The left hand vapour nanobubble on the less attractive wall (smaller
w ) has the lower free energy. The free energy of the whole system F is calculated using Eq. (1) and in Fig. 14(a) we display results for F calculated as a function of V . In this figure these results are compared with those from a simple macroscopic (capillarity) approximation, described below. Using this data, in Fig. 14(b) we plot the quantity β(F r − F l ) as a function of V , where F l is the free energy for the nanobubble on the left and F r when it is on the right. Since the probability of a given state i occurring P i ∝ e −βFi , we therefore have that the ratio of the probabilities for finding the nanobubble on the two different halves of the system P r /P l = e −β(Fr−F l ) , i.e. the exponential of minus the quantity displayed in Fig. 14(b) is the relative probability. Since the left half of the surface is more solvophobic, we have P l > P r , and as the size of the nanobubbles increases, the probability of finding such a nanobubble on the more solvophobic half of the system becomes much more likely, with the relative probability, P l P r . Note that the curves in Fig. 14 end on the left at a finite value of the volume V . This is because when the volume of vapour in the system is less than the end point value, the system can lower the total system free energy by having a uniform film thickness everywhere, at a value shifted slightly from the value at the minimum of g(h), rather than by having most of the system with h at the minimum of g(h) but also retaining a bubble which has a larger interfacial contribution from curvature.
The macroscopic (capillarity) approximation that we compare our results with consists of setting the height profile of the vapour nanobubble to be an analytic piecewise function of x. We assume that outside of the nanobubble the film height is uniform: in the left half of the system we set h(x) = h l , where h l is the value at the minimum of the binding potential g l (h) and in the right half we set h(x) = h r , where h r is the value at the minimum of g r (h). For the nanobubble itself, we assume the height profile is the arc of a circle h(x) = h circ (x) = h c + R 2 − (x − x c ) 2 , where h c , x c and R are constant coefficients to be determined that depend on the size and location of the nanobubble. If we denote the locations of the two nanobubble contact lines to be x = A and x = A + w, i.e. w is the width of the nanobubble, then x c = A + w/2 and we must have that at these two points, the height profile is continuous. So, when the nanobubble is on the left we have h(A) = h(A + w) = h l and when it is on the right, h(A) = h(A + w) = h r . The second condition that we apply on the circular arc part of the nanobubble profile is that the slope at both ends should be equal to the tangent of the contact angle, h (A) = −h (A + w) = − tan θ. With these conditions, it is straightforward to write the coefficients R and h c as functions of A and w. When the nanobubble is on the left hand side, the volume (area under the profile) is:
with an analogous formula for when it is on the right. This gives us an expression for V as a function of w. Or, equivalently, we can vary w and still obtain a series of nanobubble profiles for various values of V . w = 1.8 on the left. The labels "right" and "left" in the key denote on which side of the system the nanobubble is located -c.f. Fig. 13 . We compare results calculated from Eq. (1) with the binding potentials obtained from DFT, which are labelled "DFT+IH" with results from a simple macroscopic approximation (32), labelled "approx.". In panel (b) we plot the quantity β(F r − F l ) as a function of V . The exponential e −β(Fr−F l ) gives the ratio of the probabilities P r /P l of finding the nanobubble on the two sides. Since the left half of the surface is more solvophobic, we have P l > P r .
Using this height profile we can also obtain an approximation for the free energy F . The surface tension contribution depends on the length of the interface. This is easy to get for the straight line pieces and for the circular nanobubble section it depends on the arc length
which is also straightforward to evaluate. We assume that there is only a contribution to F from the binding potential when the height profile is at the value at the minimum of g(h). Putting all this together we obtain the following estimate for the total free energy of the system when the vapour nanobubble is on the left hand side of the system
and an analogous expression when the nanobubble is on the right. The results plotted in Figs. 14 labelled "approx." are obtained using Eq. (32) . We see that there is fairly good agreement in Fig. 14(a) between Eq. (32) and the results from the full minimisation of Eq. (1); the difference is less than 1%. However, as Fig. 14(b) illustrates, even such small errors can make more of a difference when calculating quantities like (F r − F l ) and so also the ratio P r /P l = e −β(Fr−F l ) , demonstrating the importance of getting details right for this sort of calculation. This is particularly important for small nanobubbles. For example, when the nanobubble volume V σ 2 = 1400, we have e −β(Fr−F l ) = e −5.9 ≈ 0.0027 via Eq. (32), but from the full minimisation of Eq. (1) we obtain e −β(Fr−F l ) = e −5.4 ≈ 0.0045; i.e. there is a 60% difference between the two results for the relative probabilities P r /P l . Another important detail for these types of calculations is getting correctly the true overall shape of g(h), since this makes a contribution to F , which is neglected in Eq. (32), coming from the contact line region of the nanobubble.
Another source of error in Eq. (32) worth highlighting is that we have assumed that the heights of the film away from the nanobubble are the values at the exact minima of the binding potentials g l and g r . Consequently, any additional vapour volume in the system is assumed to be in the nanobubble. In reality, as we see from results from minimising Eq. (1) and magnifying in the small h region (not displayed), there is a balance between having the vapour in the small-h flat layer and having it in the nanobubble. The Laplace pressure in the nanobubble makes it become a little smaller, transferring some of the vapour into the flat film and thereby raising the free energy contribution from these portions of the system. There are also further sources of error due to the assumption that the nanobubble has a circular shape, in particular in the region near the contact lines where it would be expected to smoothly transition to the film heights, and in the error approximating the profile's transition across the wettability gradient as a sharp step.
In Fig. 15 we display (−Π − κ), the excess pressure due to the presence of the nanobubble, given by Eq. 
greater than that at the drying transition, then (−Π − κ) → 0 from above.
VII. CONCLUDING REMARKS
In this paper we have presented results for the binding potential g(h) for films of vapour intruding between a bulk liquid and flat planar surfaces and used the calculated g(h) to determine film height profiles for vapour nanobubbles on the surface. The binding potentials are calculated using a microscopic DFT, applying the fictitious external potential method developed by Hughes et al. [34, 35] , which is based on calculating a series of constrained fluid density profiles at the wall with varying thickness (adsorption). We see from our results in e.g. Fig. 7(a) that despite the resulting binding potentials being rather smooth and featureless, details such as the width of the minimum and the form of the decay in g(h) do depend crucially on the details of the microscopic interactions. We also see from our estimates of the relative probabilities of finding a nanobubble on different parts of a heterogenous surface displayed in inset to Fig. 14 that having a reliable approximation for g(h) is necessary for the estimates to be accurate. It is clear that to correctly describe vapour nanobubbles one must have an accurate binding potential. Here, we have used a microscopic DFT based on FMT to determine g(h), although one could instead use computer simulations [13] [14] [15] [16] . However, the DFT calculations are computationally much faster.
The overall coarse-graining procedure developed here, building on the work in Refs. [34, 35] , allows us to determine multi-scale properties of fluids at interfaces. The approach allows to go from the microscopic features of the molecular interactions and go up in length scales to describe mesoscopic aspects such as nanobubbles on sur-faces. Our approach has here been applied to a simple model heterogenous surface, but it could also be applied in a straight-forward manner to more complex surfaces and structures, since, for example, the contributions to g(h) from surface curvature are understood [58, 59] .
In the work presented here we have assumed that it is just the vapour phase inside the nanobubbles. However, as mentioned in the introduction, perhaps the more experimentally relevant situation is when the nanobubbles also contain dissolved gas (i.e. air) molecules that have come out from solution in the bulk liquid. In Ref. [21] a theory for this situation is developed. The authors argue that one should set the binding potential in Eq. (1) to be the potential U (h) = w(h) − w(h c ) − βµ g hp g (h), where w(h) is the "bare" binding potential between the wall and the bulk liquid and the last term is the contribution from the gas in the nanobubble, that has chemical potential µ g and pressure p g (h), which is assumed to be related to the disjoining pressure and given by the ideal-gas equation of state. Whilst this approach has the advantage of being relatively simple, one could also include the effects of dissolved gas in the present approach by treating the system as a binary mixture and then using a DFT for the mixture to determine the influence of different amounts of the gas at the interface on g(h). Such a DFT approach would, of course, include the effects of the gas compressibility, which are believed to be important for such surface nanobubbles.
Finally, we should remark that some of the values of the wall attraction parameter (Y ) w that we use are rather small, corresponding to very solvophobic surfaces. Considering simple molecular liquids at interfaces, such values are perhaps somewhat unrealistic, being weaker than one would typically expect to find. For example, for water on hydrophobic surfaces such wax or Teflon, one does not see contact angles significantly greater than 130
• [29] . However, at (patterned) superhydrophobic surfaces much larger contact angles are possible, so studying the behaviour of the model right up to the drying transition is relevant to such systems. Also, the model fluid considered here is also a reasonably good model for certain colloidal suspensions (e.g. colloid-polymer mixtures [60] ) and for such systems even purely repulsive wall potentials are possible, when e.g. polymers are grafted onto the walls. The work here is highly relevant to such colloidal systems. parameter values a 1 , a 2 , ..., a 8 and l 0 in the binding potential g(Γ) in Eq. (25) , obtained from fitting to the data calculated using the DFT, for the various different wall potentials given in Eqs. (19)- (22) . The attraction and range parameters 
