Abstract The robust asymptotic stability analysis for uncertain BAM neural networks with both interval timevarying delays and stochastic disturbances is considered. By using the stochastic analysis approach, employing some free-weighting matrices and introducing an appropriate type of Lyapunov functional which takes into account the ranges for delays, some new stability criteria are established to guarantee the delayed BAM neural networks to be robustly asymptotically stable in the mean square. Unlike the most existing mean square stability conditions for BAM neural networks, the supplementary requirements that the time derivatives of time-varying delays must be smaller than 1 are released and the lower bounds of time varying delays are not restricted to be 0. Furthermore, in the proposed scheme, the stability conditions are delayrange-dependent and rate-dependent/independent. As a result, the new criteria are applicable to both fast and slow time-varying delays. Three numerical examples are given to illustrate the effectiveness of the proposed criteria.
Introduction
The bidirectional associative memory (BAM) neural networks were first introduced by Kosko and had been paid much attention in past decades due to its applications in many fields such as image and signal processing, pattern recognition, optimization and automatic control (Kosko 1987 (Kosko , 1988 . Up to now, there are many application examples for BAM neural networks in real life. Emerging parallel/ distributed architectures were explored for the digital VLSI implementation of adaptive bidirectional associative memory (BAM) neural network (Hasan and Siong 1997) . Teddy and Ng (2011) proposed to use a novel local learning model of the pseudo self-evolving cerebellar model articulation controller (PSECMAC) associative memory network to produce accurate forecasts of ATM cash demands. Sudo et al. (2009) proposed a novel associative memory that operated in noisy environments and performed well in online incremental learning using self-organizing incremental neural network. Chang et al. (2008) presented a maximum-likelihood-criterion based bidirectional associative memory network which can be employed to evaluate the similarity between a template and a matching region. It is worth pointing out that such an application depends heavily on the stability of the equilibrium point of BAM neural networks. Therefore, it is important to study the stability of the equilibrium point of BAM neural networks. On the other hand, owing to the unavoidable finite switching speed of amplifiers in the electronic implementation of analog neural networks, time delays usually occur in the communication and response of neurons. However, time delay is a source of frequent instability and deteriorates system performance, and as a result, the stability analysis of time-delayed neural networks has received considerable attention over the past years (Arik 2005; Cao and Xiao 2007; Dong and Wang 2011; Huang et al. 2008; Li et al. 2011; Wong 2003, 2004; Liao et al. 2002; Liu et al. 2006 Liu et al. , 2010 Lou and Cui 2007b; Song and Cao 2007; Wan and Zhou 2007; Wang and Zhang 2011; Wang 2009; Wu et al. 2008; Zhang et al. 2010) .
Besides time delays, in the applications and designs of networks, some unavoidable uncertainties which result from using an approximate system model for simplicity, parameter fluctuations, and data errors, etc., must be integrated into the system model. In recent year, the robust stability of delayed neural networks have been investigated by many researchers (Liao and Wong 2004; Lou and Cui 2006; Ozcan and Arik 2009; Park and Kwon 2008) . On the other hand, in real nervous systems, synaptic transmission is a noisy process brought on by random fluctuations from the release of neurotransmitters (Haykin 1994) . Such time delays, parametric uncertainties and stochastic disturbances may significantly influence the overall properties of a dynamic system. Therefore, it is of practical importance to study the stochastic effects on the stability property of delayed neural networks. Some results related to this problem have been published, see, Blythe et al. 2001; Lou and Cui 2007a; Syed Ali and Balasubramaniam 2008; Shua et al. 2009; Wan and Zhou 2007; Wang et al. 1992; Zhang et al. 2010 .
In Lou and Cui (2007a) , by the approach combining the Lyapunov functional with linear matrix inequality, stochastic exponential stability for Markovian jumping BAM neural networks with time-varying delays was addressed. Syed Ali and Balasubramaniam (2008) studied the global asymptotic stability of uncertain stochastic fuzzy BAM neural networks with time-varying delays which are represented by the Takagi-Sugeno (TS) fuzzy models. Shua et al. (2009) investigated the global asymptotic stability analysis problem for a class of stochastic BAM networks with mixed time-delays and parameter uncertainties. In Wan and Zhou (2007) , the stability property of stochastic hybrid BAM neural networks with discrete delays was considered. The delay-independent sufficient conditions to guarantee the exponential stability of the equilibrium solution for such networks were given by using the nonnegative semimartingale convergence theorem. In the recent literature, Bao and Cao (2012) investigated exponential stability for stochastic BAM neural networks with mixed delays. A sufficient condition is established by constructing suitable Lyapunov functional. In Yuan and Li (2010) , the global robust stability for BAM neural networks with time-varying delays had been considered, and some less conservative conditions were obtained.
Recently, a special type of time delay in practical engineering systems, i.e., interval time-varying delay, was identified and investigated (He et al. 2007; Qiu et al. 2009; Rakkiyappan et al. 2008) . Interval time-varying delay was a time delay that varies in an interval in which the lower bound was not restricted to be 0. He et al. (2007) studied the stability analysis of neural networks with interval time-varying delay. By considering the relationship between the time-varying delay and its lower and upper bounds, some delay/interval-dependent stability criteria for neural networks with interval time-varying delay were proposed. In Qiu et al. (2009) , the problem of robust stability of uncertain neural networks with interval time-varying delays was studied. Rakkiyappan et al. (2008) discussed stability analysis problem for uncertain stochastic neural networks with discrete interval and distributed time-varying delays. To the best of our knowledge, very few papers investigate the stability problem of uncertain BAM neural networks with both interval time-varying delays and stochastic disturbances, which is still open.
Motivated by the above statement, in this paper, we deal with the robust stability of uncertain BAM neural networks with both interval time-varying delays and stochastic disturbances. By choosing an appropriate Lyapunov functional, employing some free-weighting matrices and using the stochastic analysis approach, some new stability criteria are derived based on the consideration of the ranges for time-varying delays. Unlike the most existing mean square stability conditions for BAM neural networks, the supplementary requirements that the time derivatives of timevarying delays must be smaller than 1 are released and the lower bounds of time varying delays are not restricted to be 0. Furthermore, in the proposed scheme, the stability conditions are delay-range-dependent and rate-dependent/ independent. As a result, the criteria are applicable to both fast and slow time-varying delays. Finally, three numerical examples are given to illustrate the effectiveness and the merit of the proposed method.
Notations The notations used throughout the paper are fairly standard. The superscript ''T'' stands for matrix transposition; R n denotes the n -dimensional Euclidean space; the notation A [ 0 means that A is real symmetric and positive definite; I and 0 represent identity matrix and zero matrix. Let ðX; F ; F t f g t ! 0 ; PÞ be a complete probability space with a filtration F t f g t ! 0 satisfying the usual conditions (it is right continuous and F 0 contains all P -null sets); L P F 0 ð½Às; 0; R n Þ be the family of all bounded, F 0 -measurable Cð½Às; 0; R n Þ -valued random variables n ¼ fnðhÞ : Às h 0g such that sup Às h 0 E nðhÞ j j p \1. The mathematical expectation operator with respect to the given probability measure P is denoted by E Á f g. The shorthand diag Á Á Á f g denotes the block diagonal matrix. In symmetric block matrices or long matrix expressions, we use an asterisk (*) to represent a term that is induced by symmetry. Matrices, if their dimensions are not explicitly stated, are assumed to be compatible for algebraic operations.
Problem formulation
Consider the following uncertain BAM neural networks with interval time-varying delays:
in which u 1i ðtÞ and u 2j ðtÞ are the activations of the ith neurons and the jth neurons, respectively;f 1j ðÁÞ,f 2i ðÁÞ denote the signal functions of the jth neurons and the ith neurons, respectively; I i , J j denote the external inputs at time t; a 1i ; a 2j are positive numbers, and they denote the charging time constants or passive decay rate of the ith neurons and the jth neurons, respectively; w 1ji ; w 2ij denote the synaptic connection weights; s 1i ðtÞ; s 2j ðtÞ are the time-varying delays in the state. Symbol D denotes the uncertain term.
The initial conditions associated with (1) are assumed to be n o and L 2 ¼ diag l 
where xðtÞ ¼ x 1 ðtÞ; x 2 ðtÞ; . . .; x l ðtÞ ð Þ T is a scalar Brownian motion defined on ðX; F ; F t f g t ! 0 ; PÞ. 
where 0 s 1 \" s 1 ; 0 s 2 \" s 2 ; l 1 and l 2 are positive constants.
Assumption 3 The parameter uncertainties DA i ; DW i ; DC i and DD i ; i ¼ 1; 2, are of the form:
in which H j ; E j ; j ¼ 1; 2; . . .; 8 are known constant matrices with appropriate dimensions. The uncertain matrices F j ðtÞ; j ¼ 1; 2; . . .; 8, satisfy
Now, we give the following lemmas and fact that are useful in deriving our LMI-based stability criteria.
Lemma 1 (Wang et al. 1992 ) Let D and N be real constant matrices of appropriate dimensions, matrix FðtÞ satisfies F T ðtÞFðtÞ I. Then we have (i) For any
Lemma 2 (Boyd et al. 1994) [Schur complement] Given constant symmetric matrices P 1 ; P 2 and P 3 , where
Let C 1;2;2 ðR þ Â R n Â R n : R þ Þ be denote the family of all non-negative functions VðxðtÞ; yðtÞ; tÞ 2 R þ Â R n Â R n which are continuously twice differentiable in x, y and once differentiable in t.
Fact 1 (Khasminski 1980; Syed Ali and Balasubramaniam 2008) The trivial solution of a stochastic differential equation dðxðtÞ; yðtÞ; tÞ ¼ GðxðtÞ; yðtÞ; tÞdt þ HðxðtÞ; yðtÞ; tÞdxðtÞ on t 2 t 0 ; T ½ with xðtÞ ¼ / x ðtÞ for every t 2 Às; 0 ½ ; yðtÞ ¼ / y ðtÞ for every t 2 Àq; 0
nÂm is globally asymptotically stable in probability if there exist a function VðxðtÞ; yðtÞ; tÞ 2 R þ Â R n Â R n which is positive definite in the Lyapunov sense and satisfies LVðxðtÞ; yðtÞ; tÞ
The matrix HessðVÞ is the Hessian matrix of secondorder partial derivatives.
Main results
First of all, denote
then, system (5) can be written
In this section, the stability analysis of uncertain BAM neural networks with interval time-varying delays and stochastic disturbances described by (10) is carried out. Our first result in this paper deals with the stability of (10) with
For this case, the following theorem holds.
Theorem 1 For given scalars 0 s 1 \" s 1 ; 0 s 2 \" s 2 ; l 1 and l 2 , the system (10) is globally asymptotically stable in the mean square, if there exist matrices P i [ 0;
j ; j ¼ 1; 2; i ¼ 1; 2, and two positive scalars a 1 ; a 2 ; such that the following LMI (11) holds:
with
Proof The Lyapunov functional of system (10) is defined by: 
From the Leibniz-Newton formula, the following equalities are true for any matrices N ; 
By Lemma 1(ii), for any matrices Z j ! 0; j ¼ 1; 2; . . .; 8; the following equalities hold: 
with N ðiÞ ¼ N It is obvious from (4) that
Calculating the LV along the trajectories of the system (10), then we have: 
LV 2 ðx 1 ðtÞ;
Combining (13)- (25), we have where LV 3 ðx 1 ðtÞ; x 2 ðtÞÞ ¼ g 
LVðx 1 ðtÞ; x 2 ðtÞÞ n T ðtÞ 
it follows from for all x 1 ðtÞ; x 2 ðtÞ except for x 1 ðtÞ ¼ x 2 ðtÞ ¼ 0. By Lemma 2, it is easy to see that (11) is equivalent to N\0. It follows from Lyapunov stability theorem that the system (10) with both interval time-varying delays and stochastic disturbances is globally, stochastically, asymptotically stable in the mean square. This completes the proof of Theorem 1.
Remark 1 In Theorem 1, the stability criterion is delayrange-dependent and rate-dependent, i.e., Theorem 1 is dependent on the upper and lower bounds of the delays and includes the information of the derivatives of time-varying delay functions. It is noteworthy that the ranges for time- (12) and _ s i ðtÞ can be any value or unknown due to R 2þi . Therefore, Theorem 1 is applicable to both cases of fast and slow time-varying delays.
Case 1 In many cases, the ranges of the time-varying delays are from 0 to an upper bound, i.e., 0 s 1 ðtÞ " s 1 ; 0 s 2 ðtÞ " s 2 . Regarding this circumstance, the Lyapunov functional of system (10) 
Then, similar to the proof of Theorem 1, we can yield the following corollary immediately.
Corollary 1 For given scalars " s 1 [ 0; " s 2 [ 0; s 1 ¼ 0; s 2 ¼ 0; l 1 and l 2 , the system (10) is globally asymptotically stable in the mean square, if there exist matrices
2; 5; 6; N ðiÞ j ; S ðiÞ j ; j ¼ 1; 2; i ¼ 1; 2; and two positive scalars a 1 ; a 2 , such that the following LMI (27) holds: ; "
2 6 6 6 6 6 6 6 6 6 6 6 4 3 7 7 7 7 7 7 7 7 7 7 7 5
; "
The following result provides the feasible stability criterion for uncertain BAM neural networks with both interval time-varying delays and stochastic disturbances. The parameter uncertainties satisfy Assumption 3.
Theorem 2 For given scalars 0 s 1 \" s 1 ; 0 s 2 \" s 2 ; l 1 and l 2 , the system (10) is robustly globally asymptotically stable in the mean square, if there exist matrices 
2 6 6 6 6 6 6 4 É ; N 55 ¼ diag e 1 I; e 2 I; e 3 I; e 4 I; e 5 I; e 6 I; e 7 I; e 8 I f g ;
and the other parameters are defined in Theorem 1.
Proof By Lemma 2 and (8), the system (10) is robustly, globally, asymptotically stable in the mean square if the following inequality holds:
By Lemma 1(i) and (9), (29) holds if the following inequality satisfies: 
Proof The Lyapunov functional of system (31) is defined by:
; x 2 ðtÞÞ þ V 2 ðx 1 ðtÞ; x 2 ðtÞÞ þ V 3 ðx 1 ðtÞ; x 2 ðtÞÞ Ã ;
with V 1 ðx 1 ðtÞ; x 2 ðtÞÞ and V 2 ðx 1 ðtÞ; x 2 ðtÞÞ are as same as the ones Theorem 1.
By Itô's formula, we can obtain the following stochastic differential:
LVðx 1 ðtÞ; x 2 ðtÞÞ ¼ X 2 i¼1 Â LV 1 ðx 1 ðtÞ; x 2 ðtÞÞ þ LV 2 ðx 1 ðtÞ; x 2 ðtÞÞ þ LV 3 ðx 1 ðtÞ; x 2 ðtÞÞ; LV 1 ðx 1 ðtÞ; x 2 ðtÞÞ ¼ 2x
LV 3 ðx 1 ðtÞ;x 2 ðtÞÞ ¼ g 
Combining (13)- (22), (37)- (39) and using (32)- (33), we have LVðx 1 ðtÞ; x 2 ðtÞÞ n T ðtÞ n 
that E dVðx 1 ðtÞ; x 2 ðtÞÞ ½ ¼ E LVðx 1 ðtÞ; x 2 ðtÞÞdt ½ \0, for all x 1 ðtÞ; x 2 ðtÞ except for x 1 ðtÞ ¼ x 2 ðtÞ ¼ 0.
It follows from Lyapunov stability theorem that the system (31) is globally, stochastically, asymptotically stable in the mean square. This completes the proof of Theorem 3.
Remark 3 The stability conditions in Theorem 1, Theorem 2 and Theorem 3 are both delay-rang-dependent and delay-rate-dependent. Generally speaking, the delayrang-independent and delay-rate-independent criteria are conservative than the delay-rang-dependent and delay-rate-dependent criteria since some information about the lower bounds and derivatives of the time-varying delay functions do not been considered.
Numerical examples
In this section, three examples are given to show the effectiveness and the merit of the proposed method. 
Using LMI Control Toolbox, by Theorem 1, we can easily obtain feasible solution of the LMI (11). Thus the network (41) is globally stochastically asymptotically stable in the mean square. Limited to the length of the paper, we only show a part of the feasible solution here. The trajectories of variable x 1 ðtÞ and x 2 ðtÞ are shown in Fig. 1 
with f i ðxÞ ¼
Þ ; s 1 ðtÞ ¼ 1:3 þ 1:1 sin 2 ðtÞ;
Using Theorem 3 and solving LMIs (34)-(36), we get a feasible solution. Limited to the length of the paper, we only show a part of the feasible solution here. By Theorem 2, the feasible solution of the LMI (28) is obtained. As mentioned above, we only show a part of the feasible solution here. The simulation result of the trajectories of the variables x 1 ðtÞ and x 2 ðtÞ is shown in Fig. 3 . Therefore, we can find that the system (43) described by Example 3 is robustly, globally, asymptotically stable in the mean square.
Remark 3 It should be noted out that, when W 0 ¼ V 0 ¼ 0 of system in Bao and Cao (2012) and W ¼ V ¼ 0 of system in Yuan and Li (2010) , i.e. without external stochastic perturbations and parameter uncertainty, systems in Bao and Cao (2012) and Yuan and Li (2010) can be transformed into the following form: 
Since s 1 6 ¼ 0 and s 2 6 ¼ 0, the results in Bao and Cao (2012) and Yuan and Li (2010) are not applicable to our Example 2 and Example 3. Additional, the criteria in the previous work (Liu et al. 2006; Lou and Cui 2006; Park and Kwon 2008; Syed Ali and Balasubramaniam 2008) fail in our examples.
Remark 4 In (44), since l 1 [ 1 in Example 2 and l 2 [ 1 in Example 2, the results in Bao and Cao (2012) and Yuan Fig. 2 Trajectories of x 1 ðtÞ and x 2 ðtÞ of the BAM neural networks with stochastic perturbation Fig. 3 Trajectories of x 1 ðtÞ and x 2 ðtÞ of the BAM neural networks with stochastic perturbation and parameter uncertainties and Li (2010) are not applicable to our Example 2 and Example 3. On the other hand, the criteria in the previous work (Liu et al. 2006; Lou and Cui 2006; Park and Kwon 2008; Syed Ali and Balasubramaniam 2008 ) also fail in our examples.
Conclusions
This paper presents some new results of robust asymptotic stability analysis for uncertain BAM neural networks with both interval time-varying delays and stochastic disturbances. Some new stability criteria are proposed to guarantee the delayed BAM neural networks to be robustly asymptotically stable in the mean square by using the stochastic analysis approach, employing some freeweighting matrices and constructing an appropriate type of Lyapunov functional which takes into account the ranges of delays. Unlike the most existing mean square stability conditions for BAM neural networks, due to the Lyapunov functional, the supplementary requirements that the time derivatives of time-varying delays must be smaller than 1 are relaxed. Furthermore, in the proposed scheme, the lower bounds of time varying delays are not restricted to be 0 and the stability conditions are delay-range-dependent and rate-dependent/independent. As a result, the new stability criteria in term of LMIs are applicable to both fast and slow time-varying delays. Finally, three numerical examples are provided to verify the effectiveness of the proposed results.
