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ABSTRACT 
With the advancement of technology, complicated system production or mission 
process nowadays is more often handled by dividing it into several sub-procedures. 
Moreover, with the increase in the functionalities and complexities in systems, the 
necessary procedures require the involvement and cooperation between subsystems 
for success. Traditionally, a centralized commander may be used in this kind of 
system playing the role of leadership. However, this would levy heavy computation 
on the leader. In this work, we hope to use an alternate means which would lower the 
computational load. Besides receiving commands from the leader, we allow that 
followers to be "intelligent" enough to make the decision by itself. 
Formation maneuvering with several control units is adopted here for illustrating our 
idea. This operation has the advantage of demonstrating the reduction on 
computational load of the leader, as well as the "intelligence" of the followers. 
Obstacle avoidance will be used to illustrate the capability and decision making on the 
control units. 
The thesis is divided into the following parts: 
First of all, formation properties will be formulated as an optimization problem. This 
may be a minimum time or minimum energy control problem. Three-dimensional 
optimized trajectories will be conducted for the control units. Obstacle will be 
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included as the constraints in the optimization process to facilitate obstacle avoidance. 
Secondly, Virtual leader and interactive force will be introduced. Formation 
maneuverings which involve group translation, expansion and contraction are studied. 
Virtual leaders play the role as a movable reference in group translation and the 
interactive force may be attractive or repulsive as a function of distance between 
control units. Real time simulations are conducted for this part. 
Finally, optimization, virtual leader and interactive force will be combined. Some 
fuzzy rules are used to describe the interactive forces and parameters of the fuzzy rule 
are optimized in the process. Dimensionless obstacles will be extended so as to 
describe a physical obstacle. Simulation results will be shown to illustrate the 
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With the advancement of technology, complicated system production or mission 
process nowadays is more often handled by dividing it into several sub-procedures. 
Moreover, with the increase in the functionalities and complexities in systems, the 
necessary procedures require the involvement and cooperation between subsystems 
for success. As such, the study of cooperating systems has become a pertinent 
research topic of interest. 
Traditionally, a centralized commander may be adopted in this kind of cooperative 
system. With this centralized commander serving as the role of leader, all the relative 
motions for other control units, designed as the followers have, are to be determined 
by it. After a somewhat heavy computation on the centralized commander, commands 
will be sent from the leader to the followers to perform the mission. Upon receiving 
the commands, the followers just execute the commands exactly without any 
"thinking". There is no "intelligence" so-to-speak in the followers. 
Besides the heavy computational load on the leader, another disadvantage of this kind 
of architecture is that, should there be any accident occurring during the mission, say, 
an unexpected obstacle, the followers would have no capability avoiding it. This gives 
rise to another approach proposed recently: autonomous control units. Besides 
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receiving some commands from the leader, the followers may also be "intelligent" 
enough so that it can adjust the trajectory itself and avoid any chance of collision. 
The present thesis aims to investigate this idea using formation maneuvering as an 
example. In our investigation, we assumed all the control units (element) need to 
travel from one place to another. The objective of cooperation is to maintain the 
relative separations between any two elements in order to keep the formation pattern. 
1.1 Applications with formation flying 
In 1991, C. Richardson and Dr. M. Schoultz in [1] completed a baseline design studys 
for a Formation Flight System to be used for rendezous, joinup, and formation flight 
of Air Force helicopters and fixed wing aircraft. The system is designed for easy 
intefration into existing aircraft to provid situational awreness of both intra-formation 
aircraft and inter-form ad on aircraft under non-visual and adverse weather conditions. 
In many application domians, formation flying of multiple spacescaft holds eminent 
promises to dramatically extend performance and capability achievable by a single 
spacescraft. The magazine GPS World in 2004 has described, “Spacecraft fonmtion 
flying is commonly considered as a key technology for advanced space missions. 
Compared to large individual spacecraft, the distribution of sensor systems to 
multiple platforms offers improved flexibility and redundancy, shorter times to mission 
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and the prospect of being more cost-effective. Besides these advantages, satellite 
formations in low Earth orbit provide advanced science opportunities that cannot 
easily be realized with single spacecraft. ” 
In 1999, C. Kitts [2] has initiated development of a simple, low-cost, two satellites 
mission, known as Emerald, in order to explore formation flying. That is a proposed 
technology with vast performance implications ranging from enhanced mission 
capabilities to radical reductions in operations cost. 
Another application of formation maneuvering is in military. Flights formation can 
play a role in various missions. Although the fighter pilots are well trained, risk of 
mission lost is still high, especially during wars. Morally speaking, loss of planes is 
not the main concern. The main concern is the loss of human life. In order to reduce 
such risks, it is desirable to reduce involvement of human in flight mission. However, 
as computer cannot yet fully handle the uncertainties that may arise during missions, a 
human pilot is still needed. The balance is founded by using formation maneuvering, 
which case a single pilot would be able to lead a group mission. 
Moreover, formation maneuvering can be applied on the Next Generation Space 
Telescope (NGST). The main objective receiver of the NGST is composed by many 
sub-systems as shown in figure 1.1. This includes the Optical Telescope Element and 
Intergraded Science Instrument Module. In order to receive correct signals in space, 
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an accurate relative positioning 
system implemented. 
Formation maneuvering in this ^ ^ ^ ^ ^ H H ^ ^ S ^ ^ g i M H ^ ^ H ^ ^ ^ ^ H 
case reduced the need to 
actually a huge 
the 
Figure 1.1: Next Generation Space Telescope (NGST) 
flexibility in re-configuration. 
The National Aeronautics and Space Administration (NASA) has also conducted 
applications in formation maneuvering. For example, a flight team of NASA's Cassini 
spacecraft is running tests on one of the craft's maneuvering systems to understand the 
situation that caused the craft to switch automatically to a second system. Yet another 
example is the Autonomous Formation Flight (AFF) project, which envisions 
commercial and military applications for cargo and passenger transport with 
unmanned air vehicles. 
For more details on the state of the art applications and technologies of formation 
flying, we refer readers to [3]. 
1.2 Previous works 
The concept of autonomous units has been studied before by numerous investigators 
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in [4]-[ll]. As mentioned before, some of the cooperation involves a centralized 
commander. Autonomous system may be another better means in formation 
maneuvering. 
P. K. C. Wang, J. Yee and RY. Hadaegh in [4] worked on an experimental study of 
synchronized continuous-rotation of multiple air-levitated autonomous model 
spacecrafts. The result showed that synchronized rotation for the model spacecrafts 
can be achieved using simple rule-based controls activated by the occurrence and 
timing of certain discrete events only. Moreover, these controls do not rely on specific 
dynamic models on the actuator. 
Shannon Zelinski, T. John Koo and Shankar S as try in [5] solved the Formation 
Reconfiguration Planning (FRP) problem for a specific class of systems where vehicle 
inputs are polynomial functions of time t. Optimization has proved to be a successful 
solution to the FRP problem. Their approach can be solved efficiently, especially for a 
large group of vehicles. 
P. Ogren, E. Fiorelli and N.E. Leonard in [6], [7] and [8], underlying coordination 
framework uses artificial potentials and virtual leaders in order to invoice group 
translation, rotation, expansion and contraction in formation. 
Moreover, P. Ogren, M. Egerstedt and X. Hu in [9] proved the convergence and 
boundedness conditions on the rate of traversal and formation stabilization using 
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artificial potentials and virtual leaders. 
1.3 The present work 
The present thesis aims to study, extend, and explore various aspect of the formation 
flying maneuvering. We will first focus on determining the desired trajectory for each 
control unit upon given the initial conditions, the final conditions and geometric 
constraints. The idea here is to find an optimal solution for the trajectories which can 
satisfy all given constraints of the whole system. In particular, we are interested in 
some special form of the control that can be used to optimize the cost. Simulation of a 
three-maneuverable-units with obstacle avoidance in a three-dimensional space will 
be conducted based on the two-dimensional work of [5]. 
The present work will also propose a framework in using interactive force and virtual 
leader. The interactive force dictates the dynamical environment between neighboring 
control units. Virtual leaders play as some moving references in the system that can 
influence the control units in the neighborhood through the interactive forces. The 
virtual leaders can be used to control the formation translation and rotation through 
their prescribed motions. Interactive forces will also be assumed between control units 
and obstacles. Should there be an obstacle ahead, such interactive forces will yield 
repulsive forces to prevent collision. Optimization of the parameterized interactive 
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force for some constrained flight motion is also studied. 
1.4 Thesis outline 
Chapter one presents the advantages and applications of formation maneuvering. 
Some previous work in related areas are discussed. The motivation and objective of 
this thesis are stated in this chapter. 
Chapter two introduces the three-dimensional optimization of flight trajectory for a 
certain problem, as compared to the two-dimensional treatment in a previous work. 
The cost of optimization is the acceleration dependence on the control input. Cases of 
different weightings on control units and direction are studied. Obstacle avoidance is 
presented in chapter three. The results are that, the trajectories in chapter two are 
modified to avoid collision. 
To increase the capability of the system, interactive force is inserted between control 
units which is further discussed in chapter four. The interactive force is generally 
divided into three regions: region of repulsive force, region of attractive force and 
region of null force between control units. However, there is only the repulsive and 
null region between a control unit and an obstacle. The dynamics of the control units 
are then dependent on the locations of other units and obstacles. 
In chapter five, virtual leaders are introduced. Virtual leaders are fictitious in nature 
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but they do exert an interactive force on the control units. Virtual leaders play the role 
as moving references in leading the whole system in translation or rotation. 
Optimization on parameterized interactive force will be given in chapter six. The idea 
is an interactive force that will achieve the desired motioned obstacle avoidance while 
at the same time minimizing a cost function. Some modifications of the situation are 
given in chapter seven. It first involves a modified interactive force. Then it involves 
obstacles with non-zero dimension. In this case, the "shortest-distance" concept will 
be used to judge the separation between a control unit and an obstacle. Triangular 
obstacle is used as an example for illustration. Moreover, similar in [10] and [11], our 
mission is divided into two sub-goals. All the control units are aimed on avoiding 
obstacle first until the distance between control units and obstacles are lager enough. 
They will then try to reach to the final destination, in order to satisfy the final 
conditions. 




OPTIMIZATION IN DESIRED TRAJECTORY 
The main propose in this chapter in formation maneuvering is to control several 
autonomous-maneuverable units forming a huge system. In this chapter, the 
investigation will focus on determining the desired trajectory for each of the control 
units through some given conditions, the initial conditions, the final conditions, time 
configurations and constraints. The idea here is to find an optimal solution for the 
trajectories which can satisfy all the given constraints in the whole system. In this 
chapter, we are interested in determining some particular form of control inputs so 
that the cost can be optimized. Simulation results of three maneuverable units with 
obstacle avoidance capability in a three-dimensional space will be presented. The 
formulation of this problem follows as given in [5]. 
2.1 Problem formulation 
2.1.1 System model 
Consider an ideal group of control units with the following system dynamics, 
where the i-th control unit state x,. (r) e for te [0,7], the i-th control input 
for r e [ 0 , r ] V/e{l，...，;V}. 
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T T T 
Now, denoting the whole system state as = O! ’…，Xn ] and the system control 
input as u(t) = . Generally, the whole system can be represented by a 
second order differential equation such as x-cx-kx = u. It can also be represented 
by the state-space form as 
夕 = 0 1 y^j^ (2.1) 
k c 
X 
where y = , no rotation but only translation is involved in each control unit, 
i � 
Since it maybe a nonlinear system, we can assume the system can be represented as 
the following, 
m = F(xit)Mt)) 
where, with xit)G and "(OeSH" 
-Mx,(t),u,(t)) 1 
F{x(t)Mt))= 丨 （2.3) 
2.1.2 System constraints 
Since we are formulating a dynamics system model, some mechanical constraints 
should be considered. Physically, a dynamics system cannot provide a sufficient large 
force. Therefore, the acceleration of the control unit should be bounded. To prevent a 
large acceleration, the control input signal m,. (r) should be constrained as 
|m, (r)|| < a�W e [0，r] Mi e {1，...，TV}. 
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Moreover, to prevent a too close separation between any two control units, it is 
necessary to constraint the inter-distance between any two of them. The constraint can 
be set as ||;c,⑴一 x…)|| 2 f ’ \fte [0,7], \/ijE s.t. j. 
The initial conditions and the final conditions of the system are assumed to be given. 
r ~\T 
For notation, g(t) = which contains the information of the state values and 
Li (t)_ 
the control input signal of all the control units at time t. 
2.1.3 Cost function of the system 
A cost function is given as a part of the mission specification. The cost can generally 
be expressed as 
T 
J = (p(x(T),T) + \L(x{t),u{tlt)dt (2.4) 
0 
where (p(x(T),T) define the cost in terminal state and L(x(t),u{t),t) define the 
running cost of the system at time t. If there exists a feasible solution, an optimal cost 
is desired with respect to the cost function mentioned above. 
2.2 Reformulation as optimal control problem 
Given the initial condition g(0) = g^ , the final condition g{T) = g^ , input 
constraint (r)|| < a^ Vr e [0,T] V/G{l’...，iV}, the inter-distance constraint 
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JC,.(0 - Xj(0| > £ , Vre [0,7], Vz, jG {1，...’TV} s.t. i 本 j , and the terminal time T, 
we need to determine a solution w,. (?) for \f tE [0,7] such that all the control units 
will start from the initial condition ^(0) = g^ and reach the final state g(T) = 
at t=T while satisfying all the constraints. If there exist a feasible solution for m,. (t), 
then we desire the optimal u. (t) to minimize the value for the given cost function J. 
In summary, the problem can be formulated as an optimal control problem as follow: 
T 
m i n / = (p(x(T), T) + \L{x{t), u{t), t)dt (2.5) 
“('） 0 
subject to 
x{t) = F{x{t)Mt)) (2’6) 
such that, 
^(0) = g‘s (2-7) 
g{T) = g, (2-8) 
\u,{t)\<a, W e [0，71 V/g {l，...，iV} (2.9) 
We[0，r]’ Vz,7G{l,...,iV} s.t. iit j , (2.10) 
In our system, £ is the minimum separation between two control units and a,, is 
the maximum acceleration of the control unit u 人t) \ftE [0，r] and V/g {l,...,iV}. 
2.2.1 Polynomial form for input signal 
With the form of i(r) = F{x(t),u(t)) as in equation (2.2). Let x, (t) be the position 
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vector /?,.(/) for the i-th maneuverable unit at time r in a three-dimensional space 
such that the velocity vector be vel^ (?) = x^ (t) and acceleration vector be 
accj (0 = Jc. (t). We can assume Jc,. (r) be ay-th order polynomial in term of the time t 
in order to facilitate an viable optimization problem, i.e., 
= = = (2.11) 
J=0 
where e SH^  V/ G {1，...’ iV} is some constant vector to be determined. 
With considering the initial and final conditions of the state value in time t=0 and t=T, 
we then have the following four vector equations 








p, (T) = X, (0 = Jv, it)dt + Pi (0) (2.15) 
0 
In general, the cost function of a system is the energy which is proportional to the 
acceleration of the control units Jc,. (r)，which is also equal in using u. (t). Therefore, 
we can let L(x,u) be a weighted quadratic function of acceleration, 
N �T 
mmJ = Y - \u.(t)W^u^(t)dt (2.16) 
Wf V/6 {!,..„ A/‘} is a diagonal matrix which represent the cost weighing for the /-th 
control unit in all dimension. W,. help to shape the cost function to different situation. 
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For example, if one of the control unit with limitation due to low fuel, we can set a 
higher weight on it. Therefore reducing the consumption of the fuel in that control 
unit and making it moves slower than the other control units. Simulation on different 
weighing act on the control units will be shown later. 
Equations (2.6)-(2.10) still hold as before. 
2.2.2 Problem simplification 
For illustration of the method as posed above, the case where m,. (t) is a 4-th order 
polynomial {j = 4) for the parameterization of the acceleration path is studied. 
M,. (0 = Jc,. (0 = a^i + a j + “2/厂 + 〜广 + 广 （2.17) 
To simplify the problem further, we let g � a n d g, be given, i.e. u.(0),u.(T) all 
are given, then from equations (2.11)-(2.15), we can express, say, parameters 
以0/,< ^ 2/，以3/，以4/ in term of only. Then, we can consider the problem as involving 
only one free vector <2,,. and time t. i.e., 
vd 丨(t) =训=f丨’ (a�丨,t) (2.19) 
Pi{t) = x,{t) = fr{a,,J) (2.20) 
We now define a vector A to be the composition of all free vector a,,., which is 
A = (2.21) 
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Hence, the optimization problem becomes 
min / = 艺 - \ u . {t)W,u,{t)dt (2.22) 
力 (=1 T 0 
subject to 
x(t) = F(A,t) (2.23) 
such that 
(2.24) 
\u^{t)\<a^ VfG [0,r] V/e 
W e [ 0 ’ r ] ’ s.t. j (2.25) 
2.3 Numerical case studies 
Some numerical case studies are presented to illustrate the effect of the weightings 
W,- on the performance. 
2.3.1 Case study 2-1: Equal weightings in all units and directions 
We first consider the case for equal weighing in a three-control-unit system 
{i={l,2,3}). 
" 1 0 0 " 
=1^2 二评3 二 0 1 0 (2.26) 
0 0 1_ 
The optimization problem is solved under a constrained optimization algorithm with 
the following specifications. 
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_ To 0 10 0 -10 10 10 0 10]"" (2.27) 
€ ° 一 [ 0 0 0 0 0 0 0 0 0 
_「0 0 10 10 0 10 0 10 10]'' (2.28) 
$厂[0 0 0 0 0 0 0 0 0_ 
flcc, (0) = flcc, (T) = [0 0 of V/ e {1,2,3} (2.29) 
T — 30 (2.30) 
. = 9 . 9 (2.31) 
a = 3 (2.32) 
which implies, 
vel, (0) = vel丨(T) = [0 0 Of V/6 {1,2,3} (2.33) 
p,(Oy 尸3(0)q=[0 0 10 0 -10 10 10 0 lOj' (2.34) 
P\(T)t p,(Tf P3(7y]=[0 0 10 10 0 10 0 10 lOf (2.35) 
Optimization is conducted using Matlab function "finincon.m", which search a 
constrained minimum of a function of several variables. Hessian option is used which 
return a third output argument H that is the second partial derivatives of the function 
(the Hessian) at the point X. The Hessian is used by the large-scale methods, not the 
line-search method. Details of the process will not be discussed in this thesis. An 
initial guest of A = [0 0 0 0 0 0 0 0 0] is used. Convergence is reached 
after 49 iterating steps. Figure 2.1 and figure 2.2 show the optimal position 
trajectories of the system in different view. 
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Optimal trajectories for equal weight 
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Figure 2.1: Isometric view of the trajectory on equal weight in all units and direction. 
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Figure 2.2: Top view of the trajectory on equal weight in all units and direction. 
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Note that the motion in the z-axis is very minimal though not zero. The results can be 
understood as follows. Since one of the control units has the same initial and final 
position, without other restriction, it moves only a little bit, resulting in reduced the 
acceleration of the unit and hence minimizing the cost of the system. The remained 
control units, however, follow their own trajectories to satisfy the initial and final 
conditions. Moreover, all constraints are satisfied. The solution for the composed free 










The optimized cost is 7 = 0.3417. 
2.3.2 Case study 2-2: Equal weightings in all directions but different weightings in 
control units 
Consider the case for equal weighing in all directions for a three-control-unit system 
{i={ 1,2,3}) but different weightings in all control units 
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"5 0 0" 
恢1 = 0 5 0 (2.36) 
0 0 5 
"1 0 0 ' 
^ 2 = ^ 3 = 0 1 0 (2.37) 
0 0 1 
The optimization problem is solved a constrained optimization algorithm with the 
same initial guess A and same specification as shown in equation (2.27)-(2.35). The 
convergence is reached after 45 iterating steps. Figure 2.3 and figure 2.4 show the 
optimal position trajectory of the system in this case. 
Optimal trajectories with weighted x1 
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Figure 2.3: Isometric view of the trajectory on equal weight in all direction but different weighing in all 
control units. 
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Optimal trajectories with weighted x1 
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Figure 2.4: Top view of the trajectory on equal weight in all direction but different weighing in all 
control units. 
In this case, the control unit with the same initial and final position has a higher cost 
weighing than before. It travels even less distance. The remained units have a lower 
weighting and, compared to the case before, their trajectories have become longer, 
and more curved part of a circular arc. This is due to the lower weightings results in a 
greater travel in order to satisfy the specified constrain. The solution for the composed 











The cost is 7 = 0.3875. 
2.3.3 Case study 2-3: Different weightings in x-y-z directions but equal weightings in 
all control units 
Consider the case of equal weightings in all control units but different weightings in 
the x-y-z directions, 
"5 0 0' 
^ =伙2 = ^ 3 = 0 5 0 (2.38) 
0 0 1 
The optimization problem is solved, a constrained optimization algorithm with the 
same initial guess A and same specification show in equation (2.27)-(2.35). The 
convergence is reached after 108 iterating steps. Figure 2.5 and figure 2.6 show the 
optimal position trajectory of the system in this case. 
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Optimal trajectories weighted in z-direction 
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Figure 2.5: Isometric view of the trajectory on different weight in x-y-z direction but equal weighing in 
all control units. 
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Figure 2.6: Top view of the trajectory on different weight in x-y-z direction but equal weighting in all 
control units. 
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In this case, since the control units are more heavily weighted in jc and y direction, 
there is less acceleration in these two directions, which will give a straighter trajectory. 
On the other hand, a lower weighing in z-direction results in transversal in the 










The cost is 7 = 7.1030. 
2.4 Chapter summary 
The formulation of our system here is the same as the previous work as shown in [5]. 
However, [5] conducts its works in two-dimensional space, while our investigation 
extents to three-dimensional space. The various cases of weightings in the simulation 
show, the more the weight in the unit or in one of the directions, the less movement is 





Although all the control units can start at the initial conditions and end with the final 
conditions satisfying all the constrains, but sometimes, there may be un-allowable 
region, say obstacle that needs to be avoided during travel. In order to handle this 
situation, additional obstacle constraints will have to be added in the formulation. We 
will again use the formulation as in [5] which is given in chapter 2. Also, we are here 
to study three-dimensional cases as compared to the two-dimensional cases. 
3.1 Additions of obstacle constraints 
There are so many formats to describe obstacle, such as linear obstacle. Figure 3.1 
shows a linear obstacle defined as p 洲 + Kpy人t) < P �. I n our investigation, 
cylindrical obstacle is used in the system. To describe a cylindrical obstacle with 
infinitive height in z-direction, radius as R and centered at (p^,Py), we can define it 
as, 
Figure 3.2 shows a cylindrical obstacle. 
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(义-尸」2 + 0；-； 2^〈尺2 y 
Y PAt) + Kp,it)<Pj 
Figure 3.2: Cylindrical 
Figure 3.1 linear obstacle 
obstacle 
By adding equation (3.1) as a constraint in the same specification as discussed in 
chapter two, obstacle avoidance can be achieved. 
Consider a cylindrical obstacle with radius 15 centered at the original position. The 
optimization problem is solved under a constrained optimization algorithm with the 
same specification as equation (2.29)-(2.32) but with an extra constrain due to the 
obstacle as in equation (3.2) 
PAO' + Pyiitf >15' V/G {1,2,3} (3.1) 
3.2 Simulation case studies 
For simplicity, we consider the case for equal weighing in all control units for a 
three-control-unit system {i={ 1,2,3}) with equal weighing in x-y-z direction in this 
chapter, i.e. 
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" 1 0 0 " 
0 1 0 
0 0 1 
3.2.1 Case study 3-1: No obstacle 
For the given condition as before, 
_ � 5 - 3 0 0 - 5 - 3 0 0 - 1 5 - 3 0 O]^ (3.2) 
0 0 0 0 0 0 0 0 
—「5 30 0 —5 30 0 - 1 5 30 0下 （3.3) 
0 0 0 0 0 0 0 0 
acc. (0) = acc,.(T) = [0 0 Of Mi G {1,2,3} (3.4) 
It implies, 
V, (0) = V, ( r ) = [0 0 o f V/ e {1,2,3} (3.5) 
p . i O f 尸 2 ( 0 , /?3(0,]=[5 - 3 0 0 - 5 - 3 0 0 - 1 5 - 3 0 Of (3.6) 
M T V P,{TY p , i T y ] = [ 5 30 0 —5 30 0 - 1 5 30 Of (3.7) 
Figure 3.3 and figure 3.4 show the optimal position trajectories of the system without 
any obstacle involved. 
Optimization is conducted with initial guest of A = [O 0 0 0 0 0 0 0 0 . 
Convergence is reach after 38 iterating steps. Figure 3.3 and figure 3.4 show the 
optimal position trajectory of the system in different view. 
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Trajectories for no obstacle 
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Figure 3.3: Isometric view of the trajectory without any obstacle. 
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Figure 3.4: Top view of the trajectory without any obstacle. 
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Since no obstacle is involved, all units will travel in a straight motion thus giving the 
lowest cost. The solution for the composed free vector A in this case is 









The cost is / = 6.85697. 
3.2.2 Case study 3-2: Single obstacle 
With the same given condition as shown in equation (3.2) to equation (3.7), an extra 
specification shown in equation (3.1) is added as the obstacle constraint. Figure 3.5 
and figure 3.6 show the optimal position trajectories of the system with the obstacle 
avoidance. 
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Trajectories for obstacle avoidance 
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Figure 3.5: Isometric view of the trajectory on obstacle avoidance. 
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Figure 3.6: Top view of the trajectory on obstacle avoidance. 
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Figure 3.5 and figure 3.6 indicated that one of the control units break off from the 
formation in searching the optimal trajectory around the obstacle. The solution for the 










The cost is 7 = 13.6386. Figure 3.5 and figure 3.6 show the ability of the formation 
in obstacle avoidance. Although extra function can be carried out, the corresponding 
optimal cost is increased. That is the trend off between lowing the optima cost and 
obstacles avoidance. 
3.2.3 Case study 3-3: Two obstacles 
We now consider two obstacles having the same problem as case2. In this example, 
two cylindrical obstacles are introduced in the system with radius 15 centered at 
17 0 o f and [-17 0 Of . For simplicity, we divide the trajectories into two 
parts. For the first part, the optimization problem is solved as a constrained 
optimization algorithm with the same specifications as equation (2.29)-(2.32) with 
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equation (3.8) and (3.9) added as the constraints of obstacles. 
-17)2 >152 v / e {1,2,3} (3.8) 
(7^,(0 + 17)2 力(02 > 152 V/e {I’2，3} (3.9) 
For the first part with the following given condition, 
_「10 - 3 0 0 0 - 3 0 0 -10 - 3 0 OI'' (3.IO) 
" [ 0 1 0 0 1 0 0 1 0 
_ � 0 10 0 0 0 0 0 - 1 0 0]'' 
容厂[0 1 0 0 1 0 0 1 o j (3.11) 
acc.(O) = acc丨(T) = [0 0 O f V / e {1,2,3} (3.12) 
which implies, 
v.(0) = v.(r) = [0 1 of V/6 {1,2,3} (3.13) 
p^iOf P3(0f]=[l0 —30 0 0 - 3 0 0 -10 —30 O f (3.14) 
p , ( T y p^{TY P3(7y]=[0 10 0 0 0 0 0 -10 Of (3.15) 
Note that the terminal velocity for the first part is set as 
V, (0) 二 V,. ( r ) = [0 1 o f ViE {1,2,3,} which is not totally equal to zero velocity. 
With this non-zero velocity, the control unit will still have potential to move. Figure 
3.7 and figure 3.8 show the optimal position trajectory of the system with the obstacle 
avoidance in the first part. The final position and velocities of the units of the first part 
now become the starting position and velocity of the second part. We can call it the 
inter-condition, 
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First part of the trajectoies in avoiding two obstacle 
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Figure 3.7: Isometric view on the first part of the trajectory in obstacle avoidance. 
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7 = 0.5539. 
For the second part, the optimization problem is solved under constrained . 
optimization algorithm with the following specification as the first part but with the 
initial and final conditions as, 
_ To 10 0 0 0 0 0 -10 0]'' (3.16) 
—1_0 1 0 0 1 0 0 1 0 
_ � 1 0 30 0 0 30 0 -10 30 O]"" (3.17) 
^^ ~ [ o 1 0 0 1 0 0 1 0_ 
flcc,(0) = acc双)=[0 0 of V/e {1,2,3} (3.18) 
it implies, 
v.(0) = v.(T) = [O 1 of V/6 {1,2,3} 
p,(OV /?3(0广]=[0 10 0 0 0 0 0 -10 of (3-20) 
p , ( T y p ^ i T f P3(7y]=[10 30 0 0 30 0 -10 30 Of (3.2” 
Figure 3.9 and figure 3.10 show the optimal position trajectories of the system with 
the obstacle avoidance in the second part. 
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Second part of the trajectories in avoiding two obstacles 
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Figure 3.9: Isometric view on the second part of the trajectory in obstacle avoidance. 
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7 = 0.5539. 
Now, combine the trajectories in the first part together with those of the second part, 
we have, 
The whole tractories in avoiding two obstacles 
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Figure 3.11: Top view on the whole trajectory in obstacles avoidance. 
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The total cost 7 =1.1078. 
Figure 3.11 shows a symmetric relation between the first part of the trajectories and 
the second part of the trajectories, but with different choice for the free vector A. 
3.2.4 Case study 3-4: Two obstacles and optimal velocity 
Since we consider the velocity in the above case as [O 1 O] for all control units, 
this may not be a good choice for the velocity. We now extend the free vector A, such 
that one extra element a^ is involved. This element a^ will be optimized such that 
the velocity that we used will be [O a^ O]. Consider two obstacles having the same 
configuration as used in case study 3-3 but with a difference in the velocities only. 
Note that at the initial and terminal velocities for the first part is set as 
v,.(0) = v,(r) 二 [0 a, o f V/G {1,2,3} . Figure 3.12 and figure 3.13 shows the 
optimal position trajectory of the system with the obstacle avoidance in the first part. 
The final position and velocities of the units of the first part now become the starting 
position and velocity of the second part. 
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First part of the trajectories in avoiding two obstacle with optimal velocity 
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Figure 3.12: Isometric view on the first part of the trajectory in obstacle avoidance with optimal 
velocity. 
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Figure 3.13: Top view on the first part of the trajectory in obstacle avoidance with optimal velocity. 
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With the initial guess of the free vector A as zero for all elements. The convergence is 
reached after 83 iterating steps. Figure 3.12 and figure 3.13 show the optimal position 










_ 1.0282 _ 
J = 0.5525. Since the symmetric J = 1.1050 proprieties still hold in this case, we 
can conclude that the whole trajectories will the same as shown in figure 3.14. 
The whole trajectories in avoiding two obstacles with optimal velocity 
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Figure 3.14: Top view on the whole trajectory in obstacles avoidance with optimal velocity. 
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In case study 3-3, the total cost is 1.1078. The total cost in this case is 1.1050. This 
decrease is due to the velocity that we now use is the optimal one, however the 
velocity used in case study 3-3 is not. 
3.3 Chapter summary 
As mentioned in chapter two, for a given initial condition and final condition, the 
trajectories determined have the minimum cost while satisfying the given conditions. 
If there is presence of obstacle, an extra constraint is needed thus preventing the 
collision between those obstacles with the units. Because of this extra constrain, the 
cost now determined may become larger than before but with an extra function, 
obstacle avoidance. 
Note in this approach, we have specified the initial position and velocity both in part 1 
and part 2 in order to avoid two obstacles. This is because a fourth-order polynomial 
in equation (2.17) cannot fully represent the whole trajectories in such a complicated 
situation. This problem is resolved here with a division of path As our proposed 
division may not confirm exactly with the optimized solution, the original 
optimization problem will become a sub-optimization problem under the division. 
The cost determined in case study 3-3 is the suboptimal valued. 
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CHAPTER FOUR 
FUZZY INTERACTIVE FORCE BETWEEN ELEMENTS 
In the previous chapters, we considered the system that satisfies only the initial and 
final configurations. Elements are to travel under some constraints, but there is no 
interactive effect between those elements. The only constraint set between any two 
element is � —x ) �1 2 £ ’ V/g [0,7] , Vije ll”",N} s.t. i 本 j which 
dictates the smallest separation between them. This constraint prevents the possibility 
of collision by defining the lower limit in separation. 
In this chapter, the situation will be relaxed. We assumed an interactive force present 
between units. The region is divided into three parts; the region of repulsive force, the 
region of attractive force and the region of null force. The present goal aims at 
studying how a group of units will evolve under the influence of such interactive 
forces. 
4.1 Region of repulsive force 
If z-th Element is too close to y-th Element, 
/ . \ / \ 
say f i ， where the separation < ^GL 
\ 
xAt)-x At) < , a repulsive interactive �•••..... 
J  
Figure 4.1: A repulsive force is introduced 
force acted between them in order to avert when the two elements come too close. 
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any chance of collision. Figure4.1 shows the interactive force in the repulsive region 
when two elements are too close together. The repulsive force serves to increase the 
separation between the two elements until the separation is larger then f j . The smaller 
the separation within the region of repulsive force, the greater repulsive force should 
be applied. 
4.2 Region of attractive force 
One the other hand, if the i-th element is away from the 7-th element with a separation 
bounded by e^  and £2，an attractive force is introduced in order to maintain the 
elements within a group. Figure4.2 shows the interactive force in this region. The 
greater separation within the attractive region, the greater attractive force should be 
applied. The lower and upper separations limit e^  and £2 are adjustable to set the 
equilibrium separation of the elements in a \ / \ ( < • » — 
steady state pattern. For special case of a \ \ / ... 
two-element system, e^  alone defines the  
Figure 4.2: An attractive force is introduced 
when the two elements come too far. 
equilibrium separation. 
4.3 Beyond the attractive region 
The repulsive and attractive regions introduced above are to maintain that the 
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elements will be staying within a group. For any two elements with separation larger 
than ，however, it is assumed that they belong to two different groups, and as a 
result, no interactive force will be applied between them. However, if two 
independent groups of elements are so close together that separation between them 
within £2 during travel, an attractive force will be applied between them. It is 
possible that, these two groups will be combined as a single one. 
4.4 Interactive force as function of separation 
For simplicity, identical elements are assumed in this study. There are no difference 
between the i-th element and the j-th element. They will all have the same mass and 
same properties. 
For the net force acting on one of the element, say, the i-th element, we take the sum 
of forces due to all other elements. Let f.j be the force acting on the i-th element by 
they-th element. The total force acting on the i-th element is: 
f i ( 0 = ( 0 ’ w G [ 0 , 7 ] Mi, j G { l , . . . , N } ( 4 . 1 ) 
where, as discussed above, the interactive force is a function of the state variables. 
f i j i t ) = f i j i \ x i { t ) - X j ( t ) \ ) \ / t E [ 0 , 7 ] \ f i , j E { 1 ’ . . . ’ A 0 ( 4 . 2 ) 
The simplest format of the interactive force can be set like that as shown in the 
following table. 
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Separation « €\ Large repulsive force 
Separation < Small repulsive force 
f j < Separation « e^ Small attractive force 
f j « Separation < s^ Large attractive force 
< Separation No force is applied 
Table 1: Formation of the interactive force. 
In this description, the dynamics of an individual element is determined by the net 
force acting on it. The element does not have to know which group it belongs to. The 
outcome will emerge according to the dynamics of the equations. This lowers the 
complexity of description and computation for the elements. 
4.5 Fuzzy mapping 
Since the interactive force between units is governed by the in-between separation, we 
can model the relation of the interactive force by some fuzzy rules. The input 
parameter is the distance between two maneuverable elements. The output is the 
interactive force between the two elements. The fuzzy rules are as follows: 
If separation is "SMALL", Output is "-ve"; 
If separation is " MEDIUM",Ooutput is "+ve" 
If separation is "LARGE", Output is "zero" 
Let's consider the fuzzy membership function first. As discuss in section 4.4, three 
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different regions are defined; the repulsive region, attractive region and the null 
region. In the repulsive region, the closer the separation between two elements, the 
larger the repulsive force. Therefore, the peak of the "-ve" membership function is set 
at zero-separation. The "-ve" membership function will be non-zero for separation 
between 0 and a . Similarly, the "+ve" membership function for the attractive force 
is applied within a certain separation, 0 and e^，that the net force is zero in 
equilibrium and peak at some certain position, a . At last, a force equal to zero will 
be applied to lower the attractive force until the separation lies outside the attractive 
region, e^. Figure 4.3 shows the three membership functions relating the output force 
and in-between separations. 
Fuzzy output value Membership function in setting the interactive force 
1 1 1 1 1 1 1 1 1 1 
-UB +Ye zero 
0 1 2 j3 4 5 I 6 7 8 9 1)3 11 
J input variable "inputi “ ！ 
‘ ！ Separation I 
p I 广 p 
a 
Figure 4.3: Membership function in setting the interactive force . 
Figure 4.4 shows a typical output of the fuzzy rule. 
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Input-output relationship 
0.1 . . . , 
f max jfl^"*!^^ 
0.05 • Z ； 
/ ^ ^ . 
-0.05 . Z \ i ; 
/ max f ； ！ i 
-0.1 ‘~i « • 1  
0 2 ! 4 丨 6 8 1b 12 
； inputi i 
e� a e^ 
Figure 4.4: Input(separation)-output(interactive force) relation under the fuzzy rule. 
Four specifications can determine the above fuzzy input-output relation. The first 
specification is the maximum repulsive force, /"max, that is applied when the 
separation trends to zero. Where the corresponding point is described as ( 0 , / "max ) . 
The second specification is the equilibrium separation, e^. The corresponding point 
can be described as (f, ,0). 
The third specification is the peak value for the attractive force, /+max. Since figure 
4.4 shows the linear input-output relationship, the corresponding separation and the 
peak value of the attractive force can be determined through the given 
specifications (0，/一隱），{e^，0). 
At last, the outer-boundary of the attractive region can be defined by E^  with the 
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corresponding point {e^  ’0). 
With the above specification, the range for the repulsive region, attractive region and 
null region can be defined as the same as the fuzzy mapping as discussed before. The 
region of repulsive force lies between 0 and s^. The region of attractive lies between 
f j and £2 • And the region of null force lies beyond f2 • As a summary, these four 
specifications can fully describe the fuzzy relationship that we used. 
4.6 Chapter summary 
With the interactive force applying in different region, a force field can then be 
defined according to different purposes. By choosing different specification, a fuzzy 
relation can then be defined. With different fuzzy force relation in-between elements, 
different interactive force will be determined. This interactive force will play an 




The main proposition in formation maneuvering is to control several maneuverable 
units in a huge system through autonomous separation maintenance. A framework 
using virtual leaders will be presented in this chapter. Virtual leaders play as some 
moving reference for the system and influence the control units therein the 
neighborhood through the imposed interactive force. Virtual leader approach was 
introduced in [3] to control the system geometry and motion of the system. In this 
work, we combine virtual leader with the fuzzy interactive force as given in chapter 
four. Simulation of two maneuverable elements in planner rotation using two virtual 
leaders will be presented. 
5.1 Virtual leader 
As discussed above, for a given configuration of interacting elements, non-zero 
interactive forces will be acting on each of the elements until all of them have reached 
their corresponding equilibrium positions. The question is how one can guarantee that 
the final outcome would be a desirable pattern. One approach in this regard is the use 
of extra "virtual" units that are called, virtual leader. The virtual leaders are fictitious 
but the interactive forces are calculated as if they are real. Upon certain prescribed 
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trajectory of the virtual leaders, the whole configuration will then move under the 
interactive forces between the units and virtual leaders. As a result, the formation 
would be guided towards the final pattern by the movement of the virtual leaders. In 
summary, in order to drive the whole system from one place to another, we apply 
external forces on the virtual leaders in some special ways. All the control units will 
then follow the movement of the virtual leader and travel to a new equilibrium 
position. 
5.2 Two maneuverable elements and two virtual leaders 
For the situation with 2 control units, the formation pattern is defined by the 
interactive force namely, the 2 units will be stationary but at a fixed distance to each 
other. However the pattern can still have freedom in angular position. 
With the addition of two virtual leaders, the formation pattern can be defined exactly. 
Moreover, as the virtual leaders rotating about a certain reference, the resulting 
interactive force will enforce the rotation of the formation. The two virtual leaders can 
hence serve as a moving reference to navigate the motions of the system in both linear 
translation and angular rotation. 
Assume the interactive forces between any two objects are defined as in equation (4.1) 
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and (4.2). Let x^ (t) and x^ (t) be the positions of the two maneuverable units at 
. 」 ， , 「0.5"! 「-0.5"] 
time t, and let 办“。）=^ and 办2(0) = ^ be the initial positions of the virtual 
leaders. Let the control input as 
where x^ = x. -Xj is the separation between the i-th and 7-th object, and A： is the 
damping coefficient for the i-ih element. It is necessary to add damping to the system 
so that the units will converge to their equilibrium positions. 
As mentioned in chapter 4，the interactive force between elements can be defined as 
for <5.3881 (5.2) 
f i j = - O . O m { ^ x / x . j -10) for 5.3881 <10 (5,3) 
/,. 二 0 for X, > 10 (5.4) 
ij ij 
Since an external force is applied to the virtual leader, therefore, it is not necessary to 
determine the interactive force acting on the virtual leader. This will result in getting 
an active motion in leading all the elements. 
5.3 Rotational trajectories for the two virtual leaders 
A simulation case study of a two maneuverable units in planar rotation via two virtual 
leaders is presented in this section. To effectuate rotation about the center of mass of 
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the system, we parameterize a trajectory by s(t) and s(t) for the virtual leaders. The 
dynamics are prescribed as followed. 
In the first 20 seconds, no motion is applied to the two virtual leaders. This is because 
the initial positions that we set may not be an equilibrium position for the two. 
Therefore, in this first 20 seconds, 
the units are allowed to move to 
Z • … — 、 、 / \ 
their equilibrium positions. After /• ,'Q、， 
( / 舶 \ 
that, the virtual leaders will start \ ； 
\ ！ 
兀 \ / 
to rotate with an angle of — 、乂、 •‘ 
2 , � “ 
radian in counter clockwise 
direction. Specifically, with s(t) Figure 5.1: Parameterized trajectory s(t) 
denote the angular position of the 
virtual leader as shown in figure 5.1，we have •SQ = 0 and io = 0 in the first 20 
seconds; s^ = — radian and = 0 at r=35. We can let s(t) be a third order 
polynomial 
where SQ，s^ , S ^ A N D 53 can be defined from SQ, SQ, and 
The rotational matrix is 
M �= � c o s �- s i n � 1 (5.6) 
LsinO) cosO) 
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To enforce the rotational motion, we have 
办丨=M⑴〜） （5.7) 
办 2 = M ⑴ ( 5 . 8 ) 
At the beginning, the initial positions of the control units are x^  = ^^ and 
一 0 1 
= . x, and will be forced to rotate due to the rotation of the virtual 
leaders. 
Figure 5.2 and figure 5.3 shows the simulation result of the system. The initial 20 
seconds gives enough time to the system to become stable first. The trajectories of the 
maneuverable units had been also shown in figure 5.2, with V represent the position 
of the virtual leaders at t=20\ and represent the position of the maneuverable units 
at t=20. 
The virtual leaders then start to rotate in counter-clockwise direction for the next 15 
seconds with the control units gently following. After 15 seconds, the system rotates 
an angle of — radian. Figure 5.3 shows the final positions. 
Whether the control units can follow strictly the rotation of the virtual leaders depends, 
of course, on how fast the latter are rotating. The work in [9] gives the condition on 
s(t) under which strict following can be attained. 
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Position of all objects after t=20 
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Figure 5.2: Position of the maneuverable units and virtual leaders at t=20 seconds. 
Trajectories of units after t=35 
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Figure 5.3: Position of the maneuverable units and virtual leaders at t=35 seconds. 
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5.4 Chapter summary 
This chapter shows by simulation example, the formation of a given 
multi-maneuverable units may be controlled by the interactive force and the positions 
configuration of the virtual leaders. Virtual-leaders play the role as some moving 




OPIMIZATION BY INTERACTIVE FORCE 
This chapter studies the case of a formation pattern maneuvering under certain 
geometric constraints or obstacles. A framework using stationary virtual leader to 
emulate the geometric constraint is introduced. Interactive forces between control 
units and virtual leaders are discussed. Stationary virtual leaders in this case serve as 
reference in the system to influence the control units to abide by the geometric 
constraints. Optimization to the interactive force parameter will also be conducted. 
Simulation of a four maneuverable unit system will be presented. 
6.1 Narrow channel passage 
Consider a group of N control units with the following system dynamics, 
with Si^ the /-th control unit state, u.{t)E the i-th control unit input, 
and t e [0,R] V/G {l,...,iV}. 
Now, denoting the composite system state as x(t) = [ j t / x / e and the 
T T 
composite system control input as u(t) = [u^ ]，the whole system can be 
expressed as 
x(t) = Fix(t),u(t)) (6.2) 
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where 
“ / i (义丨⑴’ ⑴） ] 
F(x(t)Mt))= i (6.3) 
_/"(%0)’""(0)_ 
with J C � and 
A group of N control units and M fixed reference. We set the fixed reference as 
obstacle in a two dimensional space arranging as two plane boundaries on the y-axis 
with a fixed separation. Assuming here that the group of N units is already in 
equilibrium pattern. The purpose of the task here is to force these control units to 
travel from one side of the narrow channel to the other side, as shown in figure 6.1 . 
To achieve this, we will use stationary virtual leaders (the circles in figure 6.1), to 
emulate the presence of the walls defining the channels. Let the position of the 
stationary virtual leaders be given as b^ G = 1’...，M . 
• i • 
• I •. 
Figure 6.1: Narrow chancel passing. 
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Figure 6.1 then shows the square blocks representing the control units and the circles 
representing the obstacles. During travel, the formations of the control unit may be 
broken. After passing through the obstacle, the formation will be regained under the 
influence of the interactive force. To proceed, we need to define the interactive forces 
involved. 
6.2 Interactive forces 
For simplicity, we denote the separation of the i-th and the j-th maneuverable control 
unit as 
and the separation of the i-ih maneuverable control unit and y-th stationary virtual 
leader representing the geometric constraints as 
〜 ⑴ ⑴ - 柳 究 （6.4) 
Assume the system dynamics be Jc,. = m,. (t) for the maneuverable control units with 
u. (t) under the influence of other control units and virtual leaders, 
N X — X ^ X —b 
(0 = - S / i ( � ( 0 ) -^ - Z h (K ( 0 ) 一 疋 , ( 0 (6.5) 
j=\ ^ij k=\ "议 
where K. e is the damping coefficient of the i-th control unit. 
/ i (j)j (0) e ’ V? e [0,7] is the interactive force between the i-th control unit and the 
j-th control unit, f^ (/z,^  (t)) 6 Vr e [0, T] is the interactive force between the i-th 
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X. — X • 
control unit and the j-th stationary virtual leader. The term ———-e and 
� 
X. —b 
— - G ^ ^ is used for defining the normalized direction of the force. The 
K 
interactive / , and f^ are defined in the next section. 
6.3 Definition of interactive force 
The interactive force between two control units is defined as before. To avoid too 
close separation between any two control units, a repulsive force is set to increase in 
the separation of two control units. On the other hand, there will also be a region of 
attractive force to keep the control units as a group. Beyond that, there will be a null 
force region. Figure 6.2 shows for certain selection of force parameters as an example 
of /丨. 
Now, consider the interactive force between a control unit and a stationary virtual 
leader. Due to the function in avoiding obstacles, a repulsive region will be retained. 
However, no region of attractive force will be added. Figure 6.3 shows an examples of 
the relation ，with the x-axis as separation between control unit and the stationary 
virtual leader, and y-axis as the corresponding interactive force. 
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Figure 6.2: Shape for the interactive force. 
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Figure 6.3: Interactive force for obstacles. 
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6.4 Formulation as optimization problem 
The narrow channel passage problem above can be formulated as an optimization 
problem with the form of j\ and f^ as defined. 
6.4.1 Parameterization of /丨 and f^ 




r o ] 
The first parameter is p! = which correspond to the maximum repulsive force 
L义1� 
when the two objects (control units or control unit and stationary virtual leader) are 
very close to each other. 
一 
The second parameter is P2 = J which corresponds to the position between two 
objects (control units or control unit and stationary virtual leader) where there is 
neither repulsive nor attractive force, i.e., there is a zero force acting on the object. 
� Z 3 ] 
The third parameter is p^ = which corresponds to the position where there is a 
L义3� 
maximum attractive force . Due to the linear relationship in the interactive force, 
the corresponding separation e can be determined by the following equation. 
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丛 ] (6.7) 
L 义1 _ 
「义4] 
Finally, the last parameter is p �= ^ which correspond to the maximum 
separation within the region of attraction. If one control unit has the separation larger 
than /I4，this control unit will be considered as breaking out of the formation and not 
belonging to the group anymore unless they come together again. 
Now, putting these four parameters in a matrix form, 
P = [Px Pi P3 P4]2X4 (6.8) 
For any given p, ]\ and are thus defined. The only difference here is that f^ 
does not have the region of attraction. Hence, for ，we have 
/ i ( � � ) =义 1 - ^ { n j i t ) ) y r , ( t ) e [OJ3] (6 -9 ) 
M _ = 从 - � : � ; -从 ( 调 - A 4 ) ’ V 调 e [,3 A ] ( 6 . 1 0 ) 
/i(/V(0) = aVAv(,)e[/i4，oo] (6.11) 
For , we have 
= Qhjit)),^r,it)G [0，A,] ( 6 . 1 2 ) 
/2(^y(0) = 0,V^.(Oe[/l2,oo] (6.13) 
In order to well define the shape of the interactive force, some constraints will be 
added here. 
( 6 . 1 4 ) 
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0 < / l 3 ( 6 . 1 6 ) 
(6.17) 
The constraints can be put in a compact form: 
1 -人 
( 6 . 1 8 ) 
� 
_ , 3 - （ 
6.4.2 Reformulated optimization problem 
Given the initial condition g(0) = go -^ i … ^ N ^ N ^ I X I N ‘ mechanical 
constraints x. < aVie {l...,N} , we need to determine a solution 
p = [pj P2 P3 P4 ]2x4 . If there exists a feasible solution 
for p = [pj P2 P3 P4]2x4, then search for the optimal one to minimize the value 
for the given cost function J as before. Specifically, the problem is to minimize the 
following cost function 
min«/ = 丄 (6.19) 
subject to 
JC(0 = F ( J C ( 0 , M ( 0 ) ( 6 . 2 0 ) 
such that 
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8(0) = g, (6.21) 
Jc, yie N} ( 6 . 2 2 ) 
I - / I 2 
M = ^ ^ � 6 x 1 ( 6 . 2 3 ) 
-h 
A 人 
6.5 Simulation results 
Consider a system with four control units and four fixed stationary virtual leaders. 
The four control units are initially in formation. The four stationary virtual leaders are 
arranged so that it mimics a narrow channel. In order to force the formation through 
the narrow channel, an external force of 10 unit is added on the right most control unit. 
The terminal time is set as 20 seconds. In this case, we have 
=["-2 0 —5 2 -5 - 2 -7 o r (6.24) 
« g ( ) = <?o 一 L o o o o o 0 0 0 
h 一 「 。 。 。 。 ] (6.25) 
[3.5 2.5 -2 .5 -3.5_ 
“0 3.4752 7.0478 17.1795] 
The optimized result p is, p = ^^i/iii； n with a 
V/ • JL 丄 w/ 
corresponding cost of 二 9.67008. The result is that all control units can pass 
through the channel while avoiding any collision with the narrow channel. During 
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passage, the formation was broken. After passage, the formation was regained again 
by the interactive force among themselves. The final position at t = 20 is 
�6.5435 0.0002 2.2541 1.2254 2.2542 -1.232 2.0793 0.0002 
g{20)= 
0.7616 0.0002 0.8824 0.7116 0.8827 -0.7120 —0.0010 -0.0006 
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3 - i i i I j ； -
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Figure 6.4: Simulation result on narrow chancel passing 
Figure 6.4 shows the trajectories of the control units in this study. Figure 6.5 and 
figure 6.6 shows respectively, the optimized j\ and /？ function for the problem. 
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Function of f1 
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Figure 6.5: Function j \ after optimization. 
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Figure 6.6: Function f ^ after optimization. 
76 
6.6 Chapter Summary 
This chapter serves to extent the approach of optimization from polynomial 
trajectories to interactive force. Using a narrow channel passage example, it is shown 
that optimization is one of the means in dynamics formation maneuvering. The 
interactive function is now in piecewise linear form. However, we can extent by 
considering a more complex function, e.g., some exponential ones. 
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CHAPTER SEVEN 
MODIFICATION IN OBSTACLE 
The main propose in the formation maneuvering (obstacle avoidance) is to control 
several autonomous maneuverable control units in a huge system to prevent the 
collision between any control units and obstacles under interactive force defined 
before. The previous chapter has formulated an optimization problem in which the 
interactive forces serves as the optimized parameter. Obstacle is defined by the 
addition of stationary virtual leaders. In this chapter, we will study the problem with 
two modifications. The first modification is on the interactive force. The second 
modification is a new method in defining an obstacle and using the "shortest distance" 
concept to define the separation from an obstacle. Two simulation examples will be 
presented on obstacle avoidance under some given initial conditions and final 
conditions. A three maneuverable control unit system in obstacle avoidance will be 
used in the study. 
7.1 Modification for interactive force 
The interactive forces utilized in the optimization problem in this chapter are given in 
figure 6.4 and figure 6.5 In this study, in order to ensure that the repulsive force is 
definitely large enough to prevent collision, the interactive force is modified as 
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followed 
EjfectiveForce = w ~ (7 • 1) 
separation 
where w is a scaling factor. The force here can be j\ or depending on the case. 
The rationale of the modification is: when the separation of two objects is close, the 
separation should be very small, the effective force in equation (7.1) is thus magnified 
inversely proportion to the separation. 
7.2 Modification in obstacle description 
In the above cases, obstacles are defined by stationary virtual leader, which mean that 
they are physically dimensionless. To account for the fact that obstacles do have 
dimension, e.g., a triangular obstacle, three stationary virtual leader will be used to 
define the obstacle. With these three stationary virtual leader, a triangular-shape 
obstacle can be defined. This concept can actually be generalized to obstacle of any 
shape, which can be approximated by the combination of triangular obstacles. With 
this approach, we can define an obstacle in two dimensional space or three 
dimensional space. 
With the obstacle as described, the "separation" of control unit to the obstacle is not 
simply the distance of the unit to any one of the given stationary virtual leader that 
define the obstacle. Instead, we will use "shortest distance" concept. The following 
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section illustrates this concept with a two dimensional case. 
7.3 "Shortest distance" between control unit and obstacle 
The interactive force is a function of the separation from the control unit to the 
obstacle. Therefore, we need to determine this separation in order to find both the 
magnitude and also the direction of the interactive force to be applied. 
The following two cases illustrate the 
I 
adopted "shortest distant" concept in this •’I ‘ o 
！ y 
section. Case 1, consider the case shown in ！ ： / 
figure 7.1. There is an obstacle defined by I \ / ^ 
i 
three stationary virtual leaders and a given . 4 
control unit. In this case. The shortest Figure 7.1 Shortest distance (for Case 1) 
distance L is shown between the control unit 
and the obstacle 
! 
Case 2, consider the case that shown in | 
I L 
1 
figure 7.2. With the position of the control j 气 f 
-i…-XJ 
unit as now given, the shortest distance L is | \ j 
now the perpendicular distance between the " i 
^ , � ‘ ‘L ^ J. ‘ . J r Figure 7.2 Shortest distance (for Case 2) control unit to the nearest adjacent side of ^ ^ ‘ 
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the obstacle. 
Compared to the dimensionless treatment as before, the present "shortest distance" 
treatment of the obstacle amounts to produce an obstacle reference coordinate that is 
the function of the time. 
7.4 Simulation case studies 
7.4.1 Case study 7-1: Single triangular obstacle 
Now, let's consider the system that involves one triangular obstacle with three control 
units. At the beginning, the positions of the three control units are randomly selected; 
they are not in an equilibrium formation to start. Interactive forces are nonzero 
between the control units. The initial positions g � o f those control units are 
_ r - 4 - 1 -6 -5 -8 -11 (7.2) 
知 0 0 0 0 0 0 J ' 
The three stationary virtual leaders defining the triangular obstacle are 
^ = P 3 5 1 (7.3) 
[1 1 -4_ 
As mention by H. Seraji in [10], two sub-goal in set. All the control units are first in 
avoiding the obstacles. When there all of them are "away" form the obstacles, they 
will then focus on reaching the goal position set in the task. In order to force the 
system to move, an external force is applied to one of the control unit (i.e. the leader). 
In this case, a "step" force is added along the x-direction of that control unit 
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(7.4) 
In order to guide the motion of this leading control unit, another force will be added to 
the y-direction when the simulation time is equal to 30 second. 
f 0,0 < r < 30 n � � 
F(t) = \ ( 7 . 5 ) 
” [lO,30 < r < 50 
For the modified force in equation (7.1), a scaling factor w of 100. Finally, we set a 
final destination position P for the leading control unit 
P = p O ] (7.6) 
In order for the leading control unit to reach this destination, an attractive force is 
added to the leading control unit, when the formation has "passed" the obstacle. Here, 
we set this time as when the "shortest distance" from any of the control units to the 
triangular obstacle is greater than 15. 
f . . . . . ； — _ : : | 7 1 . a 1 
• I … ； 。 i … m 1 
J I i — i �� i i I  
-10 -5 0 5 10 15 20 
Figure 7.3，The trajectory of a three-control-unit system with single obstacle. 
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The results are given in figure 7.3. The initial state of the control units are given as 
"o" and the final state as "x' in the figure. In the beginning, all control units are 
traveling in the downwards direction in order to avoid the obstacle. After a while 
(t=30), an external force Fy(t) = 10 is added to the leading control unit. The control 
units are then moved up. When the shortest distance between the control units to the 
obstacle is larger than 15, an attractive force is produced to attract the leading control 
unit to settle at the destination position. 
7.4.2 Case study 7-2: Two triangular obstacles 
The simulation case study in this section is to add one more obstacle to the problem. 
The reference positions defining the second obstacle are: 
= [ 6 10 10] (7.7) 
' [ 0 0 5 _ 
All the settings and dynamics are unchanged when compared to the previous case. 
The simulation results are shown in figure 7.4. 
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Figure 7.4: The trajectory of a three-control-unit system with two obstacles. 
As shown in the figure 7.4，the front part of the trajectory is almost the same as case 1. 
The difference occurs when one of the control units arrives at x-coordinate of greater 
than 5. Due to the addition of obstacle, the trajectory changes a little bit to avoid 
collision with the new obstacle. However, since the second obstacle is too close to the 
destination of the control unit. The shortest distance from the control units and the 
obstacle is less than 15. As a result, the control units in this example cannot settle on 
the desired position as yet. 
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7.5 Chapter summary 
This chapter explores the effect of representing an obstacle with dimension. From the 
simulation results, the method proposed seems achievable. Since in actual situation, 
most obstacles will have nonzero dimension. The proposed method would hence 
enable a more realistic description of obstacle in our consideration. 
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CHAPTER EIGHT 
CONCLUSIONS AND FUTURE WORKS 
8.1 Conclusions 
Formation flying is one of the more notable applications, the success of which relies 
strongly on the efficient cooperation between subsystems. The present thesis 
specifically focuses on the study of formation maneuvering with interactive forces 
between units. By formulating optimization in formation maneuvering as an 
optimization problem, optimal interactive force can be determined to define the 
movement of the autonomous control unit while minimizing the accelerating forces. 
As a result, computational load in the centralized commander is reduced while 
enhancing the efficiency of the overall system. 
This thesis first of all studies the formation maneuvering as an optimal control 
problem. The optimization results of a previous work are extended from two 
dimensional cases into three dimensional cases here. Different weightings on the 
control units and different directions are studied. Moreover, simulations on obstacle 
avoidance are tackled with additional geometric constraints. The result is a feasible 
solution on obstacle avoidance. For more complicated situation, trajectories cannot be 
described by a fourth order polynomial anymore, subdivision on trajectories may be 
adopted, which lowers the computational load especially for a huge system. The 
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trade-off is that, the trajectories that determined will be a suboptimal solution only. 
As another approach to the problem, we studied the effects of interactive force 
between control units. Three different types of interactive forces may result depending 
on the separation between each other: a repulsive force when the separation is too 
close, an attractive force when separation is reasonable large and a zero force when 
the separation is really big. These three different interactive forces correspond to 
different situation. For a close separation, a repulsive force is needed so as to prevent 
collision. For a medium separation, an attractive force is introduced so as to maintain 
all the control units within a group. For a far separation, two objects are seems to 
belong to two different groups. No interactive force will be introduced within them. 
These interactive forces are sufficient to conduct obstacle avoidance. 
Virtual leaders are introduced next to maintain the translation and rotation within a 
group of elements. With the interactive forces between control units and virtual leader, 
the control units will exhibit translation or rotation as a group in response to the 
virtual leader movements. Simulation shows the achievability of this idea. As a result, 
we need only to command the leader in order to maneuver the whole system. 
Besides playing a leadership role in formation flying, the virtual leaders can also play 
the role of obstacles. By a suitably defined, a stationary virtual leader can also 
function as an obstacle. The only difference is that, in this case there will be no 
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attractive region for the interactive force, ensuring only that control units will tend to 
increase their distance with an obstacle. An example using narrow channel passage 
has illustrated such a case. Moreover, the idea of an interactive force achieving the 
desired performance in obstacle avoidance while at the same time minimizing the cost 
function has also been studied. 
Also included in this work is the study of obstacles with non-zero dimension. The 
effect of obstacle with finite dimension is investigated by placing a number of 
dimensional virtual leaders together forming a triangle. The approach thus allows 
different shape of obstacles to be represented and studied with stationary virtual 
leaders. 
8.2 Future Works 
Some future works of interest to investigate include: 
8.2.1 Fuzzy mapping 
An investigation on how the interactive force would change the formation pattern 
would be of interest. As mentioned before, fuzzy mapping that we used in the thesis is 
a very simple one. A more complicate fuzzy mapping can introduce more complexity 
in the relationships between control units, resulting in special formation pattern. 
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8.2.2 Intrinsic parameters and properties 
The dynamics of the system is governed by a second order differential equation 
generally in the following form 
Mx^Cx+Kx = 0 (8.1) 
Expansion and contraction of the formation pattern may be facilitated by increasing or 
decreasing the region of repulsive force. Likewise, rotation of the formation pattern 
may be facilitated by motions cased by the virtual leaders. We hope to derive some 
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