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Abstract
In the present paper, a new semi-analytical method is developed to cover a wide range of phase transformation problems and
their practical applications. The solution procedure consists of two parts: ﬁrst, determination of the position of the moving boundary
named the homogenous part and second, determination of the concentration named the non-homogenous part. The homogenous
part leads to a system of homogenous linear equations, based on the mathematical fact that a homogenous system has a non-trivial
solution if the determinant of the coefﬁcient matrix equals zero. This determinant leads to an ordinary differential equation for the
moving boundary, and its solution leads to a closed form formula for the position of the moving boundary. The non-homogenous
part transforms the governing equations to a non-homogenous linear system of equations, having three unknowns that appear in the
concentration proﬁle assumed in the beginning of the proposed method. Solution of the non-homogenous system leads to a value of
these unknowns. Once these unknowns are computed, the concentration at any time and at any point can be found easily.
© 2006 Published by Elsevier B.V.
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1. Introduction
Moving boundary problems have a wide range of industrial and engineering applications. These applications are
interesting both because of their diversity and non-linearity, which are associated with the moving boundary [8].
Moving boundary problems describe several phenomena in nature, science and society, others being the decease of
oxygen in a muscle in the vicinity of a clotted blood vessel [1,2,9], dendritic solidiﬁcation problem [4,11], the etching
problem [22] and phase transformations in metallic alloys [14,10].
Heat treatment of metals is often necessary to optimize their mechanical properties both for further processing and
ﬁnal use. During the heat treatment the metallurgical state of the alloy changes. This change can either involve the
phases being present or the morphology of the various phases [18].
Aluminum alloys usually contain precipitates and in-homogeneities. These in-homogeneities can be removed with a
thermal treatment, during which the precipitates dissolve.Although precipitate dissolution is not the only metallurgical
process taking place during homogenization, it is often the most critical of the processes occurring.
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Fig. 1. Problem conﬁguration.
Precipitate dissolutions can be modeled as one, two or three moving boundary problems. Till now, there are neither
general models formicrostructural changes nor general models for the kinetics of these changes [19].Models describing
the process as a moving boundary problem is also referred to as Stefan problems [17].
Several physical models for binary alloys have been developed, incorporating the effects of long-distance diffusion
[16] and non-equilibrium conditions at the interface [23]. In recent years, the simpler models covering binary and
ternary alloys have been extended to cover multi-component particles [21]. These advanced models cover a wide range
of physical assumptions concerning the dissolution conditions and the initial microstructure.
Due to the complex nature of the moving boundary problems very few analytical solutions are available and limited
to inﬁnite or semi-inﬁnite domain problems. Existence and uniqueness of analytical solutions had been proved by Evan
and Douglas, respectively, in [7,6].
Most researchers prefer numerical methods for solving phase transformation problems due to the non-linearity
behavior of the problem represented by Stefan condition at the moving boundary. In [5,20] one can ﬁnd various
numerical methods to solve phase transformation problems. These methods can be distinguished into three categories:
front tracking, front ﬁxing and ﬁxed-domain methods [3].
More recent numerical methods for solving phase transformation problems is the level set method, introduced ﬁrst
by Osher [13], and generalized to many problems [15,12].
In the present paper, a new analytical method is developed to cover a wide range of phase transformation problems
and their practical applications. The solution procedure consists of two parts, determination of the position of the
moving boundary named homogenous part and the concentration named non-homogenous part.
The homogenous part is a special treatment of the ﬁrst three moments in such a way that a system of homogenous
linear equations is obtained, based on the mathematical fact that the homogenous system has a non-trivial solution if
the determinant of the coefﬁcient matrix equals zero. This determinant leads to an ordinary differential equation and
its solution leads to a closed form formula for the moving boundary against time.
The non-homogenous part transforms the governing equations to a non-homogenous linear system of equations,
having three unknowns that appear in the concentration proﬁle assumed in the beginning of the proposed method.
Solution of the non-homogenous system leads to a value of these unknowns. Once these unknowns are computed, the
concentration at any time and at any point can be found easily. The complete analytical derivation of the two approaches
is given in the next section.
A solid–solid transformation and precipitate dissolution are two different examples solved using the present method
and their results are compared with similarity analytical solution and showed a good agreement with it.
2. Problem description and formulation
Consider a domain=[0, ] that is composed of a particle whose domain is denoted bypart=[0, s(t)) and diffusive
phase dif ph = (s(t), ]. We consider the concentration c(x, t) of certain material within =part ∪dif ph. Assume
the concentration of the particle is constant and denoted by cpart. The conﬁguration of the problem is shown in Fig. 1.
The state equations with the associated boundary and initial conditions are as follows:
c(x, t) = cpart, x ∈ part = [0, s(t)), t > 0, (1)
c(x, t)
t
= 
x
(
D
c(x, t)
x
)
, x ∈ dif ph = (s(t), ], t > 0. (2)
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It is assumed in the model that there is no concentration transport at the outer boundaries, i.e.,
c(x, t)
x
= 0, x ∈ , = 0 or , t0. (3)
Assume also a piecewise initial concentration of the form
c(x, 0) =
{
cpart, 0x < s0,
csol, x = s0,
c0, s0 <x,
(4)
where csol is the interface concentration and s0 is the initial position of the moving interface. The ﬁnal condition
represents the mass balance of atoms transferred to the diffusive phase:
c(x, t) = csol, x = s(t), (5)
ds(t)
dt
(cpart − csol) = D c(x, t)
x
, x = s(t), t > 0. (6)
In Eqs. (2) and (6), D denotes the diffusivity inside the diffusive part of the domain dif ph.
3. Analytical derivation of the method
Firstly, start the analytical derivation by assuming the concentration proﬁle in the diffusive phase. Secondly, the
concept of the moment integral method will be used based on the fact that there is no mass transport at the outer
surface. Two different approaches of mathematical manipulations will be derived leading to homogenous and the non-
homogenous system of linear equations. Their solutions will lead to all the unknowns that appear in the problem. In
the following sub-sections both homogenous and non-homogenous approaches will be derived in detail.
3.1. Homogenous part
We assume a concentration proﬁle of the form
c(x, t) = a(t) + b(t)
(
 − x
 − s(t)
)
+ d(t)
(
 − x
 − s(t)
)2
, s(t)x. (7)
Based on the boundary condition given in Eq. (3), the integral moment is applied [1], starting from the ﬁrst moment to
avoid the time differentiation of the unknown functions a(t), b(t) and d(t); therefore, the ﬁrst moment integral formula
takes the following form:∫ 
s
( − x)c(x, t)
t
dx = D
∫ 
s
( − x)
2c(x, t)
x2
dx. (8)
Integrating by parts the left-hand side of Eq. (8) and making use of Leibniz’s rule, yields
L.H.S. =
∫ 
s
( − x)c(x, t)
t
dx = d
dt
{
( − x)I1 +
∫ 
s
I1 dx
}
− ( − s)c(s, t)ds(t)
dt
, (9)
where
I1 =
∫ 
s
c(x, t) dx = ( − s)
{
a + b
2
+ d
3
}
. (10)
Substituting (10) into (9) leads to
L.H.S. = −( − s(t))c(s(t), t)ds(t)
dt
. (11)
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Eq. (7) at x = s(t) takes the form
c(s(t), t) = a(t) + b(t) + d(t). (12)
Substituting Eq. (12) into (11), we get
L.H.S. = −( − s(t))(a(t) + b(t) + d(t))ds(t)
dt
. (13)
Carrying out the integration of the R.H.S. of Eq. (8) leads to
R.H.S. = −D( − s(t))
[
c(x, t)
x
]
x=s(t)
+ Dc(, t) − Dc(s(t), t). (14)
Using the three terms in the right-hand side of Eq. (14) will be as follows:
[
c(x, t)
x
]
x=s(t)
= − 1
( − s(t)) (b(t) + 2d(t)),
c(, t) = a(t),
c(s(t), t) = a(t) + b(t) + d(t). (15)
Using Eqs. (15), Eq. (14) becomes
R.H.S. = b(t)[D − 1] + d(2D − 1). (16)
Now, the ﬁnal forms of the right- and left-hand sides of Eq. (8) are given by Eqs. (13) and (16), respectively. By equating
Eqs. (13) and (16), we get a simpliﬁed form for the ﬁrst moment equation:
11a(t) + 12b(t) + 13d(t) = 0. (17)
A similar procedure for the second and the third moments is as follows, respectively:
21a(t) + 22b(t) + 23d(t) = 0, (18)
31a(t) + 32b(t) + 33d(t) = 0, (19)
where
11 = −( − s(t))
ds(t)
dt
,
12 = −( − s(t))
ds(t)
dt
− (D − 1),
13 = −( − s(t))
ds(t)
dt
− (2D − 1), (20)
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21 = −( − s(t))
ds(t)
dt
,
22 = −( − s(t))
ds(t)
dt
,
23 = −( − s(t))
ds(t)
dt
− 2
3
D, (21)
31 = −( − s(t))
ds(t)
dt
+ 3D,
32 = −( − s(t))
ds(t)
dt
+ 2D,
33 = −( − s(t))
ds(t)
dt
+ D. (22)
3.2. Non-homogenous part
Integrating by parts the left-hand side of Eq. (8) yields
L.H.S. = −( − s(t))c(s(t), t)ds(t)
dt
. (23)
Using the boundary condition at x = s(t) into Eq. (23) gives
L.H.S. = −( − s(t))csol ds(t)dt . (24)
Carrying out the integration of the R.H.S. of Eq. (2) leads to
R.H.S. = −D( − s(t))
[
c(x, t)
x
]
x=s(t)
+ Dc(, t) − Dc(s(t), t). (25)
The three terms in the right-hand side of Eq. (25) will be as follows:[
c(x, t)
x
]
x=s(t)
= − 1
( − s(t)) (b(t) + 2d(t)),
c(, t) = a(t),
c(s(t), t) = csol. (26)
Using Eqs. (26), Eq. (25) will be
R.H.S. = D[b(t) + 2d(t)] + Da(t) − Dcsol. (27)
Now, the ﬁrst moment equation will take the following simpliﬁed form:
11a(t) + 12b(t) + 13d(t) =1. (28)
A similar procedure for the second and the third moments is as follows, respectively,
21a(t) +22b(t) +23d(t) =2, (29)
31a(t) +32b(t) +33d(t) =3, (30)
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where
11 = 12 = D,
13 = 2D,
1 = Dcsol − csol( − s(t))ds(t)dt , (31)
21 = 2D( − s(t)),
22 = D + D( − s(t)),
23 = 2D + 23D( − s(t)),
2 = 2D( − s(t))csol − csol( − s(t))2 ds(t)dt , (32)
31 = 0,
32 = D( − s(t))2,
33 = 2D( − s(t))2,
3 = 3D( − s(t))2csol − csol( − s(t))3 ds(t)dt . (33)
Now, re-write Eq. (5) as follows:
ds(t)
dt
= D(c(x, t)/x)x=s(t)
(Cpart − csol) . (34)
But (
c(x, t)
x
)
x=s(t)
= −1
( − s(t)) (b(t) + 2d(t)). (35)
Then, Eq. (34) takes the following form:
ds(t)
dt
= −D
( − s(t))(Cpart − csol) (b(t) + 2d(t)). (36)
Substituting Eq. (36) into equations of moments of the non-homogenous part and, simplifying, we get the non-
homogenous linear system of equations as follows:
11a(t) + 12b(t) + 13d(t) =∗1, (37)
21a(t) + 22b(t) + 23d(t) =∗2, (38)
31a(t) + 32b(t) + 33d(t) =∗3, (39)
where
11 = D,
12 = D − Dcsol
cpart − csol ,
13 = 2D − 2Dcsol
cpart − csol ,
S.G. Ahmed / Journal of Computational and Applied Mathematics 206 (2007) 409–419 415
21 = 2D( − s(t)),
22 = 2D( − s(t)) − 2D( − s(t))csol
cpart − csol ,
23 = 83D( − s(t)) −
2D( − s(t))csol
cpart − csol ,
31 = 0,
32 = D( − s(t))2 − 2D( − s(t))
2csol
cpart − csol ,
33 = 2D( − s(t)) − 2D( − s(t))
2csol
cpart − csol ,
∗1 = csol,
∗2 = 2D( − s(t))csol,
∗3 = 3D( − s(t))2csol. (40)
A detailed description of the solution procedure for homogenous and non-homogenous systems will be explained in
the following two sub-sections.
3.3. Solution procedure
3.3.1. Homogenous system
The homogenous system given by Eqs. (17)–(19) in a matrix form will be
[11 12 13
21 22 23
31 32 33
][
a(t)
b(t)
d(t)
]
=
[0
0
0
]
. (41)
This system has a non-trivial solution if the determinant of the coefﬁcients equals zero. Therefore, it takes the following
form:
11[2233 − 3223] − 12[2133 − 3123] + 13[2132 − 3122] = 0. (42)
Expanding Eq. (42) and simplifying leads to the following ordinary differential equation:
F1(s(t))
[
ds(t)
dt
]2
+ F2(s(t))
[
ds(t)
dt
]
+ A = 0, (43)
where
F1(s(t)) = 83D( − s(t))2,
F2(s(t)) =
[−22
3 D
2( − s(t)) + 4D(D − 1)( − s(t)) − D(2D − 1)( − s(t))
]
,
A = −6D2(D − 1). (44)
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Table 1
Numerical data [9]
Cpart C0  s0 D csol
Example 1 0.53 0.1 1.0 0.2 1
Example 2 100 0 0.1 × 10−4 m 0.1 × 10−6 m 10−13 m2/s 0
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Time
0.20
0.25
0.30
0.35
0.40
0.45
0.50
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g 
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n
Movement of the moving boundary
Analytical similarity method
Present method
Fig. 2. Location of the moving boundary—Example 1.
Eq. (43) has an analytical solution of the following form:
s2F2
4A
+ 1
4A
√
(s2F 22 − 4F1sA)s −
F1
2F 22
√
(s2F 22 − 4F1sA)
− AF
2
1
F 22
√
F 22
ln
√
F 22 s − 2
√
F 22
AF 1
F 22
+
√
(s2F 22 − 4F1sA) + t = C∗1 , (45)
where C∗1 is the constant of integration.
3.3.2. Non-homogenous system
From the homogeneous system, the moving boundary can be tracked at each time step. Then, the complete solution
can be obtained by solving the non-homogeneous systemgiven byEqs. (37)–(39) usingGauss orGauss–Jordanmethods
of solutions.
4. Numerical results and discussion
A solid–solid transformation and precipitate dissolution are two different examples solved. The numerical data are
given in Table 1.
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Fig. 3. Concentration against space variable at different times—Example 1.
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Fig. 4. Moving boundary for Example 2.
4.1. Results of Example 1
For the ﬁrst example, the moving boundary is computed using Eq. (45) and compared with the similarity solution
as shown in Fig. 2. It appears that the present solution is close to the similarity solution with a small deviation. The
deviation is due to the inﬁnite domain of the similarity solution while the present method is for ﬁnite domain problems.
Small time or space step may decrease the deviation between the present and the similarity solution.
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Fig. 5. Variation of concentration for Example 3.
Based on the proposed method in the present paper, the concentration is computed at three different times against
space variable x, as shown in Fig. 3. It is clear the concentration in the particle domain is always constant and equal to
the value of the boundary condition Cpart = 0.53 as given in Table 1.
On the other hand, the concentration in the diffusive phase starts at the point very close to the moving boundary at
the time of computations. Therefore, the starting point of these three curves is different from one case to the other due
to the position of the moving boundary at these times. The behavior of the concentration at the three times is the same
and agrees with the physical behavior of the problem.
4.2. Results of Example 2
For the second example, a comparison is made for the moving boundary between the proposed method and the
similarity solution as shown in Fig. 4. The error between the two solutions is still small and can be neglected. As time
proceeds, the present solution starts to deviate but the error remains still small.
The variation of the concentration with time is also computed from the proposed method and compared with the
similarity solution as shown in Fig. 5 and a good agreement is obtained.
5. Conclusions
A 90% analytical method is developed in the present paper to solve a wide range of phase transformation problems.
The method is based on the moment integral and its solution procedure consists of two parts. The ﬁrst part leads to a
homogenous system of linear equations, their solutions leading to an ordinary differential equation. The solution of the
ordinary differential equation is the variation of the moving boundary with time, which represents the major part of
the solution of the problem under consideration. The second part leads to a linear system of equations, their solutions
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leading to all the remaining unknowns in the problem. The mathematical manipulation of the present method is long
but easy.
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