A variational representation and large deviations for functionals of
  G-Brownian motion by Gao, Fuqing
ar
X
iv
:1
20
4.
45
25
v1
  [
ma
th.
PR
]  
20
 A
pr
 20
12
A VARIATIONAL REPRESENTATION AND LARGE
DEVIATIONS FOR FUNCTIONALS OF G-BROWNIAN MOTION
FUQING GAO
Abstract. A variational representation for functionals of G-Brownian motion is
established by a finite-dimensional approximate technique. As an application of
the variational representation, we obtain a large deviation principle for stochastic
flows driven by G-Brownian motion.
1. Introduction
Peng ([20]) proposed G-Brownian motion andG-expectation. The stochastic anal-
ysis under the G-expectation (G-stochastic calculus) has had many important pro-
gresses in recent years (cf. [22] and references therein). For a connection between
Denis and Martini ([9]) and the G-stochastic integration theory of Peng ([20]), we
refer to Denis, Hu and Peng ([10]), and Soner, Touzi and Zhang ([25]). The G-
stochastic calculus also provides a framework for financial problems with uncertainty
about the volatility and a stochastic method for fully nonlinear PDEs (cf. [9],[20],
[26]).
The purpose of this paper is to establish a variational representation for func-
tionals of G-Brownian motion and a large deviation principle for stochastic flows
driven by G-Brownian motion. We obtain the following variational representation
for functionals of G-Brownian motion:
E
G(eΦ(B)) = exp
{
sup
η∈(M2(0,T ))d
E
G
(
Φ (Bη)−HGT (η)
)}
, (1.1)
where Φ ∈ L1G(ΩT ) bounded, {Bt, t ∈ [0, T ]} is a G-Brownian motion and {〈B〉t, t ∈
[0, T ]} is its quadratic variation process, Bηt = Bt +
∫ t
0
ηsd〈B〉s and HGT (η) =
1
2
∑d
i,j=1
∫ T
0
ηisη
j
sd〈B〉ijs . The definitions of EG, L1G(ΩT ), M2(0, T ), the G-Brownian
motion and the quadratic variation process will be given in Section 2. As an ap-
plication of the variational representation, we obtain a large deviation principle for
stochastic flows driven by G-Brownian motion.
In the classical case, a variational representation of functionals of finite dimen-
sional Brownian motion was first obtained by Boue´ and Dupuis ([4]). Chen and
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Xiong ([7]) considered the variational representations under a g-expectation which
is defined by a backward stochastic differential equation. The variational represen-
tations have been shown to be useful in deriving various asymptotic results in large
deviations (cf. [4], [5], [6], [11] and [23]) and functional inequalities (cf. [3]).
Under G-expectation, the complicated measurable selection technique in [4] can-
not be used and the Clark-Ocone formula is not available. In this paper, we will
develop finite-dimensional approximate technique under G-expectation. We prove
that a finite-dimensional functional for G-Brownian motion can be approximated by
a sequence of G- stochastic differential equations, which plays an important role in
the proof of the upper bound. The lower bound will be proved by the G-Girsanov
transformation (cf. [29]) and bounded approximation. In particular, this also pro-
vides a new proof for the variational representations of Boue´ and Dupuis.
The remainder of the paper is organized as follows. In Section 2 we recall some
basic conceptions and results under G-framework. The variational representation
is proved in Section 3. An abstract large deviation principle for functionals of G-
Brownian motion is presented in Section 4. A large deviation principle of stochastic
flows driven by G-Brownian motion is established in Section 5.
2. G-expectation and G-Brownian motion
In this section, we briefly recall some basic conceptions and results about G-
expectation and G-Brownian motion (see [10],[20], [21] and [22] for details).
2.1. Sublinear expectation. Let Ω be a given set and let H be a linear space of
real valued functions defined on Ω with c ∈ H for all constants c, and satisfying: if
Xi ∈ H, i = 1, · · · , d, then
ϕ(X1, · · · , Xd) ∈ H, for all ϕ ∈ lip(Rd),
where lip(Rd) is the space of all bounded and Lipschitz continuous functions on Rd.
A sublinear expectation Eˆ on H is a functional Eˆ : H 7→ R satisfying the following
properties:
Monotonicity: If X ≥ Y then Eˆ(X) ≥ Eˆ(Y );
Constant preserving: Eˆ(c) = c;
Sub-additivity: Eˆ(X)− Eˆ(Y ) ≤ Eˆ(X − Y );
Positive homogeneity: Eˆ(λX) = λEˆ(X), ∀λ ≥ 0.
The triple (Ω,H, Eˆ) is called a sublinear expectation space. X ∈ H is called a
random variable in (Ω,H).
A m-dimensional random vector X = (X1, · · · , Xm) is said to be independent of
another n-dimensional random vector Y = (Y1, · · · , Yn) if
Eˆ(ϕ(X, Y )) = Eˆ(Eˆ(ϕ(X, y))y=Y ), for ϕ ∈ lip(Rm × Rn).
Let X1 and X2 be two d–dimensional random vectors defined respectively in sub-
linear expectation spaces (Ω1,H1, Eˆ1) and (Ω2,H2, Eˆ2). They are called identically
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distributed, denoted by X1 ∼ X2, if
Eˆ1(ϕ(X1)) = Eˆ2(ϕ(X2)), ∀ϕ ∈ Cb.Lip(Rn).
A d-dimensional random vector X = (X1, · · · , Xd) in a sublinear expectation
space (Ω,H, Eˆ) is called G-normal distributed if for each a , b ≥ 0 we have aX+bX¯ ∼√
a2 + b2X, where X¯ is an independent copy of X . The letter G denotes the function
G : Sd 7→ R: G(A) := 12 Eˆ((AX,X)), where Sd is the collection of d × d symmetric
matrices and (·, ·) denotes the inner product in Rd, i.e., (x, y) :=∑di=1 xiyj for any
x = (x1, · · · , xd), y = (y1, · · · , yd) ∈ Rd.
Let d-dimensional random vector X = (X1, · · · , Xd) in a sublinear expectation
space (Ω,H, Eˆ) be G-normal distributed. For each ϕ ∈ lip(Rd), set u(t, x) =
Eˆ
(
ϕ(x+
√
tX)
)
, t ≥ 0, x ∈ Rd. Then u(t, x) is the unique viscosity solution of
the following equation,
∂u
∂t
−G (D2xu) =0, t ≥ 0, x ∈ Rd, u(0, x) = ϕ(x), (2.1)
where D2xu = (∂
2
xixju)
d
i,j=1 is the Hessian matrix of u.
The inner product in Sd is defined by (A1, A2) =
∑d
i,j=1 a1(i, j)a2(i, j) for A1 =
(a1(i, j))d×d ,A2 = (a2(i, j))d×d. Then the map G : Sd 7→ R is a monotonic and
sublinear function, i.e., for A, A¯ ∈ Sd,

G(A+ A¯) ≤ G(A) +G(A¯),
G(λA) = λG(A), for all λ ≥ 0,
G(A) ≥ G(A¯), if A ≥ A¯.
(2.2)
For a monotonic and sublinear function G : Sd 7→ R given, there exists a bounded,
convex and closed subset Σ ⊂ S+d (the non-negative elements of Sd) such thatG(A) =
1
2
supσ∈Σ(A, σ). Throughout this paper, we assume that there exist constants 0 <
σ ≤ σ <∞ such that
Σ ⊂ {σ ∈ Sd; σId×d ≤ σ ≤ σId×d} . (2.3)
2.2. G-Brownian motion and G-expectation. Let Ω denote the space of all
Rd-valued continuous paths ω : (0,+∞) ∋ t 7−→ ωt ∈ Rd, with ω0 = 0. Let
B(Ω), M, L0(Ω), Bb(Ω) and Cb(Ω) denote respectively the Borel σ-algebra of Ω,
the collection of all probability measure on Ω, the space of all B(Ω)-measurable real
functions, all bounded elements in L0(Ω) and all continuous elements in Bb(Ω). For
each t ∈ [0,∞), we also denote Ωt := {ω·∧t : ω ∈ Ω}; Ft := B(Ωt); L0(Ωt): the
space of all B(Ωt)-measurable real functions; Bb(Ωt) := Bb(Ω) ∩ L0(Ωt); Cb(Ωt) :=
Cb(Ω) ∩ L0(Ωt).
For each t > 0, set
Lip(Ωt) :=
{
ϕ (ωt1 , ωt2 , · · ·ωtn) : n ≥ 1, t1, · · · , tn ∈ [0, t], ϕ ∈ lip((Rd)n))
}
.
Define Lip(Ω) :=
⋃∞
n=1 Lip(Ωn) ⊂ Cb(Ω).
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Let G : Sd 7→ R be a given monotonic and sublinear function. A continuous pro-
cess {Bt(ω)}t≥0 in a sublinear expectation space (Ω,H,EG) is called a G-Brownian
motion if it has stationary and independent increments, B0 = 0, B1 is G-normal
distributed and EG(Bt) = −EG(−Bt) = 0 for t ≥ 0.
The topological completion of Lip(Ωt) (resp. Lip(Ω)) under the Banach norm
‖ · ‖p,G := (EG(| · |p))1/p is denoted by LpG(Ωt) (resp. LpG(Ω)), where p ≥ 1. EG(·) can
be extended uniquely to a sublinear expectation on L1G(Ω). We denote also by E
G
the extension. It is proved in [10] that L0(Ω) ⊃ LpG(Ω) ⊃ Cb(Ω), and there exists
a weakly compact family P of probability measures defined on (Ω,B(Ω)) such that
E
G(X) = supP∈P EP (X) for X ∈ Cb(Ω). EG(·) has the following regularity ([10]):
For each {Xn}∞n=1 in Cb(Ω) with Xn ↓ 0 on Ω, EG(Xn) ↓ 0. We also denote
E
G
(X) = sup
P∈P
EP (X), X ∈ L0(Ω).
The natural Choquet capacity associated with EG is defined by
cG(A) := sup
P∈P
P (A), A ∈ B(Ω).
A set A ⊂ Ω is polar if cG(A) = 0. A property holds “quasi-surely” (q.s.) if it holds
outside a polar set. A mapping X on Ω with values in a topological space is said to
be quasi-continuous (q.c.) if for any ε > 0, there exists an open set O with cG(O) < ε
such that X|Oc is continuous. LpG(Ω) also has the following characterization ([10]):
LpG(Ω) =
{
X ∈ L0(Ω); lim
n→∞
E
G
(|X|pI{|X|≥n}) = 0,
and X is cG-quasi surely continuous
}
.
Let us recall the representation theorem of G-expectation. For a monotonic and
sublinear function G : Sd 7→ R given, there exists a bounded, convex and closed
subset Σ ⊂ S+d such that G(A) = 12 supσ∈Σ(A, σ). Set Γ := {γ = σ1/2, σ ∈ Σ}.
Let P be the Wiener measure on Ω. Let AΓ0,∞ be the collection of all Γ-valued
{Ft, t ≥ 0}-adapted processes on the interval [0,+∞), i.e., {θt, t ≥ 0} ∈ AΓ0,∞ if and
only if θt is Ft measurable and θt ∈ Γ for each t ≥ 0, and let Pθ be the law of the
process {∫ t
0
θsdωs, t ≥ 0} under the Wiener measure P . The representation theorem
of G-expectation([10]) is stated as follows: for all X ∈ L1G(Ω)
E
G(X) = sup
θ∈AΓ0,∞
EPθ(X). (2.4)
2.3. G-Stochastic integral and quadratic variation process. Given T > 0.
For p ∈ [1,∞), let Mp,0G (0, T ) denote the space of R-valued piecewise constant
processes
ηt =
n−1∑
i=0
ηti1[ti,ti+1)(t)
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where ηti ∈ LpG(Ωti), 0 = t0 < t1 < · · · < tn = T . For η ∈ Mp,0G (0, T ), j = 1, · · · , d,
the G-stochastic integral is defined by
Ij(η) :=
∫ T
0
ηsdB
j
s :=
n−1∑
i=0
ηti(B
j
ti+1 −Bjti).
LetMpG(0, T ) be the closure ofM
p,0
G (0, T ) under the norm: ‖H‖pMpG(0,T ) := E
G
(∫ T
0
|ηt|pdt
)
.
Then the mapping Ij :M2,0G (0, T )→ L2G(ΩT ) is continuous, and so it can be contin-
uously extended to M2G(0, T ).
For any η = (η1, · · · , ηd) ∈ (M2G(0, T ))d, define∫ T
0
ηsdBs =
d∑
i=1
∫ T
0
ηisdB
i
s.
The quadratic variation process of G-Brownian motion is defined by
〈B〉t := (〈B〉ijt )1≤i,j≤d =
(
BitB
j
t − 2
∫ t
0
BisdB
j
s
)
1≤i,j≤d
, 0 ≤ t ≤ T.
〈B〉t is a Sd-valued process with stationary and independent increments.
For any 1 ≤ i, j ≤ d, define a mapping M1,0G (0, T ) 7→ LTG(Ω1) as follows:
Qij0,T (η) =
∫ T
0
ηsd 〈B〉ijs :=
n−1∑
k=0
ηtk(〈B〉ijtk+1 − 〈B〉
ij
tk
).
Then Qij0,T can be uniquely extended to M
1
G(0, T ). We still denote this mapping by∫ T
0
ηsd 〈B〉ijs = Qij0,T (η), η ∈M1G(0, T ).
For η = (η1, · · · , ηd) ∈ (M1G(0, T ))d, define∫ T
0
ηsd 〈B〉s =
(
d∑
j=1
∫ T
0
ηjsd 〈B〉ijs
)
d×1
.
and for η = (ηij)d×d ∈ (M1G(0, T ))d×d, define∫ T
0
ηsd 〈B〉s =
d∑
i,j=1
∫ T
0
ηijs d 〈B〉ijs .
2.4. G-Girsanov formula. In one dimensional case, under a strong Novikov-type
condition, Xu, Shang and Zhang ([29]) obtained a Girsanov formula under G-
expectation based on the martingale characterization theorem ([28]) of G-Brownian
motion. A multi-dimensional version of the G-Girsanov formula is presented in [19].
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For η = (η1, · · · , ηd) ∈ (M2G(0, T ))d satisfying the following strong Novikov con-
dition:
E
G
(
exp
{
1
2
(1 + ǫ))
d∑
i,j=1
∫ T
0
ηisη
j
sd〈B〉ijs
})
<∞, for some ǫ > 0, (2.5)
we define
Eηt = exp
{∫ t
0
ηsdBs − 1
2
d∑
i,j=1
∫ t
0
ηisη
j
sd〈B〉ijs
}
, 0 ≤ t ≤ T. (2.6)
Then Eηt is quasi-continuous. By the condition (2.5), Eηt , t ∈ [0, T ] is a martingale
under each Pθ, and Eηt ∈ L1G(Ωt), t ∈ [0, T ] (cf. [29]). Set
dPθ,η = EηTdPθ, (2.7)
and
E
G,η(X) = sup
θ∈AΓ0,∞
Pθ,η(X), X ∈ Lip(ΩT ). (2.8)
Let L1G,η(Ωt) be the completion of (Lip(Ωt),E
G,η(| · |)). Then EG,η can be extended
to L1G,η(ΩT ), and the following G-Girsanov formula holds:
G-Girsanov formula. ([29], [19]) Under the condition (2.5),
B−ηt := Bt −
∫ t
0
ηsd〈B〉s, t ∈ [0, T ]
is a G- Brownian motion under EG,η.
3. A variational representation for functionals of G-Brownian
motion
The main result in this section is the following variation representation for func-
tionals of G-Brownian motion.
Theorem 3.1. Let Φ ∈ L1G(ΩT ) be bounded. Then
E
G(eΦ(B)) = exp
{
sup
η∈(M2G(0,T ))d
E
G
(
Φ (Bη)−HGT (η)
)}
=exp
{
sup
η∈(M2,0G (0,T ))d∩Bb(ΩT )
E
G
(
Φ (Bη)−HGT (η)
)}
,
(3.1)
where Bηt := Bt +
∫ t
0
ηsd〈B〉s,
HGt (η) =
1
2
d∑
i,j=1
∫ t
0
ηisη
j
sd〈B〉ijs , t ∈ [0, T ]. (3.2)
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Remark 3.1. (1). The following proof of Theorem 3.1 is not depend on the rep-
resentation for ordinary Brownian motion, the variational formula of the relative
entropy, the measurable selection technique and the Clark-Ocone formula. In partic-
ular, this also gives a new proof of the representation for ordinary Brownian motion
in [4].
(2). Notice that the G-expectation is the supremum of a collection of expectations
so that the canonical map in Wiener space is a martingale under the expectations. If
the representation for ordinary Brownian motion can be extended to continuous mar-
tingales, then Theorem 3.1 can be obtained from this extension. But the extension
is not available.
Lemma 3.1. (cf. [22], [25]) Let ηijs ∈ M2G(0, T ), ηijs = ηjis , i, j = 1, · · · , d be given
and set
Mt = 2
∫ t
0
G(ηs)ds−
∫ t
0
ηsd〈B〉s, t ∈ [0, T ].
Then Mt ≥ 0, q.s. for all t ∈ [0, T ]. In particular, t→Mt is increasing.
Proof. Take a sequence η(N) ∈ (M2,0G (0, T ))d×d , where
η(N)s =
N∑
k=1
η
(N)
t
(N)
k−1
I
[t
(N)
k−1,t
(N)
k )
(s), 0 = t
(N)
0 < t
(N)
1 < · · · < t(N)nN = T,
such that
lim
N→∞
max
1≤i,j≤d
E
G
(∫ T
0
|(η(N)s )ij − ηijs |2
)
ds = 0.
Then
E
G
(∫ T
0
|G(ηs)−G(η(N)s )|
)
ds
≤EG
(∫ T
0
max{G(ηs − ηNs ), G(η(N)s − ηs)}
)
ds
=
1
2
E
G
(∫ T
0
sup
σ∈Σ
|(ηs − η(N)s , σ)|
)
ds→ 0 as N →∞,
which yields that for any t ∈ [0, T ],
lim
N→∞
E
G
(∣∣∣∣Mt −
(
2
∫ t
0
G(η(N)s )ds−
∫ t
0
η(N)s d〈B〉s
)∣∣∣∣
)
= 0
Thus, it is sufficient to consider the case ηij ∈ M2,0G (0, T ), ηijs = ηjis , i, j = 1, · · · , d,
i.e.,
ηs =
N∑
k=1
ηtk−1I[tk−1,tk)(s), 0 = t0 < t1 < · · · < tN = T.
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In this case, we have
Mt =
N∑
k=1
(
2G
(
ηtk−1(tk − tk−1)
)− (ηtk−1 , 〈B〉tk − 〈B〉tk−1))
=
N∑
k=1
(
sup
σ∈Σ
(
ηtk−1(tk − tk−1), σ
)− (ηtk−1 , 〈B〉tk − 〈B〉tk−1)
)
=
N∑
k=1
(tk − tk−1)
(
sup
σ∈Σ
(
ηtk−1 , σ
)−
(
ηtk−1 ,
(〈B〉tk − 〈B〉tk−1)
tk − tk−1
))
≥ 0.

Proof. The proof of the lower bound of Theorem 3.1.
Step 1. Bounded case. Let η be bounded. Then by the G-Girsanov-formula,
E
G(eΦ(B)) =EG,−η(eΦ(B
η)) = EG
(
eΦ(B
η) exp
{
−
∫ T
0
ηsdBs −HGT (η)
})
.
By Jensen’s inequality, we have
logEG(eΦ(B)) ≥EG
(
Φ(Bη)−
∫ T
0
ηsdBs −HGT (η)
)
= EG
(
Φ(Bη)−HGT (η)
)
.
Step 2. General case. Choose a sequence {Φn, n ≥ 1} of uniformly bounded and
Lipschitz continuous functions such that
lim
n→∞
E
G(|Φn − Φ|2) = 0.
For η ∈ (M2G(0, T ))d given, we can find a sequence {η(m), m ≥ 1} ⊂ (M2,0G (0, T ))d ∩
Bb(ΩT ) such that
lim
m→∞
E
G
(∫ T
0
|η(m)t − ηt|2dt
)
= 0.
Then
lim
m→∞
E
G
(∣∣HGT (η(m))−HGT (η)∣∣) = 0,
and for each n ≥ 1, by Lipschitz continuity of Φn, we also have
lim
m→∞
E
G
(∣∣∣Φn (Bη)− Φn (Bη(m))∣∣∣) ≤ l(n, σ¯) lim
m→∞
E
G
(∫ T
0
|η(m)t − ηt|dt
)
= 0
where l(n, σ¯) is a constant independent ofm. Therefore, in order to prove EG(eΦ(B)) ≥
EG
(
Φ (Bη)−HGT (η)
)
, it only remains to verify
lim
n→∞
sup
m≥1
E
G
(∣∣∣Φn (Bη(m))− Φ(Bη(m))∣∣∣) = 0. (3.3)
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Fix ǫ > 0. Let M ∈ (0,∞) be an uniform upper bound |Φn|, |Φ|, n ≥ 1. Then
E
G
(∣∣∣Φn (Bη(m))− Φ(Bη(m))∣∣∣)
= sup
θ∈AΓ0,∞
EPθ
(∣∣∣Φn (Bη(m))− Φ(Bη(m))∣∣∣)
≤2M sup
θ∈AΓ0,∞
Pθ
(∣∣∣Φn (Bη(m))− Φ(Bη(m))∣∣∣ > ǫ)+ ǫ.
Therefore, we only need to show that for any ǫ > 0,
lim
n→∞
sup
m≥1
sup
θ∈AΓ0,∞
Pθ
(∣∣∣Φn (Bη(m))− Φ(Bη(m))∣∣∣ > ǫ) = 0. (3.4)
For any N ∈ (1,∞),
sup
m≥1
sup
θ∈AΓ0,∞
Pθ
(∣∣∣Φn (Bη(m))− Φ(Bη(m))∣∣∣ > ǫ)
= sup
θ∈AΓ0,∞
Pθ
(
I{∣∣∣Φn
(
Bη
(m)
)
−Φ
(
Bη
(m)
)∣∣∣>ǫ
}E−η(m)T (E−η
(m)
T )
−1
)
≤N sup
θ∈AΓ0,∞
EPθ
(
I{∣∣∣Φn
(
Bη
(m)
)
−Φ
(
Bη
(m)
)∣∣∣>ǫ
}E−η(m)T
)
+ sup
θ∈AΓ0,∞
EPθ
(
I{∣∣∣Φn
(
Bη
(m)
)
−Φ
(
Bη
(m)
)∣∣∣>ǫ
}I{E−η(m)T ≤1/N}
)
.
By Chebyshev’s inequality and the G-Girsanov-formula, for all m ≥ 1,
sup
θ∈AΓ0,∞
EPθ
(
I{∣∣∣Φn
(
Bη
(m)
)
−Φ
(
Bη
(m)
)∣∣∣>ǫ
}E−η(m)T
)
≤ 1
ǫ2
sup
θ∈AΓ0,∞
EPθ
(∣∣∣Φn (Bη(m))− Φ(Bη(m))∣∣∣2 E−η(m)T
)
=
1
ǫ2
E
G(|Φn − Φ|2)→ 0 as n→∞.
We also have that
sup
m≥1
sup
θ∈AΓ0,∞
EPθ
(
I{∣∣∣Φn
(
Bη
(m)
)
−Φ
(
Bη
(m)
)∣∣∣>ǫ
}I{E−η(m)T ≤1/N}
)
≤ 1
logN
sup
m≥1
sup
θ∈AΓ0,∞
EPθ
(
− log E−η(m)T
)
=
1
logN
sup
m≥1
E
G
(
HGT (η
(m))
)→ 0 as N →∞.
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(3.4) is valid. Hence,
E
G(eΦ(B)) ≥ exp
{
sup
η∈(M2G(0,T ))d
E
G
(
Φ (Bη)−HGT (η)
)}
. (3.5)
The proof of the upper bound Theorem 3.1.
First, let us consider Φ = f(Bt1 , · · · , Btn), where f ∈ lip((Rd)n) and 0 ≤ t1 <
· · · < tn = T . Set
‖f‖ := sup
y∈(Rd)n
|f(y)|, ‖f‖lip := sup
y,z∈(Rd)n,y 6=z
|f(y)− f(z)|
|y − z| .
We want to show that there exists a constant C(‖f‖, ‖f‖lip) ∈ (0,∞) that is only
dependent on ‖f‖ and ‖f‖lip, such that
E
G
(
eΦ(B)
) ≤ exp{ sup
η∈(M2,0G (0,T ))d ,|η|≤C(‖f |,‖f‖lip)
E
G
(
Φ (Bη)−HGT (η)
)}
(3.6)
Set φ(x1, · · · , xn) = ef(x1,··· ,xn). Then e−‖f‖ ≤ ‖φ‖ ≤ e‖f‖, and there exists a
constant C1(‖f‖, ‖f‖lip) ∈ (0,∞) that is only dependent on ‖f‖ and ‖f‖lip, such
that
‖φ‖lip ≤ e‖f‖ sup
y,z∈(Rd)n,y 6=z
e|f(y)−f(z)| − 1
|y − z| ≤ e
‖f‖ sup
λ>0
eλ‖f‖lip − 1
λ
≤ C1(‖f‖, ‖f‖lip)
For tn−1 ≤ t ≤ tn, set
vn(t, x1, · · · , xn−1, x) =EG (φ(x1, · · · , xn−1, x+Btn −Bt))
=EG
(
φ(x1, · · · , xn−1, x+
√
tn − tB1)
)
,
and for any l = n− 1, · · · , 1, t ∈ [tl−1, tl], define
vl(t, x1, · · · , xl−1, x) =EG (vl+1(x1, · · · , xl−1, x+Btl − Bt, x+Btl − Bt))
=EG
(
vl+1(x1, · · · , xl−1, x+
√
tl − tB1, x+
√
tl − tB1)
)
.
Then by the definition of G-Brownian motion, vl : [tl−1, tl]× Rd → R, l = 1, · · · , n
are the solutions of equations:

∂
∂t
vl(t, x1, . . . , xl−1, x) +G(D
2
xvl(t, x1, . . . , xl−1, x)) = 0, t ∈ [tl−1, tl),
vl(tl, x1, . . . , xl−1, x) = vl+1(tl, x1, . . . , xl−1, x, x),
vn(T, x1, . . . , xn−1, x) = φ(x1, . . . , xn−1, x).
(3.7)
Since φ is bounded, by the regularity result of Krylov (Theorem 6.4.3 in [17]), and
Section 4 in Appendix C of [22], there exists a constant α ∈ (0, 1) only depending
on G, σ, d and ‖φ‖ such that for each l = 1, · · · , n, and for any κ ∈ (0, tl+1 − tl),
sup
(x1,··· ,xl)∈(Rd)l
‖vl(·, x1, . . . , xl−1, ·)‖C1+α/2,2+α([tl,tl+1−κ]×Rd) <∞,
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where for given real function u defined on Q = [T1, T2] × Rd, and given constants
α, β ∈ (0, 1),
‖u‖Cα,β(Q) = sup
x,y∈Rd, x 6=y
s,t∈[T1,T2],s 6=t
|u(s, x)− u(t, y)|
|r − s|α + |x− y|β ,
‖u‖C1+α,2+β(Q) = ‖u‖Cα,β(Q) + ‖∂tu‖Cα,β(Q) +
d∑
i=1
‖∂xiu‖Cα,β(Q)
+
d∑
i,j=1
‖∂xixju‖Cα,β(Q) .
By the subadditivity of EG, for all 1 ≤ l ≤ n, (t, x1, · · · , xl−1) ∈ [tl−1, tl]× (Rd)l−1,
sup
x,y∈Rd,x 6=y
|vl(t, x1, · · · , xl−1, x)− vl(t, x1, · · · , xl−1, y)|
|x− y| ≤ C1(‖f‖, ‖f‖lip),
and for all 1 ≤ l ≤ n, (x1, · · · , xl−1, x) ∈ (Rd)l,
|vl(t, x1, · · · , xl−1, x)− vl(s, x1, · · · , xl−1, x)| ≤ σ¯C1(‖f‖, ‖f‖lip)|t− s|1/2.
Therefore, x → ∇xvl(t, x1, · · · , xl−1, x), (t, x1, · · · , xl−1) ∈ [tl−1, tl) × (Rd)l−1 are
uniformly bounded.
Set Vl(t, x1, · · · , xl−1, x) = log vl(t, x1, · · · , xl−1, x). Then for (t, x) ∈ [tl−1, tl)×Rd,
∂Vl
∂t
= −G
(
D2xvl
vl
)
, ∇xVl = ∇xvl
vl
,
and
D2xVl = −(∂xiVl∂xjVl)di,j=1 +
D2xvl
vl
.
Therefore, Rd ∋ x → ∇xVl(t, x1, · · · , xl−1, x), (t, x1, · · · , xl−1) ∈ [tl−1, tl) × (Rd)l−1
are uniformly bounded, i.e.,there exists a constant C2(‖f‖, ‖f‖lip) ∈ (0,∞) that is
only dependent on ‖f‖ and ‖f‖lip, such that for all 1 ≤ l ≤ n, (t, x1, · · · , xl−1, x) ∈
[tl−1, tl)× (Rd)l,
|∇xVl(t, x1, · · · , xl−1, x)| ≤ C2(‖f‖, ‖f‖lip)
and for any κ ∈ (0, tl − tl−1), Rd ∋ x → ∇xVl(t, x1, · · · , xl−1, x), (t, x1, · · · , xl−1) ∈
[tl−1, tl − κ)× (Rd)l−1 are uniformly Lipschitz continuous. Define
Ul(t, x1, · · · , xl−1, x) = ∇xVl(t, x1, · · · , xl−1, x)I[tl−1,tl)(t).
By the Picad iterative approach (cf. [14]), for any κ ∈ (0, t1), the stochastic
differential equation{
dX
(1)
t =U1(t, X
(1)
t )d〈B〉t + dBt, t ∈ [0, t1 − κ],
X
(1)
0 =0,
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has a unique continuous solution {X(1)t , t ∈ [0, t1 − κ]. From the arbitrariness of κ,
and noting that for any p ≥ 1,
E
G
(
|X(1)t −X(1)s |p
)
≤ 2p (‖U1‖pσ¯p|t− s|p + σ¯p/2|t− s|p/2)
there exists a unique continuous process {X(1)t , t ∈ [0, t1) such that{
dX
(1)
t =U1(t, X
(1)
t )d〈B〉t + dBt, t ∈ [0, t1],
X
(1)
0 =0,
Recursively, for any 1 ≤ l ≤ n, there exists a unique continuous process {X(1)t , t ∈
[tl−1, tl]}, such that{
dX
(l)
t =Ul(t, X
(1)
t1 , · · · , X(l−1)tl−1 , X(l)t )d〈B〉t + dBt, t ∈ [tl−1, tl],
X
(l)
tl−1
=X
(l−1)
tl−1
.
(3.8)
Define
η˜t = Ul(t, X
(1)
t1 , · · · , X(l−1)tl−1 , X
(l)
t ) , t ∈ [tl−1, tl), l = 1, · · · , n; η˜T = 0
and for any l = 1, · · · , n, and t ∈ [tl−1, tl),
K
(l)
t =
∫ t
tl−1
(
G
(
D2xvl
vl
)
(t, X
(1)
t1 , · · · , X(l−1)tl−1 , X(l)s )ds
− 1
2
D2xvl
vl
(t, X
(1)
t1 , · · · , X(l−1)tl−1 , X(l)s )d〈B〉s
)
.
Then, by Proposition 1.4 in [22], EG(−K(l)t ) = 0 for any t ∈ [tl−1, tl), and by Lemma
3.1, for any t ∈ [tl−1, tl), K(l)t (ω) ≥ 0 and t → K(l)t is increasing for q.s. ω. Set
K
(l)
tl
= limt↑tl K
(l)
t .
By Itoˆ formula for G-Brownian motion (cf. [14]), for any t ∈ [tl−1, tl),
Vl(t, X
(1)
t1 , · · · , X(l−1)tl−1 , X(l)t )− Vl(tl−1, X(1)t1 , · · · , X(l−1)tl−1 , X(l)tl−1)
=
∫ t
tl−1
∂Vl
∂t
(t, X
(1)
t1 , · · · , X(l−1)tl−1 , X(l)s )ds+
∫ t
tl−1
∇xVl(t, X(1)t1 , · · · , X(l−1)tl−1 , X(l)s )dX(l)s
+
1
2
∫ t
tl−1
D2xVl(t, X
(1)
t1 , · · · , X(l−1)tl−1 , X(l)s )d〈B〉s
=−K(l)t +HGt (η˜)−HGtl−1(η˜) +
∫ t
tl−1
η˜sdBs.
Since Rd ∋ x → Vl(t, x1, · · · , xl−1, x), (t, x1, · · · , xl−1) ∈ [tl−1, tl) × (Rd)l−1 are uni-
formly Lipschitz continuous, and [tl−1, tl] ∋ t→ Vl(t, x1, · · · , xl−1, x), (x1, · · · , xl−1, x) ∈
(Rd)l are 1/2-uniformly Ho¨lder continuous, we have that
lim
t↑tl
E
G
(
|Vl(t, X(1)t1 , · · · , X(l−1)tl−1 , X
(l)
t )− Vl(t, X(1)t1 , · · · , X(l−1)tl−1 , X
(l)
tl
)|
)
= 0.
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Hence, Ktl ∈ L1G(ΩT ), and limt↑tl EG
(
|K(l)t −K(l)tl |
)
= 0, EG
(
−K(l)tl
)
= 0, and
Vl(t, X
(1)
t1 , · · · , X(l−1)tl−1 , X(l)tl )−HGtl (η˜)
=Vl−1(t, X
(1)
t1 , · · · , X(l−1)tl−1 )−HGtl−1(η˜)−K
(l)
tl
+
∫ t
tl−1
η˜sdBs,
which yields that
Φ(Bη˜)−HGT (η˜) =Vn(t, X(n)t1 , · · · , X(n)tn )−HGtn(η˜)
=V1(0, 0)−
n∑
l=1
K
(l)
tl
+
∫ T
0
η˜sdBs.
Therefore,
Φ(Bη˜)−HGT (η˜)−
∫ T
0
η˜sdBs = V1(0, 0)−
n∑
l=1
K
(l)
tl
and
E
G
(
Φ(Bη˜)−HGT (η˜)
)
=V1(0, 0).
Since
∑n
l=1K
(l)
tl
≥ 0, q.s., we obtain that
E
G
(
eΦ(B)
)
= EG
(
exp
{
Φ
(
Bη˜
)− ∫ T
0
η˜sdBs −HGT (η˜)
})
=eV1(0,0)EG
(
e−
∑n
l=1K
(l)
tl
)
≤ exp {EG (Φ (Bη˜)−HGT (η˜))} .
Now, for m,N ≥ 2/min1≤i≤n(tl − tl−1), define
η(m,N)s =
n∑
l=1
N∑
k=1
η˜tl−1+(k−1)(tl−tl−1−1/m)/N I[tl−1+
(k−1)(tl−tl−1−1/m)
N
,tl−1+
k(tl−tl−1−1/m)
N
)
(s).
Then η
(m,N)
s ∈M2,0G (0, T ), |η(m,N)s | ≤ C2(‖f |, ‖f‖lip), and
lim
m→∞
lim sup
N→∞
E
G
(∫ T
0
|η(m,N)s − η˜s|2
)
= 0.
Therefore,
E
G
(
Φ
(
Bη˜
)−HGT (η˜)) ≤ sup
η∈(M2,0G (0,T ))d ,|η|≤C2(‖f |,‖f‖lip)
E
G
(
Φ (Bη)−HGT (η)
)
,
(3.9)
and so (3.6) holds.
For general bounded function Φ ∈ L1G(ΩT ), choose a sequence {Φn, n ≥ 1} ⊂
Lip(ΩT ) of uniformly bounded and Lipschitz continuous functions such that
lim
n→∞
E
G(|Φn − Φ|2) = 0.
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Then
lim
n→∞
E
G(|eΦn − eΦ|) = 0.
By the above proof, there exists a sequence of positive constants Cn such that
logEG (exp{Φn}) ≤ sup
η∈(M2,0G (0,T ))d,|η|≤Cn
E
G
(
Φn (B
η)−HGT (η)
)
.
Set D = ∪n≥1{η ∈ (M2,0G (0, T ))d; |η| ≤ Cn}. Then
logEG (exp{Φn}) ≤ sup
η∈D
E
G
(
Φn (B
η)−HGT (η)
)
.
Since ∣∣∣∣ sup
η∈D
E
G
(
Φn (B
η)−HGT (η)
)− sup
η∈D
E
G
(
Φ (Bη)−HGT (η)
) ∣∣∣∣
≤ sup
η∈D
E
G (|Φn (Bη)− Φ (Bη)|) ,
and the same proof as (3.3) yields that
lim
n→∞
sup
η∈D
E
G (|Φn (Bη)− Φ (Bη)|) = 0,
we obtain
E
G
(
eΦ
) ≤ exp{ sup
η∈D
EG
(
Φ (Bη)−HGT (η)
)}
(3.10)
which with together (3.5) yields the conclusion of Theorem 3.1.

4. An abstract large deviation principle for functionals of
G-Brownian motion
In this section, we apply the variation representation to study the large deviations
for functionals of G-Brownian motion. The inverse of the Varadhan Lemma under
a G-expectation is presented. An abstract large deviation principle for functionals
of G-Brownian motion is obtained.
Let (Y , ρ) be a Polish space and let Ψǫ : ΩT × A→ Y be a map. Set
Zǫ := Ψǫ(
√
ǫB, 〈B〉).
Define
H =
{
f(·) =
∫ ·
0
f ′(s)ds; f ′ ∈ L2([0, T ],Rd)
}
, ‖f‖H = ‖f ′‖L2; (4.1)
G =
{
g(·) =
∫ ·
0
g′(s)ds; g′ ∈ L2([0, T ],Rd×d)
}
, ‖g‖G =
∫ T
0
‖g′(t)‖HSdt; (4.2)
and
A =
{
g ∈ G; g′(s) ∈ Σ for any s ∈ [0, T ]
}
. (4.3)
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Then (A, ‖ · ‖G) is a closed convex subset of G. We also denote
Hs = {f ∈ H; f ′(t) = θ1I[0,t1](t) +
m∑
i=2
θiI(ti−1,ti](t), 0 < t1 < · · · < tn = T, θi ∈ Rd}
and
‖g‖ := sup
t∈[0,T ]
‖g(t)‖HS, g ∈ A; ‖f‖ := sup
t∈[0,T ]
|f(t)|, f ∈ H,
where ‖A‖HS :=
√∑
ij a
2
ij is the Hilbert-Schmidt norm of a matrix A = (aij).
Define
ρHG((f1, g1), (f2.g2)) = ‖f1 − f2‖+ ‖g1 − g2‖, (f1, g1), (f2.g2) ∈ H× A.
We introduce the following Assumption (A):
(A0). For any Φ ∈ Cb(Y), Φ(Zǫ) is quasi-continuous;
There exists a map Ψ : H×A→ Y such that the following conditions (A1), (A2)
and (A3) hold:
(A1). For each N ≥ 1, if fn, n ≥ 1, f ∈ H, gn ∈ A and g ∈ A satisfy that
‖fn‖H ≤ N , ‖f‖H ≤ N , ‖fn − f‖H → 0 and ‖gn − g‖G → 0, then
Ψ (fn, gn)→ Ψ (f, g) ;
(A2). For Φ ∈ Cb(Y), for each r > 0,
lim
ǫ→0
sup
η∈(M2
G
(0,T ))d∩Bb(ΩT )
∫T
0 |ηs|
2ds≤r
E
G
(∣∣∣∣Φ ◦Ψǫ
(√
ǫB· +
∫ ·
0
ηsd〈B〉s, 〈B〉
)
− Φ ◦Ψ
(∫ ·
0
ηsd〈B〉s, 〈B〉
) ∣∣∣∣
)
= 0;
(A3). There exists a sequence of continuous maps Ψ(N) : (H×A, ρHG)→ (Y , ρ)
such that for each l ∈ (0,∞),
lim
N→∞
sup
‖f‖H≤l,g∈A
ρ(Ψ(f, g),Ψ(N)(f, g)) = 0.
Remark 4.1. Assumption (A) is slightly different from the classical case(cf. [4]).
We have an additional condition (A0). In the classical case, the condition (A0) is
always true.
Let I : Y → [0,∞] be defined by
I(y) = inf
(f,g)∈H×A
{
1
2
∫ T
0
(f ′(s), g′(s)f ′(s))ds; y = Ψ
(∫ ·
0
g′(s)f ′(s)ds, g
)}
. (4.4)
Since ϕ(t) =
∫ t
0
g′(s)f ′(s)ds, t ∈ [0, T ] yields that f ′(s) = g′(s)−1ϕ′(s), it is easy
to get the following representation of I(y):
I(y) = inf
(f,g)∈H×A
{J(f, g), y = Ψ(f, g)} , y ∈ Y , (4.5)
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where
J(f, g) =


1
2
∫ T
0
(f ′(s), (g′(s))−1f ′(s))ds, (f, g) ∈ H× A,
+∞, otherwise.
(4.6)
Lemma 4.1. (1). Let Υ : (A, ‖ · ‖)→ R be a bounded continuous function. Then
E
G (Υ (〈B〉)) = sup
g∈A
Υ (g) . (4.7)
(2). Let Φ ∈ Cb(Y), and let Ψ : H × A → Y satisfy (A1) and (A3). Then for
each function f ∈ H,
E
G
(
Φ ◦Ψ
(∫ ·
0
f ′(s)d〈B〉s, 〈B〉
)
−HGT (f)
)
=sup
g∈A
(
Φ ◦Ψ
(∫ ·
0
g′(s)f ′(s)ds, g
)
− 1
2
∫ T
0
(f ′(s), g′(s)f ′(s))ds
)
.
(4.8)
Proof. (1). Firstly, let us show (4.7) for
Υ(g) = ψ(gt1 , gt2 − gt1 , · · · , gtm − gtm−1)
where ψ is bounded continuous in (Rd×d)m, and 0 < t1 < t2 < · · · < tm ≤ T . Since
〈B〉t−〈B〉s is independent of Ωs for any s < t, by Chapter III, Theorem 5.3 in [22],
we have that
E
G
(
ψ(〈B〉t1, 〈B〉t2 − 〈B〉t1 , · · · , 〈B〉tm − 〈B〉tm−1)
)
= sup
θ1,θ2,··· ,θm∈Σ
ψ(θ1t1, θ2(t2 − t1), · · · , θm(tm − tm−1)).
For any θ1, θ2, · · · , θm ∈ Σ, set g′(t) = θ1I[0,t1]+
∑m
i=2 θiI(ti−1,ti]. Then ψ(θ1t1, θ2(t2−
t1), · · · , θm(tm − tm−1)) = ψ(g(t1), g(t2)− g(t1), · · · , g(tm)− g(tm−1)). Therefore,
sup
θ1,θ2,··· ,θm∈Σ
ψ(θ1t1, θ2(t2 − t1), · · · , θm(tm − tm−1))
≤ sup
g∈A
ψ(g(t1), g(t2)− g(t1), · · · , g(tm)− g(tm−1)).
On the other hand, for any g ∈ A, set θ1 = g(t1)/t1, and θi = (g(ti)− g(ti−1))/(ti −
ti−1) for i = 2, · · · , m. Then θi ∈ Σ and g(ti) − g(ti−1) = θi(ti − ti−1) for any
i = 1, · · · , m, where t0 = 0. Therefore,
sup
θ1,θ2,··· ,θm∈Σ
ψ(θ1t1, θ2(t2 − t1), · · · , θm(tm − tm−1))
≥ sup
g∈A
ψ(g(t1), g(t2)− g(t1), · · · , g(tm)− g(tm−1)).
Therefore, (4.7) holds in this case.
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Next, we assume that Υ is Lipschitz continuous with respect to the uniform
topology, i.e., there exists a constant l > 0 such that
|Υ(g)−Υ(f)| ≤ l sup
t∈[0,T ]
‖g(t)− f(t)‖HS for all g, f ∈ A.
For each N ≥ 1, set tNi = iTN , 1 ≤ i ≤ N . For any (x1, x2, · · · , xN) ∈ ΣN , set
x(N)(t) := x1(t ∧ t1) +
N∑
i=2
xi(t ∧ ti − t ∧ ti−1), t ∈ [0, T ],
and ψ˜(x1, x2, · · · , xN) = Υ
(
x(N)
)
. We can extend continuously ψ˜(x1, x2, · · · , xN) to
(Rd×d)N . Define
ψ(x1, x2, · · · , xN) := ψ˜
(
x1
t1
,
x2
t2 − t1 , · · · ,
xN
tN − tN−1
)
, (x1, x2, · · · , xN ) ∈ (Rd×d)N .
For g ∈ A, set
g(N)(t) :=
g(t1)
t1
(t ∧ t1) +
N∑
i=2
(g(ti)− g(ti−1))
ti − ti−1 (t ∧ ti − t ∧ ti−1), t ∈ [0, T ],
and define
Υ(N)(g) := Υ(g(N)) = ψ (g(t1), g(t2)− g(t1), · · · , g(tN)− g(tN−1)) .
Then
E
G
(
Υ(N) (〈B〉)) = sup
g∈A
Υ(N) (g) .
and
|Υ(g)−Υ(N)(g)| ≤ 2l max
1≤i≤N
sup
t∈[ti−1,ti]
‖g(t)− g(ti−1)‖HS ≤ 2lσ¯T/N.
Therefore,
E
G (Υ (〈B〉)) = lim
N→∞
E
G
(
Υ(N) (〈B〉)) = lim
N→∞
sup
g∈A
Υ(N) (g) = sup
g∈A
Υ (g) .
Now, by the proof of Lemma 3.1, Chapter VI in [22], for general bounded con-
tinuous Υ, we can choose a sequence of Lipschitz functions ΥN such that ΥN ↑ Υ.
Therefore
E
G (Υ (〈B〉)) = sup
θ∈AΓ0,∞
sup
N≥1
EPθ (ΥN (〈B〉))
= sup
N≥1
E
G (ΥN (〈B〉)) = sup
N≥1
sup
g∈A
ΥN (g) = sup
g∈A
Υ (g) .
(2). Choose a sequence of simple functions f ′N = θ
N
1 I[0,tN1 ]+
∑mN
i=2 θ
N
i I(tNi−1,tNi ] such
that supN≥1 ‖fN‖H <∞ and
∫ T
0
|f ′(s)− f ′N(s)|2ds→ 0 as N →∞. Then
sup
g∈A
∣∣∣∣
∫ T
0
(f ′(s), g′(s)f ′(s))ds−
∫ T
0
(f ′N (s), g
′(s)f ′N(s))ds
∣∣∣∣→ 0,
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and
sup
g∈A
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
g′(s)f ′(s)ds−
∫ t
0
g′(s)f ′N(s)ds
∣∣∣∣→ 0.
Let Ψ(N) : (H× A, ρHG)→ (Y , ρ) such that for any l ∈ (0,∞),
lim
N→∞
sup
‖ϕ‖H≤l,g∈A
ρ(Ψ(ϕ, g),Ψ(N)(ϕ, g)) = 0.
Define
Φ(N)(g) = Φ ◦ΨN
(∫ ·
0
g′(s)f ′N(s)ds, g
)
− 1
2
∫ T
0
(f ′N(s), g
′(s)f ′N(s))ds
Then
lim
N→∞
sup
g∈A
∣∣∣∣Φ(N)(g))−
(
Φ ◦Ψ
(∫ ·
0
g′(s)f ′(s)ds, g
)
− 1
2
∫ T
0
(f ′(s), g′(s)f ′(s))ds
)∣∣∣∣ = 0,
and by (1),
E
G(Φ(N)(〈B〉)) = sup
g∈A
Φ(N)(g),
Therefore, (4.8) holds. 
Lemma 4.2. Let (A2) hold. Then for any Φ ∈ Cb(Y) and each N ≥ 1,
lim
ǫ→0
sup
η∈(M
2,0
G
(0,T ))d∩Bb(ΩT )
∫T
0 E
G(|ηs|2)ds≤N
E
G
(∣∣∣∣Φ ◦Ψǫ
(√
ǫB· +
∫ ·
0
ηsd〈B〉s, 〈B〉
)
− Φ ◦Ψ
(∫ ·
0
ηsd〈B〉s, 〈B〉
)∣∣∣∣
)
= 0;
Proof. For η ∈ (M2,0G (0, T ))d ∩Bb(ΩT ), we can write ηs =
∑n
k=1 ηtk−1I[tk−1,tk)(s). For
r ∈ (0,∞) fixed, for any δ > 0, let φ(x) ∈ lip(R) satisfy 0 ≤ φ ≤ 1, φ(x) = 1 for all
|x| ≤ r and φ(x) = 0 for all |x| ≥ r + δ. Define
ηˆt = ηtφ
(∫ t
0
|ηs|2ds
)
.
Then∣∣∣∣
∫ T
0
|ηˆs|2ds
∣∣∣∣ ≤ r + δ,
{∫ T
0
|ηs|2ds ≤ r
}
⊂ {ηˆs = ηs for any s ∈ [0, T ]} .
Set
ηˆNs :=
n∑
k=1
N∑
j=1
ηˆtk−1+(j−1)(tk−tk−1)/NI[tk−1+
(j−1)(tk−tk−1)
N
,tk−1+
j(tk−tk−1)
N
)
(s).
Then
E
G
(∫ T
0
∣∣ηˆNs − ηˆs∣∣ ds
)
≤ ‖φ‖lip
2
E
G
(
n∑
k=1
N∑
j=1
|ηtk−1 |3
(tk − tk−1)2
N2
)
→ 0 as N →∞.
A VARIATIONAL REPRESENTATION AND LDP FOR G-BROWNIAN FUNCTIONALS 19
Therefore, for any t ∈ [0, T ],
E
G
(∣∣∣∣
∫ t
0
ηˆNs d〈B〉s −
∫ t
0
ηˆsd〈B〉s
∣∣∣∣
)
→ 0 as N →∞.
In particular, on
{∫ T
0
|ηs|2ds ≤ r
}
,∫ ·
0
ηsd〈B〉s =
∫ ·
0
ηˆsd〈B〉s, q.s.,
and
Ψǫ
(√
ǫB· +
∫ ·
0
ηˆsd〈B〉s, 〈B〉
)
= Ψǫ
(√
ǫB· +
∫ ·
0
ηsd〈B〉s, 〈B〉
)
, q.s.
Therefore, for any Φ ∈ Cb(Y) and each N ≥ 1, for all η ∈ (M2,0G (0, T ))d ∩ Bb(ΩT )
with
∫ T
0
E
G(|ηs|2)ds ≤ N ,
E
G
(∣∣∣∣Φ ◦Ψǫ
(√
ǫB· +
∫ ·
0
ηsd〈B〉s, 〈B〉
)
− Φ ◦Ψ
(∫ ·
0
ηsd〈B〉s, 〈B〉
)∣∣∣∣
)
≤2‖Φ‖N
r
+ E
G
(∣∣∣∣Φ ◦Ψǫ
(√
ǫB· +
∫ ·
0
η˜sd〈B〉s, 〈B〉
)
− Φ ◦Ψ
(∫ ·
0
η˜sd〈B〉s, 〈B〉
)∣∣∣∣I{∫ T0 |ηs|2ds≤r}
)
≤2‖Φ‖N
r
+ sup
η∈(M2
G
(0,T ))d∩Bb(ΩT )
∫T
0 |ηs|
2ds≤r+δ
E
G
(∣∣∣∣Φ ◦Ψǫ
(√
ǫB· +
∫ ·
0
ηsd〈B〉s, 〈B〉
)
− Φ ◦Ψ
(∫ ·
0
ηsd〈B〉s, 〈B〉
)∣∣∣∣
)
.
First, letting ǫ→ 0, then r →∞, by (A2), we obtain the conclusion of the lemma.

Theorem 4.1. Suppose that the assumption (A) holds. Then
(1). For any L ∈ [0,∞), CL := {y; I(y) ≤ L)} is compact in Y;
(2). For any Φ ∈ Cb(Y),
lim
ǫ→0
∣∣∣∣ǫ logEG
(
exp
{
Φ(Zǫ)
ǫ
})
− sup
y∈Y
{Φ(y)− I(y)}
∣∣∣∣ = 0. (4.9)
Proof. (1). First, we prove that CL = ∩n≥1ΓL+1/n, where
ΓL+1/n =
{
Ψ (f, g) : J(f, g) ≤ L+ 1
n
, (f, g) ∈ H× A
}
.
In fact, for y ∈ CL given, for each n ≥ 1, choose fn ∈ H, gn ∈ A such that
y = Ψ (fn, gn) and J(fn, gn) ≤ L + 1n . Since n ≥ 1 is arbitrary, we have CL ⊆∩n≥1ΓL+1/n. Conversely, suppose y ∈ ∩n≥1ΓL+1/n. Then, for some fn ∈ H, gn ∈ A
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with y = Ψ (fn, gn), we have that J(fn, gn) ≤ L + 1/n. Therefore, I(y) ≤ L + 1n .
Letting n → ∞, we obtain I(y) ≤ L. Thus y ∈ CL, and in turn, ∩n≥1ΓL+1/n ⊆ CL
follows.
(2). From Theorem 3.1, we have
ǫ logEG
(
exp
{
1
ǫ
Φ(Zǫ)
})
= sup
η∈(M2,0G (0,T ))d∩Bb(ΩT )
E
G
(
Φ ◦Ψǫ (√ǫBη, 〈B〉)−HGT (√ǫη))
= sup
η∈(M2,0G (0,T ))d∩Bb(ΩT )
E
G
(
Φ ◦Ψǫ
(√
ǫB· +
∫ ·
0
ηsd〈B〉s, 〈B〉
)
−HGT (η)
)
= sup
η∈(M
2,0
G
(0,T ))d∩Bb(ΩT )
∫T
0 E
G(|ηs|2)ds≤
4‖Φ‖
σ
E
G
(
Φ ◦Ψǫ
(√
ǫB· +
∫ ·
0
ηsd〈B〉s, 〈B〉
)
−HGT (η)
)
where ‖Φ‖ = supy∈Y |Φ(y)|, and the last equality is due to that if
∫ T
0
EG(|ηs|2)ds >
4‖Φ‖
σ
, then
E
G
(
Φ ◦Ψǫ
(√
ǫB· +
∫ ·
0
ηsd〈B〉s, 〈B〉
)
−HGT (η)
)
≤ −‖Φ‖.
Therefore, by (A2) and Lemma 4.2, as ǫ→ 0,
lim
ǫ→0
∣∣∣∣ǫ logEG
(
exp
{
Φ(Zǫ)
ǫ
})
− sup
η∈(M
2,0
G
(0,T ))d∩Bb(ΩT )
∫T
0 E
G(|ηs|2)ds≤
4‖Φ‖
σ
E
G
(
Φ ◦Ψ
(∫ ·
0
ηsd〈B〉s, 〈B〉
)
−HGT (η)
) ∣∣∣∣ = 0. (4.10)
Since for each η ∈ (M2,0G (0, T ))d ∩ Bb(ΩT ),
Φ ◦Ψ
(∫ ·
0
ηsd〈B〉s, 〈B〉
)
−HGT (η)
≤ sup
(f,g)∈H×A
(
Φ ◦Ψ
(∫ ·
0
g′(s)f ′(s)ds, g
)
− 1
2
∫ T
0
(f ′(s), g′(s)f ′(s))ds
)
= sup
y∈Y
sup
(f,g)∈H×A,y=Ψ(∫ ·0 g′(s)f ′(s)ds,g)
(
Φ(y)− 1
2
∫ T
0
(f ′(s), g′(s)f ′(s))ds
)
= sup
y∈Y
{Φ(y)− I(y)} , q.s.,
we obtain the upper bound:
lim sup
ǫ→0
ǫ logEG
(
exp
{
Φ(Zǫ)
ǫ
})
≤ sup
y∈Y
{Φ(y)− I(y)} .
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From Theorem 3.1, we also have that
ǫ logEG
(
exp
{
1
ǫ
Φ(Zǫ)
})
≥ sup
f∈Hs;‖f‖H≤ 4‖Φ‖σ
E
G
(
Φ ◦Ψǫ
(√
ǫB· +
∫ ·
0
f ′sd〈B〉s, 〈B〉
)
−HGT (f)
)
.
Thus, by (A2), (A3) and Lemma 4.1,
lim inf
ǫ→0
ǫ logEG
(
exp
{
Φ(Zǫ)
ǫ
})
≥ sup
f∈Hs,‖f‖H≤ 4‖Φ‖σ
E
G
(
Φ ◦Ψ
(∫ ·
0
f ′sd〈B〉s, 〈B〉
)
−HGT (f)
)
= sup
f∈Hs,‖f‖H≤ 4‖Φ‖σ
sup
g∈A
(
Φ ◦Ψ
(∫ ·
0
g′(s)f ′(s)ds, g
)
− 1
2
∫ T
0
(f ′(s), g′(s)f ′(s))ds
)
= sup
‖f‖H≤ 4‖Φ‖σ
sup
g∈A
(
Φ ◦Ψ
(∫ ·
0
g′(s)f ′(s)ds, g
)
− 1
2
∫ T
0
(f ′(s), g′(s)f ′(s))ds
)
.
Then, letting N →∞, we obtain the lower bound:
lim inf
ǫ→0
ǫ logEG
(
exp
{
Φ(Zǫ)
ǫ
})
≥ sup
y∈Y
{Φ(y)− I(y)} .
Therefore, (4.9) is valid.

Theorem 4.2. Suppose that the assumption (A) holds. Then {Zǫ, ǫ > 0} satisfies
the large deviation principle in Y with the rate function I(y), i.e., for any closed
subset F ⊂ Y,
lim sup
ǫ→0
ǫ log cG(Zǫ ∈ F ) ≤ − inf
y∈F
I(y), (4.11)
and for any open subset O ⊂ Y,
lim inf
ǫ→0
ǫ log cG(Zǫ ∈ O) ≥ − inf
y∈O
I(y). (4.12)
Proof. This is a consequence of Theorem 4.1. Its proof is the same as probability
measure case. For given open set O, for any y ∈ O, choose continuous map Φ :
Y → [0, 1] such that Φ(y) = 1 and for any z ∈ Oc, Φ(z) = 0. For any m ≥ 1, set
Φm(z) := m(Φ(z) − 1), z ∈ Y . Then
E
G
(
exp
{
1
ǫ
Φm(Z
ǫ)
})
≤ e−mǫ cG(Zǫ ∈ Oc) + cG(Zǫ ∈ O).
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Therefore,
max
{
lim inf
ǫ→0
ǫ log cG(Zǫ ∈ O),−m
}
≥ lim inf
ǫ→0
ǫ logEG
(
exp
{
1
ǫ
Φm(Z
ǫ)
})
= sup
z∈Y
{Φ(z)− I(z)} ≥ −I(y).
Letting m→ +∞, we obtain the lower bound.
Next, let us show the upper bound. For closed set F given, for any y 6∈ F , choose
continuous map Φy : E → [0, 1] such that Φy(y) = 1 and for any z ∈ F , Φy(z) = 0.
For any finite set A ⊂ F c, set ΦA(z) = maxy∈A Φy(z). Then
lim sup
ǫ→0
ǫ log cG(Zǫ ∈ F ) ≤ inf
A⊂Fc
finite
lim
ǫ→0
ǫ logEG
(
exp
{−mΦA(Zǫ)
ǫ
})
= − sup
A⊂Fc
finite
inf
z∈Y
{mΦA(z) + I(z)} .
Without loss of generality, we assume that l := supA⊂Fc
finite
infz∈Y JA(z) < ∞, where
JA(z) = mΦA(z)+ I(z). Then {z; JA(z) ≤ l} is nonempty compact set for any finite
A. Therefore, ∩A⊂F c finite{z; JA(z) ≤ l} is nonempty, and so
l ≥ inf
z∈Y
sup
A⊂Fc
finite
JA(z) = min
{
m+ inf
z∈F c
I(z), inf
z∈F
I(z)
}
m→∞−→ inf
z∈F
I(z),
which yields (4.11).

5. Large deviations for stochastic flows driven by G-Brownian
motion
The homeomorphic property with respect to initial values of the solution for
stochastic differential equations driven by G-Brownian motion was obtained in
[14] and the large deviations for solutions {Xǫ(x, t), t ∈ [0, T ], } ⊂ C([0, T ],Rp)
of small perturbation stochastic differential equations starting from x (fixed) by
G-Brownian motion were studied in [15] by exponential estimates and discretiza-
tion/approximation techniques. In this section, we consider large deviations for the
flows {Xǫ(x, t), (x, t) ∈ Rp× [0, T ]} ⊂ C(Rp× [0, T ],Rp). The quasi continuity of the
flows is proved. A Kolmogorov criterion on weak convergence under G-expectations
is given. A large deviation principle for the flows is established under the Lipschitz
condition. In the classical framework, Large deviations for stochastic flows have
been studied extensively (see [1], [2], [6], [13], [18], [23] and references therein). For
general theory of large deviations and random perturbations, we refer to [8], [11],
and [12].
For positive number p ≥ 1 given, for each N ≥ 1, ψ ∈ C(Rp × [0, T ],Rp), set
‖ψ‖N = sup
x∈[−N,N ]p,t∈[0,T ]
|ψ(x, t)|,
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and define
ρ(ψ1, ψ2) =
∞∑
N=1
1
2N
min{‖ψ1 − ψ2‖N , 1}, ψ1, ψ2 ∈ C(Rp × [0, T ],Rp).
Then (C(Rp × [0, T ],Rp), ρ) is a separable metric space.
Consider the following small perturbation stochastic differential equation driven
by a d-dimensional G-Brownian motion B:
Xǫ(x, t) = x+
∫ t
0
bǫ(Xǫ(x, s))ds+
√
ǫ
∫ t
0
σǫ(Xǫ(x, s))dBs +
∫ t
0
hǫ(Xǫ(x, s))d 〈B〉s ,
(5.1)
where
bǫ : Rp → Rp; σǫ = (σǫi,j)1≤i≤p,1≤j≤d : Rp → Rp ⊗ Rd,
and
hǫ = (hǫ,k)1≤k≤p = ((h
ǫ,k
ij )1≤i,j≤d)1≤k≤p : R
p 7→ (Rd×d)p, ǫ ≥ 0
satisfy the following conditions:
(H1). bǫ, σǫ and hǫ, ǫ ≥ 0 are uniformly Lipschitz continuous, i.e., there exists a
constant L > 0 such that for any x, y ∈ Rp,
max
{
|bǫ(x)− bǫ(y)|, ‖σǫ(x)− σǫ(y)‖HS, max
1≤k≤p
‖hǫ,k(x)− hǫ,k(y)‖HS
}
≤ L|x− y|.
(H2). bǫ, σǫ and hǫ converge uniformly to b := b0, σ := σ0 and h := h0 respectively,
i.e.,
lim
ǫ→0
sup
x∈Rp
max
{
|bǫ(x)− b(x)|, ‖σǫ(x)− σ(x)‖HS, max
1≤k≤p
‖hǫ,k(x)− hk(x)‖HS
}
= 0.
Then by Theorem 4.1 in [14] and the Kolmogorov criterion under G-expectation
(cf. Theorem 1.36, Chapter VI in [22])), the SDE (5.1) has a unique solution
Xǫ = {Xǫ(x, t), x ∈ Rp, t ∈ [0, T ]} ⊂ C(Rp × [0, T ],Rp) and Xǫ(x, t) ∈ L2G(ΩT )
for all (x, t) ∈ Rp × [0, T ]. Furthermore, there exists a map Ψǫ : ΩT × A →
C (Rp × [0, T ],Rp) such that
Ψǫ(
√
ǫB, 〈B〉) = Xǫ. (5.2)
For any (f, g) ∈ H×A, let Ψ(f, g)(x, t) ∈ C(Rp× [0, T ],Rp) be a unique solution
of the following ordinary differential equation:
Ψ(f, g)(x, t) =x+
∫ t
0
b(Ψ(f, g)(x, s))ds+
∫ t
0
σ(Ψ(f, g)(x, s))f ′(s)ds
+
∫ t
0
h(Ψ(f, g)(x, s))dg(s).
(5.3)
24 FUQING GAO
Theorem 5.1. Let (H1) and (H2) hold. Let Xǫ = {Xǫ(x, t), x ∈ Rp, t ∈ [0, T ]} be
a unique solution of the SDE (5.1). Then
(1). For any Φ ∈ Cb(C(Rp × [0, T ],Rp)),
lim
ǫ→0
∣∣∣∣∣ǫ logEG
(
exp
{
Φ(Xǫ)
ǫ
})
− sup
ψ∈C(Rp×[0,T ],Rp)
{Φ(ψ)− I(ψ)}
∣∣∣∣∣ = 0, (5.4)
where
I(ψ) = inf
(f,g)∈H×A
{J(f, g), ψ = Ψ(f, g)} , ψ ∈ C(Rp × [0, T ],Rp). (5.5)
(2). For any closed subset F in (C (Rp × [0, T ],Rp) , ρ),
lim sup
ǫ→0
ǫ log cG (Xǫ ∈ F ) ≤ − inf
ψ∈F
I(ψ) (5.6)
and for any open subset O in (C (Rp × [0, T ],Rp) , ρ),
lim inf
ǫ→0
ǫ log cG (Xǫ ∈ O) ≥ − inf
ψ∈O
I(ψ), (5.7)
Proof. By Theorem 4.2, we only need to verify the conditions (A0), (A1), (A2) and
(A3) for Y = C(Rp × [0, T ],Rp), Zǫ = Xǫ and Ψ defined by (5.3). These will be
given in Lemma 5.1, Lemma 5.2 and Lemma 5.3. 
Remark 5.1. In particular, Theorem 5.1 yields that {{√ǫBt, t ∈ [0, T ]}, ǫ > 0}
satisfies a large deviation principle, which was first obtained in [15] by the subadditive
method.
Lemma 5.1. Assume that (H1) and (H2) hold. Let X = {X(x, t), x ∈ Rp, t ∈
[0, T ]} be a unique solution of the SDE:
X(x, t) = x+
∫ t
0
b(X(x, s))ds+
∫ t
0
σ(X(x, s))dBs +
∫ t
0
h(X(x, s))d 〈B〉s . (5.8)
Then for any Φ ∈ Cb(C(Rp × [0, T ],Rp)), Φ(X) is quasi-continuous.
Proof. First, we assume that Φ ∈ Cb(C(Rp× [0, T ],Rp)) is Lipschitz continuous, i.e.,
there exists a constant l > 0 such that
|Φ(ψ)− Φ(ϕ)| ≤ lρ(ψ, ϕ) for all ψ, ϕ ∈ C(Rp × [0, T ],Rp).
For any N ≥ 1, for each ψ ∈ C(Rp× [0, T ],Rp), set ψ(N)(x, t) = ψ((−N)∨x∧N, t),
where (−N) ∨ x ∧N = ((−N) ∨ x1 ∧N, · · · , (−N) ∨ xp ∧N). For given N ≥ 1, for
each ψ = (ψ1, · · · , ψp) ∈ C(Rp× [0, T ],Rp), for any (x1, · · · , xp, xp+1) ∈ [0, 1]p+1, set
ψ˜j(x1, · · · , xp, xp+1) = ψ(N)j (N(2x1 − 1), · · · , N(2xp − 1), Txp+1) .
For any m ≥ 1, the Bernstein polynomial of ψ˜j is defined by
Bm(ψ˜j)(x1, · · · , xp, xp+1) =
∑
1≤i1,··· ,ip+1≤m
ψ˜j
(
i1
m
, · · · , ip
m
,
ip+1
m
) p+1∏
k=1
(
m
ik
)
xikk (1−xk)m−ik .
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Then, by Bernstein’s theorem (cf. Theorem 3.1 and its proof in [16]), we have that∣∣∣ψ˜j(x1, · · · , xp, xp+1)−Bm(ψ˜j)(x1, · · · , xp, xp+1)∣∣∣
≤ sup∑p+1
k=1 |xk−yk|2≤1/m
∣∣∣ψ˜j(x1, · · · , xp, xp+1)− ψ˜j(y1, · · · , yp, yp+1)∣∣∣
+
p+ 1
2m
sup
(x1,··· ,xp,xp+1)∈[0,1]p+1
∣∣∣ψ˜j(x1, · · · , xp, xp+1)∣∣∣ .
Since X(x, t) ∈ L2G(ΩT ) for all (x, t) ∈ Rp × [0, T ], we have that
X˜j
(
i1
m
, · · · , ip
m
,
ip+1
m
)
∈ L2G(ΩT ), j = 1, · · · , p, 1 ≤ i1, · · · , ip+1 ≤ m;
and
Bm(X˜j)(x1, · · · , xp, xp+1) ∈ L2G(ΩT ) for all (x1, · · · , xp, xp+1) ∈ [0, 1]p+1.
For x ∈ Rp, t ∈ [0, T ], Set
XN,m(x, t)
=
(
Bm(X˜1)
(
(−1) ∨ x+N
2N
∧ 1, t
T
)
, · · · , Bm(X˜p)
(
(−1) ∨ x+N
2N
∧ 1, t
T
))
.
Noting that Φ
(
XN,m
)
is a continuous function of X˜j
(
i1
m
, · · · , ip
m
,
ip+1
m
)
, j = 1, · · · , p,
1 ≤ i1, · · · , ip+1 ≤ m, we obtain Φ
(
XN,m
) ∈ L2G(ΩT ).
By Theorem 4.1 in [14], for any q ≥ 2,
E
G(|X(x, t)−X(y, s)|q) ≤ Cq,T (|x− y|q + |s− t|q/2). (5.9)
This yields by the Kolmogorov criterion under G-expectation (cf. Theorem 1.36,
Chapter VI in [22])) that for each 1 ≤ j ≤ p,
lim
m→∞
E
G
(
sup∑p+1
k=1 |xk−yk|2≤1/m
∣∣∣X˜j(x1, · · · , xp, xp+1)− X˜j(y1, · · · , yp, yp+1)∣∣∣2
)
= 0,
and
E
G
(
sup
(x1,··· ,xp,xp+1)∈[0,1]p+1
∣∣∣X˜j(x1, · · · , xp, xp+1)∣∣∣2
)
<∞.
Therefore,
lim
m→∞
E
G
(
sup
x∈[−N,N ]p,t∈[0,T ]
∣∣X(x, t)−XN,m(x, t)∣∣2
)
= 0,
and by ∣∣Φ(X)− Φ(XN,m)∣∣ ≤ l sup
x∈[−N,N ]p,t∈[0,T ]
|X(x, t)−XN,m(x, t)|+ l
2N−1
,
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we obtain
lim
N→∞
lim
m→∞
E
G
(∣∣Φ(X)− Φ(XN,m)∣∣2) = 0,
which implies that Φ(X) ∈ L1G(ΩT ), and so Φ(X) is quasi-continuous.
For general Φ ∈ Cb(C(Rp × [0, T ],Rp)), set M = supψ∈C(Rp×[0,T ],Rp) |Φ(ψ)|. For
any N ≥ 1, set
Φ(N)(ψ) = inf
ϕ∈C(Rp×[0,T ],Rp)
{Φ(ϕ) +N‖ψ − ϕ‖N}, ψ ∈ C(Rp × [0, T ],Rp).
Then (cf. Lemma 3.1, Chapter VI in [22]), |Φ(N)| ≤M ,
|Φ(N)(ψ)− Φ(N)(ϕ)| ≤ N‖ψ − ϕ‖N , ψ, ϕ ∈ C(Rp × [0, T ],Rp),
and for any ψ ∈ C(Rp× [0, T ],Rp), Φ(N)(ψ) ↑ Φ(ψ) as N →∞. Therefore, Φ(N)(X)
is quasi-continuous for all N ≥ 1. For any δ > 0, choose a compact subset K ⊂ ΩT
such that cG(Kc) < δ and for all N ≥ 1, Φ(N)(X) is continuous on K. By Dini’s
Theorem, Φ(N)(X) converges uniformly to Φ(X) on K, and so Φ(X) is continuous
on K. Thus, Φ(X) is quasi-continuous.

Lemma 5.2. Assume that (H1) and (H2) hold.
(1). For each N ≥ 1, if fn, n ≥ 1, f ∈ H, gn ∈ A and g ∈ A satisfy that
‖fn‖H ≤ N , ‖f‖H ≤ N , ‖fn − f‖H → 0 and ‖gn − g‖G → 0, then
Ψ (fn, gn)→ Ψ (f, g) .
(2). For Φ ∈ Cb(C(Rp × [0, T ],Rp)), for each N ≥ 1,
lim
ǫ→0
sup
η∈(M2
G
(0,T ))d∩Bb(ΩT )
∫T
0 |ηs|
2ds≤N
E
G
(∣∣∣∣Φ ◦Ψǫ
(√
ǫB· +
∫ ·
0
ηsd〈B〉s, 〈B〉
)
− Φ ◦Ψ
(∫ ·
0
ηsd〈B〉s, 〈B〉
)∣∣∣∣
)
= 0.
(5.10)
Proof. (1). For any m ≥ 1, set
Mm = sup
|x|≤m,t∈[0,T ]
(‖σ(Ψ(f, g)(x, s))‖HS + max
1≤k≤p
‖hk(Ψ(f, g)(x, s))‖HS‖).
Then, there exists a constant M ∈ (0,∞) such that, on {|x| ≤ m, t ∈ [0, T ]},
|Ψ(f, g)(x, t)−Ψ(fn, gn)(x, t)|
≤M
∫ t
0
|Ψ(f, g)(x, s)−Ψ(fn, g)(x, s)|(1 + |f ′n(s)|+ ‖g′n(s)‖HS)ds
+Mm
∫ t
0
(|f ′n(s)− f ′(s)|+ ‖g′n(s)− g′(s)‖HS)ds.
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By Gronwall’s inequality,
sup
|x|≤m,t∈[0,T ]
|Ψ(f, g)(x, t)−Ψ(fn, g)(x, t)|
≤Mm
∫ T
0
(|f ′n(s)− f ′(s)|+ ‖g′n(s)− g′(s)‖HS)dseM
∫ T
0
(1+|f ′n(t)|+‖g′n(t)‖HS)dt
≤Mm
(√
T‖fn − f‖H + ‖gn − g‖G
)
eM(T+
√
NT+pσ¯T ) → 0 as n→∞.
(2). For any η ∈ (M2G(0, T ))d with
∫ T
0
|ηs|2ds ≤ r, set Xη,ǫ = Ψǫ(
√
ǫB· +∫ ·
0
ηsd〈B〉s, 〈B〉). Then
Xη,ǫ(x, t) =x+
∫ t
0
bǫ(Xη,ǫ(x, s))ds+
√
ǫ
∫ t
0
σǫ(Xη,ǫ(x, s))dBs
+
∫ t
0
σǫ(Xη,ǫ(x, s))ηsd〈B〉s +
∫ t
0
hǫ(Xη,ǫ(x, s))d〈B〉s.
(5.11)
and there exists a constant M =M(σ¯) such that
∣∣∣∣
∫ t
0
σǫ(Xη,ǫ(x, s))ηsd〈B〉s
∣∣∣∣ ≤
(∫ t
0
|σǫ(Xη,ǫ(x, s))|2 ds
)1/2
Mr1/2.
By the BDG inequality under G-expectation and Gronwall’s equality, we can get
that (cf. [14]) for q ≥ 2, for any m ≥ 1, there exists a constant β = β(m, q, r, σ¯)
such that
sup∫ T
0
|ηs|2ds≤r
sup
ǫ∈[0,1]
sup
|x|≤m
E
G
(
sup
t∈[0,T ]
|Xη,ǫ(x, t)|q
)
≤ β
and for any x, y ∈ Rq, for any s, t ∈ [0, T ],
sup∫ T
0 |ηs|2ds≤r
sup
ǫ∈[0,1]
E
G (|Xη,ǫ(x, t)−Xη,ǫ(y, s)|q) ≤ β(|x− y|q + |s− t|q/2). (5.12)
Set
θ(ǫ) = sup
x∈Rp
max
{
|bǫ(x)− b(x)|, ‖σǫ(x)− σ(x)‖HS, max
1≤k≤p
‖hǫ,k(x)− hk(x)‖HS
}
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and Zη,ǫ(x, t) = Xη,ǫ(x, t)−Xη,0(x, t). Then
Zη,ǫ(x, t) =
√
ǫ
∫ t
0
σǫ(Xη,ǫ(x, s))dBs +
∫ t
0
(bǫ(Xη,ǫ(x, s))− b(Xη,ǫ(x, s)))ds
+
∫ t
0
(σǫ(Xη,ǫ(x, s))− σ(Xη,ǫ(x, s)))ηsd〈B〉s
+
∫ t
0
(hǫ(Xη,ǫ(x, s))− h(Xη,ǫ(x, s)))d〈B〉s∫ t
0
(b(Xη,ǫ(x, s))− b(Xη,0(x, s)))ds
+
∫ t
0
(σ(Xη,ǫ(x, s))− σ(Xη,0(x, s)))ηsd〈B〉s
+
∫ t
0
(h(Xη,ǫ(x, s))− h(Xη,0(x, s)))d〈B〉s,
and so for any q ≥ 2, by the BDG inequality under G-expectation and Gronwall’s
equality, there exists a function γ(ǫ, θ(ǫ), q, r, σ¯) satisfying γ(ǫ, θ(ǫ), q, r, σ¯) → 0 as
ǫ→ 0 such that (cf. [14])
sup∫ T
0 |ηs|2ds≤r
sup
|x|≤m
E
G
(
sup
t∈[0,T ]
|Zη,ǫ(x, t)|q
)
≤ γ(ǫ, θ(ǫ), q, r, σ¯),
which yields that
lim
ǫ→0
sup∫ T
0
|ηs|2ds≤r
sup
|x|≤m
E¯
G
(
sup
t∈[0,T ]
|Zη,ǫ(x, t)|q
)
= 0. (5.13)
Finally, by the below Lemma 5.4, (5.10) is a consequence of (5.12) and (5.13). 
For given N ≥ 1, for each f ∈ H, g ∈ A, let Ψ(N)(f, g) ∈ C(Rp × [0, T ],Rp) be
defined by
Ψ(N)(f, g)(x, t)
=x+
N∑
k=1
b
(
Ψ(N)(f, g)
(
x,
(k − 1)T
N
))(
kT
N
∧ t− (k − 1)T
N
∧ t
)
+
N∑
k=1
σ
(
Ψ(N)(f, g)
(
x,
(k − 1)T
N
))(
f
(
kT
N
∧ t
)
− f
(
(k − 1)T
N
∧ t
))
+
N∑
k=1
h
(
Ψ(N)(f, g)
(
x,
(k − 1)T
N
))(
g
(
kT
N
∧ t
)
− g
(
(k − 1)T
N
∧ t
))
.
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Then it is obvious that for any N ≥ 1, (H×A, ρHG) ∋ (f, g)→ Ψ(N)(g) is continuous
and
Ψ(N)(f, g)(x, t) =x+
∫ t
0
b
(
Ψ(N)(f, g)(x, πN(s))
)
ds
+
∫ t
0
σ
(
Ψ(N)(f, g)(x, πN(s))
)
df(s)
+
∫ t
0
h
(
Ψ(N)(f, g)(x, πN(s))
)
dg(s)
where πN (s) =
(k−1)T
N
, for s ∈ [(k − 1)T/N, kT/N), k = 1, · · · , N .
Lemma 5.3. Assume that (H1) and (H2) hold. Then for any l ∈ (0,∞),
lim
N→∞
sup
‖f‖H≤l,g∈A
ρ(Ψ(f, g),Ψ(N)(f, g)) = 0.
Proof. Firstly, by the Lipschitz condition, there exists a constant L1 ∈ (0,∞) such
that for any x ∈ Rp, t ∈ [0, T ], f ∈ H,g ∈ A,
|Ψ(f, g)(x, t)| ≤|x|+ L1
∫ t
0
(1 + |Ψ(f, g)(x, s)|) (1 + |f ′(s)|+ ‖g′(s)‖HS) ds.
Therefore, by Gronwall’s inequality, for any m ≥ 1,
M¯m := sup
‖f‖H≤l,g∈A
sup
|x|≤m,t∈[0,T ]
|Ψ(f, g)(x, t)| <∞.
Furthermore, there exist positive constants L2, L3 such that for any |x| ≤ m, t ∈
[0, T ], ‖f‖H ≤ l, g ∈ A,
|Ψ(f, g)(x, πN(t))−Ψ(f, g)(x, t)|
≤L2 max
1≤k≤N
max
t∈[(k−1)T/N,kT/N ]
(∫ t
(k−1)T/N
|f ′(s)|+ ‖g′(s)‖HS
)
ds ≤ L3√
N
.
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Therefore, by∣∣Ψ(N)(f, g)(x, t)−Ψ(f, g)(x, t)∣∣
≤
∫ t
0
∣∣b (Ψ(N)(f, g)(x, πN(s)))− b (Ψ(f, g)(x, πN(s)))∣∣ ds
+
∫ t
0
|b (Ψ(f, g)(x, s))− b (Ψ(f, g)(x, πN(s)))| ds
+
∫ t
0
∣∣(σ (Ψ(N)(f, g)(x, πN(s)))− σ (Ψ(f, g)(x, πN(s)))) f ′(s)∣∣ ds
+
∫ t
0
|(σ (Ψ(f, g)(x, s))− σ (Ψ(f, g)(x, πN(s)))) f ′(s)| ds
+
∫ t
0
∣∣(h (Ψ(N)(f, g)(x, πN(s)))− h (Ψ(f, g)(x, πN(s)))) g′(s)∣∣ ds
+
∫ t
0
|(h (Ψ(f, g)(x, s))− h (Ψ(f, g)(x, πN(s)))) g′(s)| ds,
there exist positive constants L4, L5 such that for any |x| ≤ m, t ∈ [0, T ], ‖f‖H ≤ l,
g ∈ A,
max
s∈[0,t]
∣∣Ψ(N)(f, g)(x, s)−Ψ(f, g)(x, s)∣∣
≤ L4√
N
+ L5
∫ t
0
max
u∈[0,s]
∣∣Ψ(N)(f, g)(x, u)−Ψ(f, g)(x, u)∣∣ (1 + |f ′(s)|+ ‖g′(s)‖HS) ds.
Therefore, by Gronwall lemma, we obtain that for any m ≥ 1,
lim
N→∞
sup
|x|≤m,t∈[0,T ],‖f‖H≤l,g∈A
∣∣Ψ(N)(f, g)(x, t)−Ψ(f, g)(x, t)∣∣ = 0.

Lemma 5.4. Let T > 0 and let {Yλ,ǫ = {Yλ,ǫ(t), t ∈ [0, T ]m}; ǫ ∈ [0, 1], λ ∈ Λ} be a
family of Rp-valued continuous processes such that Yλ,ǫ(t) is quasi-continuous for all
λ, ε and t. Assume that there exists constants L ∈ (0,+∞), q > 0 and κ > 0 such
that
sup
λ∈Λ,ǫ∈[0,1]
E
G(|Yλ,ǫ(t)− Yλ,ǫ(s)|q) ≤ C|t− s|m+κ, s, t ∈ [0, T ]m. (5.14)
Then
sup
λ∈Λ,ǫ∈[0,1]
E
G
((
sup
s 6=t
|Yλ,ǫ(t)− Yλ,ǫ(s)|
|t− s|α
)q)
<∞, (5.15)
for every α ∈ [0, κ/q). As a consequence, {{Yλ,ǫ(t), t ∈ [0, T ]m}; ǫ ∈ [0, 1], λ ∈ Λ} is
tight under EG, i.e., for any δ > 0, there exists a compact Kδ ⊂ C([0, T ]m,Rp) such
that
sup
λ∈Λ,ǫ∈[0,1]
cG (Yλ,ǫ ∈ Kcδ) < δ. (5.16)
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Furthermore, if for t ∈ [0, T ]m and any δ > 0,
lim
ǫ→0
sup
λ∈Λ
cG (|Yλ,ǫ(t)− Yλ(t)| ≥ δ) = 0, (5.17)
where Yλ(t) := Yλ,0(t), then Yλ,ǫ converges uniformly to Yλ in distribution under E
G,
i.e., for any Φ ∈ Cb(C([0, T ]m,Rp)),
lim
ǫ→0
sup
λ∈Λ
E
G (|Φ(Yλ,ǫ)− Φ(Yλ)|) = 0. (5.18)
Proof. First, from the proof of the Kolmogorov criterion under G-expectation (cf.
Theorem 1.36, Chapter VI in [22])), we can obtain (5.15). Since for each α ∈ (0, κ/q),{
y ∈ C([0, T ]m,Rp); sup
s 6=t
|y(t)− y(s)|
|t− s|α ≤ r
}
is compact subset for any r ∈ (0,∞), by Chebyshev’s inequality and (5.15), for any
δ > 0, there exists a compact Kδ ⊂ C([0, T ]m,Rp) such that (5.16) holds.
If for each t ∈ [0, T ]m and δ > 0, (5.17) holds. Take α ∈ (0, κ/q). For any δ > 0,
choose r = r(δ) ∈ (0,∞) such that
sup
λ∈Λ,ǫ∈[0,1]
cG (Yλ,ǫ(t) ∈ Kcr) < δ,
where Kr =
{
y ∈ C([0, T ]m,Rp); sups 6=t
|y(t)− y(s)|
|t− s|α ≤ r
}
.
By continuity of Φ and compactness of Kr, there exists ζ > 0 such that for any
ψ, ϕ ∈ C([0, T ]m,Rp) ∩Kr with ‖ψ − ϕ‖ ≤ ζ , |Φ(ψ)− Φ(ϕ)| < δ.
By the definition of Kr, there exist l ≥ 1, τ ∈ (0, (ζ/3)1/α/r) and t1, · · · , tl such
that [0, T ]m = ∪li=1U(ti, τ), and
sup
λ∈Λ
cG
(
max
1≤i≤l
sup
t∈U(ti,τ)
|Yλ(t)− Yλ(ti)| ≥ ζ/3, Yλ ∈ Kr
)
= 0,
where U(ti, τ) = {t ∈ [0, T ]m; |t− ti| < τ} .
By (5.17), there exists ǫ0 such that for all ǫ ∈ (0, ǫ0),
max
1≤i≤l
sup
λ∈Λ
cG (|Yλ,ǫ(ti)− Yλ(ti)| ≥ ζ/3) < δ/3,
By triangle inequality
|Yλ,ǫ(t)− Yλ(t)| ≤ |Yλ,ǫ(t)− Yλ,ǫ(ti)|+ |Yλ,ǫ(ti)− Yλ(ti)|+ |Yλ(t)− Yλ(ti)|,
we have that for all ǫ ∈ (0, ǫ0),
sup
λ∈Λ
cG
(
Yλ,ǫ ∈ Kr, Yλ ∈ Kr, sup
t∈[0,T ]m
|Yλ,ǫ(t)− Yλ(t)| ≥ ζ
)
< δ.
Therefore, for all ǫ ∈ (0, ǫ0), supλ∈Λ EG (|Φ(Yλ,ǫ)− Φ(Yλ)|) ≤ (1 + 3M)δ, where
M := supy∈C([0,T ]m,Rp) |Φ(y)|. This yields (5.18).

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