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Let X and Y be Banach spaces. We show that a spectrum preserving surjective 
linear map 0 from S?(X) to g(Y) is either of the form Q(T) = ATA-’ for an 
isomorphism A of X onto Y or the form d(T) = BPB-’ for an isomorphism B of 
X* onto Y. cf.? 1986 Academic Press, Inc 
Let X and Y be Banach spaces over the complex field and let 93(X) and 
W(Y) denote the algebras of all bounded linear operators on X and Y, 
respectively. We consider linear maps Q from W(X) to a(Y) which preserve 
the spectrum; i.e., the spectrum a(T) of T equals a(c+d(T)) for every 
TE g(X). (No multiplicative or continuity properties of 4 are assumed.) 
We show that if such a map 4 is surjective, then it has one of the following 
forms. 
(i) There exists an isomorphism A : X -+ Y such that 4(T) = A TA ‘, 
for all TEE; 
(ii) There exists an isomorphism B from X* (the dual of X) to Y 
such that d(T) = BT*B-’ for every TE 93(X). 
In particular, such a mapping exists only if Y is isomorphic to X or to X*. 
We note that the injectivity of 4 follows from the fact that it preserves 
the spectrum (Lemma 2). The mapping 4 : g(H) -+ 9J(H@ H) for a Hilbert 
space H, given by 4(T) = TO T shows that the surjectivity assumption in 
our main result is needed even when X= Y. 
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The finite-dimensional case is related to a result of Marcus and 
Moyls [4] where they showed that a linear map 4 on M,(C) which preser- 
ves eigenvalues and their multiplicity is of the form q+(T) = ATA -l or 
4(T) = ATrA - ‘. Our approach, specialized to finite-dimensional spaces, 
gives a proof different from [4]. 
We now fix some notation. The duality between a Banach space and its 
dual will be denoted by ( ., . ). For an x E X and an f E X*, we denote by 
x @f the rank one operator on X given by u --) (u, f ) x. 
LEMMA 1. Let A EB(X). Then o(T+ A) c a(T) for every TES(X) if 
and only if A = 0. 
Proof. For the nontrivial implication, assume A # 0, and let x be a vec- 
tor in X such that Ax= y #O. It is easy to see that there exists an f E X* 
suchthat(x,f)=land(y,f)#O.IfT=(x-y)~~then(T+A)x=x, 
so ~EC(T+A). But o(T)={O,(x-y,f)} and (x-y,f)=l- 
(y,f)#l. Therefore, o(T+A) P o(T). 1 
LEMMA 2. Zf 4 is a spectrum-preserving linear map from 27(X) to g( Y), 
then q5 is injective. 
Proof: If &A) = 0, then a( T+ A) = 0(4(T)) = a( T) for every TE B(X). 
By Lemma 1, A = 0. 1 
In what follows, we will assume that q5 is a surjective linear map preserv- 
ing the spectrum. 
LEMMA 3. d(Z)=Z. 
Proof: Since 4 is surjective, the exists an SET such that d(S) = Z. 
We have o(T+S-Z)=o(4(T-Z)+Z)= 1 +u(T-Z)=a(T) for every 
TE B(X). Therefore S - Z= 0 by Lemma 1. 1 
LEMMA 4. For TE B(X), x E X, f E X* and A $ cr( T), we have 
IEr$T+x@f) ifandonly if((n--T)-‘x,f)=l. 
Proof If ((A-T)-‘x,f)=l, then 
(T+x@f)(il-T)-‘x=T(il-T)-‘x+x=1(1-T)-’x, 
and so 1 is an eigenvalue of T + x Of: Conversely, if 1 E a( T + x @ f ), then 
by a variant of the Fredholm alternative, I is an eigenvalue of T + x 0 f 
and so there exists a nonzero vector u E X such that (T+ x@f) u = lu. 
Therefore u=(u,f)(n-T))‘x. It follows that ((A-T)-‘x,f)=l. i 
The following theorem, which may be of independent interest, gives a 
spectral characterization of rank one operators. 
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THEOREM 1. Let A E g(X), A #O. The following conditions are 
equivalent. 
(i) A has rank 1. 
(ii) o(T+A)na(T+cA)ca(T)for every TE:L@X) andevery c# 1. 
ProojI If A has rank 1, then A = x @f for an x E X and an f~ X*. Let 
TE g(X) and let 14 g(T). By Lemma 4, i E G( T + CA) if and only if 
c < (A - T) ~ ’ x, f ) = 1. Therefore 1 cannot belong to a( T + CA) for two 
distinct values of c. This proves the implication (i) * (ii). 
To prove the reverse implication, assume that rank A > 2. We will show 
that condition (ii) is not satisfied. We begin by considering the case where 
A is a scalar ctl, tx ~0. Let T be an operator with o(T) = (0, CX}. It follows 
that 
o(T+A)no(T+2A)= {2a} SL o(T). 
We now consider the case where A is not a scalar, in addition to the 
assumption that rank A 2 2. We will construct a nilpotent operator N with 
N3 = 0 and a scalar c # 1 such that a(N + A ) n a( N + CA) contains a non- 
zero scalar. We first consider the case where there exists a vector u in X 
such that U, Au, A*u are linearly independent. Let U be the linear span of 
{a, Au, A*u} and let V be a (closed) complement of U in X. Define an 
operator N on X by 
Nu=u-Au, 
NAu = Au - 2A2u, 
NA2u = -42 + 3Au/2 - 2A*u, 
Nv=O for vE V. 
Therefore NE W(X), N3 = 0, (N + A) u = u and (N + 2A) Au = Au, con- 
sequently 1 E e( N + A) n o(N + 2A). 
Next we consider the case where for every XEX, the vectors x, Ax, A2x 
are linearly dependent. We will show that A satisfies a quadratic 
polynomial equation p(A) = 0. Since A is not a scalar, there exists a vector 
u1 in X such that u1 and Au, are linearly independent. Therefore the 
minimal polynomial p of u1 , i.e., the manic generator of the ideal 
{r: r(A) u, = 0}, is quadratic. N ow let x E X and consider the restriction of 
A to the invariant subspace U, = span (ul, Au,, x, Ax}. Let q be the 
minimal polynomial of A 1 U,. By a standard result in linear algebra, there 
exists a vector UE U, such that q is also the minimal polynomial of u and 
so by our assumption, deg q < 2. On the other hand, p divides q, so q =p 
and p(A 1 U,) = 0; in particular, p(A) x = 0. Since x is arbitrary, we have 
p(A)=O. 
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We now consider four subcases according as p(t) = (t - a)(t - /?) or 
(t-a)’ or t(t-a) or t*, where a#O#/3#a. By the standard decom- 
position of algebraic operators and since rank A 3 2 and A is not a scalar, 
we see that A has a finite-dimensional invariant subspace W such that 
A ) W has a matrix representation 
respectively. We consider a complement Z of W in X and an operator N 
such that NJ 2 = 0 and NI W has matrix representation 
respectively. Let c be afi-’ or 4 or 2 or 2 or 2, respectively. Then N* = 0 
and o(N+ A) n o(N+ CA) includes a nonzero scalar, namely a or 2a or 2a 
or J?, respectively. 1 
The proof of the above theorem establishes the following result. 
COROLLARY 1. Let A E a(X). The following conditions are equivalent. 
(i) A has rank 1 or is a scalar. 
(ii) c(N+ A) na(N+ CA) c (0) for every nilpotent operator N 
satisfying N3 = 0 and every scalar c # 1. 
In infinite-dimensional spaces, this result can be refined as follows. 
COROLLARY 2. If X is infinite-dimensional, then rank A < 1 if and only if 
o(N+A)na(N+cA)= {O}f or every nilpotent operator N with N3 = 0 and 
every scalar c # 1. Furthermore, A is a nonzero scalar if and only if the above 
intersection is empty. 
Proof This follows from the fact that for a nilpotent N and a compact 
K, the essential spectrum of N+ K is (0) and so the spectrum includes 
0. I 
We now return to our study of the mapping 4. 
LEMMA 5. If R E W(X) has rank one, then 4(R) has rank 1. 
SPECTRUM-PRESERVING MAPS 259 
Proof. This follows easily from Theorem 1 and Lemma 2. m 
We are now ready to prove our main theorem. 
THEOREM 2. If 4: 29(X) --t $!?I( Y) is a spectrum-preserving surjective 
linear mapping, then either 
(i) there is a bounded invertible operator A: X + Y such that 
4(T) = A TA ~ I for every T E g’(X) or 
(ii) there is a bounded invertible operator B: X* -+ Y such that 
q5( T) = BT*B-’ for every TE W(X). 
Proof. For every nonzero x E X and every nonzero f~ X* consider the 
sets L,={x@h:h~X*} and Rf={u@f:ugX). Each of L, and Rfis a 
linear subspace of a(X) consisting of rank one operators and is maximal 
among such spaces. It follows that for every x, q4(L,) is either an L,V for 
some y E Y or an R, for some gE Y*. Furthermore, we cannot have 
#(t,) = L, and #(L,)= R, simultaneously for some u and v in X since 
L,, n R, is a one-dimensional space while L, n L, has dimension 0 or dim 
X*. So we have two cases. 
Case 1. For every x E X, there exists a y E Y such that q5(L,) = L,., so 
4(x of) = y 0 g. The mapping f-+ g is linear, so g = C,f for a linear trans- 
formation C,: X* + Y *. We will show that the space CC.,: XE X> has 
dimension 1. If this is not the case, then there exist x 1, x2 E X, y, , y, E Y 
and two linearly independent ransformations C, , C, such that 4(x1 of) = 
y, 0 C,f and d(x,Of) = yZ@ C2 f for every f: It follows that 
y, 0 C, f+ y, 0 Cz f = #((x1 + x2) of) and so has rank 1 for every J: Since 
C1 and C, are linearly independent we must have that y, and y2 are 
linearly dependent, and so L,, = LJ2, implying that L,, = L,, and so x, and 
x2 are linearly dependent. However, in this case, we get that C, and C2 are 
linearly dependent which is a contradiction. This establishes the fact that 
dim { C,: x E X) = 1 and so by absorbing a constant in the first term of the 
tensor product, we have one linear transformation C: X* -+ Y* such that 
d(xOf) = y@ Cf: Now the mapping x --+ y is linear, and we have 
&x@f) = Ax 0 CA where A is a linear transformation from X to Y. 
Furthermore, both A and C are bijections since 4 is bijective. 
Now let T be an arbitrary operator on X, then 
qd(T+x@f)=#(T)+AxOG 
Let 3, be a complex number with A 4 o(T). By Lemma 4, we have that 
((A-T)-‘x,f)=l ifandonlyif ((A-q5(T))“Ax,Cf)=l,andso,by 
linearity, we have 
((A- T)-‘x,f >= ((~-d(T))-‘Ax, Cf > 
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for every x E X, f E X* and A$ a(T). By the closed graph theorem, we can 
easily establish the fact that A and C are bounded. Replacing 1 with l/z, we 
get 
w-zT)-‘A-‘y,f)=<(l-zti(T))-‘y&f) 
for every nonzero complex number z in some neighbourhood {z: 1 z ( < S} 
of 0. Each side of the above equation is analytic in (z: 0 < 1 z 1 < 6 > with a 
removeable singularity at 0. Taking the limit as z + 0, we get (A -’ y, f ) = 
(y, Cf ). Taking the derivative at z = 0, we get (TA-’ y, f ) = 
(MY, C’.‘. Th ereore (TA-‘y,f)=(A-‘&T)y,f) and we get f 
#(T)=ATA-‘. 
Case 2. For every x E X, there exists a g E Y* such that $(L,) = R,. By 
a proof similar to the above, we get an isomorphism B from X* onto Y 
such that qS( T) = BT*B-’ for every TG 9(X). 1 
COROLLARY 3. Zf $: W(X) + AY( Y) is a surjective linear map, then 4 
preserves the spectrum if and only if it is an algebra-isomorphism or an anti- 
isomorphism. 
The following corollary is well-known [2]. 
COROLLARY 4. Every automorphism of the algebra W(X) is inner. 
Remark 1. If 4 takes the form (ii) of Theorem 2, the surjectivity of 4 
implies that every operator on X* is a dual of an operator on X. This, in 
turn, implies that X is reflexive. Since Y must be isomorphic to X*, it 
follows that Y too is reflexive. 
Remark 2. When X= Y = H, a Hilbert space, case (ii) of Theorem 2 
takes the form d(T) = WC- ‘, where CE W(H) and F denotes the trans- 
pose of T relative to a fixed but arbitrary orthonormal basis. 
Remark 3. Linear maps satisfying the weaker condition of preserving 
invertibility have been characterized in the finite-dimensional case in [S]. 
Other results on such maps between commutative Banach algebras are in 
[3] and also in [l] for certain maps between C*-algebras. 
ACKNOWLEDGMENT 
This paper was written while the first-named author was visiting the University of Victoria. 
He would like to thank the Department of Mathematics of the University of Victoria for its 
hospitality. 
SPECTRUM-PRESERVING MAPS 261 
REFERENCES 
1. M.-D. CHOI, D. HADWIN, E. NORDGREN, H. RADJAVI, AND P. ROSENTHAL, On positive 
linear maps preserving invertibility, .I. Funct. Anal. 59 (1984), 462-469. 
2. M. EIDELHEIT, On isomorphisms of rings of linear operators, Studin Math. 9 (1940), 
97-105. 
3. J. P. KAHANE AND W. ZELAZKO, A characterization of maximal ideals in commutative 
Banach algebras, Studiu Math. 29 (1968), 339-343. 
4. M. MARCUS AND B. N. MOYLS, Linear transformations on algebras of matrices, Cunad. J. 
Math. 11 (1959), 61-66. 
5. M. MARCUS AND R. F’IJRWS, Linear tranformations on algebras of matrices: The 
invariance of the elementary symmetric functions, Canad. J. Math. 11 (1959), 383-396. 
