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Abstract. In this paper, we address the problem for determining the number of finite field elements with prescribed
trace and co-trace in case of arbitrary characteristic p. We show that this problem can be reduced to solving a system of
p − 1 linear equations with matrix of coefficients a slight modification of circulant matrix formed by the Kloosterman
sums over the field Fp. The presented approach is illustrated in the cases of characteristic p = 2, 3 and 5.
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André Weil bound.
1 Introduction
The finite fields play an important role in coding theory, sequence design and cryptography. One of the most
useful tool for investigations in these scientific disciplines is the so-called trace function over finite field. For a
plenty of results involving this notion, we refer to [1].
Some less-known applications of the trace are those considered in [2] and [3]. More specifically, S. M.
Dodunekov has proved the quasiperfectness of three classes of double-error correcting codes using essentially
the fact that in every binary field with degree of extension at least 3 there exists a non-zero element whose
trace is opposite to the trace of its inverse [2]. Also, H. Niederreiter in his efforts to establish a formula for
the number of binary irreducible polynomials of given degree with second and next to the last coefficient both
equal to 1, has obtained as a by-product an expression for the cardinality of non-zero elements of a given binary
field with property that their traces and the traces of inverses of them are equal to 1 [3].
Of course, the above mentioned two topics can be considered from a common perspective. So, the goal of
this paper is to extend and generalize these earlier results in case of the finite fields with characteristic greater
than 2.
The paper is organized as follows. In the next section, we recall the background needed to present our
results. Then in Section 3, we describe our approach for computing the cardinality of finite field elements with
prescribed trace and co-trace in case of arbitrary characteristic. In Section 4, the asymptotic behavior of the
quantities of interest is investigated. The examples for small values of characteristic are given in Section 5.
Finally, some conclusions are drawn in the last section.
2 Preliminaries
Let Fq be the finite field of characteristic p and order q = p
m, and let F∗q stand for the multiplicative group of
Fq.
Definition 1. The trace of an element γ in Fq over Fp is equal to
tr(γ) = γ + γp + ...+ γp
m−1
The co-trace of an element γ in F∗q is equal to tr(γ−1).
It is well-known that the traces lie in the prime field Fp, and the number of elements in Fq with fixed trace
equals q/p (see, e.g. [4, Ch. 4.8]).
For arbitrary i, j ∈ Fp (with slight abuse in notations) we introduce the following:
Tij = |{x ∈ F∗q : tr(x) = i, tr(x−1) = j)}|,
i.e. Tij stands for the number of non-zero elements of Fq with trace i and co-trace j.
As it is prompted in the Introduction, we search for an approach to finding out closed-form formulae for Tij in
terms ofm and p when the characteristic p is arbitrary.
We need as well the notion of Kloosterman sums for finite fields defined as follows
Definition 2. (see, e.g. [5]) For each u ∈ F∗q
K(m)(u) =
∑
x∈F∗q
ω tr(x+
u
x
),
where ω = e
2pii
p .
The crucial fact, we make use of, is inferred by the main result of L. Carlitz’ work from 1969. Namely, if
u ∈ F∗p, the Kloosterman sum K(m)(u) is explicitly expressible in terms of the degree of field extension m, the
characteristic p and the Kloosterman sum K(u) △= K(1)(u). More specifically, the following statement stated
hereinafter as a proposition, is valid:
Proposition 1. (see, e.g. [5, Eq. 1.3]) For arbitrary u ∈ F∗p, it holds:
K(m)(u) = (−1)m−121−m
∑
2r≤m
(
m
2r
)
Km−2r(u)(K2(u)− 4p)r
It is deserved mentioning that there are other explicit expressions of this kind [7] (in particular, by using the
Dickson polynomials [8]).
In addition, we exploit another three facts which can be found, for instance, in a slightly modified form in
Lehmers’ work from 1967:
Proposition 2. (see, [6, Eqs. 1.9, 3.7 and 3.6, respectively])
(i)
p−1∑
u=1
K(u) = 1.
(ii)
p−1∑
u=1
K2(u) = p2 − p− 1,
and if p > 2
(iii)
p−1∑
u=1
K(u)K(cu) = −p− 1
for any c 6= 1 in F∗p.
An another notion we need, is that of left-circulant matrix and for the sake of completeness we recall it as well
as some basic properties of this kind of matrices (see, e.g. Carmona et al.[9]).
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Definition 3. An n×n matrix A is called a left-circulant matrix if the i−th row ofA is obtained from the first
row of A by a left cyclic shift of i− 1 steps, i.e. the general form of the left-circulant matrix is
A =


a0 a1 a2 ... an−2 an−1
a1 a2 a3 ... an−1 a0
a2 a3 a4 ... a0 a1
. . . . . . . .
an−1a0 a1 ... an−3 an−2

 .
Apparently, the left-circulant matrices are symmetric and it is well-known that the inverse of a real invertible
matrix of this type is again left-circulant.
The determinant of a left-circulant matrix can be computed using the following proposition.
Proposition 3. Let A be a left-circulant matrix with first row (a0, a1, . . . , an−1). Then:
detA = (−1) (n−1)(n−2)2
n−1∏
l=0
f(θl),
where f(x) =
∑n−1
r=0 arx
r and θl, l = 0, 1, . . . , n− 1 are the nth roots of unity.
In fact, the above formula differs from the "classical" formula for determinant of circulant matrix up to a sign.
The reason is that any left-circulant matrix can be obtained from the truly circulant matrix having the same first
row by
(n−1)(n−2)
2 transpositions of rows (from second to last one).
A less-known property of the left-circulant matrices is given by the next.
Proposition 4. LetA be a left-circulant invertible matrix whose sum of the first row elements equals to S. Then
for the sum S′ of the first row elements of inverse matrix A−1 it holds S′ = 1/S.
Proof. Let the first rows of the matricesA andA−1 be (a0, a1, . . . , an−1) and (a′0, a
′
1, . . . , a
′
n−1), respectively.
Using the defining matrix equality, i.e. AA−1 = In, where In is the identity matrix of size n, we obtain the
following (corresponding to the first column of the identity matrix) equalities:
n−1∑
l=0
ala
′
l = 1
n−1∑
l=0
as+la
′
l = 0, s = 1, . . . , n− 1,
where the subscript s + l is taken modulo n. Summing up these n equalities, after some rewriting, one gets:∑n−1
l=0 al ×
∑n−1
l=0 a
′
l = 1 which completes the proof. ⊓⊔
We shall need as well the next.
Lemma 1. LetAn be an n× n matrix having entries equal to x over its main diagonal and equal to y outside
of the main diagonal. Then it holds:
∆n
△
= detAn =
(
x+ (n − 1)y)(x− y)n−1.
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Proof. The following chain of computations is straightforward using basic properties of determinants (here the
employed notation for determinant is |.| ):
∆n =
∣∣∣∣∣∣∣∣∣∣
x y y . . . y
y x y . . . y
y y x . . . y
. . . . . . . . . . .
y y y . . . x
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
1 1 1 . . . 1
0 1 0 . . . 0
0 0 1 . . . 0
. . . . . . . . . .
0 0 0 . . . 1
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
x y y . . . y
y x y . . . y
y y x . . . y
. . . . . . . . . . .
y y y . . . x
∣∣∣∣∣∣∣∣∣∣
=
(
x+ (n− 1)y)
∣∣∣∣∣∣∣∣∣∣
1 1 1 . . . 1
y x y . . . y
y y x . . . y
. . . . . . . . . . .
y y y . . . x
∣∣∣∣∣∣∣∣∣∣
=
(
x+ (n− 1)y)
∣∣∣∣∣∣∣∣∣∣
1 0 0 . . . 0
−y 1 0 . . . 0
−y 0 1 . . . 0
. . . . . . . . . . . .
−y 0 0 . . . 1
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
1 1 1 . . . 1
y x y . . . y
y y x . . . y
. . . . . . . . . . .
y y y . . . x
∣∣∣∣∣∣∣∣∣∣
=
(
x+ (n− 1)y)
∣∣∣∣∣∣∣∣∣∣
1 1 1 . . . 1
0 x− y 0 . . . 0
0 0 x− y . . . 0
. . . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . x− y
∣∣∣∣∣∣∣∣∣∣
=
(
x+ (n− 1)y)(x− y)n−1
⊓⊔
For the sake of completeness, we finally recall the famous André Weil bound on Kloosterman sums over finite
fields. Namely, for any finite field Fq of characteristic p and every u ∈ F∗q , the corresponding Kloosterman sum
(see, Definition 2) satisfies the Weil bound |K(m)(u)| ≤ 2√pm.
3 An outline of our approach
The approach to achieving the goal of this paper consists of the following three basic steps:
– reducing the number of unknowns;
– working out a system of linear equations;
– the uniqueness of solution.
Hereinafter, we consecutively exhibit them.
3.1 reducing the number of unknowns
First, we shall prove the following proposition.
Proposition 5. For arbitrary i, j ∈ Fp, it holds:
(i) Tij = Tji,
and for i ∈ F∗p:
(ii) Tij = T1s,
where s = ij.
Proof. The obvious (x−1)−1 = x for any x 6= 0 implies (i). Claim (ii) follows by the fact that the mapping
x→ x/i is an 1− 1 correspondence on Fq, and the next easily verifiable relations:
tr(x/i) = tr(x)/i; tr((x/i)−1) = tr(i x−1) = i tr(x−1),
valid for any i ∈ F∗p ⊓⊔
As an immediate corollary it is obtained.
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Corollary 1. For any i ∈ F∗p, it holds: T0i = Ti0 = T10 = T01.
Proposition 5 and Corollary 1 imply that it is sufficient to find closed-form formulae for T00, T01 and T1s, s =
1, . . . , p− 1.
Moreover, one easily deduces the following:
Lemma 2.
T10 = q/p−
p−1∑
s=1
T1s (1)
T00 = (p− 1)
p−1∑
s=1
T1s + 2q/p− q − 1 (2)
Proof. Indeed, Eq. (1) is an immediate consequence of the fact that the number of elements in Fq with fixed
trace equals q/p, while Eq. (2) follows by the same fact (excluding the zero of the field) and taking into account
Corollary 1 as well as just proven Eq. (1). ⊓⊔
Lemma 2 means that T00 and T01 = T10 can be expressed in terms of the quantities T1s, s = 1, . . . , p − 1 and
the characteristic p.
3.2 working out a system of linear equations for T1s
Our aim in this subsection is to find a system of linear equations for the p− 1 unknowns ts △= T1s.
To this end, for each u ∈ F∗p we proceed as follows:
K(m)(u) △=
∑
x∈F∗q
ωtr(x+ux
−1) =
p−1∑
i,j=0
Tijω
i+uj =
T00 +
p−1∑
j=1
T0jω
uj +
p−1∑
i=1
Ti0ω
i +
p−1∑
i,j=1
tijω
i+uj =
T00 − 2T01 +
p−1∑
s=1
ts(
p−1∑
i=1
ωi+
us
i ) = T00 − 2T01 +
p−1∑
s=1
K(us)ts.
Notice that in the above chain of elementary transformations we have consecutively used Proposition 5.(ii),
Corollary 1 and the fact that ω = e
2pii
p is a nontrivial p−th root of unity.
Further on, making use of Lemma 2 in the latter equality and after a minor rewriting, we get the following
linear system:
p−1∑
s=1
(K(us) + p+ 1)ts = K(m)(u) + q + 1, u ∈ F∗p. (3)
Note that, for fixed u, the right-hand side of (3) can be expressed in terms of K(u),m and p taking into
consideration Carlitz’ result (Proposition 1).
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3.3 the uniqueness of solution
Proposition 6. The linear system (3) is equivalent to a system whose matrix of coefficients is left-circulant.
Proof. Let g be a primitive element of F∗p. Renaming the unknowns by xl
△
= tgl , l = 0, . . . , p−2 and arranging
equations (3) according to increasing order of powers of g in their right-hand sides, one gets a system of the
form:
p−2∑
l=0
ks+lxl = K(m)(gs) + q + 1, s = 0, . . . , p− 2, (4)
where the subscript of ks+l
△
= K(gs+l) + p + 1 is taken modulo p − 1, of course. Obviously, the matrix
K
△
= K(g) of coefficients of system (4) is a real left-circulant matrix. ⊓⊔
Now, we prove the following.
Lemma 3.
detK = p2 detK′,
where K′ is the left-circulant matrix having as a first row the vector
(K(1),K(g),K(g2 ), . . . ,K(gp−2)).
Proof. We make use of Proposition 3. There are two essentially distinct cases to be considered:
1) if θ = 1, we easily derive:
p−2∑
l=0
klθ
l =
p−2∑
l=0
(K(gl) + p+ 1) =
p−2∑
l=0
K(gl) + p2 − 1 =
p2 = p2 × 1 = p2
p−2∑
l=0
K(gl)θl
by using Proposition 2(i),
2) otherwise, we have:
p−2∑
l=0
klθ
l =
p−2∑
l=0
(K(gl)θl + (p+ 1)θl) =
p−2∑
l=0
K(gl)θl,
since θ is a nontrivial (p− 1)st root of unity. ⊓⊔
Proposition 7.
|detK′| = pp−2
Proof. If p = 2 the claim is trivial. In case p > 2, using Proposition 2(ii)–(iii), one shows that the matrix K′2
satisfies the assumptions of Lemma 1 with x = p2 − p − 1 and y = −p − 1. Thus, det2K′ = p2(p−2) which
completes the proof. ⊓⊔
Remark 1. Note that the determinants of the matrices under consideration do not depend on particular chosen
primitive element g but only on the field characteristic.
Now, we are in position to establish the main result.
Theorem 1. The quantities T1s, s = 1, . . . , p− 1 can be found as the unique solution of linear system (3).
Proof. Indeed, Lemma 3 and Proposition 7 immediately imply |detK| = pp, i.e. the matrix K of coefficients
of equivalent system (4) (see, Proposition 6) is invertible. ⊓⊔
Remark 2. Of course, the remaining Tij can be found by applying Lemma 2 and Proposition 5.
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4 Asymptotic behavior of the quantities Tij
In this section, at first, we will give a convenient matrix presentation of the unique solution of system (4).
To this end, we introduce some additional notations, i.e. denote by q = (q + 1, q + 1, . . . , q + 1) and by
k(m) =
(K(m)(1),K(m)(g), . . . ,K(m)(gp−2)), the vectors of length p − 1 with constant coordinate q + 1 and
of the Kloosterman sums over Fq, respectively. Apparently, the system of interest has the following matrix
form:
xK = q+ k(m),
with x = (x0, x1, . . . , xp−2) being the vector of unknowns.
IfR is the inverse of matrix K (see, Theorem 1) then the above matrix equation can be solved as follows:
x = qR+ k(m)R. (5)
Lemma 4. In the above notations, the product qR equals to the vector ( q+1
p2
, q+1
p2
, . . . , q+1
p2
).
Proof. Since R is a left-circulant matrix and q is with constant coordinates, it can be easily seen that qR has
components equal to the constant (q + 1) ×∑p−2l=0 rl where r0, r1, . . . , rp−2 are the elements of first column
(row) of R. But according to Proposition 4, it holds
∑p−2
l=0 rl = 1/
∑p−2
l=0 kl. Finally, the proof is completed
observing that the last sum
∑p−2
l=0 kl equals p
2 (see, part 1 of the proof of Lemma 3). ⊓⊔
The above proposition and Eq. (5) mean that each unknown can be found of the form:
xs =
q
p2
+
1
p2
+
p−2∑
l=0
rs+lK(m)(gl), s = 0, . . . , p − 2, (6)
where the index s+ l is taken modulo p− 1.
Theorem 2. limm→∞ T1spm =
1
p2
for each 1 ≤ s ≤ p− 1.
Proof. We make use of Eq. (6). By the Weil bound on Kloosterman sums it follows: |K(m)(u)|/pm ≤ 2/√pm,
for each u ∈ Fp. This together with the fact that r0, r1, . . . , rp−2 are constants (depending only on characteristic
p) implies that the behavior of ratio T1spm when m is sufficiently large is determined by the term q/p
m+2, i.e. it
resembles 1/p2. ⊓⊔
Corollary 2. Both ratios T00pm and
T01
pm converge to 1/p
2 when m goes to infinity.
Proof. An immediate consequence of Lemma 2 and Theorem 2. ⊓⊔
5 Examples
5.1 char = 2
Combining the solely (in this case) Eq. (3) and Carlitz’ result, we get:
T11 =
2m + 1
4
+
1
2m+1
⌊m/2⌋∑
r=0
(−1)m+r+1
(
m
2r
)
7r. (7)
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Also, by using Lemma 2 we obtain:
T00 =
2m − 3
4
+
1
2m+1
⌊m/2⌋∑
r=0
(−1)m+r+1
(
m
2r
)
7r
and
T01 =
2m − 1
2
− 1
2m
⌊m/2⌋∑
r=0
(−1)m+r+1
(
m
2r
)
7r,
respectively [10].
Remark 3. Formula (7) is obtained as a by-product in [3] without making use of Carlitz’ result.
Table 1. in the Appendix shows some numerical results yielded by using the above formulae.
5.2 char = 3
Solving system (3), we get:
T11 =
3m + 1
9
+
−K(m)(1) + 2K(m)(2)
9
,
T12 =
3m + 1
9
+
2K(m)(1)−K(m)(2)
9
and by using Lemma 2
T00 =
3m − 5
9
+
2K(m)(1) + 2K(m)(2)
9
,
T01 =
3m − 2
9
− K
(m)(1) +K(m)(2)
9
.
Now, Carlitz’ result can be applied but we skip the final formulae due to their too cumbersome form.
Table 2. in the Appendix presents some numerical results for this case.
5.3 char = 5
The solution of system (3) in this case is:
T11 =
5m + 1
25
+
2K(m)(1) − 2K(m)(3) +K(m)(4)+φ×(K(m)(1) + 2K(m)(2)− 2K(m)(3) −K(m)(4))
25
,
T12 =
5m + 1
25
+
K(m)(2) + 2K(m)(3)− 2K(m)(4)+φ×(2K(m)(1) −K(m)(2) +K(m)(3)− 2K(m)(4))
25
,
T13 =
5m + 1
25
+
−2K(m)(1) + 2K(m)(2) +K(m)(3)+φ×(− 2K(m)(1) +K(m)(2)−K(m)(3) + 2K(m)(4))
25
,
T14 =
5m + 1
25
+
K(m)(1)− 2K(m)(2) + 2K(m)(4)+φ×(−K(m)(1)− 2K(m)(2) + 2K(m)(3) +K(m)(4))
25
,
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where φ = −1+
√
5
2 .
Finally, Lemma 2 gives:
T00 =
5m − 9
25
+
K(m)(1) +K(m)(2) +K(m)(3) +K(m)(4)
25
,
T01 =
5m − 4
25
− K
(m)(1) +K(m)(2) +K(m)(3) +K(m)(4)
25
.
Table 3. in the Appendix contains some numerical results for this case.
6 Conclusion
In this paper, we describe an approach to computing the number of elements of the finite field Fq, q = p
m
with prescribed trace and co-trace. This approach consists of reducing the problem under consideration to
solving a linear system with coefficient matrix which is a slight modification of circulant matrix formed by the
Kloosterman sums over the prime field Fp. Also, for that system we prove the uniqueness of its solution based
on some deep properties of the sums considered. Together with 1969’s result of Carlitz giving explicit formulas
for corresponding Kloosterman sums over Fq in terms of m and p, this allows to find closed-form expressions
for the quantities of interest. The study of asymptotic behavior of these quantities shows that they resemble
pm−2 when m is sufficiently large. The last fact can be interpreted as the constraints imposed on the values of
trace and co-trace are in some sense independent to each other.
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APPENDIX
Table 1. Values of Tij for 2 ≤ m ≤ 10, char = 2.
m 2 3 4 5 6 7 8 9 10
T00 1 0 3 10 13 28 71 126 241
T01 0 3 4 5 18 35 56 129 270
T11 2 1 4 11 14 29 72 127 242
Table 2. Values of Tij for 1 ≤ m ≤ 6, char = 3.
m 1 2 3 4 5 6
T00 0 2 2 10 20 68
T01 0 0 3 8 30 87
T11 1 1 0 13 31 72
T12 0 2 6 6 20 84
Table 3. Values of Tij for 1 ≤ m ≤ 6, char = 5.
m 1 2 3 4 5 6
T00 0 4 0 28 164 628
T01 0 0 6 24 115 624
T11 1 2 0 21 120 601
T12 0 0 6 38 130 590
T13 0 2 6 16 140 660
T14 0 1 7 26 120 650
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