INTRODUCTION
Binary trees are one of the most important data structures in computer science and have been investigated in depth. Recently, the enumeration of binary trees has attracted researchers' attention [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . The ordinary meaning for the enumeration of binary trees is that a 1-1 correspondence is established between the set of binary trees and the set of certain non-negative integer sequences, and then all the nonnegative integer sequences are enumerated. To enumerate binary trees, researchers have proposed many methods of coding with non-negative integer sequences. Knott raised the idea of the tree permutation ( p 1 , p 2 , . . . , p n ) in 1977 [1] . Rotem and Varol gave the ballot sequence (b 1 , b 2 , . . . , b n ) from the tree permutation in 1978 [3] . Based on rotations, Zerling used the codeword (x n−1 , x n−2 , . . . , x 1 ) in 1985 [4] , and van Baronaigien used the codeword (c 1 , c 2 , . . . , c n ) in 1991 [5] (where van Baronaigien's codeword is in the reverse order to that of Zerling and c n is always 0). The method of rotations was also used by Lucas et al. in 1993 [6] . Bapiraju and Rao presented the tree sequence in [2] (in fact, they used a 0-1 pair sequence instead of the tree sequence to determine a binary tree uniquely). Because there is a well-known equivalence between the set of full binary trees (or so-called extended binary trees) and the set of binary trees, some integer sequences aimed at full binary trees are developed such as binary bit patterns (or bit strings) [7] [8] [9] , P-sequences and L-sequences [10] and weight sequences [11] .
From the basic shape of the component in a binary tree, we can classify nodes into four types, i.e. leaf nodes, nodes with a right subtree, nodes with both left and right subtrees and nodes by a left subtree, and label them with a, b, c and d respectively. Thus, these labels can be read in preorder to form a character sequence (word) which can be described by a grammar for binary trees (GBT), and the properties of words can be discussed within the category of a grammar. The example of a word of GBT, as well as for the other above methods of coding binary trees, is shown in Figure 1 . With respect to the transformation between a sequence and the corresponding binary tree, with its familiar computer representation using a pointer to a node (root) in which there are two pointers to the left and right subtrees-from Figure 1 it may be seen that the method for the word of GBT is comparatively simple. For enumerating sequences, the analysis of the algorithm for generating all the sequences of binary trees with n nodes is not given in some papers. In the papers which include the analysis, the number of recursive calls is used as a measure of the time complexity, and the best result is that which generates an average time per sequence for a binary tree of O (1) . For example, Zerling [4] and Pallo [11] give average times of less than 1.6 and more then 1.33 respectively when n > 2, and tends to 1.33 as n increases; Er [9] gives an average time of more than 4 when n > 2 (see Section 5), although Er says that approximately`1.33 + lower-order terms'; and Psequence [10] gives an average time between 2 and 3. As for Solomon and Finkel [12] , without any sequence, generating the computer representation of binary trees gives an average time of O(n) per tree.
By our method, generating the computer representation of binary trees uses an average time of O(1) per tree, which is the same as that for the enumeration of words derived from GBT, i.e. in an average time of less than 1.33 per word or per tree. Section 2 presents the grammar for binary trees (GBT) and its properties. Section 3 gives the grammar for full binary trees (GFBT), its properties and its relation to GBT. Section 4 shows algorithms for the enumeration of words and binary trees in a computer representation. Section 5 analyses the algorithms. Section 6 discusses the problem of non-isomorphic series of binary trees by varying GBT. Section 7 draws some conclusions.
GRAMMAR FOR BINARY TREES (GBT)
It is well-known that a binary tree is a "nite set of nodes which is either empty, or consists of a root and two disjoint binary subtrees called the left and right subtrees [13] and its familiar computer representation is using a pointer to a node (root) in which there are two pointers to the left and right subtrees. Besides methods of non-negative integer sequences for representing binary trees, a contextfree grammar [14] can be used to describe binary trees. For any word w of &(GBT), it is obvious that w should end with a, and w must not begin with a except for w = a.
Similarly, by changing P into {W → a, W → bW, W → WcW, W → Wd}, the in-order GBT will be found, and by changing P into {W → a, W → Wb, W → WWc, W → Wd}, the post-order GBT will be found. The inorder GBT has an ambiguity, for example, w = bad has two leftmost derivations w → bw → bwd → bad and w → wd → bwd → bad.
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trees, such as tree sequences [2] of ambiguity, the other rules must be used to determine a binary tree uniquely, and this will make the problem complicated. For the post-order GBT, its word is actually the reversal word of the pre-order GBT, and the property is symmetrical. Therefore, only the preorder GBT will be discussed in this paper, and GBT means the pre-order GBT for short. THEOREM 1. GBT has no ambiguity.
Proof. For the four productions of GBT, the leftmost symbols on the right are all the different terminals, so, for any w ∈ &(GBT), w has only one leftmost derivation.
Thus, a simple 1-1 correspondence can be found between binary trees and words of &(GBT).
THEOREM 2. There is a simple 1-1 correspondence between binary trees and words of &(GBT).

Proof.
1. For a nonempty binary tree T, a word w can be obtained by the following steps:
(i) labelling each node of T with a, b, c or d according to its kind, i.e. a, a right node; b, a node with a right subtree; c, a node with both left and right subtrees, and d, a node with a left subtree and (ii) reading all the labels of nodes of T in preorder to form a word w.
Comparing the forming of w with the four productions of &(GBT), we know that w is in &(GBT).
2. For a word w of &(GBT), we can construct a nonempty binary tree T from the leftmost derivation of w. By Theorem 1, T will be unique. There are four cases in the leftmost derivation.
(i) w = a, T is with one node, (ii) w = bw , T is the tree of which the root has a right subtree, and the right subtree can be constructed based on w , (iii) w = cw w , T is the tree of which the root has both a left and a right subtree, and both subtrees can be constructed based on w and w respectively, or (iv) w = dw , T is the tree of which the root has a left subtree, and the left subtree can be constructed based on w .
Therefore, given a word w of &(GBT), the corresponding tree T is constructed.
Given in the Proof for Theorem 2, the simple 1-1 correspondence between binary trees and words of &(GBT) is denoted by S 1-1 cor . With S 1-1 cor , we can devote our attention to properties of words of &(GBT).
COROLLARY. |& n (GBT)| = C n , where C n is the nth Catalan number.
Proof. From the Proof for Theorem 2, we know that under S 1-1 cor , binary trees with n nodes are 1-1 corresponding to words of & n (GBT), while the number of binary trees with n nodes is the nth Catalan number [13] .
In fact, from the four productions of GBT,
It will be shown that the number of as and cs in a word is important for the properties of words in & n (GBT).
To scan a word w 1 w 2 . . . w n from n down to 1, we give a necessary and suf"cient condition for the word of & n (GBT) as Theorem 3.
Proof.` ⇒': Use the inductive method.
1. When n = 1 or n = 2, the result holds obviously. 2. Suppose the result holds when n < k (k > 2). When n = k (k > 2), w 1 = a, and there are two cases.
, and a(w 1 ) = 0 and c(w 1 ) = 1. From the supposition,
The result holds.
To summarize (1) and (2),` ⇒' is true.
THE COMPUTER JOURNAL, Vol. 40, No. 5, 1997
⇐ ': Since |w| = n, it is suf"cient to show that w ∈ &(GBT). It can be proved that for i from n down to 1, w i w i+1 . . . w n can be expressed as w
, where k i+1 = S(i + 1, n) and w
and w
Therefore, when i = 1,
COROLLARY. For a word w
( x means the greatest integer less than or equal to x).
Proof.
The necessary and suf"cient condition for a suf"x is given in Lemma 1 below.
Proof. We use P to denote`w i w i+1 . . . w n is a suf"x'. By
To scan a word w 1 w 2 . . . w n from 1 to n, we give another necessary and suf"cient condition for the word of & n (GBT) as Theorem 5.
Proof. By Theorem 3, it is suf"cient to show that 1
The necessary and suf"cient condition for a pre"x is given in Lemma 2 below. 
Proof. We use P to denote`w 1 w 2 . . . ------------------------------------------------------- 
GRAMMAR FOR FULL BINARY TREES (GFBT) AND ITS RELATION TO GBT
In a full binary tree, there are only two kinds of nodes, i.e. internal nodes and leaf nodes, and they are denoted by c and a respectively. Full binary trees can also be described by a context-free grammar as follows. Thus, the properties of GBT can be transplanted to GFBT easily. For simplicity, we give the following de"nition "rst. 
DEFINITION 6(0). The preorder GFBT is a grammar (V N
where, f ∈ {a , c },
{==============================================} { Constant | N ( >=1 ) } {-----------+----------------------------------} { Type
| WType=array [1. . 
N] of char; } {-----------+----------------------------------
} { Variable | Word:WType; } {-----------+----------------------------------} { Procedure | Print(var W:WType) } {-----------+----------------------------------} { Call | Word[N]:='a'; } { | if N>1 then GWordsSuffix(N-1,1) } { | else Print(Word); } {----------------------------------------------} procedure
Given w
Based on a discussion similar to that for GBT, the properties for GFBT can be obtained as follows. ---------+-------------------------------------------------- 
Properties of GFBT
-----------+---------------------------------------------------
} {-----------+---------------------------------------------------} { Procedure | Print(var ATree:TreeType); } {-----------+---------------------------------------------------} { Call
---------------------------------------------------------------}
procedure TreesEnum(m,s:integer); var Current,Father,This:integer; begin Current:=N-m+1; 
and
Proof. Let β(w) = w 1 w 2 . . . w 2n+1 , then S (1, 1) = −1, and for 1 ≤ i ≤ n, −1 ≤ S (2i − 1, 2i − 1) ≤ 1 and ---------+--------------------------------------------- ----------+------------------------------------------- 
By Theorem 3 and the properties of GFBT (3), the result holds.
ALGORITHMS
In Sections 2 and 3, we have discussed in depth the properties of words in & n (GBT) and & m (GFBT) respectively, as well as the relation between words of & n (GBT) and words of & 2n+1 (GFBT). The algorithm for the enumeration of words in & 2n+1 (GFBT) can be obtained easily based on a discussion similar to that for the enumeration of words in & n (GBT), or, by the bijection β provided in Section 3, any algorithm for the enumeration of words in & n (GBT) can be used to enumerate words of & 2n+1 (GFBT) with the same ef"ciency. Therefore, we will only discuss algorithms for the enumeration of words in & n (GBT) below.
In many algorithms published for generating the integer 
sequences representing binary trees, the sequences are enumerated lexicographically [4, 5, [8] [9] [10] [11] . Based on Theorem 6, a recursive algorithm is given in Figure 2 Proof. Let w = w 1 w 2 . . . w n , when w ∈ & n (GBT), w n = a. Each w i (1 ≤ i ≤ n − 1) is regarded as a variable and w is used to generate all the words of & n (GBT) lexicographically. Thus, for i from 1 to n − 1, recursively w i is assigned as a, b, c and d in turn as long as w 1 w 2 . . . w i can be a pre"x of & n (GBT), and when i = n − 1, w is printed. In the case that w 1 w 2 . . . w i−1 is a pre"x of & n (GBT), the condition to assign w i with a, b, c or d is the crux of this algorithm, which has been described clearly in Theorem 6. Therefore, based on Theorem 6 the recursive algorithm in Figure 2 can generate all the words of & N (GBT) lexicographically, where parameters N , m and S correspond to n, n − (i − 1) and S c (1, i − 1) in Theorem 6 respectively.
All the words of & n (GBT) can also be enumerated lexicographically in a non-recursive way, based on Theorem 6. Such an algorithm, GWordsLex NR, is shown in Figure 3 , and the thinking behind the algorithm is given in the Appendix.
If the order of a, b, c and d (4! = 24) is changed when the pre"x is formed, words of & n (GBT) can be enumerated in 24 different ways, they can be obtained easily by exchanging the corresponding order of clauses A, B, C and D in algorithm GWordsLex R, and their non-recursive algorithms can also be derived by modifying the algorithm GWordsLex NR.
Based on Theorem 4, words of & n (GBT) can be enumerated in another 24 ways by forming suf"x. One of them is given in Figure 4 .
Since the correspondence is simple between words of & n (GBT) and binary trees, we can give an algorithm TreesEnum to enumerate binary trees in computer (pointer) representation by modifying the algorithm GWordsLex R, and it is shown in Figure 5 .
In addition, words of & n (GBT) can also be enumerated in natural ordering [1, 10, 12] and such an algorithm is given in Figure 6 . 
ANALYSIS OF THE ALGORITHM
For the problem to generate all the sequences for the corresponding binary trees with n nodes, the comparison in ef"ciency of four algorithms, i.e. those of Er [9] , Zerling [4] , Pallo [11] and ours, is given as follows. Here, the number of recursive calls is used as a measure of time complexity. 
Proof. From Z (n) ), the comparison is to be made only for the remaining three algorithms, and this can be done well by a program based on the above equations. The results are given in Table 1 . (We denote Z (n) − Z (n − 1) by Z d (n) and  G(n, 0) − G(n − 1, 0) by G d (n) .)
From Table 1 , it is known that:
1. the average time of Zerling's algorithm Z (n)/C n is more than 1.33 when n > 2, and since C n = (4 − 6/(n + 1))C n−1 [1] , lim n→∞ ( . = 1.33, i.e. the average time tends to 1.33 as n increases; 2. the average time of Er's algorithm C(n, 0)/C n is more than 4 when n > 2, other than approximately`1.33 + lower terms' claimed in [9] , and it can be seen that C(n, 0) = Z (n + 1) + 1 = n+1 i=1 C i , i.e. the average time tends to 4 + 1.33 = 5.33 as n increases and 3. the average time of our algorithm G(n, 0)/C n is less than Z (n)/C n , and since Z d (n) − G d (n) > 0 (and it becomes larger and larger as n increases), i.e. Z (n) − G(n, 0) > Z(n − 1) − G(n − 1, 0) > 0, G(n, 0)/C n is always less than Z (n)/C n , therefore, G(n, 0)/C n is less than 1.33 for any n.
As for the enumeration of binary trees in a computer representation, the algorithm TreesEnum uses an average time O(1) per tree, while the algorithm of Solomon and Finkel [12] uses an average time O(n) per tree. Others give no algorithms to enumerate binary trees in a computer representation.
VARIATION OF GBT
Lucas et al. [6] proved that four series of binary trees, corresponding respectively to four kinds of integer sequences generated by algorithms of Alg-Z, Alg-P, Alg-M and Alg-RP are isomorphic, while non-isomorphic series of binary trees can be described by the character sequences based on GBT. From Section 4, there are 24 kinds of pre"x ways and 24 kinds of suf"x ways to enumerate words of & n (GBT) for binary trees. We will only discuss the problem about non-isomorphic series of binary trees corresponding to words of GBT in lexicographic order by varying GBT. If a permutation on V T ({a, b, c, d}) is done for the set P of GBT, i.e. a new correspondence between elements of V T and four kinds of nodes in a binary tree is obtained, the series of binary trees corresponding to the words derived from the new GBT lexicographically may be different.
The number of permutations on V T for the set P of GBT is 4!/2 = 12. All the permutations are given in Table 2 .
We will only give the following results, and make no mention of the details. For simplicity, we use S P (i) to denote the series of binary trees corresponding to words derived from the GBT with P i lexicographically,`=' to denote isomorphic and` =' to denote non-isomorphic. These results are
