Generalizations of bold play in red and black  by Pendergrass, Marcus & Siegrist, Kyle
Stochastic Processes and their Applications 92 (2001) 163{180
www.elsevier.com/locate/spa
Generalizations of bold play in red and black
Marcus Pendergrassa, Kyle Siegristb; 
aTime Domain, Inc., Huntsville, AL, USA
bDepartment of Mathematics, University of Alabama in Huntsville, Huntsville, AL 35899, USA
Received 29 February 2000; received in revised form 1 August 2000; accepted 9 August 2000
Abstract
The strategy of bold play in the game of red and black leads to a number of interesting
mathematical properties: the player’s fortune follows a deterministic map, before the transition
that ends the game; the bold strategy can be \re-scaled" to produce new strategies with the same
win probability; the win probability is a continuous function of the initial fortune, and in the fair
case, equals the initial fortune. We consider several Markov chains in more general settings and
study the extent to which the properties are preserved. In particular, we study two \k-player"
models. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 60K10; 60J05
Keywords: Red and black; Bold play; Markov chain; Hitting time
1. Introduction
Recall that in the game of red and black (Dubins and Savage, 1965; Maitra and
Sudderth, 1996), the player starts with an initial fortune x (normalized to lie in [0; 1]),
and then bets on a sequence of Bernoulli trials, at even stakes, until she either reaches
her target (1), or is ruined (0). A famous result is that in the subfair case, an optimal
strategy is bold play, whereby at each trial, the player bets her entire fortune or just
what is needed to reach the target, whichever is smaller.
In addition to optimality, the bold strategy has a number of interesting properties:
(1) Before the game ends, the fortune process is deterministic, following the map
x 7! 2x mod 1.
(2) The bold strategy can be \re-scaled", on binary subintervals of [0; 1], resulting in
new strategies with the same win probability function.
(3) The win probability is a continuous function of the initial fortune.
(4) In the fair case, the win probability is the same as the player’s initial fortune.
The purpose of this paper is to study Markov chains in a more general setting that
preserve some of these properties. In Section 3, we study a general class of partially
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deterministic chains { chains that follow a deterministic map before entry into a set
of states D. We obtain results for the distribution of the hitting time and place in D.
The chains studied in the rest of the paper all belong to this general class.
In Section 4, we study a chain on the sequence space f0; 1; : : : ; k−1g1. When k=2
and the sequences are interpreted as the binary coordinates of the player’s fortune, the
chain corresponds to standard bold play in red and black. With D as the set of constant
sequences, we show that the chain has the re-scaling property for all k, and we obtain
results comparing the expected hitting time to D for the re-scaled chains. The expected
value comparisons are new even for k=2. Unfortunately, except when k=2, the chains
on the sequence space do not seem to have a natural gambling interpretation. However
to us, red and black is also interesting because of its mathematical properties, and in
particular, its connections to dynamical systems. In this context, the sequence space
model is the natural mathematical home for the rescaling property.
In Section 5, we study Markov chains that naturally generalize bold play with k
players. Basically, the active players bet on multinomial trials, each betting the mini-
mum fortune, with the winner taking the total bet. When a player is ruined, she drops
out. Again, when k =2, the chain corresponds to bold play in standard red and black.
For general k, we show that the probability that a given player is the ultimate winner is
a continuous function of the initial state, and in the fair case equals her initial fortune.
The continuity result is particularly interesting for two reasons. First, the probabilities
that a player survives the intermediate eliminations are discontinuous functions of the
initial state. Second, the continuity result does not depend on how the trial win proba-
bilities are re-assigned when a player drops out. On the other hand, except when k=2,
the re-scaling property does not seem to hold, at least in a way that preserves the basic
structure of the model.
The fact that our two \k-dimensional" models agree only when k = 2 suggests that
standard bold play in red and black is very special.
2. Preliminaries
Let S be a measurable space and  a measurable map from S into itself. For n =
0; 1; : : : ; let n denote the n-fold composition of  with itself (0 is the identity map).
Suppose that D S is measurable. The rank of x relative to D and  is the rst
time the orbit of x enters the set D:
r(x) = inffn>0: n(x) 2 Dg:
Usually, the map  and the set D are clear from the context, and so are suppressed in
the notation.
Lemma 1. If r is the rank function of D relative to ; then r satises the following
shift property relative to :
r(x)>k ) r(k(x)) = r(x)− k:
Conversely; if r : S ! f0; 1; : : :g[ f1g satises the shift property relative to  then r
is the rank function of D = fx 2 S: r(x) = 0g.
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In many cases of interest, the set D is closed under :
x 2 D) (x) 2 D:
In this case,
r(x)6k , k(x) 2 D:
Next suppose that p: S ! R. We dene the powers of p relative to  and D as
follows:
pn(x) = p(x)p((x))   p(n−1(x))1(n<r(x)):
(The notation 1(B) denotes the indicator function of an event B.) As usual, a product
over an empty index set is interpreted as 1. As with rank, the powers depend on the
map  and the set D, but usually this dependence is suppressed in the notation.
Lemma 2. The powers of p satisfy the following law of exponents relative to :
pk(x)pn(k(x)) = pn+k(x) for x 2 S and n; k = 0; 1; : : : :
Conversely; if f : S  f0; 1; : : :g ! R satises the law of exponents relative to  then
f(x; k) = pk(x) for x 2 S; k 2 f0; 1; : : :g;
where p(x) = f(x; 1) for x 2 S and D = fx 2 S: f(x; 0) = 0g.
3. Partially deterministic chains
As in the last section suppose that  : S ! S and D S are measurable. Let X =
fXn: n=0; 1; : : :g be a Markov chain with state space S and transition function P. We
assume that P(x; ) has discrete support Sx for each x 2 S. As usual, we write Px and
Ex for probability and expected value, respectively, conditioned on X0 = x. Also as
customary, we adjoin a \dead" state  to S and dene X1= . A measurable function
f : S ! R is automatically extended to S [ fg by f() = 0.
Let  denote the hitting time of X to D:
= inffn>0: Xn 2 Dg:
From the general theory, recall the following.
Lemma 3. For AD; x 7! Px(X 2 A) is the smallest non-negative function on S
satisfying
Px(X 2 A) =
8<
:
1(x 2 A) if x 2 D;X
y2Sx
P(x; y)Py(X 2 A) if x 2 S − D: (1)
We are also interested in the following stopping time:
T = inffn>0: Xn 6= n(X0) or n(X0) 2 Dg;
the rst time that the dynamical system enters D or that the state of the chain diers
from that of the dynamical system. The joint distribution of (T; XT ) can be expressed
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simply in terms of the powers of p : S ! [0; 1] dened by p(x)=P(x; (x)). The proof
is straightforward.
Theorem 4. For x 2 S; A S;
Px(T = 0; XT 2 A) = [1− p0(x)]1(x 2 A);
Px(T = n; XT 2 A) = pn−1(x)P(n−1(x); A)− pn(x)1(n(x) 2 A); n>1:
Corollary 5. For x 2 S;
Px(T >n) = pn(x); n= 0; 1; : : : :
Px(T =1) = lim
n!1 p
n(x):
Ex(T ) =
1X
n=0
pn(x):
Corollary 6. The stopping time T has the following memoryless property relative to
: For x 2 S and n; m= 0; 1; : : : ;
Px(T >n+ m) = Px(T >n)Pn(x)(T >m):
Note that if p is constant on the orbit of x
p(n(x)) = x for n= 0; 1; : : : ;
then given X0 = x; T has the geometric distribution with parameter x, truncated at
r(x) if r(x)<1. On the other hand, if
p(n(x))6x < 1 for n= 0; 1; : : : ;
then the distribution of T given X0 = x is stochastically smaller than the geometric
distribution with parameter x. In particular, Ex(T )<1 and Px(T <1) = 1.
Denition 7. We will say that the chain X follows  before hitting D if
n<) Xn = n(X0):
Thus, before entry into D, the chain evolves deterministically, according to the map
. In this case, T and  agree.
Lemma 8. If X follows  before hitting D then = T .
Thus, Theorem 4 and its corollaries hold (with T replaced by ). Because XT 2 D if
T <1, the distribution of XT has a simple form, which we give in terms of expected
value.
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Corollary 9. Suppose that X follows  before hitting D and let g :D ! R be mea-
surable. Assuming that the expected value exists;
Ex[g(XT )] =
8><
>:
g(x) if x 2 D;
1X
n=0
pn(x)PDg(n(x)) if x 2 S − D;
where PDg(y) =
P
z2D P(y; z)g(z).
There are several facts worth noting. First, only the values of  on S−D are relevant
in Denition 7. Trivially, any chain follows  before hitting S, for any . At the other
extreme, a chain that follows  before hitting ; is purely deterministic, except for the
initial state. An important special case is when D is closed with respect to X :
Xn 2 D) Xn+1 2 D:
In fact, in many cases of interest, there will exist a chain of sets,
Dk Dk−1   D0 = S;
such that for i=1; : : : ; k; Di is closed under X and , and the chain restricted to Di−1
follows  before hitting Di.
4. The sequence space model
In this section, we will study Markov chains on a sequence space that generalize
the standard bold and re-scaled bold strategies in red and black, when the fortunes are
expressed in binary coordinates.
Let K = f0; 1; : : : ; k − 1g where k>2 be an integer and let S =K1. We give K the
discrete topology, S the corresponding product topology and Borel -algebra. Generally,
we will denote sequences (nite or innite) as strings:
x = x1x2 : : : :
If x is a nite sequence and y is a sequence, xy denotes the concatenation of x with
y. If a 2 K; a 2 S denotes the constant sequence aaa : : : . Let D = fa: a 2 Kg.
The coordinates of x 2 S can be interpreted as the base k coordinates for a number
in [0; 1], as dened by the map
x 7!
1X
i=1
xi
ki
: (2)
The map is onto, but not one-to-one of course. Specically, if xj <k − 1 then the
sequences
x1 : : : xj−1xj(k − 1); x1 : : : xj−1(xj + 1)0
map to the same number in [0; 1]. Finally, note that i maps to i=(k − 1) and hence
the elements of D partition [0; 1] into k − 1 subintervals of equal length 1=(k − 1).
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For j = 1; 2; : : : ; dene j; j: S ! S by
j(x) = x1    xj−1xj+1    ; (3)
j(x) = x1    xj−1xj : (4)
Thus, j deletes coordinate j and j replicates coordinate j. We will abbreviate 1 and
1 by  and , respectively.
Let r denote the rank function of D relative to . Then
r(x) = inffj: xj+1 = xj+2 =   g:
Under the mapping (2), the sequences of nite rank map to the base k rationals,
numbers of the form m=[(k − 1)kn] for some n and some 06m6(k − 1)kn. Note that
j(x) = x , j(x) = x , j(x) = j(x) , r(x)<j:
Let pi 2 [0; 1] for i 2 K . The rst-order chain is dened to be the Markov chain on
S with transition probabilities
P(x; (x)) = px1 ; P(x; (x)) = 1− px1 :
The chain follows  before hitting D, so the results of Section 3 apply. Thus, if T
denotes the hitting time to D then
Px(T >n) = px1   pxn if r(x)>n:
G(x) = Ex(T ) =
r(x)−1X
n=0
px1   pxn :
Let V (x; a) = Px(XT = a) for x 2 S and a 2 D. Then
V (x; a) = (1− pa)1fx1 = ag+ px1V ((x); a); (5)
V (x; a) =
1X
n=0
px1   pxn(1− pa)1fxn+1 = ag: (6)
If k = 2, the chain on S can be considered a chain on [0; 1], via the map dened by
(2), if and only if the following consistency condition hold:
p1 = 1− p0: (7)
In this case, the chain corresponds to bold play in classical red and black (Dubins and
Savage, 1965; Maitra and Sudderth, 1996). The state x 2 [0; 1] is the player’s fortune.
The bet when the fortune is x is (x) = minfx; 1− xg. The transition probabilities are
P(x; 2x) = p0; P(x; 0) = 1− p0 if 06x6 12 ;
P(x; 2x − 1) = 1− p0; P(x; 1) = p0 if 126x61:
Even in this, the most widely studied case, the expressions for the probability of
winning and the expected duration of the game given above are simpler than the
ones usually given in the literature (see Billingsley, 1986 for example). An essentially
equivalent expression for the probability of winning (in the standard case k = 2) is
given in Wilkins Jr., (1972).
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If k =3, the chain on S can be considered a chain on [0; 1], via the map (2) if and
only if the following consistency conditions hold:
p0 = 0; p1 = 1; p2 = 0:
The resulting chain is deterministic, and hence trivial. If k > 3, the chain on S never
corresponds to a chain on [0; 1], regardless of how the pi are dened. Nonetheless, as
we will show next, the sequence space formulation is a natural generalization because
of the re-scaling property.
The order j chain is dened to be the Markov chain with transition probabilities Pj
given as follows:
Pj(x; j(x)) = pxj ; Pj(x; j(x)) = 1− pxj if r(x)>j;
Pj(x; i(x)) = pxi ; Pj(x; i(x)) = 1− pxi if r(x) = i; 0<i<j;
Pj(x; x) = 1 if r(x) = 0:
Note that if i< j, the order i chain and the order j chain have the same transition
probabilities, and hence behave the same way, starting in a state of rank i or less.
Ultimately, the order j chain is absorbed into a state a 2 D. The key ingredient for
most of the results of this section is the following consistency property under shift.
The proof follows directly from the denitions.
Lemma 10. Let X denote the order j chain and let T denote the hitting time of X
to D = fx 2 S: r(x) = 0g. Let Y denote the order j + 1 chain and let U denote the
hitting time of Y to D1 = fx 2 S: r(x)61g. Then f(Yn): 06n6Ug; given Y0 = x;
is equivalent to fXn: 06n6Tg; given X0 = (x).
For the order j chain X let
Gj(x) = Ex(T ); x 2 S;
Vj(x; a) = Px(XT = a); x 2 S; a 2 D;
where T is the hitting time of X to D. The general functional equation (1) in this
cases becomes
Vj(x; a) = pxjVj(j(x); a
) + (1− pxj)Vj(j(x); a): (8)
On the other hand, we also have
Lemma 11. For j = 1; 2; : : : ;
Vj+1(x; a) = px1Vj((x); a
) + (1− pa)1(x1 = a); x 2 S; a 2 D:
Proof. Let X denote the order j + 1 chain, and as in Lemma 10, let U denote the
hitting time of X to D1 = fx 2 S: r(x)61g. Let x 2 S; a 2 D and suppose rst that
x1 6= a. To go from x to a, the chain must go from x to x1a and then in one step to
a. By Lemma 10,
Vj+1(x; a) = Px(XU = x1a)P(x1a; a) = Vj((x); a)px1 :
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Suppose now that x1 = a. To go from x to a, the chain must rst go to a state of the
form ab (b may or may not equal a) and then, if b 6= a, go in one step to a. Again,
by Lemma 10,
Vj+1(x; a) = (1− Vj((x); a))(1− pa) + Vj((x); a)
=paVj((x); a) + (1− pa):
Theorem 12. Vj = V for j = 1; 2; : : : :
Proof. By denition, V1 = V . Suppose that Vi = V for i< j. Let x 2 S and a 2 D.
If r(x) = i< j then by denition and the induction hypothesis,
Vj(x; a) = Vi(x; a) = V (x; a):
If r(x)>j, then by Lemma 11 and (5),
Vj(x; a) =px1Vj−1((x); a
) + (1− pa)1fx1 = ag
=px1V ((x); a
) + (1− pa)1fx1 = ag= V (x; a):
If k=2 and the consistency condition (7) holds, then the order j chain corresponds to a
chain on [0; 1] via the map (2). Moreover, these higher-order chains correspond to the
\scaled" bold strategies in red and black (see Dubins and Savage, 1965). Specically,
the betting functions are dened recursively as follows:
1(x) = (x) = minfx; 1− xg; (9)
and for j = 2; 3; : : : ;
j(x) =
8>><
>>:
j−1(2x)=2 if 0<x< 12 ;
1=2 if x = 12 ;
j−1(2x − 1) if 12<x< 1:
(10)
Theorem 12 thus generalizes the well-known result in standard red and black that
the scaled strategies lead to the same win probability function as the bold strategy.
Now let J : S − D! f1; 2; : : :g satisfy J (x)6r(x). For x 2 S − D dene
J (x) = J (x)(x);
J (x) = J (x)(x);
pJ (x) = pxJ (x) :
For completeness, dene J (x) = J (x) = x for x 2 D.
The Markov chain associated with J is dened as follows:
PJ (x; x) = 1 if r(x) = 0;
PJ (x; J (x)) = pJ (x); PJ (x; J (x)) = 1− pJ (x) if r(x)> 0:
Note that for xed j, the order j chain is simply the chain associated with the
function
J (x) =

r(x) if r(x)<j;
j if r(x)>j:
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The chain associated with J is eventually absorbed into a state in D. Thus, with our
usual notation, let T denote the hitting time to D, GJ the expected value function for
T , and VJ the hitting kernel for T .
Theorem 13. If pi < 1 for each i then V = VJ .
Proof. Let X denote the chain associated with J and let T denote the hitting time of
X to D. At each time step, the probability of entering a state of nite rank is at least
1−maxfpi: i = 0; : : : ; k − 1g> 0:
Once the chain enters a state of rank n, the chain hits D in n or fewer steps. Thus for
any x 2 S,
Px(T <1) = 1:
Let a 2 D. Trivially,
VJ (b; a) = V (b; a) = 1(b; a) for b 2 D:
For x 2 S − D, the functional equation (1) becomes
VJ (x; a) = pJ (x)VJ (J (x); a) + (1− pJ (x))VJ (J (x); a):
But also from (8) and from Theorem 12 we also have for x 2 S − D
V (x; a) = pJ (x)V (J (x); a) + (1− pJ (x))V (J (x); a):
Thus, by Lemma 3 we have VJ = V .
When k = 2 and the consistency condition (7) holds, the chain associated with J
can be considered also as a chain on [0; 1] via the map (2). The corresponding betting
function is
J (x) =

0 if x 2 D;
J (x)(x) if x 2 S − D;
where j is given in (9) and (10). Thus, Theorem 13 generalizes the well-known result
in standard red and black that states that the strategy with betting function J gives the
same win probability function as the bold strategy. Moreover, in the subfair case, these
strategies, for all functions J , dene all stationary, deterministic, optimal strategies (see
Dubins and Savage, 1965).
The kernel V has some interesting properties. First note from (6), that V (x; a) is
continuous as a function of x, and if xn 6= a for all n, then V (x; a) = 0. Consider the
uniform case where pi = 1=k for i = 0; 1; : : : ; k − 1. Then (6) becomes
V (x; a) =
1X
n=1
k − 1
kn
1fxn = ag:
Note that if x; y 2 S and xn = a if and only if yn = a, then V (x; a) = V (y; a). Also,
V (x; a) 2 [0; 1] corresponds the sequence v(x; a) 2 S given by
vn(x; a) = (k − 1)1(xn = a):
In particular, v(x; 1) = x only when k = 2.
We now turn our attention to the expected hitting time to D.
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Lemma 14. For j = 1; 2; : : : ;
Gj+1(x) = Gj((x)) + [1− V ((x); x1 )]:
Proof. Let X denote the order j + 1 chain, T the hitting time of X to D and U the
hitting time of X to D1 = fx 2 S: r(x)61g. Given X0 = x,
T = U + [1− 1(XU = x1 )]:
Hence
Ex(T ) = Ex(U ) + [1− Px(XU = x1 )]:
But by Lemma 10
Ex(U ) = Gj((x))
and
Px(XU = x1 ) = V ((x); x

1 ):
Corollary 15. For j = 1; 2; : : :
Gj(x) = G(j(x)) +
j−1X
n=0
W (n(x)); x 2 S;
where W (x) = 1− V ((x); x1 ) for x 2 S.
Theorem 16. If r(x)<1 then Gj(x)=Gr(x)(x) for j>r(x). If r(x)=1 then Gj(x) "
1 as j !1.
Proof. First note from Corollary 15 that
Gj+1(x)− Gj(x) = G(j+1(x))− G(j(x)) +W (j(x)): (11)
If r(x)6j then j(x) 2 D and j+1(x) 2 D so
G(j+1(x)) = G(j(x)) =W (j(x)) = 0;
and so Gj+1(x) = Gj(x). Thus, suppose that r(x) =1. Then
G(j(x)) = 1 + pxj+1G(
j+1(x));
so substituting into (11) gives
Gj+1(x)− Gj(x) = G(j+1(x))(1− pxj+1)− [1−W (j(x))]:
Thus, to show that Gj+1(x)>Gj(x), it suces to show that
G(j+1(x))(1− pxj+1))>1−W (j(x)): (12)
But to show (12) it suces to show
V (z; a)6(1− pa))G(z) (13)
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for any z with r(z) =1 and any a 2 f0; : : : ; k − 1g. Recall that
V (z; a) =
r(z)−1X
n=0
pz1   pznP(n(z); a);
G(z) =
r(z)−1X
n=0
pz1   pzn :
But since r(z) =1,
P(n(z); a) =

1− pa if zn+1 = a;
0 if zn+1 6= a (14)
and hence (12) holds. Finally, to show that Gj(x) ! 1 as j ! 1, it suces by
Corollary 15 to show that W (n(x)) is bounded above 0 for innitely many n. In turn,
it suces to show that V (n(x); xn) is bounded below 1 for innitely many n. This is
trivially true since r(x) =1 and pi 2 (0; 1) for i 2 f0; : : : ; k − 1g.
When k = 2 and the consistency condition (7) holds, Gj(x) is the expected time of
play in red and black with betting function j dened in (9) and (10). Even in this
case, Theorem 16 is new, to the best of our knowledge. The theorem shows that in
the subfair case, starting at a binary irrational fortune x, there exist optimal strategies
with arbitrarily large expected time of play. For other results concerning the playing
time in games related to red and black, see Klugman, 1977; Kulldor, 1993 and Ross,
1974.
5. The k-player bold process
Next, we consider a natural formulation of bold play with k players in a general
state space; a special case corresponds to bold play in red and black with k players.
We will prove a general continuity result for the expected value of a function of the
terminal state. A special case will give the continuity, as a function of the initial state,
of a players’ win probability for bold play in k-player red and black. Specializing
further to the fair case, we will show that a player’s win probability is equal to his
(normalized) initial fortune.
Let S be a topological space, and let fSi: 06i6k−1g be a closed, non-overlapping
topological cover of S. This means that
S =
k−1[
i=0
Si; (15a)
Si = int Si; (15b)
i 6= j ) int Si \ int Sj = ;: (15c)
Let D S be a non-empty, proper, closed subset of S, and assume that there exist
player maps i : S ! S; 06i6k − 1 satisfying
i is continuous on S; (16a)
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i(x) = x for all x2D; (16b)
i(x) 2 D if and only if x 62 int Si: (16c)
We will consider Markov chains X on S whose transition probabilities P satisfy
P(x; i(x)) = pi for x 2 S − D;
where pi > 0 for i=0; : : : ; k−1 and p0+   +pk−1=1. Points x 2 S are thought of as
encoding the \fortunes" of the \players", and the player maps i(x) give the new state
of the process when the current state is x and player i wins the next trial. The behavior
of X on D itself has not been specied here. This is because D is intended to model
those states in which at least one of the players has dropped out of the game, and in
these regions we want to leave open the possibility that a dierent set of player maps
might take over. The sets D\ Si should be thought of as having the same structure as
S, but tailored to k − 1 players rather than k. Thus a k-player chain X can be fully
specied by \piecing out" (see Ikeda et al., 1966), each piece corresponding to the
number of players who are still active in the game.
Let  : S ! S be any function satisfying (x) 2 fi(x): x 2 Sig. Then by (15c),
(x) = i(x) and p(x) = pi if x 2 int Si. By (16c) the k-player bold chain X follows
 before hitting D. It is easy to show that the rank function r is the same for all
functions  satisfying (x) 2 fi(x): x 2 Sig.
Bold play in standard red and black ts into this framework: let S = [0; 1]; D =
f0; 1g; S0 = [0; 12 ]; S1 = [ 12 ; 1], and let x 2 S be the bold player’s fortune (player 0),
1− x 2 S the house fortune (player 1). The player maps are
0(x) =
(
2x if x 2 S0;
1 if x 2 S1;
1(x) =
(
0 if x 2 S0;
2x − 1 if x 2 S1
and we may take (x) = 2x mod 1, for instance.
More generally, let S = S(k) denote the (k − 1)-dimensional simplex
S =
(
x = (x0; : : : ; xk−1): xi 2 [0; 1];
k−1X
i=0
xi = 1
)
:
A point x 2 S is a fortune vector, representing the fortunes of k players, labeled
0; 1; : : : ; k − 1; xi is the fortune of player i. The total fortune is thus normalized to 1.
Let D denote the set of states x 2 S in which at least one of the players is broke:
D =
k−1[
i=0
fx 2 S: xi = 0g:
Note that D is just the boundary of S. Each of the k sets in the union comprising D
is isomorphic to the simplex S(k−1), and is the state space for a (k − 1)-player bold
game.
Let Si be the set of states in which player i has the minimum fortune. The sets
Si; i = 0; : : : ; k − 1 are closed, and intersect only at their boundaries, which represent
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Fig. 1. The state space S(3) for three-player bold.
states in which two or more players both have the minimum fortune. The Si’s in fact
form a closed, non-overlapping topological cover of S. The player maps i are dened
on S by
ij(x) =
(
xi + (k − 1)(x) if j = i;
xj − (x) if j 6= i;
where (x) is the bet wagered by each player, dened by
(x) = minfxi: 06i6k − 1g; x 2 S − D:
Referring to Fig. 1, the player map i in a three-player game stretches the triangle Si
linearly onto the full state-space S, while points outside Si are forced to the border D.
The winner of each trial collects the bets of all the other players. Note that each
player bets an amount equal to the fortune of the minimum player. The model can thus
be viewed as k bold players who are playing a \friendly game", in which the player
with the minimum fortune controls the betting. The player maps i are continuous on
S. Let  be any map satisfying (x) 2 fi(x): x 2 Sig. Again this forces (x) = i(x)
if x 2 int Si. We are now in the setting dened above, and in particular, the k-player
bold chain X follows  before hitting D. When one or more players with the minimum
fortune lose a trial, then those players drop out, and the chain enters D, proceeding
from that point with dierent player maps and probabilities, corresponding to the new
number of players. We will refer to this model as basic k-player bold.
The fair case, in which each player has an equal likelihood of winning a trial at
each stage of the game, is of special interest. For x 2 S, let N (x) denote the active
players, and n(x) the number of active players:
N (x) = fi: xi > 0g; n(x) = jN (x)j:
Then pi(x) = 1=n(x) for all x 2 S. Play continues until one player has all the money.
Thus A= fei: 06i6k− 1g are the terminal states, where the ei’s are the standard unit
vectors in Rk . Let TA be the hitting time to A. The probability that player i wins the
game is Px(XTA = ei). Direct substitution shows that the mapping x 7! xi satises (1)
of Lemma 3, and thus
Px(XTA = ei) = xi; (17)
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generalizing a basic result in standard red and black. (Eq. (17) also follows from the
optional sampling theorem, since the fortune process for player i is a martingale in the
fair case.)
Let TD be the hitting time to D. Corollary 5 implies that for x 2 S − D
Ex[TD] =

1 +
1
k − 1

1− 1
kr(x)

6

1 +
1
k − 1

;
so that
Ex[TA]6k +
k−1X
i=2
1
i
(18)
for all x 2 S. Exact determination of Ex[TA] appears to be dicult due to the changing
rank of the fortune vector as players drop out of the game.
Returning to the general setting, let Dn=fx 2 S: r(x)6ng denote the points of rank
n or less in S. The sets Dn are nested: DnDn+1. The following lemma relates the
structure of the partitioning sets Si to the set D1:
Lemma 17.
D1 =
k−1[
i=0
@Si:
Proof. If x 2 D1, then (x) 2 D, implying that i(x) 2 D for some i with x 2 Si.
By (16c), this implies that x 2 @Si. On the other hand, if x 2 @Si for some i, then
x 62 int Sj for all j. Thus j(x) 2 D for all j, and hence (x) 2 D.
The union of all the Dn’s is the set DF of points of nite rank, and the complement
of DF in S is the set D1 of points of innite rank. Note that by Lemma 17, points of
innite rank have orbits under  that always remain in the interiors of the partitioning
sets Si.
Denition 18. The itinerary of x 2 S is the (possibly empty, nite, or innite) se-
quence s(x)= (sn(x): n=0; 1; : : : ; r(x)−2) where sn(x)= i if and only if n(x) 2 int Si.
The domain of sn is thus S − Dn+1. Points in D1 have empty itineraries, points in
Dn; n>1 have nite itineraries, and points in D1 have innite itineraries.
The following lemma is needed to prove the continuity result. The proofs are straight-
forward.
Lemma 19. (1) n is continuous on S − Dn.
(2) Let x 2 D. For each neighborhood U of x and each c>1 there exists a
neighborhood V of x such that inin−1 : : : i1 (y) 2 U for all y 2 V; all n= 0; 1; : : : ; c;
and all selections of indices in; in−1; : : : ; i1.
Recall that a function g : S ! R is continuous relative to EY if gjE is continuous
in the ordinary sense with respect to the subspace topology on E. We can now state
the main theorem of this section.
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Theorem 20. Suppose g :D ! R is bounded and continuous on D in the subspace
topology. Let TD be the hitting time to D. Then the mapping f : x 7! Ex[g(XTD)]
from S into R is a continuous extension of g.
Proof. Note that f(x) = g(x) if x 2 D, so f is an extension of g. Naturally, f is
continuous relative to D. We must show that f is continuous on all of S. To do so,
we will have to consider the innite and nite rank cases separately.
From Corollary 9, recall that
f(x) =
1X
n=0
pn(x) a(n(x)); (19)
where a= PDg. To see the continuity of f on D1, note that for all x 2 D1 we have
jpn(x)a(n(x))j6kpknkak:
The series in (19) therefore converges uniformly on D1. Hence f will be continuous
on D1 if an and pn are. First, we claim that both a and p are actually continuous
on their whole domains S − D1. This is clear for p, since S − D1 =
Sk−1
i=0 int Si, and
p(x) = pi for x 2 int Si. For a, note that i 6= s0(x) implies i(x) 2 D. Since f is
continuous relative to D, for all > 0 there exists an open set Vi containing i(x) such
that jf(i(x)−f(y)j< for all y 2 Vi\D. Now i is continuous at x, so there exists a
neighborhood Ui of x with i(x0) 2 Vi for all x0 2 Ui. Since x 2 S−D1 ) x 2 int Ss0(x),
we may assume Ui int Ss0(x). Thus since i 6= s0(x) we have
x0 2 Ui ) i(x0) 2 Vi \ D) jf(i(x))− f(i(x0))j<:
Let U =
Tk−1
i 6=s0(x) Ui. Then U is a neighborhood of x, and
x0 2 U ) jf(i(x))− f(i(x0))j<
for all i 6= s0(x). From this ja(x)−a(x0)j< easily follows, proving that a is continuous
on S −D1. Thus a  n and p  n are continuous on D1 for all n by Lemma 19, and
the uniform convergence mentioned above now implies that f is continuous on D1.
Next we claim that f is continuous on (rather than simply relative to) D. To see
this, let x 2 D and > 0. Choose c>1 such that
kpkckfk<=4: (20)
Since f is continuous relative to D, there exists an neighborhood N1 of x such that y 2
N1\D implies that jf(x)−f(y)j< (1−kpk)=2. By part 2 of Lemma 19 there exists a
neighborhood N2 of x such that inin−1 : : : i1 (y) 2 N1 for all y 2 N2, all n=0; 1; : : : ; c,
and all selections of indices in; in−1; : : : ; i1. We will show that jf(x) − f(y)j< for
all y 2 N2.
First note that, for any n, if r(y)>n+ 1, then
f(y) =pn(y)f(n(y)) +
n−1X
t=0
a(t(y))pt(y)
=ps0ps1   psn−1f(n(y)) +
n−1X
t=0
ps0ps1 : : : pst−1a(
t(y));
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where to ease notation, we have written st = st(y) = s0(t(y)). Writing
f(x) = ps0ps1 : : : psn−1 f(x) +
n−1X
t=0
ps0ps1 : : : pst−1 (1− pst )f(x)
we nd that if r(y)>n+ 1 then
jf(x)− f(y)j6ps0ps1 : : : psn−1 jf(x)− f(n(y))j
+
n−1X
t=0
ps0ps1 : : : pst−1 ja(t(y))− (1− pst )f(x)j: (21)
Note that for t = 0; 1; : : : ; n− 1 we have
a(t(y)) =
X
i 6=st
pif(i(t(y))):
Now if y 2 N2 we have i(t(y)) 2 N1 \ D for all t6c − 1 and all i 6= st , implying
that jf(x)−f(i(t(y)))j< (1−kpk) =2. Multiplying by pi and summing over i 6= st
yields
ja(t(y))− (1− pst )f(x)j< (1− pst )(1− kpk) =2 (22)
for all t6c − 1.
Let y 2 N2, with r(y) = n+ 1. If n+ 16c then utilizing (21) and (22) we have
jf(x)− f(y)j6ps0ps1 : : : psn−1 jf(x)− f(n(y))j
+(1− kpk) =2
n−1X
t=0
ps0ps1 : : : pst−1 (1− pst )
= ps0ps1 : : : psn−1 jf(x)− f(n(y))j
+(1− kpk) =2 (1− ps0ps1 : : : psn−1 ): (23)
Now since now r(n(y)) = 1, and since y 2 N2 and n + 16c, we have i(n(y)) 2
N1 \ D for all i. Hence, recalling the dening property of N1,
jf(x)− f(n(y))j6
k−1X
i=0
pijf(x)− f(i(n(y)))j
< (1− kpk) =2: (24)
Putting this together with (23) gives jf(x)− f(y)j< whenever y 2 N2, r(y)6c.
On the other hand, if r(y)>c + 1, we may still use (21) to write
jf(x)− f(y)j6ps0ps1 : : : psc−1 jf(x)− f(c(y))j
+
c−1X
t=0
ja(t(y))− (1− pst )f(x)jps0ps1 : : : pst−1 : (25)
Hence if y 2 N2, r(y)>c + 1, we have
jf(x)− f(y)j< 2kpkckfk+ (1− kpk) (=2)
c−1X
t=0
kpkt < =2 + =2 = ;
where we have utilized (20) and (22) (note that t6c − 1 in (25)). Therefore f is
continuous on D = D0.
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To complete the proof, it suces to show that if f is continuous on Dn, then f is
continuous on Dn+1. Let x 2 Dn+1 − Dn and > 0. Then i(x) 2 Dn for all i. Since
f is continuous on Dn, for each i there exists a neighborhood Vi of i(x) such that
y 2 Vi implies jf(i(x))−f(y)j<. Since i is continuous, for each i there will exist
a neighborhood Ui of x such that y 2 Ui implies that i(y) 2 Vi. Let U =
Tk−1
i=0 Ui.
Then U is a neighborhood of x, and y 2 U implies i(y) 2 Vi for all i, which in turn
implies that jf(i(x)) − f(i(y))j< for all i. From this jf(x) − f(y)j< easily
follows.
In standard two-player bold, let V0(x) be player zero’s win probability starting from
x 2 [0; 1]: V0(x)=Px(XTD=1), where D=f0; 1g and Xn is player zero’s fortune at time
n. By the strong Markov property, V0(x) = Ex[g(XTD)], where g : D! R is dened by
g(x) = x; x 2 D. Applying Theorem 20, we recover the standard result that the win
probabilities in two-player bold are continuous functions of the initial fortunes.
Now consider a three-player game. Starting from x 2 int S(3), play proceeds, governed
by multinomial trials, until some player goes bust. At that point, the remaining players
continue in a two-player game, governed by binomial trials. Let V (3)i (x) denote the
probability that player i wins the game starting from x 2 S(3). By the strong Markov
property
V (3)i (x) = Ex[g(XTD)];
where g(y) is player i’s probability of winning in the two-player game starting from
y 2 D. But two-player win probabilities vary continuously with the initial fortune, and
it follows that g is continuous relative to D. Hence by Theorem 20, V (3)i is continuous
on S(3). An obvious induction argument establishes the following theorem.
Theorem 21. In basic k-player bold; the players’ win probabilities are continuous
functions of the initial fortunes.
Theorem 21 is more surprising than it might rst appear. If we let Ui(x)=1(xi 6= 0),
then it is simple to show that
x 7! Ex[Ui(XTD)];
the probability that player i survives the rst elimination, is discontinuous. Moreover,
the continuity of V (k)i does not depend on how the trial win probabilities are re-assigned
after a player drops out.
When k > 2, the basic k-player bold process does not have the re-scaling property,
at least in a way that preserves the structure of the process. For example if k = 3, it
is easy to see that there is no betting function  on the simplex S3 with the properties
that the process follows  before hitting D1, and starting in Si, the process stays in Si
until hitting @Si. Another possible approach to re-scaling would be to take the given
player maps j, and generate new player maps by the formula
^j = −1i j
i on int Si:
If we start with the basic three-player bold process, it is easy to show that this procedure
produces a new process whose hitting kernel either on D or on A is dierent.
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