Abstract-The problem of disseminating a data set for machine learning while controlling the disclosure of data source identity is described using a commuting diagram of functions. This formalization is used to present and analyze an optimization problem balancing privacy and data utility requirements. The analysis points to the application of a generalization mechanism for maintaining privacy in view of machine learning needs. We present new proofs of NP-hardness of the problem of minimizing information loss while satisfying a set of privacy requirements, both with and without the addition of a particular uniform coding requirement. As an initial analysis of the approximation properties of the problem, we show that the cell suppression problem with a constant number of attributes can be approximated within a constant. As a side effect, proofs of NP-hardness of the minimum k-union, maximum k-intersection, and parallel versions of these are presented. Bounded versions of these problems are also shown to be approximable within a constant.
INTRODUCTION
T HE Health Insurance Portability and Accountability Act (HIPAA) of 1996 authorizes the US Federal government to establish a national standard for medical record privacy either by legislative or regulatory action. The Department of Health and Human Services issued proposed rules to protect patient privacy on 3 November, 1999, and the Federal Register issued regulations on 28 December, 2000 that have recently been revised and are in effect. These rules require safeguarding the integrity, confidentiality, and availability of patient data.
There exist several technical approaches to disclosure control. We can organize them in two general classes: 1) generalization [1] , [2] , [3] , [4] , [5] , the decrease of information granularity, and 2) property preserving data transformation [6] , [7] , [8] , the application of a transformation of the data that preserves a set of predefined properties (e.g., mean and variance).
In terms of their view of the organization of the data, disclosure control approaches range from dealing with online database systems that can be queried by the user on one extreme [9] , [10] , to a one-time release of a complete data table on the other [1] , [2] . Published approaches have been tied to particular inference methods applied by potential adversaries such as application of functional and multivalued dependencies [11] and Horn clause FOL [10] .
Different approaches exhibit different properties in terms of utility of the resulting data. As an example, consider random cell swapping, an approach of type 2), where cells in a data table column are randomly permuted. If the intended purpose of the data is to generate aggregate statistics in a univariate manner, this does not affect the utility of the data. If the purpose is predictive modeling, random cell swapping can render the data near useless.
This example shows that the intended use of the data must be taken into account when addressing privacy issues in disseminated data. Several current articles address machine learning and disclosure control in combination. The works of Agrawal and Srikant [12] , Agrawal and Aggarwal [8] , and Evfimievski et al. [13] discuss the addition of noise with known distributional properties (albeit in a univariate manner) and the construction of classifiers from transformed data. These approaches have in common that they focus on probabilistic aspects of disclosure control, making sure that estimation of sensitive data cannot be done with a confidence greater than some threshold. As Felty and Matwin note [14] , unless explicitly addressed, probabilistic approaches do not guarantee against disclosure of single data items. Felty and Matwin propose instead to annotate data with theorems about what constitutes legitimate use of the data in order to ensure privacy. The problem with this approach is that the user of the data has to respect these statements about what is allowed and what is not.
Work by Atallah et al. [15] and Clifton [16] takes a complementary view on privacy from the view taken in this exposition in that it does not concern itself with hiding the identity of the data source as much as hiding information released about the data source. This is achieved by making certain patterns undetectable to some predefined threshold. Atallah et al. [15] present this as an optimization problem and show that this optimization problem is NP-hard.
Estivill-Castro and Brankovic [17] propose to permute the class labels, the assignment of which is to be kept secret. In order to preserve interesting patterns, they permute the class labeling of the cases within cells of a partition of the data induced by a decision tree. However, they do not offer any formal analysis of the implications this has for the privacy issue and state that they do not expect the models built upon transformed data to be used for predictive modeling. Iyengar [18] presents a genetic algorithm for minimizing two generalization-based measures while introducing into the data what Samarati and Sweeney [19] calls k-anonymity. Iyengar does not offer any formal analysis of this problem.
Recently, authors have taken interest in collaborative approaches to privacy preserving data mining [20] , [21] . This is achieved in that, even though data holders collaborate in order to compute a data mining model, they avoid sharing the individual data items.
In the medical community, by far the most common application of machine learning methods is on a single data table. A PubMed [22] search for logistic regression revealed more than five thousand articles for the year 2001 alone. Current implementations of this model synthesis method expect input data to be in tabular form. We will address the privacy disclosure control problem associated with the one time dissemination of a data intended for synthesis of predictive models. This subarea of disclosure control is characterized by it being ill-suited for application of probabilistic measures of nondisclosure as the goal is hindering the discovery of the identity of even a single person within the population in question.
The main contribution of our exposition is the development of a basic, fundamental formalism in which requirements for synthesis of predictive models and disclosure control are discussed. Central to this is the expression of both data-driven synthesis of predictive models and disclosure control in terms of a common generalization structure. We define an optimization problem balancing requirements of predictive model synthesis and requirements of privacy in the context defined. We analyze the complexity of this optimization problem and supply new proofs of its NP-hardness, both with and without a particular uniform coding requirement. An initial analysis of approximation properties for the optimization problem restricted to cell suppression is performed. For applications of cell suppression, see, among others, [23] (statistical databases), [24] (microdata sets).
Several authors have evaluated the utility of transformed data empirically and reported different levels of predictive model performance loss [25] , [26] . Using our framework, we formally analyze under which conditions no loss of data utility for predictive model construction occurs.
A FORMAL VIEW OF PRIVACY
We wish to disseminate patient data for predictive modeling. However, this data contains pieces of information that we have to make sure cannot be traced back to the patients they originated from. We formalize this situation as follows: Let U be a population, let : U ! I be a function that for a person x 2 U returns an explicit (public) identifier (e.g., the social security number), let f : U ! V and s : U ! S be functions that return information fðxÞ and sðxÞ about person x 2 U. Let the function s on the set of patients X U be secret, i.e., an adversary must not be able to construct the tuple ðx; sðxÞÞ for x 2 X. For the set of patients X, we would like to disseminate ÁðXÞ, where ÁðxÞ ¼ ðfðxÞ; sðxÞÞ. Example 1. Consider the following example. The set X contains four persons, each having a row in Table 1 . The function f is defined as fðxÞ ¼ ðaðxÞ; bðxÞ; cðxÞÞ.
The problem is that as we have not made any restrictive assumptions on f, we do not know if there exists a partial function from V Â S to I such that ðÁðxÞÞ ¼ ðxÞ for some x 2 X. The existence of such a partial function would leave ðx; sðxÞÞ exposed as an explicit identifier is unique and, hence, À1 ððÁðxÞÞÞ can be established to be x.
Example 2. Continuing Example 1, we can construct by using column b in conjunction with a or c to look up in Table 1 .
It is prudent to assume that there exists such a and that it is available to the adversary. We will assume that this is defined on ÁðXÞ, which means that the diagram shown in Fig. 1 commutes. This conservative assumption reflects our lack of knowledge about the strength of our adversary. In order to guard against the disclosure of ðx; sðxÞÞ, we need to find a Á 0 such that Á 0 ðxÞ falls outside the domain for which is defined. The problem with this is that we do not know where is defined as we, in general, cannot assume that we know the extent of the knowledge and inference machinery available to the adversary.
We can, however, put an upper bound on the amount of knowledge accessible about our patients to the adversary. This upper bound is the knowledge we have as the producers of the data. This leads to the assumption that if we, the omniscient (in this context) producers of the data, cannot establish a defined on any element in Á 0 ðXÞ, then neither can any adversary.
REQUIREMENTS
We now present four privacy requirements that we call preservation of meaning after transformation, k-ambiguity, label multiplicity, and label distribution preservation.
As we wish to use Á 0 ðXÞ for synthesis of predictive models, it is natural to want to maximize the utility of the disseminated data for this purpose. We will not, however, assume that the synthesis is to be done in a particular fashion, utilizing particular properties in the data. Also, we desire that models constructed from Á 0 ðXÞ be applicable to ÁðUÞ, and vice versa.
To accomplish this, we equate the maximization of utility with minimization of semantic loss. Borrowing ideas from the logic of propositions over a universal set, we define the meaning of an element v in V Â S to be a subset ðvÞ of ÁðUÞ. Intuitively, let the universal set be the descriptions of all items in an office. The meaning of "has four legs" will be all the descriptions of items that have four legs. Later on, we will discuss a generalization structure where the meaning of "has legs" contains all the descriptions of items in the office that have legs, including the descriptions of the items that happen to have four legs. Assumer r is a model built on ÁðXÞ (having ÁðUÞ as the domain) and letr rðvÞ denote the application of that model to v 2 V Â S. We interpret this application as the application ofr r to the meaning of v aŝ r rðvÞ ¼ fr rðwÞjw 2 ðvÞg. Now, assume thatr r is a model built on Á 0 ðXÞ, and let v 2 ÁðUÞ. In a similar manner to that above, we can let the application ofr r to v be the set of applications to all the elements which meanings include v asr rðvÞ ¼ fr rðwÞjw 2 Á 0 ðXÞ^v 2 ðwÞg.
Example 4. Let v and ðvÞ be as in Example 3, and letr rðvÞ be 1. This means thatr r applied to ðð0; 0; 1Þ; 100Þ should return a set containing 1 as ðð0; 0; 1Þ; 100Þ is in ðvÞ.
The preservation of meaning requirement is that we have to include the original meaning of the data in the meaning of the transformed data, i.e., ðÁðxÞÞ ðÁ 0 ðxÞÞ: ð1Þ
The main reason for this requirement is that, even though we transform data to be more general or being of smaller information granularity, it should still be "correct." This leads to the notion of using ambiguity as the tool for disclosure control as we need the meaning of Á 0 ðxÞ to be of such a nature that we cannot infer ðx; sðxÞÞ.
We base the quantification of ambiguity on the meanings and parameterize it by a positive integer k in the following manner:
Samarati and Sweeney [19] refer to this requirement as k-anonymity. We prefer k-ambiguity as it can be shown that k-ambiguity by itself does not guarantee anonymity. We will overload notation and let in the following sðvÞ ¼ v S for v ¼ ðv V ; v S Þ 2 V Â S. Consider a case where both requirements (1) and (2) are fulfilled, but jsððÁ 0 ðxÞÞÞj ¼ 1, i.e., the elements in the meaning of Á 0 ðxÞ all share the same value for s. In this case, because of requirement (1), we can still with certainty say that for all y 2 X such that Á 0 ðyÞ ¼ Á 0 ðxÞ, sðyÞ ¼ sðwÞ, where w is an element of ðÁ 0 ðxÞÞ. Intuitively, we have then created ambiguity, but not in the secret attribute. The consequence of this is that if we disclose the secret attribute value for one of the ambiguous elements, we can immediately conclude that this is the true value for all elements that match this ambiguous element (i.e., all elements that are in its meaning set). Because of this, we require that
Ideally, the distribution of s values in the meaning of Á 0 ðxÞ should reflect that of the distribution of s values in sðXÞ so that no significant statistical inferences can be made by using the differences in distributions. Let e v ¼ fw 2 ÁðXÞjsðwÞ ¼ vg be the set of elements in ÁðXÞ that share s-value v. Note that the sets e v for v 2 sðÁðXÞÞ are the equivalence classes of a partition of ÁðXÞ. 
AN OPTIMIZATION PROBLEM
In this section, we introduce the notion of information loss and formulate an optimization problem of minimizing this loss while fulfilling the requirements presented in the previous section.
We can trivially meet all the requirements above by defining V Â S to contain a special value > such that ÁðXÞ ð>Þ and defining Á 0 ðxÞ ¼ > for all x 2 U. A constant Á 0 is not particularly useful, however. In the following, we define a structure on V ¼ V Â S in order to be able to discuss useful solutions. We formulate an optimization problem and show that this problem is NP-hard.
Let V be a partial order (reflexive, antisymmetric, and transitive) on V such that
Note that such a partial order can be associated with any semilattice in a natural way. Similarly, let S be a partial order on S with the same properties as V . We define on V component-wise such that ðv V ; v S Þ ðv
S . The meaning of v 2 V is defined as ðvÞ ¼ fw 2 ÁðUÞjw vg. Associate with V a measure : V ! IN of information content computable in polynomial time and let the measure be monotone in our partial order , i.e., u v ) ðvÞ ðuÞ. Note that the definition of has ðvÞ ¼ jÁðXÞ À ðvÞj as a special case. This structure allows us to formulate what we mean by minimizing semantic loss as minimizing the information loss given by mapping for each element Á 0 ðXÞ by maximizing ðÁ 0 ðxÞÞ for each x 2 X. We have until now concentrated on nondisclosure of ðx; sðxÞÞ. Assume now that we want to control disclosure of ðx; s i ðxÞÞ for a family S of r 2 Z þ nonconstant functions
We can see that the generalization of one function s to a family of function requires that the requirements given above hold for each s i and not only for sðxÞ ¼ ðs 1 ðxÞ; s 2 ðxÞ; . . . ; s r ðxÞÞ, i.e., S ¼ S 1 Â S 2 Â Á Á Á Â S r . We now formulate this general optimization problem. We can consider adding an additional requirement we will call the uniform coding requirement. Let f be the coordinate-wise application of 
Problem 1 (r-DCO DCO
This additional requirement has the effect that a j ðXÞ is partitioned into equivalence classes. One benefit of this is that if a j ðXÞ has an associated total ordering T and each equivalence class is an interval of a j ðXÞ, then T naturally extends to a total ordering on Á 0 aj ðXÞ. This preservation of total orderings can be beneficial for the preservation of the utility of the data. We denote the r-DCO problem with the uniform coding requirement as r-DCO-UC.
It is worth noting that if all the s i s are injective, then requirements (7) and (8) are always fulfilled by any solution that fulfills the other requirements. We exploit this when analyzing the hardness of the r-DCO problems.
Hardness
In this section, we prove that Problem 1 is NP-hard both without and with the uniform coding requirement (9) .
In order to prove hardness, we need only show the hardness of a particular specialization of the problem. As indicated above, we choose this specialization to be the case where all the s i s are injective.
We start by noting that if requirement (6) is fulfilled, then so is (7) as s i is injective. As s i is injective, each e (8) is fulfilled as well by any Á 0 that fulfills requirement (6). First, some definitions that will help us in the analyses presented below. Let X ¼ fx i g n i¼1 , and let A ¼ fa j g m j¼1 be a set of functions a j : X ! V j . Assume that each V j contains a special element >, that V j ¼ a j ðXÞ [ f>g, and that > 6 2 a j ðXÞ. To help us with the technicalities of the analysis later on, we define an n Â n discernibility matrix [27] 
sg, and X be the four people from Table 1 , we get 
Abusing notation for simplicity, we take k from the problem statements above to mean k À 1 in the following discussion.
Each N i is independent of N j for i 6 ¼ j, i.e., N i is not constrained by N j for i 6 ¼ j, allowing us to focus on the problem of finding N i for a fixed i. Looking at the definition of the discernibility matrix, we see that if f N i ðÁðx i ÞÞ ¼ f N i ðÁðx j ÞÞ, we have that ðf1; 2; . . . ; mg À N i Þ m ij , allowing us to restate Problem 2 using the discernibility matrix:
Example 8. For the discernibility matrix constructed in Example 6, the solution for Problem 3 for any i and k ¼ 1 is H ¼ fb; sg, effectively resulting in the suppression of columns b and s in Table 1 .
Now, consider the following NP-optimization problem:
Problem 4 (Minimum k-Union Union (M MkU U)). A minimization problem with . instance: collection ½C i i2J , where C i U, and positive integer k jJj, . feasible solutions: fI J j jIj ! kg, and . measure: mðIÞ ¼ j [ i2I C i j.
We can immediately see that Problem 3 is an instance of Problem 4. That we can reduce Problem 4 to Problem 3 can be seen by the following. View AðUÞ as a binary data table where cell ði; jÞ corresponds to a j ðx i Þ, and for each set C i in the collection C let row i in the data table be a binary string encoding of that set, where a 1 in position l denotes that l is in the set. This, in essence, shows that given a finite collection of sets, we can construct a data table such that fm ij g i6 ¼j is that finite collection of sets. Thus, we have the wanted reduction. This means that Problem 3 and Problem 4 are essentially equivalent.
As [ i2I C i ¼ \ i2I C i , and minimizing j\ i2I C i j equals maximizing j\ i2I C i j, we see that Problem 4 is essentially equivalent to the following problem:
Problem 5 (Maximum k-intersection (M MkI I)). A maximization problem with
. instance: collection ½C i i2J , where C i U, and positive integer k jJj, . feasible solutions: fI J j jIj ! kg, and . measure: mðIÞ ¼ j \ i2I C i j. 
We start by proving that for V 1 V such that jV 1 j ¼ k, there exists V 2 V such that jV 2 j ¼ k and V 1 Â V 2 E if and only if j \ i2V1 C i j ! k, where C i ¼ fjjði; jÞ 2 Eg. Assume that jV 1 j ¼ jV 2 j ¼ k and V 1 Â V 2 E. For each i 2 V 1 , we have that V 2 C i . As jV 2 j ¼ k, we have that j \ i2V 1 C i j ! k. Now, assume that there exists
Now, let I be a solution to the instance ðfC i g i2V ; kÞ of Problem 5. If mðIÞ < k, there exists no V 1 V of size k such that j \ i2V1 C i j ! k and, by the above, no balanced complete bipartite subgraph with 2k vertices. If mðIÞ ! k, we can choose any V 1 I such that jV 1 j ¼ k and any
The proof is concluded by noticing that we can compute C i in polynomial time in the size of G for each i 2 V . t u
With Uniform Coding
Recall our observations leading to the formulation of Problem 2 at the beginning of the section dealing the case without uniform coding. As > ! v for all v 2 V j , the uniform coding requirement translates into the requirement that if Á Again, looking at the definition of the discernibility matrix, we see that if f N ðÁðx i ÞÞ ¼ f N ðÁðx j ÞÞ, we have that ðf1; 2; . . . ; mg À NÞ m ij .
Abusing notation for simplicity as in the treaty of the case without uniform coding, we take k from the problem statements above to mean k À 1 in the following discussion. We can then restate Problem 6 as: Problem 7. Find a minimal set H such that for all x i , H m ij for at least k jM i j distinct values j such that m ij 2 M i .
Example 9. Using the discernibility matrix from Example 6, the solution of Problem 7 for k ¼ 1 is H ¼ fb; sg, incidentally the same as in the case without uniform coding.
Theorem 2. Problem 7 is NP-hard.
Proof. We prove the hardness of Problem 7 by a reduction from the MkU problem (Problem 4). Let I ¼ ð½C i i2J ; kÞ be an instance of the MkU problem. We now construct a set X with associated attributes A such that a solution of Problem 7 is a solution of I. Let U 0 ¼ [ i2J C i , and let
We have that jXj ¼ ðk þ 1ÞjJj þ 1 which is of the order OðjJj 2 Þ. We further define 
The function of the identity c is to ensure that A is an injective function on X if such is needed. Observations (15) and (16), in addition to (12) , give that for any x 2 X 2 , the solution to the corresponding MkU problem is A 2 [ A 3 . Similarly, observations (12) and (17) give that for any x 2 X 3 , the solution is A 3 . For x 0 , using observation (13) and jA 2 j ! jA 1 j, we have that for any union of k 0 k sets corresponding to elements from X 3 there exists a union of k 0 sets corresponding to elements in X 2 such that this union is smaller. Observation (14) Table 2 .
The General Case
We argue the membership of the r-DCO problem (Problem 1) in the class of NP optimization problems [29] by the following: Let ðX; Á; V; ; i; kÞ be an instance of the r-DCO problem. The recognizability of this tuple as an instance of the problem hinges on testing the restrictions on the partial order. This can be done in polynomial time by computing the transitive closure for each element in ÁðXÞ and computing the intersection of these closures. Also, the restriction on can be checked in polynomial time by considering every element of . Any solution is bounded in polynomial size and recognizable in polynomial time, and as we required to be computable in polynomial time, so is P x2X ðÁ 0 ðxÞÞ. Considering this and using the results in Theorems 1 and 2, we state the following:
Theorem 3. The problem r-DCO (Problem 1) is NP-hard both with and without the uniform coding requirement.
The reductions we made in order to prove this theorem can be seen in Fig. 2. 
An Approximability Result
The particular instances of disclosure control that we used above in Section 4.1 are essentially generalization by cell suppression. We will now describe an algorithm for cell suppression in terms of a generalization of the MkU problem, and show that if we bound the number of attributes by a constant, the cell suppression problem is approximable within a constant, meaning that as instance size increases, the ratio of the measure for the approximation and the optimum is bounded by a constant [29] .
Consider the following NP-optimization problem:
. instance: n collections ½C i i2J j and n positive integers k j jJ j j, where -J j J and -C i U, . feasible solutions: fI J j jI \ J j j ! k j g, and . measure: mðIÞ ¼ j [ i2I C i j.
As in Section 4.1 where we by the use of DeMorgan's rules transformed the MkU problem into the essentially equivalent MkI problem, we transform the PMkU minimization problem into the essentially equivalent PMkI maximization problem, but with measure mðIÞ ¼ j \ i2I C i j.
For the PMkI problem, consider the following greedy approximation algorithm A:
1. Set H j to be the set of elements that are in at least k j sets for collection j, set each counter c j to 1, set solution to be the empty set, and set H ¼ \ Proof. The membership of the problems in the class of NP optimization problems follows from being a composition of a polynomial number of such problems. The hardness follows from the observation that the MkU and MkI problems are special cases (n ¼ 1) of the PMkU and PMkI, respectively. Let m Ã be the measure of an optimal solution, and let m A be the measure for the solution returned by algorithm A. Let I be any feasible solution and let I j ¼ I \ J j . As jI j j ! k j , we have that \ i2Ij C i H j from which follows that \ i2I C i ¼ \ n j¼1 ð\ i2I j C i Þ \ n j¼1 H j . As step 3 in algorithm A always selects a set that maximizes the intersection, and as a set that has a nonempty intersection with H always exists if \ where s k is the size of the kth set in a sorted list of the sets in the n collections sorted on descending size. This can be seen by observing that the optimal solution has to contain at least k sets, and that m Ã is no larger than the size of the smallest one of these. A consequence of this is that if we restrict the problem to be such that only k À 1 sets in the collection are allowed to be larger than a fixed constant, then this restricted version of of the PMkI problem is approximable within a constant. Let the function f map a PMkU instance ð½½C i i2Jj bounded by a constant, and jU 0 À C i j for i 2 J is bounded by a constant . Note that both f and g are computable in polynomial time, and for any instance x 2 PMkU, the set of feasible solutions is identical to the set of feasible solutions of fðxÞ. Let m Ã P ðxÞ denote the optimal measure for problem P and instance x 2 P , and let m P ðx; yÞ be the measure for solution y of x 2 P . We then note that for any x 2 PMkU and any solution y of fðxÞ, we have t u We will now tie the PMkU problem to the r-DCO and r-DCO-UC cell suppression problems.
Theorem 5. The generalization by cell suppression approach to disclosure control where the number of attributes is bounded by a constant is approximable within a constant. Proof (Sketch). Let X, A, V,
, and be defined as in Section 4.1, and let a l ¼ s l for m À r l m. Note that we do not require the s i s to be injective. Also recall that we defined M f i to be the collection of sets m ij such that i 6 ¼ j and fðx j Þ ¼ 1 for a given characteristic function f, and that if f is constant and f ¼ 1, we just write M i for M f i . First, we consider the r-DCO problem with the definitions given above. For each x 2 X, we observe that we can consider the determination of Á 0 ðxÞ in isolation, making this problem a prime candidate for parallelization. Fix x i 2 X. Requirements (6), (7), and (8) each result in a PMkU problem instance for which a solution of our cell suppression r-DCO problem essentially needs to be a solution of. Collectively, they are a PMkU problem instance as well. The correspondences between requirement and PMkU problem instances is (6) the MkU problem ðM i ; k À 1Þ associated with M i as formulated in Problem 3, and (7) the MkU problems ðM By bounding the number of attributes by a constant, we are bounding the set sizes in the PMkU problem by a constant, which, according to Theorem 4, means that the problem is approximable within a constant. t u
DISCUSSION

Hierarchical Structures in Data
The disclosure control optimization problem Problem 1 requires a hierarchical structure V containing the data and a monotone measure on this structure. Some data items such as geographical items have a natural hierarchical structure that can be used (as an example, see the US Census Bureau's Geographic Areas Reference Manual [30] ). Although we consider an in depth study of how to construct such structures on real world data outside the scope of this exposition, we can briefly suggest such structures on two types of data. For discrete, unordered data, the powerset under set inclusion forms an acceptable structure. The cardinality of each element in the powerset can be used to define the measure . For totally ordered data (e.g., real numbers), the collection of closed intervals, under containment can be used as the structure. If the data has a distance measure defined, we can use the distance between the endpoints to define the measure .
The Machine Learning View
Schalkoff [31] presents a diagram very similar to the diagram in Fig. 1 as an abstract view of a pattern recognition system. Taking this view, Á represents our perception machinery, assigns to each element in X a class label (unlike in the disclosure treaty above where returned an identifier), and represents our pattern recognition model that we synthesize from examples. These examples can be seen as a specification of a partial function, and our modeling task consists of finding a representation of a proper extension of this partial function. A nonarbitrary extension of this partial function requires assumption of regularities. A regularity underlying many approaches to this problem is continuity. The intuition behind this is that whenever two elements ÁðxÞ and ÁðyÞ are neighbors, so are ðxÞ and ðyÞ. One of the problems is, of course, to define the right neighborhood systems (topologies). Occam's razor dictates that one selects the simplest explanation that is compatible with the observed phenomenon. This principle has been formalized in Rissanen's minimum description length (MDL) principle [32] , and in the field of Kolmogorov Complexity where it is demonstrated that data compression improves generalization and prediction performance (e.g., see Li and Vitanyi [33] ). Consider a minimum knowledge situation, exemplified by each feature space dimension having the discrete topology, a view often taken when dealing with categorical data. Applying continuity as a regularity then corresponds to the extension of the partial function by enlarging the neighborhoods of each point in ÁðUÞ. In our setting, this translates to finding a Á 00 , defining neighborhoods as ðÁ 00 ðxÞÞ, that, instead of maximizing, minimizes X x2X ðÁ 00 ðxÞÞ ð19Þ subject to the requirement ÁðyÞ; ÁðzÞ 2 ðÁ 00 ðxÞÞ ) ðxÞ ¼ ðyÞ ¼ ðzÞ. Note that many methods for the induction of classifiers from examples can be seen as applying this induction principle. Among them are methods that essentially use data projections such as decision trees (e.g., Quinlan's decision trees [34] ) and classifiers based on sets of rules induced from data (e.g., Rough Set classifiers [35] ).
Machine learning, as stated above, entails minimizing (19), which in turn means "lifting" Á 00 ðXÞ as far "up" as possible in the partial order on V. As our disclosure control optimization problem is essentially the opposite for Á 0 , we hope that Á 0 ðxÞ Á 00 ðxÞ for as large a part of X as possible, preserving as much utility as possible in the data to be disseminated.
In the case where Á 0 ðxÞ Á 00 ðxÞ for all x 2 X, we can say that the disclosure control process has cost nothing in the model synthesis context. Example 11. In Examples 8 and 9, we established that we needed to suppress columns b and s in Table 1 in order to meet our privacy criteria for k ¼ 2 as defined in Problem 1.
The suppression of these two columns also represent an optimal solution to the optimization problem. Now, consider the problem of using Table 1 in order to synthesize classification rules for outcome c. Following our rationale above, we wish to use minimal information to discern between the different classes of c. It turns out that we can make do with column a in order to perfectly discern between the cases where c has value 0 and value 1, forming the classification rules a ¼ 1 ! c ¼ 0 and a ¼ 0 ! c ¼ 1. This is an example of the no loss situation where Á 0 ðxÞ Á 00 ðxÞ, where Á 00 provides us with the generalized information to synthesize predictive models from.
Caveats
As s is not known to the adversary in advance, it might be tempting to disseminate the values for s in their original form, thinking the values cannot be used directly in . However, care must be taken in this situation. Consider the case where sðXÞ ¼ f0; 1g, n À 1 elements of X are mapped to 0, while only element x 0 is mapped to 1. Requirement (7) gives us that Áðx 0 Þ 2 \ x2X ðÁ 0 ðxÞÞ. If n is large and k << n, j \ x2X ðÁ 0 ðxÞÞj could be smaller than k. If this intersection becomes a singleton, we can immediately unveil every tuple ðx; sðxÞÞ. In general, care must be taken with vulnerability to intersection attacks.
Also, the approach as it stands does not guarantee against discerning whether a particular patient is in X or not. Ambiguity is only guaranteed within X itself, and while we can say that it is unlikely, the meanings of elements in Á 0 ðXÞ might not intersect ÁðU À XÞ. We have already presented the case where s is constant, and dissemination of any data would violate requirement (7) . Now, consider the case where we have jXj functions s i , s i ðXÞ ¼ f0; 1g, mapping only one element in X to 1, such that i 6 ¼ j ) s À1 i ð1Þ \ s À1 j ð1Þ ¼ ;. In this case, ðÁ 0 ðxÞÞ must contain ÁðXÞ for all x 2 X, and we again have a degenerate case of minimal information disseminated.
Because of the above, we suggest that the approach above should be used as a part of a larger system that has the capability of making analyses and deciding between alternative approaches.
Future work should include describing sufficiency criteria for privacy, and continuing the analysis of efficient, scalable approximation algorithms.
SUMMARY
Let X be a population of patients, and fs i g q i¼1 be a family of functions. We formally analyzed the problem of hindering the inference of tuples ðx; s i ðxÞÞ for x 2 X from disseminated data while maintaining utility of the data for machine learning.
By using a hierarchical structure including the semilattice as a special case, we described a set of privacy requirements, and data usage requirements on data. Furthermore, we formulated and analyzed an optimization problem balancing these types of requirements. The results of the analyses were that, even though the problem, both with and without a particular uniform coding requirement, is NP-hard, a particular specialization is in the class of NP optimization problems that are approximable within a constant. This specialization is the cell suppression problem over a set of attributes bounded in size by a constant. In order to arrive at these results, we proved that given a family of subsets of some universe, the problem of finding a subfamily of size at least k that minimizes the size of the union of this subfamily is NP-hard, but approximable within a constant if the sizes of the individual sets are bounded by a constant. The same results were established for the problem of finding a subfamily of size at least k that maximizes intersection, as well as parallel versions of the problems.
Further, we offered a theoretical analysis of the relationship between data utility for machine learning and disclosure control by generalization. Using our formalism we the situation where no loss in utility of generalized data for predictive modeling occurs.
