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1. Introduction
String theory, being a theory of quantum gravity, has intimate relations with the sym-
metries including diffeomorphisms, both in space-time (target space in the sigma model
formulation) and the worldsheet. In the conventional string backgrounds, which look ap-
proximately as sigma models on small curvature spaces, the general covariance is achieved
using the metric in the target space, which describes propagating gravity degrees of free-
dom, and the metric on the worldsheet, which is fully dynamical in the non-critical back-
grounds [1].
String backgrounds often have interesting limits where most of the string fluctuations
decouple, yet the extended nature of the string is still visible. One such degeneration is the
so-called Seiberg-Witten [2] limit, which is used to expose the noncommutative geometry
of the open string field theory in the field theory limit. Another degeneration is the infinite
radius limit of the sigma model with Kahler target space (this condition can be somewhat
relaxed), where the B-field is adjusted so as to keep the holomorphic maps unsuppressed
(this is essentially the t → ∞ limit of [3], see also the recent work [4]). In all such cases
the limiting sigma model is best described using the first order formalism, which is also
useful in the analysis of T-dualities [5][6].
The degeneration which we shall discuss in this paper occurs for the sigma models
with complex targets. The resulting simplified model (more precisely, its chiral part) is
the so-called curved beta-gamma system:
S =
1
2π
∫
Σ
βi∂γ
i (1.1)
where γi are the dimension zero fields describing the map of the two dimensional Riemann
surface Σ to the target space X , and βi are the sections of the pull-back of the holomorphic
cotangent bundle T ∗X to X , tensored with (1, 0)-forms on Σ. Naively the theory defined by
the Lagrangian (1.1) is the free field theory, which is also conformally invariant.
However, this statement requires some elaboration, since we should not forget about
the global properties of the system (1.1). The coordinate transformations relating different
coordinate systems on X may act non-trivially on the operator content of the theory (1.1)
and moreover there are actually obstructions for gluing the free field theories (1.1) over all
of X . Also, the definition of the path integral measure in the theory (1.1) is subtle, and
it turns out that the conformal invariance may be broken unless the target space X has
certain topological properties.
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In this paper we shall quickly remind the physicists these obstructions, which show up
as anomalies in the worldsheet and target space diffeomorphism invariance of the theory
(1.1). We should stress that mathematicians have worked out these anomalies in [7] (the
target space coordinate invariance in the curved beta-gamma systems was also studied in
[8] at the same time, yet the context was slightly different). We had some difficulties in
translating these papers so we rederive the results which we need from scratch. Note also
that the recent paper [9] contains many explanations on the physics of [7] and also relates
it to the phyisics of (0, 2)-models.
Our main goal is to verify that the particularly interesting system (1.1) where X is
the space of pure spinors in ten dimensions, is free from these potential anomalies. It turns
out that the result depends on the subtle issue on how one resolves the singularities of the
naive space of pure spinors.
In Berkovits approach [10],[11] to the covariant quantization of the superstring the
first-order system (1.1) is coupled to the first order fermionic system and the second-order
bosonic system describing the physical space-time. In some applications it is convenient to
think of the model as the (1.1) system with superspace as the target space. In particular,
the main ingredient of Berkovits approach is the nilpotent Q-operator, which, in part, can
be attributed to the existence of holomorphic symmetries of that superspace. We plan
to elaborate on these features in a future work, aiming to clarify the definition of string
amplitudes in Berkovits formalism[12],[13]. Note that the particular super-target space,
namely ΠTX , which is free from all anomalies, leads to the well-studied type A topological
strings. Their chiral version corresponds to the so-called chiral de Rham complex, intro-
duced and studied in [14] and recently applied to mirror symmetry in [15]. An interesting
superspace X ×ΠT X for particular X was proposed recently by Berkovits [16].
The paper is organized as follows. The section 2 discusses general systems (1.1)W˙e
show that the first Pontryagin class p1(X) of the target X is the obstruction for the global
definition of the fields βi and γ
i of the model. We also show that the first Chern class
c1(X) of X is the obstruction to the global definition of the holomorphic stress-energy
tensor Tzz in the model (1.1). We also analyze in some detail the case where X is the
total space of a bundle over some base B, with one-dimensional fibers. We show that
if the fiber is C∗ then the Pontryagin and Chern anomalies can be cancelled if the first
Pontryagin class p1(B) of the base factorizes as the product of two Chern classes of some
line bundles. This is somewhat analogous to the mechanism of the anomaly cancellation
for the SO(32) and E8 × E8 heterotic strings [17][18]. The section 3 is devoted to pure
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spinors. We remind their definition and the roˆle they play in Berkovits formalism. We also
discuss the geometry and topology of the space Q˜ of projective pure spinors and that of
various cones over it. We compute the first Chern and Pontyagin classes of Q˜ and find that
they are non-vanishing†, and show that p1 is actually proportional to c21. It follows that
by taking the appropriate C∗-bundle over Q˜ the anomalies are cancelled. Even though the
result sounds almost trivial, it took us some time to get through various obstacles, so we
hope the reader will find some details of our calculations useful. The section 4 contains
discussion and conclusions.
† That p1(Q˜) 6= 0 was stressed by E. Frenkel and E. Witten
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2. General remarks
!
2.1. The β-γ system as an infinite radius limit
Two dimensional sigma models describe maps of a Riemann surface Σ into some target
space X . The usual approach to the sigma model works under the assumption that X is
Riemannian manifold as well, and the action of the sigma model is given by the Dirichlet
functional:
S0 =
∫
Σ
√
hhabGµν(X)∂aX
µ∂bX
ν (2.1)
In addition, one can also couple the sigma model to the antisymmetric tensor on X , the so-
called B-field, as well as to other geometric data, such as a functions T (X) (the tachyon),
the dilaton (Weyl compensator) Φ(X) etc.
S = S0 +
∫
X∗B +
∫ √
hT (X) +
∫ √
hR
(2)
h Φ(X) + . . . (2.2)
The Lagrangian (2.1) is conformally invariant. Quantum theory defined with the help of
(2.1) ceases to be conformally invariant, unless the metric Gµν obeys certain equations.
In the limit of the large volume, the condition on the target space metric to lead to the
conformally invariant two dimensional sigma model with the Lagrangian (2.1) is essen-
tially the Ricci-flatness. In the presence of the other couplings (2.2) these conditions get
modifications. In what follows we shall be mainly interested in the B-field and Φ (dilaton)
couplings in (2.2) in addition to the basic Lagrangian (2.1).
Now let us assume that X is a complex manifold, and that the metric is hermitian. In
local complex coordinates xi, xi on X it has only the components Gii. We can now rewrite
the theory (2.1) using the first order formalism:
S0 →
∫
pi∂x
i + pi∂x
i +Giipi ∧ pi
B → B˜ = B +Giidxi ∧ dxi
Φ→ Φ˜ = Φ + 1
8π
log
(
detGij
) (2.3)
! The results of this chapter were developed with the help of A. Losev and E. Frenkel, and will
be elaborated upon in [19].
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The last line, the dilaton shift, can be understood using the technique of [20]. We can
develop a large volume expansion by expanding in Gii the correlation functions of the
theory defined by (2.3), while keeping other couplings, like B˜ fixed (one can in particular
get another view on the Ricci-flatness equations following from the conformal invariance,
by doing the conformal perturbation theory around the system (1.1), cf. [4]). Ignoring
for the moment these other couplings the limit is the sigma model which looks like a
holomorphic square of the curved, or non-linear, beta-gamma system, i.e. the theory with
the action
Sβγ =
1
2π
∫
βi∂γ
i (2.4)
where the fields of the beta-gamma system are related to the fields of the sigma model
(2.2) via:
βi = pi , γ
i = xi . (2.5)
The identification (2.5) depends on the choice of the coordinate system on the target space
X .
When we work locally on X , the system (2.4) is a simple free field theory, the basic
operator product being:
γi(z)βj(w) ∼ δij
dw
z − w (2.6)
Out of (2.6) one can construct various local operators, by taking the differential polynomials
in βj and γ
i and normal ordering. The normal ordering depends on the choice of the local
coordinate z on the worldsheet. In what follows we denote by ∂ = dz∂z the holomorphic
worldsheet exterior derivative, by ∂ the antiholomorphic one, and by d the exterior target
space holomorphic differential.
2.2. Useful operator product expansions
As a preparation, let us discuss the following dimension one operators:
JV = βiV
i(γ)(z) ≡ Lim
ǫ→0
βi(z + ǫ)V
i(γ(z)) +
1
ǫ
∂iV
i(γ(z))
CB = Bi(γ(z))∂γ
i
(2.7)
where B ∈ Ω1U , V ∈ TU . Note that the definition of the current JV depends on the choice
of local coordinate z, more precisely on the differential dz. Two choices of dz would lead
to two operators JV and J
′
V which differ by an operator of the form CB for some B. The
definition of CB does not depend on the choice of z.
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Note also, that the definition of the current JV is not covariant with respect to the
target space coordinate changes. We shall make this statement more precise later, right
now only note that the subtraction term 1
ǫ
∂iV
i is not invariant under the coordinate
changes, if V i transform as the components of the vector field on X . The closest geometric
object to the divergence ∂iV
i is the divergence defined using some holomorphic top form:
1
Ω
LV Ω ∼ ∂iV i + V i∂ilogω(γ) (2.8)
where
Ω = ω(γ)dγ1 ∧ . . . ∧ dγd (2.9)
is the (meromorphic) holomorphic top form on X . We shall see later that (2.8) indeed
shows up in the proper definitions of the currents corresponding to the target space vector
fields V .
It is straightforward to calculate:
JVa(z + ǫ)JVb(z) ∼ −12
Σab(z + ǫ) + Σab(z)
ǫ2
− J[Va,Vb](z)
ǫ
− CΩab(z)
ǫ
JV (z + ǫ)CB(z) ∼ − ιV B(z)
ǫ2
− CLV B(z)
ǫ
(2.10)
where
Σab = trVaVb, Ωab = 12 tr (VadVb − VbdVa)
Va = ‖∂iV ja ‖
(2.11)
2.3. Courant bracket
Let υ = V + ξ be a section of the TX ⊕Ω1X bundle. This is the object of study of the
generalized complex structure [21][22] (although in our context everything is holomorphic,
so we are talking here about the generalized hypercomplex structure), and the generalized
Dirac structures [23]. We can canonically associate a dimension one operator to υ:
Oυ = JV + Cξ (2.12)
From (2.10) we calculate for ̟ =W + η:
Oυ(z + ǫ)O̟(z) ∼ g(υ,̟)(z+ ǫ) + g(υ,̟)(z)
ǫ2
− O[[υ,̟]] + CΩVW
ǫ
(2.13)
where
[[υ,̟]] = [V,W ] + LV η −LW ξ − 12d (ιV η − ιW ξ) (2.14)
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is the so-called Courant [24] bracket,
2g(υ,̟) = ΣVW + ιV η + ιW ξ (2.15)
is the (quantum corrected) metric on TX ⊕Ω1X . Because of the ΣVW correction, and also
because of the term with ΩVW in (2.13) the operator product expansion of the operators
Oυ,O̟ does not have an obvious geometric interpretation, since these corrections do not
transform covariantly under the coordinate changes. However, this is in accordance with
the non-trivial nature of the β-fields, which do not transform naively. Let us note that if
instead of the operator product expansion we were only interested in the Poisson brackets
of Oυ and O̟ viewed as the functionals on the loop space LX then we would get the
Courant bracket and the canonical metric on TX ⊕Ω1X . This is a holomorphic analogue of
the observation in [25].
We now turn to the exact determination of the transformation properties of the β-
fields.
2.4. The target space coordinate transformations
We wish to understand the transformation properties of the local operators under the
coordinate transformations γ 7→ γ˜. Later on we shall use this information in trying to
define the β − γ system globally on the manifold X , which has several coordinate charts.
2.4.1. Classical theory
Let (γi) and (γ˜a), i, a = 1, . . . , d be the two sets of local coordinates on some domain
U ⊂ X . These coordinates are related by the local holomorphic diffeomorphism : f : γ 7→
γ˜. How should we transform the fields βi’s? Classically, βi transforms as the (1, 0)-form
on X , i.e. β 7→ β˜ = f∗β:
β˜a = βig
i
a(γ) (2.16)
where
gia(γ) =
[
(∂γ˜/∂γ)
−1
]i
a
= ∂γi/∂γ˜a(γ) (2.17)
The inverse Jacobian matrix g in (2.17) will play several important roles in what follows.
For some purposes it is convenient to view g as a collection of vector fields ga on U :
ga = g
i
a
∂
∂γi
=
∂
∂γ˜a
= ∂˜a (2.18)
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It is also convenient to introduce the one-forms
g˜a = dγ˜a =
∂γ˜a
∂γi
dγi = (g−1)ai dγ
i ≡ g˜ai dγi
ιga g˜
b = δba
(2.19)
Note that
[ga, gb] = 0, dg˜
a = 0 (2.20)
2.4.2. Quantum corrections
The formula (2.16) does not quite make sense quantum mechanically, because of the
short distance singularity between βi and g
i
a in (2.16). As in (2.7) we point-split and
subtract the divergent term:
∼ ∂igia
1
ǫ
to get a well-defined operator. However, this operator may not be the correct one. It is
clear that we should look for the dimension one operators of the form:
β˜a = βig
i
a +Bai∂γ
i (2.21)
where the normal ordering is understood. Indeed, it is the form (2.21) which guarantees
the correct operator product expansion of β˜ and γ˜.
Note that the matrices Ga = ‖∂igja‖, similar to the matrices Va introduced in (2.11),
obey the following Maurer-Cartan equations:
Lg[aGb] = [Gb,Ga] (2.22)
which can also be presented as:
Ga = g−1Lgag (2.23)
We need to find the one-forms Ba in (2.21). They cannot be set to zero, in general,
since we want to have no singularities in the operator product expansion of β˜a with β˜b.
By calculating the operator product of the fields (2.21) and setting the singular parts to
zero we get d2 conditions on d2 unknowns. Indeed, the absence of the double pole is an
equation, symmetric in a, b , while the absence of the first order pole is the antisymmetric
one. However, as we shall now see, there is a freedom in choosing Ba’s. This freedom is
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related to the fact that the βγ-system has moduli. Globally, there are also obstructions
for choosing Ba. This is related to the target space diffeomorphisms anomaly.
Using (2.7) we calculate the operator product expansions:
β˜a(w + ǫ)β˜b(w) ∼ −Sab(w)
ǫ2
− Aab
ǫ
(2.24)
where the symmetric tensor S and the antisymmetric one-form valued tensor A are given
by:
Sab = Σab + ιgaBb + ιgbBa
≡ ∂igja∂jgib + giaBbi + gibBai
Aab = −Ωab + ιgadBb − ιgbdBa + 12dµab
µab = ιgaBb − ιgbBa
(2.25)
where
Ωab =
1
2
tr (GadGb − GbdGa) (2.26)
We can write:
Ba =
1
2 (σab − µab) dγ˜b (2.27)
where
σab = σba = ιgaBb + ιgbBa (2.28)
Setting Sab = 0 we get
σab = −Σab = −∂igja∂jgib. (2.29)
It remains to determine µab = −µba. Since µab is antisymmetric in a, b we can define the
following two-form:
µ = µab dγ˜
a ∧ γ˜b (2.30)
which contains all the information about the tensor µab. Let us contract Aab with the
vector gc and set the result to zero. We get the equation:
Lgcµab + 2ιgc ιgadBb − 2ιgcιgbdBa = tr (GaLgcGb − GbLgcGa) (2.31)
which using (2.22) can be transformed to:
Lgcµba + Lgaµcb + Lgbµac = tr (GaLgcGb − GbLgcGa)− Lgaσbc + Lgbσac
= tr
(GaLg[cGb] + GbLg[aGc] + GcLg[aGb])
= trGa[Gb,Gc] .
(2.32)
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From the equation (2.32) we see that the matrix µab is not determined uniquely. Indeed,
we can shift:
µab 7→ µab + Lgafb − Lgbfa (2.33)
which is equivalent to
Ba 7→ Ba − 12 ιgadf, f = fadγ˜a (2.34)
This undeterminancy is related to the naive symmetry of the action (2.4):
βi → βi + (∂ifj − ∂jfi) ∂γj (2.35)
Note that the equation (2.32) simplifies in the γ˜-coordinates:
dµ = −tr (dg˜g˜−1)3 = tr (g−1dg)3 (2.36)
The freedom (2.35) in γ˜-coordinates reads as: µ 7→ µ+df , where f is viewed as (1, 0)-form
on U . In some special cases the formula (2.36) was already noted in [26].
2.4.3. Coordinate transformations and Wess-Zumino term
To summarize, the coordinate transformation γ 7→ γ˜ is accompanied by the transfor-
mation:
β˜a = βig
i
a(γ)− 12
(
∂jg
i
a∂ig
j
b
)
∂γ˜b + 12µab∂γ˜
b
gia(γ) =
∂γi
∂γ˜a
(γ)
dµ = tr
(
g−1dg
)3
, µ = µabdγ˜
a ∧ dγ˜b
(2.37)
The formulae like (2.37) can be found in [7]. Let us note another useful formula:
β˜a = βig
i
a +
1
2 tr
(Gag∂g−1)+ ι∂˜aµ
Ga = ‖∂jgia‖
(2.38)
We can phrase (2.37)(2.38) in a more invariant way:
1
2π
β˜∂γ˜ =
1
2π
β∂γ + Lwzw (g) (2.39)
where Lwzw(g) is the usual (level one) Wess-Zumino-Novikov-Witten Lagrangian:
Lwzw(g) =
1
4π
tr(g−1∂gg−1∂g) +
1
12π
d−1tr
(
g−1dg
)3
(2.40)
The deeper meaning of (2.39) and its generalizations involving the dependence on the
complex structure on the worldsheet will be discussed in [19].
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2.4.4. Target space symmetry currents
Suppose V = V i(γ)∂i is a holomorphic vector field on X . In classical geometry
it generates an infinitesimal symmetry of the manifold X , the symmetry of its complex
structure. Let us see whether this symmetry is preserved in quantum theory. In order for
this to be the case we should be able to construct a holomorphic current, which would
generate the quantum counterpart of the classical symmetry. Naively, this current should
be given by:
JV =
naive
βiV
i(γ) (2.41)
where we again use the normal ordering implicitly. However most likely the definition
(2.41) will not be compatible with the coordinate transformations on X . So, we should
allow for the correction term CB , for some B:
JV = βiV i(γ) +Bi(γ)∂γi (2.42)
where Bidγ
i is a locally defined one-form on U ⊂ X , which is clearly a linear functional
of V . Its behaviour B 7→ B˜ under the coordinate transformations γ 7→ γ˜ can be recovered
from (2.37):
B˜a(γ˜)dγ˜
a −Bi(γ)dγi = 12
(
ιV µ− 2
(
dgg−1
)i
j
∂iV
j + V itr
(
g−1∂igg
−1dg
))
= 1
2
(
ιV µ− tr
(Vdgg−1)+ tr(V˜dg˜g˜−1)) , (2.43)
where we have introduced matrices, already familiar from (2.11) :
V = ‖∂iV j‖, V˜ = ‖∂˜aV˜ b‖ , (2.44)
where V˜ a = g˜ai V
i, g˜ = g−1. The matrices V, V˜ behave as connections in the V direction:
V˜ = g−1Vg − g−1LV g . (2.45)
2.4.5. Stress-energy tensor
Now let us discuss the transformation properties of the stress-energy tensor. In the
local coordinate patch U where our theory is represented by the free fields βi and γ
i we have
the standard definition of the stress-energy tensor, following from the naive Lagrangian
(2.4):
T =
naive
βi∂γ
i ≡ Lim
ǫ→0
(
βi(z + ǫ)∂γ
i(z) +
d
ǫ2
)
(2.46)
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where d = dimCX . Now let us see what happens when we perform the target space
coordinate transformation γ 7→ γ˜ (cf. [26][7]).
T˜ = β˜a∂γ˜
a ≡ Lim
ǫ→0
(
β˜a(z + ǫ)∂γ˜
a(z) +
d
ǫ2
)
= T − 12 g˜ai ∂2gia − (∂gia)∂g˜ai +Baig˜aj ∂γi∂γj
= T − 12∂2log det‖gia‖
(2.47)
So we see that in order for the stress-energy tensors to be coordinate independent, the
coordinate transformation γ 7→ γ˜ should better preserve (perhaps up to a constant mul-
tuple) a holomorphic volume form. Indeed, the determinant det‖gia‖ is the ratio of the
holomorphic volume forms on the coordinate patches γ and γ˜.
The anomalous term in the transformation law for the naive stress-energy tensor means
that the theory actually depends on the choice of the target space coordinates, unless some
coupling to the worldsheet metric curvature
1
8π
∫
R(2)log ω(γ) (2.48)
is added. The modification (2.48) of the action (2.4) modifies the stress-energy tensor to:
T = βi∂γ
i − 12∂2log ω(γ) (2.49)
where ω(γ) comes from the holomorphic top degree form on X . In order for (2.49) to be
regular, the argument of the logarithm should not vanish, so the holomorphic top degree
form Ω must be non-vanishing and regular on U .
2.5. The coordinate transformations on the worldsheet
A priori, the definitions of the stress-energy tensor, and the currents JV depend on
the choice of the local coordinates z on the worldsheet. For example, T , defined by (2.46)
transforms as a projective connection under the holomorphic reparameterizations of the z
coordinate:
z 7→ ẑ (2.50)
T 7→ T̂ = 1
(∂z ẑ)
2
(
T − d
6
{ẑ; z}
)
(2.51)
where
{ẑ; z} = ∂
3
z ẑ
∂z ẑ
− 3
2
(
∂2z ẑ
∂z ẑ
)2
(2.52)
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The formula (2.51) holds for any [27] two dimensional conformal field theory with central
charge c = 2d. Technically, the shift in (2.51) comes from the expansion of
d
ǫ2
− d(∂zẑ)
2
(ẑ(z + ǫ)− ẑ(z))2 (2.53)
However, the expression (2.51) with the Schwarzian derivative (2.52) does not take seem
into account the shift (2.49). It would lead to the strange-looking formula
T̂ =? T̂ naive + 12
∂2zzẑ
(∂z ẑ)3
∂zlog ω(γ)
which is inconsistent with (2.51). The truth is that the modification (2.49) of the stress-
energy tensor implies that βi’s are no longer primary fields. They transform under the
worldsheet coordinate changes as:
βi 7→ β̂i = βi − 12∂ (log ∂z ẑ) ∂ilog ω(γ)
β̂
iẑ
=
1
∂zẑ
βiz − 12
∂2zz ẑ
(∂zẑ)2
∂ilog ω(γ)
(2.54)
thus making the formula (2.51) true indeed.
Similarly, the currents J = JV are transforming with the cocycle:
J 7→Ĵ = J − 1
2
Ω−1LV Ω ∂ (log∂z ẑ)
Ĵ
ẑ
=
1
∂z ẑ
(
Jz − 12
1
ω(γ)
∂i
(
ω(γ)V i(γ)
)
∂zlog ∂z ẑ
)
(2.55)
where if we didn’t take into account the anomalous transformation (2.54) we would have
gotten ∂iV
i instead of the covariant divergence
Ω−1LV Ω = 1
ω(γ)
∂i
(
ω(γ)V i(γ)
)
(2.56)
Note that the volume (= Ω)-preserving vector fields V correspond to the currents JV which
are the primary fields. This is of course in agreement with the 12c1(X)c1(Σ) nature of the
anomaly [9] we are discussing.
2.6. Global theory
We now may pose the problem of formulating the β-γ system on X globally. We know
already that we need to use a holomorphic top form Ω ∈ Hd,0(X,C) = H0(X,KX).
In order to do this we may wish to have the following conditions satisfied:
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1. For each coordinate patch Uα with the coordinates γ[α] = (γ
i) we have a copy of the
standard system (2.4) with particular curvature coupling:
L[α] =
1
2π
∫
βi∂γ
i +
1
4
R(2)log ω(γ) (2.57)
where
Ω
∣∣∣∣
Uα
= ω(γ)dγ1 ∧ . . . ∧ dγd (2.58)
2. On the overlaps Uαβ = Uα ∩Uβ , where the coordinates γ[α] = (γi) and γ[β] = (γ˜a) are
related by the local biholomorphism fαβ : γ[α] → γ[β], the fields of two systems (2.57)
corresponding to Uα and Uβ are related by the field redefinition (2.37)
3. The stress-energy tensors of two systems Lα and Lβ transform one into another under
(2.37)
4. The glueings over Uαβ ’s are correctly defined, in the sense that on every triple overlap
Uαβγ = Uα ∩Uβ ∩Uγ the composition of three transformations L[α] → L[β] → L[γ] →
L[α] is the identity.
We shall see in the next subsections that one may encounter anomalies, which obstruct
the existence of the solution, obeying the conditions 2, 3 and 4. If the anomalies are absent,
then there may be several solutions to the condition 2, they have to do with the moduli
of the β-γ sigma model. Finally, if the manifold X has symmetries, we may also want to
have the following property:
5. The complex Lie group G, acting on X , generated by the vector fields VA, A =
1. . . . , dimG, to be represented by the currents JA ≡ JVA , which form the affine Lie
algebra ĝ at some level k = kX , which depends on X (if the group G is not simple,
there may be several levels).
There exist certain obstacles in getting this wish granted as well. We shall not ex-
plore this issue in full generality, some aspects of this problem were already discussed in
[28],[29],[7], [26]. In particular, in the case of C∗-bundles over the homogeneous spaces
G/H the refs. [28], [29] contain the full solution of this problem, see also [30]. We make
several comments in the case where G acts on X freely, and discuss some other examples.
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2.6.1. C
∨
ech notions
A word on notations. As before, d denotes the holomorphic exterior derivative on X .
It sends (p, q) forms to (p+ 1, q) forms. In this section we shall be also dealing with C
∨
ech
cochains, cocycles and coboundaries (see chapter 0 of [31] for systematic introduction, [32]
for the introduction for physicists, and [9] for the introduction for physicists in the context,
maximally close to ours). C
∨
ech q-cochain a valued in some sheaf F of abelian groups on
X is the assignment of a section aα0α1...αq of F restricted to
Uα0α1...αq ≡ Uα0 ∩ Uα1 ∩ . . . ∩ Uαq ,
so that
aα0α1...αq ∈ Γ(Uα0α1...αq ,F)
We assume that aα0α1...αq is totally antisymmetric in the indices α0, α1, . . . , αq.
For example, in what follows F will be often a sheaf of holomorphic vector fields TX
on X or a sheaf of closed holomorphic two-forms Z2X . There are very few such objects
defined globally on X , if any. However, if we only require them to be well-defined on small
domains, such as Uα, Uαβ etc. then they become abundant.
The space of all such locally defined sections of F is denoted by Cq(X,F).
C
∨
ech differential δ maps q-cochains to q + 1-cochains,
δ : Cq → Cq+1
(δa)α0α1...αqαq+1 =
q+1∑
i=0
(−1)i aα0...αi−1αi+1...αq+1 , (2.59)
and obeys δ2 = 0. Thus we can define the cohomology groups,
Hq(X,F) = kerδ|Cq/imδ|Cq−1 .
2.6.2. Glueing across the patches
We now proceed with the investigation of the conditions 2, 4 on our list. On the
intersection Uαβ = Uα ∩ Uβ we have two coordinate systems: γ[α] = (γi) and γ[β] = (γ˜a).
Correspondingly we have a map:
gαβ : Uαβ → GLd(C), gαβ =
∥∥∥∥ ∂γi∂γ˜a
∥∥∥∥ (2.60)
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Note,
gαβ = g
−1
βα . (2.61)
The intersections Uαβ don’t have the complicated topology, so that the three form
tr (gβαdgαβ)
3
is exact:
tr (gβαdgαβ)
3
= dµαβ (2.62)
The corresponding two-form µαβ ∈ Ω2Uαβ enters the relation between the fields β[α] = (βi)
assigned to Uα and the fields β
[β] = (β˜a), assigned to Uβ :
β[β] = β[α]gαβ +
1
2tr (Gαβgαβ∂gβα) + 12 ι∂ µαβ (2.63)
where
∂ = ∂γi∂i = ∂γ˜
a∂˜a, Gαβ = ‖∂i(gαβ)ja‖ dγ˜a .
The equation (2.62) does not determine µαβ uniquely. We must decide on how to choose
the representative modulo exact two-forms. First of all, we may want to insist on the
condition
µβα = −µαβ (2.64)
More precisely, if fαβ : U → U , U ≈ Uαβ ≈ Uβα is the map which sends γ[α] to γ[β],
fαβ ◦fβα = id, then µβα = −f∗αβµαβ. In what follows we ignore these notational subtleties,
by utilizing the coordinate-independent expressions.
2.6.3. Moduli of the model
The relations (2.62),(2.64) still allow transformations of the form:
µαβ 7→ µαβ + bα − bβ (2.65)
where bα is the closed holomorphic (2, 0)-form, regular on Uα, while bβ is the closed (2, 0)-
form, regular on Uβ.
Such a shift can be undone by the similarity transformation on the fields β[α], γ[α],
generated by:
exp
∮
fα,i∂γ
i (2.66)
and the similarity transformation of the fields β[β], γ[β] generated by
exp
∮
fβ,a∂γ˜
a, (2.67)
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where bα = dfα, bβ = dfβ locally (cf. [9]). However, (2.65) does not exhaust all the
freedom in solving (2.62). The most general thing that can happen is the shift
µαβ 7→ µαβ + bαβ, dbαβ = 0 (2.68)
where bαβ is a closed two-form, regular on Uαβ. The space of such forms, obeying the
condition:
bαβ + bβγ + bγα = 0, on Uαβγ = Uα ∩ Uβ ∩ Uγ (2.69)
which follows from certain anomaly cancellation condition, to be discussed in the com-
ing subsection, modulo the forms of the form (2.65) is the first C
∨
ech cohomology group
with coefficients in the sheaf of closed holomorphic two-forms, H1(X,Z2X). Together with
the space H1(X, TX) of classical complex structure deformations these parameterize the
infinitesimal deformations of the β-γ sigma model:
Deformations = H1(X, TX ⊕Z2X)
(2.70)
Note that this space is very similar to the space of deformations of the generalized (hyper)
complex structure, since the sheaf Z2X is essentially the quotient Ω1X/dOX .
2.6.4. Obstructions
Not every choice of µαβ obeying (2.62)(2.64) leads to the consistent theory. Indeed,
we have to make sure that given β[α] the fields β[β] defined using the glueing across the
patches Uαβ directly, or via the third coordinate chart Uγ , β
[α] → β[γ] → β[β], coincide.
Let us introduce the notations:
γ[α] = (γ
i), γ[β] = (γ˜
a), γ[γ] = (γ̂
A)
β[α] = (βi), β
[β] = (β˜a), β
[γ] = (β̂A)
i, a, A = 1, . . . , d
µαβ = µab dγ˜
a ∧ dγ˜b
µβγ = µ˜AB dγ̂
A ∧ dγ̂B
µαγ = µ̂AB dγ̂
A ∧ dγ̂B
(2.71)
We should compare the results of two manipulations: one is the direct change of coordi-
nates:
γi 7→ γ̂A (2.72)
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another is the composition of two coordinate changes:
γi 7→ γ˜a 7→ γ̂A (2.73)
The single coordinate changes act as follows:
β˜a = βig
i
a +
1
2 tr
(Gag∂g−1)+ 12µab∂γ˜b
β̂A = β˜ag˜
a
A +
1
2tr
(
G˜Ag˜∂g˜−1
)
+ 12 µ˜AB∂γ̂
B
β̂◦A = βiĝ
i
A +
1
2
tr
(
ĜAĝ∂ĝ−1
)
+ 1
2
µ̂AB∂γ̂
B
(2.74)
where:
gia =
∂γi
∂γ˜
a , g˜aA =
∂γ˜
a
∂γ̂
A , ĝ
i
A =
∂γi
∂γ̂
A
G˜A = ‖∂jgia‖, G˜A = ‖∂˜bg˜aA‖, ĜA = ‖∂j ĝiA‖
(2.75)
The following identities are useful:
ĝiA = g
i
ag˜
a
A
ĜA = g˜aAGa + g−1G˜Ag
(2.76)
We recall that the products like βiV
i(γ) in (2.74) are understood as the normal ordered
products. Now we can substitute the first line in (2.74) into the second and compare the
result with the third:
β̂A = :
(
: βig
i
a :
)
g˜aA : +
1
2 tr
(
g˜aAGag∂g−1
)
+ 12 tr
(
G˜Ag˜∂g˜−1
)
+ 1
2
(
µabg˜
a
A∂γ˜
b + µ˜AB∂γ̂
B
) (2.77)
Now we should remember that in (2.77) we have the double normal ordering, which has
to be converted into a single one:
:
(
: βig
i
a :
)
g˜aA : = βiĝ
i
A −
(
∂gia
)
(∂ig˜
a
A) (2.78)
Now it is straightforward to compare:
β̂◦A − β̂A = 12 tr
{(
g˜−1∂̂Ag˜
) (
∂gg−1
)− (g˜−1∂g˜) (∂̂Agg−1)}
+ 12 (µ̂AB − µ˜AB − µabg˜aAg˜B) ∂γ̂B
(2.79)
Insisting on the equality β̂◦A = β̂A is equivalent to the following cocycle condition on the
set of µαβ ’s:
(δµ)αβγ ≡ µαβ + µβγ + µγα = tr (gαβdgβγ ∧ dgγα) (2.80)
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where, recall:
gαβ = ‖gia‖, gβγ = ‖g˜aA‖, gαγ = ‖ĝiA‖ = g−1γα (2.81)
Note that if we apply the d-operator to both left and right hand sides of (2.80) then we
get the identity, thanks to (2.62). Thus, the following C
∨
ech 2-cocycle ψ,
ψαβγ = µαβ + µβγ + µγα − tr (gαβdgβγ ∧ dgγα) , (2.82)
takes values in closed 2-forms:
dψαβγ = 0 (2.83)
As µαβ’s are defined from (2.62) up to an addition of the closed 2-forms bαβ’s, which are
regular on Uαβ, our problem is find
b = (bαβ), bαβ ∈ Z2Uαβ , s.t. δb = ψ . (2.84)
The equations (2.80)(2.84) means that ψ represents a trivial second C
∨
ech cohomology class:
0 = [µαβ + µβγ + µγα − tr (gαβdgβγ ∧ dgγα)] ∈ H2(X,Z2X) (2.85)
with values in closed holomorphic 2-forms. If we drop the contribution of µ’s in (2.85) we
would get a condition of vanishing in cohomology of the sheaf Ω2X of holomorphic 2-forms,
But, in a sense, since the failure of tr (gαβdgβγ ∧ dgγα) to be d-closed is δ-exact:
d tr (gαβdgβγ ∧ dgγα) = (δW)αβγ ,
Wαβ = tr (gβαdgαβ)3 ,
(2.86)
we don’t loose much information (in a more sophisticated language, this reflects the de-
generation of certain spectral sequence at the second term). Thus, we need (keeping (2.86)
in mind):
0 = [ψ] ∈ H2(X,Z2X) (2.87)
In general, the 2-cocycle ψ, valued in closed holomorphic 2-forms, may represent a non-
trivial cohomology class. In this case one cannot define the β-fields consistently over
X . Mathematically one gets the so-called gerbe of chiral differential operators [7]. But
physically it means that the model is anomalous, and extra degrees of freedom are needed
to define it properly [33].
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We can phrase the result as follows: the group H2(X,Z2X) parameterizes the obstruc-
tions for deforming the model. Together with the classical piece of the complex structure
deformations obstructions, they form the group of
Obstructions = H2(X, TX ⊕ Z2X)
(2.88)
2.6.5. Anomaly and Pontryagin class
The class [ψ] in the cohomology group H2(X,Z2X) is actually the first Pontryagin
class of X , p1(X), or, in a more holomorphic language, the second Chern class ch2(TX)
of the holomorphic tangent bundle. Its emergence is quite similar to the emegence of the
first Pontryagin class of the manifold in the studies of heterotic string compactifications
[18] and in supersymmetric sigma models [34]. To understand the relation of [ψ] to p1(X)
let us invoke the good old descent formalism, well-known in the theory of anomalies, e.g.
[33], [35].
In this section d denotes de Rham exteriour derivative acting on smooth differential
forms on X , with respect to the complex structure on X it splits as a sum of two nilpotent
operators
d = ∂′ + ∂′′ (2.89)
where ∂′ maps the Ωp,q forms to Ωp+1,q, while ∂′′ maps Ωp,q to Ωp,q+1. ∂′ is what we
called d in the rest of the paper.
Take the holomorphic tangent bundle TX and view it as a complex vector bundle E
over X . It can be endowed with hermitian metric, and with some unitary connection A.
With respect to the complex structure on X the connection splits as a sum of (1, 0) and
(0, 1) parts, while the curvature F splits as the sum of three terms: (2, 0, (1, 1) and (0, 2).
In the coordinate chart Uα over which the bundle E is trivialized: E|Uα ≈ Uα × Cd, the
connection is described by the matrix-valued one-form:
Aα = A
1,0
α +A
0,1
α , A
1,0
α =
(
Aijkdx
k
)
α
, A0,1α =
(
Ai
jk
dxj
)
α
= − (A−1,0α )† , (2.90)
and on the overlaps
Aβ = uβαAαuαβ + uβαduαβ (2.91)
where uαβ = u
−1
βα : Uαβ → U(d) are the transition functions for E . Now let us demand that
the (0, 1) part of the connection defines the holomorphic structure on the vector bundle.
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It means that the holomorphic sections are the ones which are annihilated by ∂′′ + A0,1
operator:
∂′′si +Ai
jk
skdxi = 0 (2.92)
The consistency of (2.92) demands F 0,2 = 0. It implies that on each coordinate chart Uα
we can find the complex gauge transformations eα = (e
i
j)α such that
A0,1α = eα∂
′′e−1α , A
1,0
α = −e†
−1
α ∂
′e†α (2.93)
where eα and e
†
α are the components of the vierbein of the hermitian metric h = e
†e. The
overlap relation (2.91) implies:
eα = uαβeβgβα (2.94)
where
∂′′gαβ = 0, ∂
′g†αβ = 0 , gαβ(x) ∈ GLd(C) , x ∈ Uαβ (2.95)
are the transition functions (2.60) of the holomorphic bundle E = TX . Thus, the complex
gauge transformation eα maps A to the connection Γ, s.t. Γ
0,1 = 0, and
Γ =
(
Γ1,0α
)
= ‖ (Γijkdxj)α ‖ = h−1α ∂′hα (2.96)
where hα = e
†
αeα is the hermitian metric on E . On the intersections Uαβ:
hα = g
†
βαhβgβα (2.97)
Now let us calculate the density of the second Chern class of TX using the metric h:
pα =
1
8π2
tr (Fα ∧ Fα) = 1
8π2
tr (∂′′Γα ∧ ∂′′Γα) = d CSα (2.98)
where
CSα =
1
8π2
tr
(
Γα ∧ ∂′′Γα − 1
3
Γα ∧ Γα ∧ Γα
)
(2.99)
is (2, 1)⊕ (3, 0)-form, defined on Uα. On the overlap Uαβ we have, using (2.94)(2.96):
Γα = gαβΓβgβα + gαβ∂
′gβα (2.100)
and, therefore:
(δCS)αβ = CSβ −CSα = dραβ (2.101)
with the (2, 0)-form ραβ, defined on the double intersections Uαβ:
ραβ = µαβ − 1
8π2
tr (gαβdgβα ∧ Γα) (2.102)
Finally,
(δρ)αβγ = ραβ + ρβγ + ργα = (δµ)αβγ +
1
8π2
tr (gβαdgαγ ∧ dgγβ) (2.103)
which is our anomaly two-form ψαβγ.
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2.6.6. Automorphisms
The naive continuation of the sequence (2.88)(2.70) is:
Infinitesimal automorphisms = H0(X, TX ⊕ Z2X)
(2.104)
Indeed, the group H0(X, TX) enumerates the globally defined holomorphic vector fields
on X , which are the symmetries of the manifold X viewed as a complex variety, while
the group H0(X,Z2X) enumerates globally defined closed 2-forms τ = τijdγi ∧ dγj , which
occur in the theory via the shifts of the Lagrangian∫
β∂γ 7→
∫
β∂γ +
∫
τij∂γ
i∂γj (2.105)
Such a shift does not change the equations of motion. It also does not affect the pertur-
bative correlation functions. However, it affects non-perturbative correlation functions,
unless [τ ] ∈ H2(X,Z), i.e. it is an integral form, cf. [9].
Anyway, we shall now examine whether this is true in more detail. We shall see that
the first, classical geometry piece, TX , may have hard time being realized in the quantum
theory. We now discuss the question 5. on our list.
2.6.7. Global symmetry currents: abelian case
Let us start with the single vector field. We are given a holomorphic vector field V .
In the local coordinate patch Uα it is described by the components V[α] = (V
i), V = V i∂i.
In passing to the coordinate patch Uβ over the intersection Uαβ we encounter the analogue
of the problem (2.43). Specifically, let us denote by Bα and Bβ the one-forms Bi(γ)dγ
i
and B˜a(γ˜)dγ˜
a, defined on Uα and Uβ respectively. We wish to construct the current JV
which is a global object on X :
JV = βiV i +Bi∂γi = β˜aV˜ a + B˜adγ˜a (2.106)
Introduce the familiar by now matrices (cf. (2.44)) Vα for each coordinate chart Uα:
Vα = ‖∂iV j‖, Vβ = ‖∂˜aV˜ b‖
and the following C
∨
ech 1-cochain:
ναβ ≡ ιV µαβ − tr (Vαdgαβgβα) + tr (Vβdgβαgαβ) (2.107)
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Then (2.106) can be rewritten as:
ναβ = ιV bαβ + 2(δB)αβ (2.108)
where bαβ ∈ Z2Uαβ . The consistency of (2.108) can be checked by applying the operators δ
and ιV to ν:
(δν)αβγ = tr ((LV gαβ) dgβγgγα − dgαβ (LV gβγ) gγα) + ιV (µαβ + µβγ + µγα)
= ιV ψαβγ ,
ιV ναβ = −tr (gβαVαLV gαβ) + tr (gαβVβLV gβα)
= −(δv)αβ ,
vα = −trV2α
(2.109)
while applying δ, ιV to the right hand side of (2.108) gives:
ιV (ιV b+ 2δB) = 2δ(ιVB)
δ (ιV b+ 2δB) = ιV ψ
(2.110)
the last equality being true iff the p1 anomaly is absent, cf. (2.84).
Without assuming the existence of b, B, verifying (2.108)(2.84) we can still neatly
package (2.109) and (2.110) into the condition of equivariant closedness:
(δ + tιV )
(
vt2 + νt+ ψ
)
= 0 (2.111)
where we realize the holomorphic equivariant C
∨
ech-complex of X via C
∨
ech Ω∗X -cochains
with values in the polynomial functions of t. The grading is defined to be
equivariant degree = form degree + 2t
∂
∂t
(2.112)
On such cochains the operator δ + tιV has degree one, it is nilpotent and its cohomology
is what we need. For example
vt2 + νt+ ψ (2.113)
represents a C∗-holomorphic equivariant cohomology class of degree four. If, instead of
C
∨
ech we were to use Dolbeault picture, which is more natural in the approach involving
(0, 2) supersymmetric models [9], then the analogue of δ would have been the ∂ operator
acting on Ωp,q-forms on X , and (2.111) would have looked more familiar. The appropriate
cohomology theory, the holomorphic equivariant cohomology, has been developed in [36].
25
Now let us assume B, b exist. Consider the following 0-cochain k:
kα = ιVBα − 12 trV2α , (2.114)
which is a quadratic functional of V . Then (2.108) implies (cf. (2.10)):
δk = 0 , (2.115)
so it is actually a 0-cocycle, and represents certain cohomology class of C
∨
ech cohomology
with the coefficients in the sheaf OX of holomorphic functions. If X is compact, then it
implies that k is a constant, which is the level of the current algebra. In our examples it
will be always constant, even for non-compact X . Note that the value of k can be found
by analyzing the behavior of V near its zeroes. Indeed, let us assume that V generates
the action of C∗ on X . Suppose p ∈ X is an isolated fixed point of this action, V (p) = 0.
Then there exist local coordinates (γi) such that near this point
V =
∑
i
miγ
i ∂
∂γi
+ higher order terms (2.116)
wheremi ∈ Z. The invariant meaning of the components of ~m = (m1, . . . , md) is that these
are the weights of C∗-action on the tangent space TpX at p. They are defined uniquely
up to permutations. Then (2.114) implies:
k = −12 ~m2 (2.117)
It may seem surprising that the square of the weight vector is the same for all fixed points
of the C∗-action on X , but this is in fact the consequence of the triviality of the equivariant
second Chern class of TX , which is expressed by the equation
(δ + tιV ) (2Bt+ b) = 2kt
2 + vt2 + νt+ ψ (2.118)
combining the formulae (2.84) and (2.108) into the single condition of the equivariant
exactness.
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2.6.8. Global symmetry currents: non-abelian case
Now let us assume that a complex Lie group G acts on X . Let g be the Lie algebra
of G, and let φ = (φA), A = 1, . . . , dimG, be the linear coordinates on g, corresponding to
some basis tA in g. The action of G on X is generated by the holomorphic vector fields
VA. We can view them as the linear function on g with values in H
0(X, TX),
φ 7→ V (φ) = φAVA . (2.119)
We have the defining relations of g:
[VA, VB] = f
C
ABVC , (2.120)
where f
C
AB are the structure constants of g:
[tA, tB] = f
C
ABtC (2.121)
We define the currents, by the local formula in each coordinate chart Uα:
JA = βiV iA +BiA∂γi , (2.122)
where the one-forms BA are to be found from the several conditions: i) the JA’s should form
the ĝ current algebra; ii) the JA should be independent of α, modulo some automorphism
of G.
Let us first work out the conditions which follow from i). They should hold in each
coordinate chart Uα. In the next paragraph we omit the index α.
Requiring the residue at the first order pole of the operator product expansion of JA
and JB to be fCABJC implies:
LV[ABB] − fCABBC − 12dmAB − ΩAB = 0 (2.123)
where
ΩAB =
1
2 trV[AdVB] ,
mAB = ιV[ABB] ,
(2.124)
and
VA = ‖∂iV jA‖ (2.125)
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The matrices (2.125) obey the one-cocycle condition:
LV[AVB] − fCABVC + [VA,VB] = 0 , (2.126)
where we view VA simply as the matrix-valued functions on Uα. It is convenient to combine
B′As and VA’s into the linear functions on g:
B(φ) =
((
BA
)
α
φA
)
, V(φ) = ((VA)α φA) (2.127)
The equations (2.126)(2.123) are antisymmetric in A, B indices, and can be written com-
pactly using anticommuting variables cA, which are of course the BRST ghosts:
LV (c)V(c)− V([c, c]) + [V(c),V(c)] = 0
2LV (c)B(c)−B([c, c])− d
(
ιV (c)B(c)
)− trV(c)dV(c) = 0 (2.128)
Now let us discuss the condition ii) We use the notations (2.119)(2.127). We have the 0, 1,
and 2 cochains, v(φ, φ), ν(φ), and ψ, respectively, which are the second, first and zeroth
order polynomials in φ:
v(φ, φ)α = (vAB)αφ
AφB , (vAB)α = −tr
((VA)α (VB)α) (2.129)
ν(φ)αβ = ιV (φ)µαβ − tr (V(φ)αdgαβgβα) + tr (V(φ)βdgβαgαβ) (2.130)
The second order pole in the operator product expansion of JA’s:
kAB = vAB + ιVABB + ιVBBA , (2.131)
is also conveniently packaged into the second order polynomial in φ:
k(φ, φ) = v(φ, φ) + 2ιV (φ)B(φ) (2.132)
The direct analogue of (2.118) which follows from the analogue of (2.108) is the G-
equivariant exactness:
(
δ + ιV (φ)
)
(2B(φ) + b) = 2k(φ, φ) + v(φ, φ) + ν(φ) + ψ (2.133)
Without assuming the existence of b, B(φ), verifying (2.133) we still have the G-equivariant
closedness:
(δ + ιV (φ)) (v(φ, φ) + ν(φ) + ψ) = 0 (2.134)
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Finally, let us mention that the differential δ + ιV (φ) is most naturally interpreted in the
language of the holomorphic G-equivariant cohomology. The generalization of the abelian
complex calculating theC∗-equivariant cohomology is the space ofG-invariant Ω∗X⊗Fun(g)
C
∨
ech-cochains, where G acts on g in the adjoint representation, and the grading is defined
analogously to (2.112) ( see [37],[38] for the introduction into the de Rham version of the
equivariant cohomology):
equivariant degree = form degree + 2φ
∂
∂φ
(2.135)
On such cochains the operator δ + tιV has degree one, it is nilpotent and its cohomology
is what we need. For example
v(φ, φ) + ν(φ) + ψ (2.136)
represents the holomorphic G- equivariant cohomology class of degree four.
2.6.9. The case of free G action
Suppose the action of G on X is free. In this case the equivariant cohomology is
expected to coincide with the cohomology of the factorspace X/G [37]. Let us investigate
the solutions to the equations (2.133). It is convenient to introduce the connection one-
forms ΘA = Θ
A
i dγ
i which obey:
dΘC + 1
2
f
C
ABΘ
A ∧ΘB = 0
ιVAΘ
B = δ
B
A
LVAΘC + fCABΘB = 0
(2.137)
The equations we shall finally get are similar to (2.32) except that now we expand the
one-forms BA in Θ’s:
BA =
1
2
(
σAB − µAB
)
ΘB (2.138)
and instead of (2.32) we get:
∑
cyclic A→B→C
LVAµBC + fDABµDC = −trVA[VB ,VC ] (2.139)
which is the condition that the 3-cocycle on the Lie algebra g with values in the module
OU is the coboundary of µ
(dgµ)ABC = −trVA[VB,VC ] (2.140)
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From the one-cocycle condition (2.126) follows the closedness of the three-form
ω3 = tr (VA[VB,VC ]) ΘA ∧ΘB ∧ΘC . (2.141)
2.6.10. Stress-energy tensor and c1 anomaly
Now let us address the question 3. on our list. We can define the naive stress-energy
tensors T naive[α] by the formulae (2.46) on each coordinate patch Uα. Then, using (2.47) we
immediately conclude that on the overlaps Uαβ :
T naive[β] − T naive[α] = −12∂2log detgαβ (2.142)
The globally defined stress-energy tensor must be defined as:
T = T naive[α] − 12∂2logω[α] (2.143)
where ωα are holomorphic functions on Uα such that on the overlaps they are related by
ω[α] = ω[β] detgαβ (2.144)
(up to possible constant factors which we ignore). In other words, the top holomorphic
form
Ω = ω[α]dγ
1
[α] ∧ . . . ∧ dγd[α] (2.145)
is in fact independent of α, is nowhere vanishing and everywhere regular (otherwise the
logarithm in (2.143) would have singularities). In other words, it means that X must have
a Calabi-Yau structure (in variance with more stringent condition of being a Calabi-Yau
manifold, which means in addition that X is Kahler, which we don’t need here).
The obstruction of having the globally defined holomorphic top form is c1(X). Inter-
estingly enough, this is also an obstruction for the conformal invariance of the (0, 2) model,
which has fermions and antiholomorphic coordinates γi as the worldsheet fields [9]. The
term (2.48) is nothing but the Bott-Chern secondary characteristic class, constructed out
of the class 1
2
c1(X)c1(Σ) on X × Σ. This class enters the Riemann-Roch formula for the
determinant line bundle associated with the βγ system [9] and its consequences will be
more carefully studied in [19].
2.7. The anomalous example
The simplest yet very instructive example of the target space which we shall consider
first will be that of the projective space, X = CPd−1.
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2.7.1. The Pontryagin anomaly
Let (x0 : x1 : . . . : xd−1) denote the homogeneous coordinates on X . Let us cover X
by d coordinate patches Uα ≈ Cd−1, α = 0, . . . , d − 1. On the coordinate patch Uα the
homogeneous coordinate xα 6= 0 and we can use as the coordinates
(uα) = (xix
−1
α ),
The coordinate transformation from U0 to U1, and to U2 are given by: let u1, . . . , ud−1 be
the coordinates on U0, u˜1, . . . , u˜d−1 be the coordinates on U1, and let û1, . . . , ûd−1 be the
coordinates on U2. Then:
u˜1 = u
−1
1 ,
u˜a = uau
−1
1 , a = 2, . . . d− 1
(2.146)
The matrix g = g01, associated with the change of variables (2.146) is readily calculated:
g01 =
(−u21 −uau1
0 u1 1d−2
)
g−101 = g10 =
(−u−21 −uau−21
0 u−11 1d−2
) (2.147)
The coordinate transformations from U1 to U2 and from U0 to U2 are given by:
û1 = x0x
−1
2 = u˜1u˜
−1
2 = u
−1
2
û2 = x1x
−1
2 = u˜
−1
2 = u1u
−1
2
ûA = xAx
−1
2 = u˜Au˜
−1
2 = uAu
−1
2
A = 3, . . . , N
(2.148)
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The corresponding matrices g12 and g20 are given by:
g12 =

 u2u−11 0 0−u2u−21 −u22u−21 −uAu2u−21
0 0 u2u
−1
1 1d−3


g−112 = g21 =

 u1u−12 0 0−u1u−22 −u21u−22 −uAu1u−22
0 0 u1u
−1
2 1d−3


g02 =

−u1u2 −u22 −uAu2u2 0 0
0 0 γ21d−3


g−102 = g20 =

 0 u−12 0−u−22 −u1u−22 −uAu−22
0 0 u−12 1d−3


(2.149)
They verify:
g10g21g02 = 1 (2.150)
The anomaly two-form
ψ012 = trg02dg10 ∧ dg21 = d · dlog u1 ∧ dlog u2 (2.151)
It is well-defined on U012 = U0 ∩ U1 ∩ U2 ≈ C∗ ×C∗ × Cd−3. Since it has a non-trivial
period over the non-contractible two-cycle Σ ≈ T2 in C∗ ×C∗ it represents a non-trivial
cohomology class. In C
∨
ech language, it means that it cannot be represented as the sum:
b01 + b12 + b20
of closed holomorphic two-forms, well-defined on U01, U12 and U20 respectively. Indeed,
since these forms would be regular on the domains which have the topology C∗ ×Cd−2,
the corresponding integrals over the Σ of each of these forms would vanish, in contrast
with what we said about the integral of the form (2.151).
The factor d in (2.151) corresponds precisely to the similar factor in the second Chern
character of the tangent bundle of CPd−1:
ch2 (TCPd−1) =
d
2
·H2, H = c1(O(1)), (2.152)
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in agreement with the general theory [7].
A warning. In the CPd−1 example the three-forms tr(gβαdgαβ)
3 vanish:
g10dg01 =
(
2dlogu1 d(u1ua)u
−2
1
0 dlogu1 1d−2
)
tr(g10dg01)
3 = 0
(2.153)
yet the anomaly is alive.
2.7.2. The Chern anomaly
To check the c1 anomaly, the one which affects the stress-energy tensor, it is sufficient
to study the transition functions which we already listed in (2.147),(2.149) and (2.153):
A01 = tr g
−1
01 dg01 = d · dlogu1
A12 = tr g
−1
12 dg12 = d · dlog(u2u−11 )
A20 = tr g
−1
20 dg20 = −d · dlogu2
(2.154)
Accordingly, the naive stress-tensors of the local theories are not compatible:
T naive[1] = T
naive
[0] −
d
2
∂2log(u1)
T naive[2] = T
naive
[1] −
d
2
∂2log(u2u
−1
1 )
(2.155)
Notice that d in the formulae (2.154)(2.155) corresponds to the first Chern class of
the tangent bundle of CPd−1:
ch1(TCPd−1) = d ·H (2.156)
In [19] a possible improvement of the naive stress tensor will be discussed.
2.7.3. The PGLd symmetry
Classically, the PGLd symmetry is generated by:
Nl = vl,
Nml = vlum, l,m = 1, . . . , d− 1
N l = ul
∑
m
vmum,
(2.157)
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The coordinate change (2.146) acts on the classical currents (2.157) as follows:
N˜1 = −N1, N˜I = N1I
N˜11 = −
∑
m
Nmm , N˜
I
1 = −N I , N˜1I = NI , N˜JI = NJI
N˜1 = −N1, N˜ I = −N I1
I, J = 2, . . . , d− 1
(2.158)
Now let us see what happens quantum mechanically. Already from our failure to glue the
v-fields globally over X we know we will not be able to define the PGLd currents (2.157)
globally over X (unless d = 2, where the Pontryagin anomaly is irrelevant). But in fact
even locally, on the coordinate charts Uα the currents (2.157) cannot be promoted to the
current algebra. The subalgebra Bd, generated by Nl and N
m
l , makes sense quantum
mechanically. In fact, on U0, we have the level k = −1 current algebra of ĝld−1, generated
by Nml . This algebra is extended by the abelian current algebra generated by Nl’s. The
trouble comes when we try to adjoin the N l generators. Indeed, it is not hard to show, by
examining the behavior near u = 0, that unless d = 2 the equations (2.123)(2.131) have
no nonsingular solutions. On the other hand, globally on CPd−1, as the transformations
(2.158) show, one cannot restrict to the ĝld−1 subalgebra, or its extension by the abelian
subalgebra.
Another warning. There exist examples where the target space X has vanishing first Pon-
tryagin class, admits the realization of the global holomorphic vector fields in the chiral
algebra, yet the sigma model is anomalous due to Chern anomaly. The most famous such
example is the generalization of the CP1 sigma model. There, one takes X = G/B, the
space of complete flags for the group G. As shown by B. Feigin and E. Frenkel in [28],[29]
the current algebra ĝ at the critical level is realized in the curved beta-gamma system on
this manifold. Yet, c1(X) 6= 0 for all these spaces.
2.8. The fibered targets
In this section we consider the sigma model on the space X which is the total spaces
of the fiber bundles:
F −→ X
↓
B
(2.159)
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where all spaces are complex manifolds, and the maps are holomorphic. We shall only
consider two cases: F = C and F = C∗. In the former case we assume that X is the
total space of the line bundle, while in the latter X is the principal C∗-bundle. It is not
difficult to generalize to more general cases, but in our applications these are the only two
situations we shall need.
We are interested in the c1 and p1 anomalies of the sigma model on X and their
relation to the anomalies of the sigma model on B. Of course, the characteristic classes
of X and B are easily related. However, since X is non-compact, it is safer to perform
the explicit calculation of the anomaly two-forms and to check whether they represent
non-trivial elements in H2(X,Z2X) or not, and similarly for c1(X).
2.8.1. The line bundle
Here we assume F = C. Suppose B is covered with the coordinate patches Uα. Let
uα = (u
i
α) be the coordinates on Uα, i = 1, . . .dimCB. Then X can be covered with the
coordinate patches U˜α = C × Uα, with the coordinates (γα, uiα), . If uβ = gαβ(uα) is
the transition function relating the coordinates on Uα and on Uβ over the overlap Uαβ =
Uα ∩Uβ , gβα ◦ gαβ = id, then the gluing on U˜αβ is achieved with the help of the transition
function
γβ = γαχαβ(uα), uβ = gαβ(uα) (2.160)
where χαβ is a holomorphic map from Uαβ to C
∗. On the triple overlaps we should have
the cocycle condition:
χγα(gβγ ◦ gαβ(uα))χβγ(gαβ(uα))χαβ(uα) = 1
gγα ◦ gβγ ◦ gαβ(uα) ≡ gγα (gβγ (gαβ (uα))) = uα
(2.161)
We can now relate the anomalies of the sigma model on B and those of the sigma model
on the total space of the line bundle X → B, defined using the gluing rules above.
To this end we need an expression for the jacobian of the transformation (2.161) and
its inverse (we skip the indices αβ, and also use u for uα and u˜ = g(u) for uβ):
g˜ =

χ(u) γ ∂χ∂ui
0 g˜ai

 (2.162)
g =

χ−1 −γgia∂ilogχ
0 gia

 (2.163)
35
where, as usual:
g˜ai =
[
∂u˜
∂u
]a
i
, gai =
[
∂u
∂u˜
]i
a
(2.164)
We have:
g−1dg =

−dlogχ −χgiad(γ∂ilogχ)
0 g−1dg

 (2.165)
It follows, that the anomaly two-form for X and B are related by:
ψXαβγ = ψ
B
αβγ + dlogχαβ ∧ dlogχαγ (2.166)
In (2.166) we actually mean by ψB the pull-back on X of the corresponding two-form on
Uαβ ⊂ B, and the same is understood below.
2.8.2. Non-anomalous local Calabi-Yau
It might happen that the anomaly two form (2.166) represents the coboundary, i.e.
the exact cocycle. For example, this is the case for B which is the degree k hypersurface in
CP2k−2 and X – the total space of the line bundle O(1− k). Moreover, X in this case is
also a non-compact Calabi-Yau manifold, so both Chern and Pontryagin anomalies vanish.
Let (x0 : x1 : . . . : x2k−2) denote the homogeneous coordinates on CP
2k−1 and let
F(x0, x1, . . . , x2k−2) be the homogeneous degree k polynomial defining B:
2k−1∑
i=0
xi
∂F
∂xi
= k F (2.167)
In order for B to be smooth, the equations F(x) = 0, ∂F
∂xi
= 0 must have x = 0 as the
only solution. Let E =
∑
i xi
∂
∂xi
denote the Euler vector field. The equation (2.167) can
be written more compactly as:
LEF = k F (2.168)
Let γ denote the coordinate along the fiber of the line bundle O(1 − k) over CP2k−2,
restricted on B. We can think of the total space of the line bundle O(1− k) over CP2k−2
as of the quotient of C2k = Cγ × C2k−1x (with the locus x = 0 deleted) by the action of
C∗:
(γ, x0, x1, . . . , x2k−2) 7→ (t1−kγ, tx0, tx1, . . . , tx2k−2) (2.169)
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This action is generated by the vector field
e = E + (1− k)γ ∂
∂γ
(2.170)
The following 2k − 1 form: (
dγ ∧ dx0 ∧ dx1 ∧ . . . ∧ dx2k−2
dF
)
is well-defined on the locus {F = 0} ⊂ C2k, and is e-invariant, while the 2k − 2 form
Ω = ιe
(
dγ ∧ dx0 ∧ dx1 ∧ . . . ∧ dx2k−2
dF
)
(2.171)
is well-defined on X and is nowhere vanishing. The Chern character of the tangent bundle
TX can be formally calculated using the exact sequences of bundles
0→ OX →
(O(1)⊕2k−1 ⊕O(1− k)) |X → T → 0
0→ TX → T → O(k)|X → 0 ,
(2.172)
thus:
ch(TX) = 2k − 2 + k(k − 1)(2k − 1)
3!
H3 + . . . (2.173)
where H = c1(O(1)), the hyperplane class. For k = 2 the target X = T ∗CP1 - the local
K3 manifold, which can be studied using toric methods [19].
2.8.3. Principal C∗-bundles
Now consider the case F = C∗. In this case the analysis is similar to that of the line
bundle, except that now we may use ϕ = logγ as local coordinates on the fibers F , and
the coordinate change (2.160) becomes:
ϕβ = ϕα + logχαβ(u) . (2.174)
Accordingly, the Jacobian (2.162) and its inverse (2.163) are relaced by the simpler ones:
g˜ =

 1 ∂logχ∂ui
0 g˜ai

 (2.175)
g =

 1 −gia∂ilogχ
0 gia

 (2.176)
and the anomaly two-forms for X and B coincide.
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2.8.4. Green-Schwarz mechanism for principal bundles
Suppose
p1(B) = − 1
4π2
F1 ∩ F2 , (2.177)
where F1, F2 ∈ H2(B, 2πiZ). Moreover, let us assume that there exist two holomorphic
line bundles L1, L2, such that
[
Fj
2πi
]
= c1(Lj), j = 1, 2. Playing the tic-tac-toe game we
can conclude that up to C
∨
ech coboundaries
tr (gαβdgβγ ∧ dgγα) = dlogχ1,αβ ∧ dlogχ2,βγ (2.178)
Now consider the total space X of the principal C∗-bundle over B, such that the associated
line bundle is isomorphic to L1 (everything works also if we replace L1 by L2). Using (2.165)
we get:
ψXαβγ = dlogχ1,αβ ∧ dlogχ2,βγ + dlogχ1,αβ ∧ dlogχ1,βγ
= (δlogγ ∧ log(χ1χ2))αβγ
γβ = γβ χ1,αβ(u)
(2.179)
We can state the result in a more gauge-theoretic language. The starting point (2.177)
means that the first Pontryagin class of B can be expressed as the product of the curvatures
of two U(1) gauge fields. On the total space of any of the corresponding U(1)-bundles the
pull-back of the curvature is exact, being d of the corresponding connection one-form:
p∗iFi = dθi, i = 1, 2, pi : Li → B (2.180)
Thus
−4π2p1(B) + F1 ∧ F1 = d (θ1 ∧ (F1 + F2)) (2.181)
Note the similarity of the mechanism of the anomaly cancellation to that of Green-Schwarz
in ten dimenions [39]
2.8.5. C∗-bundles over CPd−1 – anomalies cancelled and symmetry restored
We now consider the C∗-cone over the projective space CPd−1. The sigma model will
be described by the fields ul and ϕ representing the local coordinates on the projective
space and on the C∗ fiber respectively. Topologically, the cones over CPd−1 are classified
by an integer s, the first Chern class of the associated line bundle. The total space of the
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C∗ bundle can be covered by d coordinate patches. Each of them looks like C∗ ×Cd−1.
Let us describe the typical coordinate transformation relating these patches:
u˜1 = u
−1
1
u˜a = uau
−1
1 , a = 2, . . . , d− 1
ϕ˜ = ϕ+ s logu1
(2.182)
The corresponding momenta are vl and p.
As we learned in the previous subsection, the anomaly two-form for X is that one for
CPd−1, i.e.
ψX012 = d · dlogu1 ∧ dlogu2 (2.183)
on the coordinate patch U˜012 = C
∗ × U012 where u1 6= 0 and u2 6= 0. Now, however, in
variance with the situation for X = CPd−1, the form (2.183) represents a coboundary.
Indeed, recall that on U˜01 we have ϕ1 = ϕ0+ s logu1, on U˜12: ϕ2 = ϕ1+ s log(u2u
−1
1 ) and
on U˜02: ϕ0 = ϕ2 + s logu
−1
2 . Then:
ψX012 = −
d
s
· (dϕ1 ∧ dlogu1 + dϕ2 ∧ dlog(u2u−11 ) + dϕ0 ∧ dlogu−12 ) (2.184)
We can read off (2.184) the corresponding µαβ forms, and get the transformation properties
of the vl, p fields. Not surprisingly, the fields vl transform into the currents which form
the ŝld algebra, which include p, ϕ fields. In addition we get another C
∗-symmetry which
rotates the fiber.
Nl = vl
Nml = vlum − δlm
(
s
d
p− 1
2s
∂ϕ
)
N l = ∂ul + ul
(
sp− d
2s
∂ϕ
)
−
∑
m
vmumul
N = −
∑
m
Nmm
J = p+
d
2s2
∂ϕ
(2.185)
The currents
N˜ml = N
m
l +
1
d− 1δ
m
l N (2.186)
form a closed subalgebra, isomorphic to ŝld−1, of level −1, while the currents (2.185) form
the algebra ŝld of level−1 and û(1) of level−d/s2. The resulting current algebra realization
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(2.185) can be mapped to the construction in [28] of the chiral algebras associated with
more general cosets G/H and line bundles over them.
The total space X of the principal C∗-bundle over CPd−1 has a holomorphic top
degree form
Ω = exp
(
d
s
ϕ
)
dϕ ∧ du1 ∧ . . .dud−1 (2.187)
Accordingly, the stress-energy tensor
T = vl∂u
l + p∂ϕ+
d
2s
∂2ϕ (2.188)
has the correction term with ∂2ϕ. Note that T has the Sugawara form:
T = − 1
2(d− 1)
(
NlN
l +N lNl +N
m
l N
l
m +NN
)
+
s2
2d
JJ +
s
2
∂J (2.189)
and that the U(1) charge corresponding to the J current has an anomaly
d
s
(g − 1) = q(g − 1)
on genus g Riemann surface, as can be deduced, among other things, from the operator
product expansion:
J(y)T (z) ∼ d/s
(z − y)3 −
1
(z − y)2J(z) (2.190)
or, more invariantly, from (2.55).
A simple topological argument. Note that in our example the absence of Pontryagin and
Chern anomalies is easy to understand. The total space X is homotopy equivalent to the
lens space S2d−1/Z|s|. Its rational cohomology is trivial in even degrees, hence there is no
room for c1 or p1.
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3. The pure spinor sigma model
”Gore ot uma”
A.Griboedov
”Wit Works Woe”
A.Griboedov
We now come to the main application of the general theory above, which was in fact
our motivation for the whole endeavour.
3.1. Motivation: the covariant superstring quantization
Superstrings are the basis of our belief in the consistency of string theory, the theory
unifying quantum gravity and all other interactions. The perturbative string is defined
as a two dimensional (super)conformal field theory (e.g. a sigma model) coupled to the
two dimensional (super)gravity. The sum over topologies of the two dimensional manifolds
– worldsheets – is interpreted as the string loop expansion. The fermionic counterpart
of the sum over topologies, the sum over spin structures in the Neveu-Schwarz-Ramond
(NSR) formulation of the superstring, leads to the GSO projection and the space-time su-
persymmetry. In the Green-Schwarz approach [17], where the sigma model taking values
in the supermanifold is coupled to the ordinary two dimensional gravity, the target-space
supersymmetry is manifest, but the sigma model is very hard to quantize due to its non-
linear nature. In the NSR approach the worldsheet sigma model is represented via free
fields (for Minkowski background, and in the conformal gauge), but the space-time su-
persymmetry is not manifest. Also, the NSR approach becomes infinitely complicated for
non-trivial Ramond-Ramond backgrounds, where spin fields for the worldsheet fermions
must be exponentiated.
All these difficulties led to the long search for a better formulation of the perturbative
theory. Five years ago such a formulation has been proposed by N. Berkovits, who sug-
gested to use the twistor-like description of the GS sigma model. In his formulation the
worldsheet sigma model had manifest target space supersymmetry yet it is realized using
essentially free fields. The story is not finished yet, since the fully covariant formulation is
not yet known, but for most of practical purposes Berkovits’ program is fully operational.
The goal of this section is to raise some concerns about the last statement, and then
to eliminate them, at least when certain assumptions are made.
41
In Berkovits’ approach, the superstring on flat ten dimensional Minkowski background
is described by the following sigma model:∫
1
2
∂xm∂xm + pα∂θ
α + wα∂λ
α (3.1)
where we only write the right-movers (holomorphic sector) for the first order fields.
The fields xm are the standard free bosons describing R10, m = 1, . . . , 10, the fields
pα, θ
α form the fermionic system of fields of spins 1 and 0 respectively, they transform
as the sixteen component Weyl spinors in target space (of opposite chirality). Note that
in euclidean signature θα is a complex fermion, but we don’t have its complex conjugate.
Finally, the most interesting part of the worldsheet theory is the curved βγ system, repre-
sented by the wα∂λ
α term in (3.1). The field λα, of spin 0, takes values in the space X of
the so-called pure spinors [40] for SO(10). These are simply bosonic variables λ = (λα),
α = 1, . . . , 16, which obey the following equations:
X = {λ | λγmλ ≡ λαλβγmαβ = 0, m = 1, . . . , 10} (3.2)
The space of solutions to (3.2) is the cone over the space Q˜10 of projective pure spinors,
which is the space of solutions to (3.2) with the trivial solution λ = 0 deleted, considered
up to the C∗ rescaling. It is the classical result (which we remind in the next section) that
Q˜10 = SO(10)/U(5) (3.3)
In IIA string the left-moving sector would involve the similar fields of the opposite chirality,
p˜α˙, θ˜
α˙, w˜α˙, λ
α˙, in IIB string the chirality of the left movers is the same, and in the heterotic
string the left movers are represented in the standard way.
The action (3.1) is written in the conformal gauge. The prescription for calculation
of string amplitudes [12],[13] involves a proper definition of the physical states and the
b-ghost. This is done using the remarkable nilpotent BRST-like operator Q:
Q =
∮
λαdα (3.4)
where
dα = pα + (γmθ)α∂x
m + 12(γmθ)α(θγ
m∂θ) (3.5)
The stress-energy tensor
T = ∂xm∂xm + pα∂θ
α + wα∂λ
α (3.6)
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(this formula needs clarification for the w − λ part, and we shall make it very explicit in
the coming sections) is Q-exact:
T = {Q, G} (3.7)
where the spin 2 fermionic field G is not defined globally on X . It is defined in patch
by patch, and difference of two expressions on the overlap of two coordinate patches is
Q-exact [12], [16].
3.2. Pure spinors: a reminder
In this section the letter d denotes the complex dimension of the Euclidean vector
space. The relevant target spaces will have complex dimensions like 1
2
d(d − 1) + 1. We
hope this will not lead to any confusion.
3.2.1. Cartan and Chevalley definitions, complex structures etc.
The SO(2d) pure spinor [40] λα is constrained to satisfy
λα(σm1..mj )αβλ
β = 0, for 0 ≤ j < d , (3.8)
where m = 1 to 2D, α = 1 to 2d−1, and σ
m1...mj
αβ is the antisymmetrized product of j Pauli
matrices. This implies that λαλβ can be written as
λαλβ =
1
n! 2d
σαβm1...md (λ
γσm1...mdγδ λ
δ) (3.9)
where λσm1...mdλ defines an d-dimensional complex plane Cd ⊂ R2d ⊗ C. This d-
dimensional complex plane is preserved by a U(d) subgroup of SO(2d) rotations. Also,
multiplying λ by a non-zero complex number does not change this plane. So if we consider
the space of λ’s obeying (3.8) up to rescalings, the space of projective pure spinors Q˜2d in
D = 2d Euclidean dimensions, then:
Q˜2d = SO(2d)/U(d) (3.10)
The real dimension of this space is d(d−1). The space Q2d ⊂ S2d of pure spinors is a cone
over Q˜2d. The space X2d, which is Q2d with the point λ = 0 deleted, can be thought of
the moduli space of Calabi-Yau complex structures on R2d, i.e. the space of pairs
(identification Cd ≈ R2d,Ω ∈ ΛdCd)
This is an important space in the context of B type topological strings.
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3.2.2. A little bit of geometry and topology
For d < 5 the spaces Q2d are simple. For d < 4 they coincide with S2d = C
2d−1 ,
for d = 4 Q8 is a quadric hypersurface in S8 = C
8, a lightcone. For d ≥ 5 it is not a
complete intersection, the number of defining equations [40] being strictly greater then the
codimension of Q2d in S2d.
The representation (3.10) shows that Q˜2d is actually a (co)adjoint orbit of SO(2d),
and, in particular, is a compact Ka¨hler manifold. We can parametrize Q˜2d by matrices of
the form:
J = g−1J0g (3.11)
where
J0 =
(
0 1d
−1d 0
)
(3.12)
and g ∈ SO(2d), ggt = 12d. Indeed, the matrices g ∈ SO(2d) which commute with J0
belong precisely to U(d). The group SO(2d) acts on Q˜2d in a Hamiltonian fashion. The
transformation: δg = gΦ, Φt = −Φ, is generated by the Hamiltonian
HΦ = tr
(
g−1J0g Φ
)
(3.13)
For generic Φ the corresponding HΦ is a Morse function, i.e. it has non-degenerate critical
points. There are precisely 2d−1 such points, and they are in one-to-one correspondence
with the elements w of the coset WDd/WAd−1 = Zd−12 of the Weyl group of SO(2d) by
that of SU(d). Namely, the element w = (±1, . . . ,±1) (the total number of ±1’s is d and
their product is equal to +1), corresponds to the point (3.11) of the form
Jw =
(
0 w
−w 0
)
(3.14)
which is a critical point of HΦ for
Φ =
(
0 φd
−φd 0
)
(3.15)
with φd = (φ1, . . . , φd) (every Φ can be brought to this form by the action of SO(2d), the
”eigen-values” φi are uniquely defined up to the action of WDd , i.e. up to permutations
and the even number of sign flips).
The points Jw are also in one-to-one correspondence with the components of an uncon-
strained chiral spinor in 2d dimensions. This is not a coincidence. In fact, by ”quantizing”
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Q˜2d in the sense of geometric quantization, using the smallest possible multiple of the
Kirillov-Kostant form as the symplectic form, one gets precisely S2d. The maximal torus
of SO(2d), U(1)d, acts on S and the eigenvectors, the weight subspaces, are precisely the
components of the spinor. On the other hand, this action is obtained by quantizing HΦ.
The critical points of HΦ, are the fixed points of Φ action on Q˜2d. One can relate these
by using the coadjoint orbit quantization [41].
Now let us discuss the parameterization of Q˜2d. Using (3.11) we can parametrize the
vicinity of each point Jw by taking the appropriate components of g. Let us consider the
neighborhood of J0 for simplicity. Then, in a first approximation:
g = 12d +
(
Reu Imu
Imu −Reu
)
+ . . . (3.16)
where u is a complex antisymmetric d× d matrix:
u = ‖uab‖a,b=1,...d, uab = −uba (3.17)
which parametrizes the quotient so(2d)/u(d) of Lie algebras. Moreover, the expansion of
HΦ near J0 looks as follows:
HΦ = −2
∑
a
φa + 2
∑
a<b
(φa + φb)|uab|2 + . . . (3.18)
It is not difficult to show that near Jw the expansion looks similar, with the only change
φa 7→ waφa, where wa = ±1,
∏
awa = 1. The significance of this result is twofold. First
of all, it allows to set up the Morse complex for Q˜2d. Indeed, Morse theory states that the
cohomology of Q˜2d can be computed using the complex, whose generators are in one-to-
one correspondence with the critical points w of any Morse function, HΦ in particular, the
degree of the generator being the index of the corresponding critical point, i.e. the number
of negative eigenvalues of ∂2HΦ. In our case all degrees are even, and the differential (which
acts between the critical points whose indices differ by one) is trivial, so the cohomology
is read off the critical points immediately. By ordering φ1 > φ2 > . . . > φd we ensure that
the point J0 which corresponds to w = (+1 + 1 . . .+ 1) is the absolute minimum of HΦ,
i.e. it corresponds to the degree zero cohomology. The point w2 = (+1+ 1 . . .+1− 1− 1)
is the only critical point of index 2, and the point w4 = (+1+ 1 . . .− 1+ 1− 1) is the only
critical point of index 4. Thus:
H2i(Q˜2d) = Z, i = 0, 1, 2 (3.19)
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This leads to the following important consequence, namely, whatever p1(Q˜2d) is, it is
proportional to c21(Q˜2d).
The coefficient of proportionality, which is not needed for our general argument, but
might be useful in applications, can be calculated most simply using equivariant cohomol-
ogy. The localized expression for p1 is:
p1 =
1
2
∑
a<b
(φa + φb)
2 ∼ 1
2
(
∑
a
φa)
2 (3.20)
while that for c1:
c1 =
∑
a<b
(φa + φb) = (d− 1)
∑
a
φa (3.21)
The logic behind the formula (3.20) is that theWDd -invariant polynomials in φa’s represent
trivial classes in the cohomology of Q˜2d, while all the cohomology is generated by the
characteristic classes of the U(d) bundles associated with the principal bundle
SO(2d)→ Q˜2d
These characteristic classes are the symmetric polynomials in d variables φa.
For completeness, for d = 5 the full cohomology of Q˜10 is given by:
H2i(X) = H20−2i(X) = Z, i = 0, 1, 2 H2i(X) = H20−2i(X) = Z2, i = 3, 4, 5
(3.22)
3.2.3. The character of pure spinors
One can also calculate the c1 and p1 classes of Q˜2d by using the character of the
algebra of polynomial functions on the space of pure spinors in 2d dimensions. It was
analyzed in [42], for example, by using the fixed point techniques of H. Weyl:
χ2d(t, g) =
∑
w
1
1− t∏a e−waφa2
∏
a<b
1
1− ewaφa+wbφb
w = (w1, w2, . . . , wd), wa = ±1,
∏
a
wa = 1
(3.23)
where
χ2d(t, g) = trFun(X2d)
(
tK g
)
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g = expΦ is the element of SO(2d), and K is the generator of C∗ which acts on X2d by
rescaling of λ.
For d = 5, in the limit φa → 0 the character reduces to
χ10(t) =
(1 + t)(1 + 4t+ t2)
(1− t)11 (3.24)
It can be expressed through the characteristic classes of the tangent bundle T
Q˜10
:
χ10(t) =
∫
Q˜10
1
1− tec1(L) Td(TQ˜10) (3.25)
where L is the line bundle, associated with the principalC∗-bundleX10 → Q˜10. Expanding
both equations (3.25) and (3.24) near t = 1 and equating the coefficients at the first singular
terms, we get:
1
10!
∫
Q˜10
c1(L)
10 = 12
ch1(TQ˜10) = −8c1(L)
p1(Q˜10) = ch2(TQ˜10) = 2c1(L)
2
(3.26)
where in the last line we have used the fact that the cohomology of Q˜10 is one-dimensional
in degrees 2 and 4. In order to relate (3.26) and (3.20),(3.21), note that
c1(L) = −12
∑
a
φa
3.2.4. Coordinates on Q˜2d
The space Q˜2d can be covered with 2
d−1 coordinate charts, Uw, where w are the d-
tuples of ±1’s with the total number of minus signs being even. In each of these charts,
the coordinates are uab, 1 ≤ a < b ≤ d, and Uw ≈ Λ2Cd. The space X2d is covered by the
corresponding charts U˜w = C
∗ × Uw. The pure spinor λ can be written in terms of the
local coordinates γ = expϕ and uab as:
(λ
d
2 = γ, λ
d−4
2
[ab] = γu[ab], λ
d−8
2
[abcd] = −
1
8
γu[abucd], λ
d−12
2
[abcdef ] = −
1
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γu[abucduef ], ...)
(3.27)
where the superscript on λ is the U(1) charge, γ is an SU(d) scalar with U(1) charge d
2
,
and uab is an SU(d) antisymmetric two-form with U(1) charge −2.
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3.2.5. The warmup example: six dimensional pure spinors
In a sense, the simplest pure spinor space is that one in six dimensions. The purity
constraint is vacuous, so one naively is dealing with the space Q6 = S6 of all spinors, i.e.
C4. Let λ1, λ2, λ3, λ4 denote the coordinates on S6 ≈ C4. The space of projective pure
spinors is CP3 so in order to prepare ourselves for more complicated problems, we might
want to treat S as a cone over the space of projective pure spinors, i.e. replace it by the
total space Q̂6 of an appropriate line bundle O(−1) over CP3.
This total space is known as a blowup of an origin. This procedure removes the origin
in C4 and replaces it by a copy of CP3. Here is an explicit coordinatization of the resulting
space. It can be covered by four coordinate patches Uα, α = +++,+−−,−+−,−−+.
The coordinate patch Uα corresponds to the region λα 6= 0 on the original space C4. The
latter region is isomorphic to C∗ × C3. On the blown up space Q this region is partly
compactified to C4. Let γ(α), u
(α)
1 , u
(α)
2 , u
(α)
3 be the coordinates on Uα. The coordinate
γ(α) is equal to λα while the other three coordinates u
(α)
i are the ratios λβ/λα, β 6= α.
The difference between Q and C4 is that these ratios are well-defined on Q.
The coordinate transformations, gluing Uα and Uβ are easy to figure out. Let us
consider, for example, the transformations from U+++ to U−−+:
γ(2) = γ(1)u
(1)
1
u
(2)
1 = 1/u
(1)
1
u
(2)
2,3 = u
(1)
2,3/u
(1)
1
(3.28)
Note that the holomorphic top form
dγ ∧ du1 ∧ du2 ∧ du3
is not preserved by these transformations. Instead, the form
Ω = γ3dρ ∧ du1 ∧ du2 ∧ du3 = p∗dλ+++ ∧ dλ+−− ∧ dλ−+− ∧ dλ−−+, (3.29)
where
p : Q̂6 → S6 (3.30)
is the projection, is preserved. This already indicates that there is some difference be-
tween the sigma models on S6 and Q6. While the former is well-defined (up to the usual
subtleties with the integration over the non-compact zero modes which we shall address
momentarily), the latter suffers from Chern anomaly, and from Pontryagin anomaly as
well.
However, if we remove the zero section, i.e. do not allow γ to vanish, then both
anomalies go away. In fact, we get a particular case of a C∗ bundle over CPd−1, for d = 4,
which we already discussed.
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3.2.6. Blowup versus surgery
Already this example indicates that blowing up the apex of the cone Q2d will not lead
to a consistent sigma model. Let us sketch the general situation.
The holomorphic top degree form on Q̂2d, the total space of the appropriate line
bundle over Q˜2d is given by (cf. [43][42]):
Ω = γ2d−3dγ ∧
∧
a<b
duab (3.31)
On Q̂2d the radial variable γ is allowed to vanish, hence Ω will has a vanishing locus there,
hence the improved stress-energy tensor
T = 12v
ab∂uab + p∂logγ + (d− 1)∂2logγ (3.32)
will have a singularity. It means that the sigma model on Q̂2d suffers from Chern anomaly.
It is not difficult to show using our general theory of fibered targets that the Pontryagin
anomaly is present there as well.
Finally, the sigma model on Q̂2d has instantons – non-trivial holomorphic maps which
land at γ = 0. Their interpretation in the pure spinor approach to superstring quantization
is bizzare, to say the least.
However, by removing the locus γ = 0, i.e. by deleting the point λ = 0 on Q2d we
obtain the space X2d which is the total space of the C
∗-bundle over Q˜2d with non-trivial
first Chern class. This allows us to kill the c1 and p1 anomalies (even at the level of integral
cohomology, actually). By the same token the worldsheet instantons also disappear.
A little bit of topology. The cohomology of X2d can be calculated using Leray spectral
sequence [31], whose second term is Ep,q2 = H
p(Q˜2d, H
q(S1)) since the fiber is homotopy
equivalent to the circle S1. The differential d2 sends E
p,q
2 to E
p+2,q−1
2 . The analysis which
leads to (2.179) can be interpreted by saying that this differential is non-trivial at the term
E2,12 → E4,02 , and also at E4,12 → E6,02 . In particular, we can show that for d = 5:
Hi(X10) = Z, i = 0, 6, 15, 21 (3.33)
and trivial otherwise. For general d we can show that Hi(X2d) = 0 for i = 1, . . . , 5.
3.3. The pure spinors in ten dimensions
We shall now illustrate these statements by the physically most interesting example,
d = 5.
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3.3.1. Coordinates on the space of pure spinors
Choose some identification
R10 ≈W = C5 . (3.34)
The space of SO(10) spinors can be decomposed as:
S = S+ ⊕ S−, S+ ≈ S∗−
S+ = L
−1/2 ⊗ ΛevenW = L−1/2 ⊕ L−1/2 ⊗ Λ2W ⊕ L1/2 ⊗W ∗
S− = L
−1/2 ⊗ ΛoddW = L−1/2 ⊗W ⊕ L1/2 ⊗ Λ2W ∗ ⊕ L1/2 ,
(3.35)
where L = Λ5W is the one-dimensional representation of the double cover of U(5), which is
the subgroup of Spin(10), the double cover of SO(10), preserving the identification (3.34).
The space of pure spinors in ten dimensions is the quadric in S+:
λγmλ = 0, m = 1, . . . , 10 (3.36)
Then (3.36) can be rewritten as:
εabcde
(
λλabcd + λ[abλcd]
)
= 0, e = 1, . . . , 5
λabcdλefε
abcdf = 0, e = 1, . . . , 5
(3.37)
where we decomposed the sixteen component spinor as
λ = (λ, λab, λabcd) (3.38)
according to the U(5) decomposition (3.35), i.e. λ ∈ L−1/2, λab ∈ L−1/2 ⊗ Λ2W , λabcd ∈
L−1/2 ⊗ Λ4W ≈ L1/2 ⊗ W ∗. If λ 6= 0 then the second equation in (3.37) follows from
the first, so the space of solutions to (3.36) is eleven (complex) dimensional, and not six
dimensional, as naively one could have expected.
It is also convenient to use the ”five-signs” notations, where the components of the
S+ spinor are labelled by the sequences of five plus or minus signs, with the restriction
that the number of minus signs is even:
λ = λ+++++ , λ1234 = λ−−−−+ , . . . , λ2345 = λ+−−−−
λ12 = λ−−+++ , λ13 = λ−+−++ , . . . , λ45 = λ+++−−
(3.39)
We now discuss the coordinatization of the pure spinor space. We have sixteen coordinate
patches, which are characterized by the non-vanishing of one of the sixteen components of
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the spinor λα. In the first one, we shall call it U+++++ the components of the pure spinor
are parameterized via:
λ+++++ = λ
λ+++−− = λu45
. . .
λ−−+++ = λu12
λ+−−−− = λ (u23u45 − u24u35 + u25u34)
. . .
λ−−−−+ = λ (u12u34 − u13u24 + u14u23)
(3.40)
3.3.2. Coordinate transformations on the pure spinor space
The space of pure spinors (with the apex of the cone blown up or removed) can be
covered by sixteen coordinate patches, which are in one-to-one correspondence with the
critical points of the Hamiltonian (3.18). Let us discuss the coordinate transformation
which occurs on the overlap U+++++ and U+++−−. It is straightforward to calculate:
u˜ij = uij + (ui5uj4 − ui4uj5) /u45 i, j = 1, 2, 3
u˜i5 = ui4/u45, u˜i4 = ui5/u45
ϕ˜ = ϕ+ logu45, u˜45 = 1/u45
(3.41)
Let us now discuss the coordinate transformation which occurs on the overlap U+++++
and U+−−−−. Let us instroduce the notation:
χ =
1
u25u34 − u24u35 + u23u45 (3.42)
Then, straightforward calculation shows, for i, j, k, l = 2, 3, 4, 5:
u˜1i =
1
2χ ε1ijkl u1j ukl
u˜ij =
1
2χ ε1ijkl ukl
(3.43)
Explicitly:
u˜12 =χ (u15u34 − u14u35 + u13u45)
u˜13 =χ (u15u24 − u14u25 + u12u45)
u˜14 =χ (u15u23 − u13u25 + u12u35)
ϕ˜ = ϕ− logχ
(3.44)
51
and, finally,
u˜23 = χu45, u˜45 = χu23, u˜25 = χu34, u˜34 = χu25, u˜35 = −χu24, u˜24 = −χu35.
3.4. Anomaly two-form and anomaly cancellation
We can easily calculate the anomaly two-form, using (3.41)(3.43):
ψ+++++,+++−−,+−−−− = −4dlogu45 ∧ dlogχ (3.45)
Similarly,
ψ+++++,+++−−,++−+− = −4dlogu45 ∧ dlogu35 (3.46)
On X10, as we indicated above, this is a coboundary, e.g.
ψ+++++,+++−−,++−+− = 4dϕ˜ ∧ dlogu˜45 − 4dϕ ∧ dlogu45 (3.47)
In order to write it as coboundary we must be able to use the expressions like dϕ which
are well-defined on C∗ but will not be so well-defined on C, i.e. they do not extend to the
zero section of L, the line bundle above. This is of course a particular case of a general
phenomenon we discussed in the section devoted to βγ-systems taking values in the general
cones. One can illustrate this general result with the explicit calculation. We study,
for simplicity, the triple intersection of the coordinate patches U+++++, U+++−−, and
U++−+−. Let us label them with the indices 1, 2 and 3. We shall denote the corresponding
fields p, ϕ, uab, v
ab via
p[α], ϕ[α], uab[α], v
ab[α], α = 1, 2, 3 (3.48)
We have:
p[2] = p[1]− 2∂logu45[1]
vij [2] = vij [1], i, j = 1, 2, 3
vi4[2] =
∑
a
via[1]u4a[1], i = 1, 2, 3
vi5[2] =
∑
a
via[1]ua5[1], i = 1, 2, 3
v45[2] = 3∂u45[1] + (p[1]− 2∂ϕ[1])u45[1]−
∑
a,b
vab[1]ua4[1]ub5[1]
(3.49)
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p[3] = p[2]− 2∂logu34[2]
vij [3] = vij [2], i, j = 1, 2, 5
vi3[3] =
∑
a
via[2]u3a[2], i = 1, 2, 5
vi4[3] =
∑
a
via[2]ua4[2], i = 1, 2, 5
v34[3] = 3∂u34[2] + (p[2]− 2∂ϕ[2])u34[2]−
∑
a,b
vab[2]ua3[2]ub4[2]
(3.50)
p[3] = p[1]− 2∂logu35[1]
vij [3] = εjv
ij [1], i, j = 1, 2, 4, i < j
vi3[3] = εi
∑
a
via[1]u3a[1], i = 1, 2, 4
vi5[3] = εi
∑
a
via[1]ua5[1], i = 1, 2, 4
v35[3] = 3∂u35[1] + (p[1]− 2∂ϕ[1])u35[1]−
∑
a,b
vab[1]ua3[1]ub5[1]
(3.51)
where all the products are understood with the normal ordering, and the ε-symbol is
ε1 = ε2 = 1, ε4 = −1
Now if we substitute (3.49) into (3.50), with the normal ordering understood, we would
get (3.51). This means that the Pontryagin anomaly is cancelled.
3.4.1. The SO(10) and C∗ current algebras and Virasoro algebra
The SO(10) and C∗ currents are defined as follows ( a, b = 1, . . . , 5 ):
Nab = vab
N ba = uacv
bc + δba
(
∂ϕ− 1
2
p
)
Nab = − 3∂uab + uab (2∂ϕ− p) + vcduacubd
J = p+ 2∂ϕ
(3.52)
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We list here for completeness the operator product expansion of these currents:
Nab(z)Ncd(0) ∼ − 3δ
[a
c δ
b]
d
z2
− δ
[a
c N
b]
d + δ
[b
d N
a]
c
z
N ba(z)N
d
c (0) ∼ −
3δdaδ
b
c
z2
− N
d
a δ
b
c −N bc δad
z
Nab(z)N
d
c (0) ∼
Nacδ
d
b −Nbcδda
z
Nab(z)Ndc (0) ∼
N bdδdc −Nadδbc
z
J(z)J(0) ∼ − 4
z2
N(z)J(0) ∼ regular
(3.53)
Finally, the stress-energy tensor is given by:
T =
∑
a<b
vab∂uab + p∂ϕ+ 4∂
2ϕ (3.54)
The ∂2ϕ term in (3.54) is due to the ϕ-dependence of the holomorphic nowhere vanishing
SO(10)-invariant holomorphic top form Ω:
Ω = e8ϕdϕ ∧
∧
a<b
duab (3.55)
Remark on orbifolds. Note that by performing the Z8 orbifold of X10
λ ∼ e 2piik8 λ, k = 0, 1, . . . , 7 (3.56)
(and the Z2d−2 orbifold of X2d) and by gluing the zero section γ = e
ϕ = 0 we would get a
local Calabi-Yau manifold. However, the p1 anomaly immediately appears.
If we don’t add the zero section, then we face another problem: Berkovits Q operator
(3.4) is not invariant under the Z8 symmetry, however it can be made invariant under its
Z4 subgroup by making θ and X transform appropriately. The Z4 orbifold would lead to
a type 0 string on a space with R10/Z2 singularity (see [44][45] for related work). It is
interesting to investigate this model, in particular its twisted sector, further. Even smaller
subgroup Z2, which flips the signs of λ and θ simultaneously, leads to type 0 strings in
R10[46].
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3.4.2. Field transformations and currents
Following our general formulae (2.37), had we set µ = 0 we would have gotten:
p˜ = p
v˜ij = vij , i, j = 1, 2, 3
v˜i4 = −
∑
a
viaua4
v˜i5 =
∑
a
viaua5
v˜45 = 5∂u45 + pu45 −
∑
a,b
vabua4ub5
(3.57)
These formulae are not quite satisfactory, since the current J does not transform to itself,
and the currents Nab are not quite mapped to the SO(10) currents. Luckily, this is a
problem a smart choice of the two-form µ can fix. Indeed, the two-form:
µ = µ+++++,+++−− = 4dϕ˜ ∧ dlogu˜45 , (3.58)
which is the fellow entering (3.47), changes (3.57) to:
p˜ = p− 2∂logu45
v˜ij = vij , i, j = 1, 2, 3
v˜i4 =
∑
a
viau4a = N
i
4
v˜i5 =
∑
a
viaua5 = −N i5
v˜45 = 3∂u45 + (p− 2∂ϕ)u45 −
∑
a,b
vabua4ub5 = −N45
(3.59)
Also, by explicit calculation we can verify that J˜ = J , and for i, j = 1, 2, 3, m = 4, 5:
N˜ ji = N
j
i , N˜
m
m = −Nmm ,
N˜ i5 = −N i5, N˜5i = Ni5
N˜4i = −Ni4, N˜ i4 = N i4
N˜54 = N
4
5 , N˜
4
5 = N
5
4
N˜ij = Nij , N˜
ij = N ij
N˜i4 = −N4i , N˜i5 = N5i
N˜ i4 = N i4, N˜
i5 = −N i5
N˜45 = −N45, N˜45 = −N45
(3.60)
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which is the action on so(10) of a particular element of the group Z42 = Wso(10)/Wsu(5).
Now, we go on to the transformation of the p and v fields, corresponding to the change of
the coordinates (3.43). Based on our experience with the previous example, we find that
we have to use the closed two-form µ:
µ = µ+++++,+−−−− = −4dϕ˜ ∧ dlogχ (3.61)
which leads to the following transformation law:
p˜ = p+ 2∂logχ
v˜12 = N
1
2 , v˜13 = −N13
v˜23 = −N23, v˜14 = N14
v˜24 = N24, v˜34 = −N34
v˜15 = −N15 , v˜25 = −N25
v˜35 = N35, v˜45 = −N45
(3.62)
3.4.3. Current algebras on pure spinors in D = 2d dimensions
It is clear from our discussion of C∗-bundles that the ten dimensional pure spinors
are not special as far as the consistency of the curved beta-gamma system is concerned
(they are very special for the construction of manifestly covariant superstring action, of
course). In this section we remind the formulae for the SO(2d) and U(1) currents for
the sigma model on the space X2d of pure spinors in D = 2d dimensions (again, with
the point λ = 0 deleted). These currents were written in [42] using Friedan-Martinec-
Shenker [47] bosonization, and could also be constructed with the help of Feigin-Frenkel
[28],[29] approach, but in our approach they are most straightforwardly obtained using the
coordinate transformations (2.37) for appropriate µ-forms.
Thus, the formulas for the currents in D = 2d are given by
J = −p− 2∂ϕ, (3.63)
Nab = vab,
N ba = −uacvbc + δba
(
∂ϕ− 1
2
p
)
,
Nab = (d− 2)∂uab + uacubdvcd + uab (2∂ϕ− p) ,
T = 12v
ab∂uab + p∂ϕ+ (d− 1)∂2ϕ
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where T is the stress tensor and the p, vab = −vba, ϕ, uab = −uba, 1 ≤ a, b ≤ d fields have
the operator product expansions (2.24):
p(y)ϕ(z) ∼ − 1
y − z , v
ab(y)ucd(z) ∼ −δ
[a
c δ
b]
d dy
y − z . (3.64)
The operator product expansions of the currents (3.63) can be computed to be
Nmn(y)λ
α(z) ∼ 1
2
1
y − z (γmnλ)
α, J(y)λα(z) ∼ 1
y − z λ
α, (3.65)
Nkl(y)Nmn(z) ∼ 2− d
(y − z)2 (η
n[kηl]m) +
1
y − z (η
m[lNk]n − ηn[lNk]m),
J(y)J(z) ∼ − 4
(y − z)2 , J(y)N
mn(z) ∼ 0,
Nmn(y)T (z) ∼ 1
(y − z)2Nmn(z), J(y)T (z) ∼
2− 2d
(y − z)3 +
1
(y − z)2 J(z),
T (y)T (z) ∼ 1
2
d(d− 1) + 2
(y − z)4 +
2
(y − z)2T (z) +
1
y − z ∂T.
So the central charge of Virasoro algebra, generated by T , is c = d(d− 1) + 2, the ghost-
number anomaly is q = 2−2d, the level of ̂so(2d) is kso(2d) = 2−d, and the ghost-number
central charge is ku(1) = −4.
The geometrical meaning of these results is the following [42]:
c = dimC(X2d)
q = c1(Q˜2d)
(3.66)
while the geometry behind kso(2d) and ku(1) is explained in [28],[29](for example, kso(2d) =
hsu(d) − hso(2d)). One can also verify the consistency of these charges by considering the
Sugawara presentation of the stress tensor
T =
1
2(kso(2d) + hso(2d))
(
NabN
ab +NabNab − 2NabN ba
)
+
1
8
JJ +
d− 1
4
∂J (3.67)
where kso(2d) = 2− d is the ̂so(2d) current algebra level, h = 2d− 2 is the dual Coxeter
number for so(2d), and the coefficient of ∂J has been chosen to give the ghost-number
anomaly 2 − 2d. Setting kso(2d) = 2 − d, one finds that the ̂so(2d) currents contribute
(2d−1)(2−d) to the Virasoro central charge while the û(1) current contributes 1+3(d−1)2.
So the total conformal central charge is c = d(d− 1) + 2 as expected from geometry.
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4. Conclusions and the outlook
Let us summarize. We have discussed the general curved beta-gamma systems, and
reviewed the constraints on their conformal invariance and coordinate invariance. We found
that the conformal invariance is obstructed if there isn’t a holomorphic nowhere vanishing
top degree form on the target space. The topological counterpart of this obstruction is
c1(X), the first Chern class of the target space. We found that the coordinate invariance
is obstructed by the first Pontryagin class p1(X) of the target space.
We then applied the techniques developed for general targets to the case of X being
the space of pure spinors in Euclidean spaceR2d, with d = 5 case being the most interesting
for the physical applications. The space Q of pure spinors is a surface in vector space given
by some quadratic equations. As such, it has a singularity at the origin. One needs to
deal with this singularity in order to define the sigma model on this space. One option is
to remove the singular point, and work with the space X = Q−{0}. Another option is to
blow up the singularity, replacing Q by the total space Q̂ of the appropriate line bundle
over the smooth space of projective pure spinors.
We showed that the first option removes all the anomalies and also removes the possible
worldsheet instantons. Also, having negative powers of γ = eϕ is important in construction
of the G-field, the Q partner of the stress-energy tensor. We feel, however, that this brutal
removal of the singular point has to be better motivated. In particular the resulting non-
compactness of the target space needs to be better treated (at present there are some
unclear issues with the definitions of string measure when X is used). Moreover, if, for
some reason, Q̂ is preferred overX then the superstring onR10 would cease to be consistent
beyond tree and one-loop level, thereby killing at once the landscape [48] problem. This
is of course one of the unrealized, so far, hopes to solve some pressing predictive issues of
string theory by capitalizing on its unusual, from the conventional quantum field theory
point of view, perturbation theory [49].
We believe there are some lessons to be learned from our exersize.
58
Acknowledgments. I have benefited from discussions with D. Gross, D. Kazhdan,
A. Losev, Y. Oz, S. Shatashvili, R. Shklar, P. Vanhove and especially from patient ex-
planations of N. Berkovits and E. Frenkel. Research was partly supported by European
RTN under the contract 005104 ”ForcesUniverse”, by the grants RFFI 03-02-17554 and
NX-1999.2003.2. The hospitality of Tel-Aviv University, Hebrew University of Jerusalem,
Hangzhou Center for Mathematical Sciences, Harvard University and KITP UC Santa Bar-
bara during various stages of preparation of the manuscript is gratefully acknowledged. I
also thank the organizers of the ZMP opening colloquium at Hamburg University for pro-
viding an opportunity to present there some of the results of this work.
59
References
[1] A. Polyakov, Quantum geometry of bosonic strings, Phys. Lett. 103B (1981) 207-210;
A. Polyakov, Quantum geometry of fermionic strings, Phys. Lett. 103B (1981) 211-
213
[2] N. Seiberg, E. Witten, String theory and noncommutative geometry, JHEP 09 (1999)
032
[3] M. Bershadsky, S. Cecotti, H. Ooguri, C. Vafa, Kodaira-Spencer theory of gravity and
exact results for quantum string amplitudes, Comm. Math. Phys. 165 (1994) 311-428,
hep-th/9309140
[4] A. Losev, A. Marshakov, A. Zeitlin, On first order formalism in string theory, hep-
th/0510065
[5] M. Rocek, E. Verlinde, Duality, Quotients, and Currents, hep-th/9110053
[6] E. Martinec, S. Shatashvili, Black hole physics and Liouville theory, Nucl. Phys. B368
(1992) 338-358
[7] V. Gorbounov, F.Malikov, V.Schekhtman, ”On chiral differential operators over ho-
mogeneous spaces”, math.AG/0008154;
V. Gorbounov, F.Malikov, V.Schekhtman, ”Gerbes of chiral differential operators,
I-III”, math.AG/0005201, math.AG/0003170, math.AG/9906117
[8] A. Losev, L. Baulieu, N. Nekrasov, Target space symmetris in topological field theories
I, JHEP 0202(2002) 021, hep-th/0106042
[9] E Witten, Two dimensional models with (0,2) supersymmetry: perturbative aspects,
hep-th/0504078
[10] N. Berkovits, Super-Poincare´ Covariant Quantization of the Superstring, JHEP 04
(2000) 018, hep-th/0001035.
[11] N. Berkovits, ICTP Lectures on covariant quantization of the superstring, hep-
th/0209059
[12] N. Berkovits, Covariant Multiloop Superstring Amplitudes, hep-th/0410079;
N. Berkovits, Super-Poincare Covariant Two-Loop Superstring Amplitudes, hep-
th/0503197
[13] N. Berkovits, Multiloop Amplitudes and Vanishing Theorems using the Pure Spinor
Formalism for the Superstring, hep-th/0406055
[14] F. Malikov, V. Schekhtman, A. Vaintrob, ”Chiral de Rham complex”,
math.AG/9803041;
F. Malikov, V. Schekhtman, ”Chiral Poincare duality”, math.AG/9905008;
F. Malikov, V. Schekhtman, ”Chiral de Rham complex II”, math.AG/9901065;
V. Gorbounov, F.Malikov, V.Schekhtman, ”Deformations of chiral algebras and quan-
tum cohomology of toric varieties”, math.AG/0001170;
60
E. Frenkel, M. Szczesny, Chiral de Rham complex and orbifolds, math.ag/0307181;
A. Kapustin, Chiral de Rham complex and the half-twisted sigma model, hep-
th/0504074
[15] E. Frenkel, A. Losev, Mirror symmetry in two steps: A-I-B, hep-th/0505131
[16] N. Berkovits, Pure Spinor Formalism as an N=2 Topological String, hep-th/0509120
[17] M. B. Green, J. H. Schwarz, Covariant description of superstrings, Phys. Lett. 136B
(1984) 367-370
[18] E. Witten, Some properties of O(32) superstrings, Phys. Lett. 149B (1984) 351-356
[19] E. Frenkel, A. Losev, N. Nekrasov, to appear
[20] A. Tseytlin, A. Schwarz, Dilaton shift under duality and torsion of elliptic complex,
hep-th/9210015
[21] N. Hitchin, Generalized Calabi-Yau manifolds, math.DG/0209099
[22] M. Gualtieri, Generalized complex geometry, math.DG/0401221
[23] A. Kotov, P. Shaller, T. Strobl, Dirac sigma models, hep-th/0411112
[24] T.J. Courant, Dirac manifolds, Trans. AMS 319 (1990), 631-661
[25] A. Alekseev, T. Strobl, ”Current Algebras and Differential Geometry”, hep-th/0410183
[26] J.de Boer, L. Feher, Wakimoto realizations of current algebras: an explicit construc-
tion, Comm. Math. Phys. 189 (1997) 759-793
[27] A. Belavin, A. Polyakov, A. Zamolodchikov, Infinite conformal symmetry in two di-
mensional quantum field theory, Nucl. Phys. B241 (1984) 333-380
[28] B. Feigin, E. Frenkel, Affine Kac-Moody Algebras and Semi-Infinite Flag Manifolds,
Comm. Math. Phys. 128 (1990) 161-189
[29] E. Frenkel,Wakimoto modules, opers and the center at the critical level, Adv. in Math.
195 (2005) 197-404, math.QA/0210029
[30] B. Fegin, E. Frenkel, A family of representations of affine Lie algebras, Rus. Math.
Surveys 43 (1988), 221-222;
Representations of affine Kac-Moody algebras and bosonization, in Physics and math-
ematics of strings, pp. 271-316, World Scientific, 1990;
Representations of affine Kac-Moody algebras, bosonoziation and resolutions, Lett.
Math. Phys.19 (1990) 307-317
[31] P. Griffiths, J. Harris, Principles of algebraic geometry, 1978, New York, Wiley & Sons
[32] E. Sharpe, Lectures on D-branes and sheaves, hep-th/0307245
[33] L. D. Faddeev, S. L. Shatashvili, Realization of the Schwinger term in the Gauss law
and the possibility of correct quantization of a theory with anomalies, Phys. Lett. 167B
(1986) 225-228;
L. D. Faddeev, S. L. Shatashvili, Algebraic and Hamiltonian methods in the theory of
non-abelian anomalies, Theor. Math. Phys. 60 (1984) 770
61
[34] G. Moore, P. Nelson, The aetiology of sigma model anomalies, Comm. Math. Phys.
100 (1985) 83-132;
P. S. Howe, G. Papadopoulos, Anomalies in two-dimensional supersymmetric non-
linear σ-models, Class. Quantum Grav. 4 (1987) 1749-1766
[35] L. Alvarez-Gaume, E. Witten, Gravitational anomalies, Nucl. Phys. B234 (1983) 269-
330
[36] K. Liu, Holomorphic equivariant cohomology, Math. Annalen, 303 1 ( 1995) 125-148
[37] M. Atiyah, R. Bott, The moment map and equivariant cohomology , Topology 23, vol.
1(1984) 1-28
[38] E. Witten, Two dimensional gauge theories revisited, hep-th/9204083
[39] M. B. Green, J. H. Schwarz, Anomaly cancellations in supersymmetric d = 10 gauge
theory and superstring theory, Phys. Lett. 149B (1984) 117-122
[40] E. Cartan, The Theory of Spinors, Dover, New York, 1981;
P. Budinich and A. Trautman, The Spinorial Chessboard, Trieste Notes in Physics,
Springer-Verlag, Berlin, 1988;
C. Chevalley, The algebraic theory of spinors, Columbia University Press, NY 1954
[41] A. Alekseev, L. Fadeev, S. Shatashvili, Quantization of symplectic orbits of compact
Lie groups by means of the functional integral, J.of Geometry and Physics, 5 (3) (1988)
391-406
[42] N. Berkovits, N. Nekrasov, The character of pure spinors, hep-th/0503075
[43] N. Berkovits, S. Cherkis, Higher dimensional twistor transforms using pure spinors,
hep-th/0409243
[44] V. Balasubramanian, S.F. Hassan, E. Keski-Vakkuri, A. Naqvi, Space-time orbifold:
A toy model for a cosmological singularity, hep-th/0202187
[45] N. Nekrasov, S. Shatashvili, On non-supersymmetric CFT in four dimensions, hep-
th/9902110 ;
I. Klebanov, N. Nekrasov, S. Shatashvili, An orbifold of type 0B strings and non-
supersymmetric gauge theories, hep-th/9909109
[46] N. Berkovits, private communication
[47] D. Friedan, E. Martinec, S. Shenker, Covariant quantization of superstrings, Phys.
Lett. 160B (1985) 55 ;
Conformal invariance, supersymmetry and string theory, Nucl. Phys. B271 (1986) 93
[48] L. Sussking, The anthropic landscape of string theory, hep-th/0302219
[49] G. Moore, Vanishing vacuum energies for nonsupersymmetric strings, in, Cargese
School on nonpertutbative quantum field theory, 1987
62
