We use the virtual boundary technique in the context of Direct Numerical Simulation of turbulent flows around cylinders. This approach allows the imposition of a no-slip boundary condition within the flow field by a feedback unsteady forcing term added to the momentum equation. The Navier -Stokes equations are solved using an accurate compact finite difference code. A spatial filtering procedure compatible with the numerical method is used to control small scale oscillations around the cylinder due to the imposition of the no-slip condition in a non-dissipative numerical code. In this paper, we consider the flow around a single cylinder with upstream conditions corresponding to a constant velocity flow or to a mixing layer flow. In the first case, common features of the cylinder wake like three-dimensional vortex shedding are recovered showing the ability of the virtual boundary technique to take complex obstacles into account realistically using a simple Cartesian grid along with accurate finite difference method. The second case corresponds to the interaction between a mixing layer and two wakes. This truly three-dimensional flow (without any homogeneous direction) shows a high distortion of the spatial development of the mixing layer, with strong upward and downward streams, respectively, in front and behind the cylinder. Vortical structures are more organized in the low-speed wake, while intense interactions between the high-speed wake and the vertical downstream velocity are observed. Main statistical results are in good agreement with experimental information.
INTRODUCTION
For Direct Numerical Simulation (DNS) or Large Eddy Simulation (LES) applications, the best numerical strategy to consider complex geometry flows remains to be determined. In LES context, the situation is even more complicated: additional errors are introduced when irregular meshes are used (Ghosal, 1996) and the filter definition in irregular grids is not a trivial task (Ghosal and Moin, 1995; Lesieur and Métais, 1996) . Schematically, the main difficulty is to obtain an accurate description of the turbulent structure dynamics with a realistic shape of the body geometry. In engineering flow simulations, the description of the external geometry is traditionally favored by the use of body-fitted curvilinear or unstructured grids. The major drawbacks of such approach are the considerable increase of the computational cost and the significant degradation of the accuracy. On the other hand, if regular grids are used, efficient code can be used (in terms of computational cost and accuracy) but this is a priori limited to simple geometry. This paper presents results obtained from an alternative approach which consists in using accurate and efficient code to perform simulations of complex geometry flow on a regular grid. Such a possibility is offered by the immersed-boundary technique, which is treated in this work by the introduction of a body-force field in the momentum equation. This method has been originally used by Peskin (1972) (see Peskin, 1982 for a review) in the context of fluid dynamics of heart valves, and more recently by Goldstein et al. (1993) , Saiki and Biringen (1996) and Fadlun et al. (2000) , among others.
In this work, it will be shown that the use of a simple Cartesian grid with accurate numerical schemes produces realistic results in a context of DNS of turbulent flows around a cylindrical geometry.
FLOW CONFIGURATION AND PARAMETERS
Flows around a circular cylinder of diameter D are considered in a Cartesian frame of reference R ¼ ð0; x; y; zÞ: The cylinder axis is oriented along the vertical direction y at the intersection between the streamwise section x cyl and the spanwise one z ¼ 0 (see Fig. 1 ). At the inflow section, a plane mixing layer flow between two streams of velocities U 1 and U 2 is imposed, the associated mean shear being aligned with the y-direction. The mean velocity profile U(y ) at x ¼ 0 is given by a hyperbolic tangent with
where d w i is the inflow vorticity thickness. The difference and convective velocities are respectively noted DU ¼ U 1 2 U 2 and U c ¼ ðU 1 þ U 2 Þ=2:. The three fundamental non-dimensional parameters of the present problem are the ratio of velocities l ¼ DU=2U c , the Reynolds number Re ¼ U c D=n and the ratio of lengths H ¼ D=d v i : Downstream from the cylinder, the present flow will consist of an interaction between a mixing layer and a wake of orthogonal mean shear directions, that is, a truly three-dimensional (3D) flow without any homogeneous direction. Note that small values for l correspond to flow regimes where mixing layer effects are moderate, while the case l ¼ 0 denotes the case where a simple uniform flow, of constant velocity U c , is imposed at the inflow section.
In the present paper, two turbulent flows around the same cylindrical geometry are considered. The first family of simulations corresponds to wakes in two-dimensional (2D) and three-dimensional (named UWAKE3D) configurations, formed by a uniform constant flow as inflow condition (i.e. l ¼ 0). The last simulation, called MLWAKE, corresponds to the case of a turbulent wake forced by a mixing layer flow with l ¼ 0:5:
NUMERICAL METHODOLOGY

Governing Equations
We consider the incompressible Navier -Stokes equations
where n is the kinematic viscosity, pðx; tÞ the modified pressure field; uðx; tÞ and vðx; tÞ being respectively, the velocity and vorticity fields. The external force field fðx; tÞ is used here to generate the "virtual" cylinder; its form is given below. The previous equations are directly solved, in the context of DNS, on a non-staggered uniform grid.
Description of the Code
Equations (2) and (3) are solved using sixth-order compact difference schemes (Lele, 1992) to evaluate spatial derivatives. These schemes are well known to achieve a good description of the smallest scales (i.e. good spectral resolution) in turbulent flows. In a uniform mesh, x i ¼ ði 2 1ÞDx; where i ¼ 1; 2; . . .; n x ; the first and second derivatives are calculated using
The sixth order is attained with the set of parameters:
Equations (4) and (5) are valid for the three spatial directions ðx; y; zÞ in all the mesh points except near the in and outflow boundaries where single sided schemes of third order are employed for x-derivative calculation for i ¼ 1 (and i ¼ n x ), that is
while centered fourth order scheme is used for i ¼ 2 (and i ¼ n x 2 1Þ;
FIGURE 1 Schematic view of the flow configuration.
The third and fourth order are obtained with the following sets of parameters
Note that these numerical schemes have very limited anisotropic errors (Lele, 1992) , this quality being crucial when computational grid do not fit mean directions of the flow.
Time integration performed with a third-order lowstorage Runge-Kutta method (Williamson, 1980) . The incompressibility condition (3) is ensured with a fractional step method via the resolution of a Poisson equation for the pressure. For all the simulations, free-slip boundary conditions are applied to y ¼^L y =2 using symmetry and anti-symmetry considerations while periodicity is imposed in the z-direction. This set of lateral boundary conditions presents two advantages: (i) first, it offers the possibility to verify (in the discrete sens) at each sub-time step the incompressibility condition (3) up to machine accuracy with the aid of a Poisson solver based on a direct and partially (yz ) pseudo-spectral method (Orszag, 1969) , using the concept of modified wave number (Lele, 1992) , (ii) secondly, it allows the preservation of the global accuracy of the y-and z-derivatives calculation by the use of the same numerical scheme in the whole computational domain.
The outflow boundary conditions ðx ¼ L x Þ is deduced by solving a simplified convection equation
where U b is an approximate convection velocity of the main structures in the outflow region, U b being the same at each node of the exit plane. In this work, the value of U b (t ) is estimated at each sub-time step as the half-sum of the maximum and minimum streamwise outlflow velocities. For the 2D simulations, no perturbations were superimposed to the inflow mean velocity while for the 3D simulations, small random perturbations with a given kinetic energy spectrum were added to the inflow mean velocity profile to mimic residual turbulence upstream from the cylinder. In this last case the kinetic energy spectrum peaks at the fundamental mode of the mixing layer predicted by linear stability theory.
Virtual Boundary Approach
In this study, we use a virtual boundary technique originally proposed by Goldstein et al. (1993) . This approach allows the imposition of no-slip boundary condition within the flow field by a feedback unsteady forcing term fðx; tÞ added to the momentum equation (see Eq. 2). These forces are chosen to lie along a desired surface and to have a magnitude and direction opposed to the local flow. Here, we use a forcing term acting on location x s corresponding to the presence of a virtual body at the same position, with
where t is the time and ða; bÞ are negative constants having dimensions of 1/T 2 and 1/T, respectively. Such a formulation allows to enforce u ¼ 0 on the immersed boundary if ðjaj; jbjÞ are large enough. In this work, we have used the largest possible values for ðjaj; jbjÞ without introducing additional constraint in the stability limit for the time step which remains only constrained by CFL criterion (see reference Goldstein et al., 1993 for more details). For present numerical methods, the use of accurate centered schemes for spatial discretization (without numerical dissipation) imposes a particular care in the treatment of forcing. Hence, if f(x, t ) is not smooth enough in space, significant spatial oscillations are produced. To reduce this difficulty, we follow the procedure proposed by Goldstein et al. (1993) (in a context of spectral methods) by the use of a spatial smoothing and filtering. The spatial smoothing is applied on fðx; tÞ by the imposition of vanishing force in the adjacent points of the body surface. As in Goldstein et al. (1993) , a Gaussian distribution is used to reduce by more than 63% the force of the grid points adjacent and outside to the cylinder, while the force of other external points is essentially zero.
The spatial filtering is performed at each sub-time step on the non-linear and forcing terms (without the pressure term) that is, 2v £ u þ f, using the following compact filters for all mesh points (except for the in-and outflow boundaries where formulas given by Lele, 1992 are used) in the three directions of space
where ĝ is the filtered value of g. Filter coefficients are chosen to preserve the global accuracy of spatial discretization (sixth order) and to affect only the smallest scales of the flow (Lele, 1992) 
Notice that the use of this filtering procedure avoids the accumulation effect which occurs when successive filtering is applied directly to the solution. A secondary benefit of the filtering is that aliasing errors are reduced everywhere in the computational domain.
RESULTS
Wake Due to An Uniform Flow-Two-dimensional Simulations
Two-dimensional simulations were first performed to test the ability of the present numerical methodology to take into account realistically the vortex shedding phenomenon behind a cylinder for the case, l ¼ 0; at different Reynolds numbers. All these preliminary calculations were purely 2D and use an isotropic grid with Dx ¼ Dz ranging from D/12 to D/24 whereas the computational domain ranges from (16D, 8D ) to (28D, 8D ).
The goal of these two-dimensional simulations were to determine the critical Reynolds number for vortex shedding and to assess the influence of the mesh size and computational domain in the frequency selection of vortex shedding. We considered the following flows, Re ¼ 35, 40, 45, 50, 200 and 300. At low Reynolds numbers, all the four simulations except the first one were carried out with the same set of parameters: a ¼ 24000U 24 U c (after a short transient stage not considered for statistical purposes).
For Re ¼ 35; 40 no vortex shedding is found. The two recirculation bubbles grow and stay stable until the end of the simulation ðt ¼ 120D=U c Þ. For Re ¼ 45, the wake becomes unstable after t ¼ 108D=U c with an oscillation of the shear layers without a clear formation of vortices in the computational domain. The critical value corresponding to the onset of wake instability leading to vortex shedding seems to be between Re ¼ 45 and Re ¼ 50: For Re ¼ 50 and by t ¼ 60D=U c ; the two bubbles begin to oscillate out of phase, leading to an incipient vortex shedding with a Strouhal number St ¼ fD=U < 0:135 ( f: frequency of the votex shedding) at the end of the simulation. This results are in good agreement with transition studies that found Re crit < 47 (Williamson, 1996) and shows the ability of the virtual boundary method of correctly take the essential features of vortex shedding mechanism into account.
For Re ¼ 200 and Re ¼ 300; when mesh sizes are respectively D/12 and D/18, we find that the Strouhal number St is under-estimated by around 20% compared to the well accepted values in the literature (Williamson, 1996) . We observe that a grid refinement avoids this problem. In fact, for Re ¼ 200 and D ¼ D=24 we obtain St ¼ 0.197 in excellent agreement with previous data. Figure 2 shows the time evolution of the u-and w-components of the velocity field at Re ¼ 300 registered in x=D ¼ 1; z=D ¼ 0: The quasi-periodic behavior of the flow in time, characteristic of a 2D simulation, can be denoted in the figure.
The mean velocity field examination shows clearly that in practice, the combined effects of forcing and filtering tend to freeze the fluid on an effective cylinder diameter FIGURE 2 Time evolution of u-component ( ---) and w-component
D e larger that the expected one, if the resolution is not high enough. We find that D e < 1:2D for a mesh size of D/18. Such an increase can be related to the uncertainty on the exact position of the cylinder boundary associated partially with the smoothing of the forcing term (this point has already been noted by Goldstein et al., 1993) . For Dx ¼ D=24; this problem seems to be more limited and the correct St number is found.
Thus, main statistical data (St, turbulent intensities) are found to be more consistent if D e is used as length scale. A good solution (not exploited for present results) would be to anticipate, at a given resolution, the value of D e when the Reynolds number and domain size are prescribed. Here, for clarity, all results are normalized with D but can naturally be easily rescaled using the ratio D e =D ¼ 1:2 for comparison with previous experimental or numerical works. A last remark concerns the confinement effect due to the periodic boundary conditions in z-direction. In twodimensional simulations, we found that L z ¼ 8D was large enough to not perturb the streamwise development of the wake vortices. However, for the three-dimensional case, the vortex organization leads to an increase of the wake expansion such that for L z ¼ 8D; a moderate confinement effect is expected as we will see in the following section.
Wake Due to An Uniform Flow-Test Run UWAKE3D
Simulation UWAKE3D corresponds to a wake formed behind a cylinder when uniform flow is considered at the inlet. The Re number of the simulation is Re ¼ 300; the computational domain is ðL x ; L y ; L z Þ ¼ ð28D; 16D; 8DÞ; the cylinder location is ðx cyl ; z cyl Þ ¼ ð13D; 0Þ and the number of grid meshes is ðn x ; n y ; n z Þ ¼ ð505; 193; 144Þ: Figure 3 shows time histories of w at the same x-location obtained from 2D and 3D simulations. At this Reynolds number ðRe ¼ 300Þ; the quasi-periodic time evolution of the wake is not recovered in 3D calculation as shown by the irregularities of w-fluctuations during the time. Such a behavior can be related to the streamwise vortex formations which are continuously perturbated by small-scale 3D-motions. Figure 4 shows a perspective view of the vorticity modulus denoting the vortical organization of the flow. The threshold value is 1:5U c =D: The instant of this picture corresponds to the end of the simulation, t ¼ 92D=U c ; the time necessary to a structure convected with the velocity U c for covering 6 times the distance L x -x cyl . Here, all the key structures of a turbulent wake seem to be reproduced. A three-dimensional vortex shedding is clearly observed with a simultaneous stretching of streamwise vortex pairs (mode-B; see Williamson, 1996) . Note that free-slip boundary conditions at y ¼^L y =2 do not forbid the occurrence of oblique vortex shedding which are found to be weakly non-parallel at various times during the simulation. The spanwise wavelength l y of the streamwise vortex pair formation is in good agreement with previous experimental or numerical studies (Williamson, 1996) with D yy < 1:3D.
A temporal sequence of 44D/U c corresponding to 8 shedding cycles has been used to estimate the Strouhal number ðSt ¼ 0:18Þ and the turbulent statistics. Spatial distribution in xz-plan of second order statistical moments are shown in Fig. 5 . The average in this case is performed in time, in the vertical direction and using the Oxy-plane of symmetry. The maximum values of the normal stresses are summarized in Table I . The spatial distribution and the maximum values are in good agreement with experimental (Noca et al., 1998) and computational data (Mittal Balachandar, 1995; Kravchenko et al. 1999) . The ability of present numerical methodology using immersedboundary technique to obtain consistent statistical data is hereby confirmed, especially if data are rescaled using D e . 
Wake Due to a Mixing Layer Flow-Test Run MLWAKE
Such a complex flow, used for ultra-clean protection in the flood industry, was studied experimentally by Heitz (1999) (see also Heitz et al., 1997) . In this simulation l ¼ 0:5 and H ¼ 3; all other parameters being the same as in UWAKE3D test run. mixing layer is consistent with experimental observations of Heitz (1999) , who associated this deviation with a negative vertical pressure gradient just in front of the cylinder. The inverse tendency is also recovered immediately behind the cylinder where the fluid follows a strong downward motion. These tendencies can be observed in Fig. 9 where positive and negative isosurfaces of mean vertical velocity kvl are presented. Note that the bracket operator indicates here an average in time using the final temporal sequence 44D/U c and the Oxy-plane symmetry.
The analysis of the vortical structures at successive instants reveals the presence of oblique detachment of Karman vortices from the cylinder in an angle increasing during the downstream development of the flow. It is worth to observe that even if vortex shedding is present in the fast wake, vortical structures are clearly less organized than in the slow wake region or for the wake alone (see Fig. 4 for comparison with Fig. 6 ). Another remark concerns the streamwise location where eddies roll-up to form Karman vortices, which is considerably further downstream in the high-speed region of the wake (see Fig. 8 ). This behaviour seems to be due to the velocity difference DU between the two streams of the mixing layer which tend to transport each part of Karman vortices with their own convection velocity scaled by U 1 or U 2 . From this interpretation, it can be anticipated that the velocity ratio l will be the main parameter to determine the inclination angle of the Karman vortices. Note that the presence of Karman structures crossing the mixing layer suggests the existence of synchronization mechanisms between the slow and fast wakes, which may occur through viscous reconnection in the core of mixing layer.
In order to compare quantitatively the main spatial scales in the slow and fast wakes, Fig. 10 shows the time evolution of the u-and w-components of the velocity field at the low and fast wake registered in x=D ¼ 4; y=D 1 4; z=D ¼ 0 while in Fig. 11 are presented the xz-maps of the Reynolds stresses at y ¼^L y =4. Their maxima values are summarized in Table I . Fluctuation levels are naturally higher in the fast wake and do not coincide with the slow wake ones even if data are rescaled using U 1 for y ¼ 2L y =4 and U 2 for y ¼ L y =4. This tendency confirms the more three-dimensional character of the fast wake dynamics which is strongly perturbed by the intense downward fluid motion behind the cylinder.
The global qualitative agreement of present results with experiments suggests that the main features of this complex flow are not strongly dependent on the Reynolds number and can be examined accurately using DNS along with the virtual boundary method for the cylinder representation, in order to better identify the vortical structures associated with the interaction mechanisms between the mixing layer and the wake.
CONCLUSIONS
In this work, we have shown that an accurate and efficient numerical code allows to perform DNS of turbulent flows in presence of obstacles with a geometry which is not a priori well designed for the simple Cartesian grid used here. Such a result is possible by the use of a virtual boundary technique introducing a new term in the equation to generate a no-slip boundary condition at the surface of the virtual body. Present results show that a realistic turbulent flow dynamic can be obtained in the presence of a single cylinder, if the treatment of the forcing term is done carefully. The interaction between a mixing layer and a wake (generated by the cylinder) is considered and results show that the mean structural features of this complex flow observed experimentally are recovered numerically. This is the first time, in our knowledge, that such a threedimensional complex flow is reproduced by DNS. It is clear that the potential of the present technique is considerable, in terms of efficiency and simplicity, allowing to consider complex geometry (of industrial interest) without any loss of accuracy in the turbulent structure dynamics.
