Abstract. A finite or infinite matrix A is image partition regular provided that whenever N is finitely colored, there must be some x with entries from N such that all entries of A x are in the same color class. In contrast to the finite case, infinite image partition regular matrices seem very hard to analyze: they do not enjoy the closure and consistency properties of the finite case, and it is difficult to construct new ones from old. In this paper we introduce the stronger notion of central image partition regularity, meaning that A must have images in every central subset of N. We describe some classes of centrally image partition regular matrices and investigate the extent to which they are better behaved than ordinary image partition regular matrices. It turns out that the centrally image partition regular matrices are closed under some natural operations, and this allows us to give new examples of image partition regular matrices. In particular, we are able to solve a vexing open problem by showing that whenever N is finitely colored, there must exist injective sequences xn ∞ n=0 and zn ∞ n=0 in N with all sums of the forms xn + xm and zn + 2zm with n < m in the same color class. This is the first example of an image partition regular system whose regularity is not guaranteed by the Milliken-Taylor Theorem, or variants thereof.
Introduction
In 1933, R. Rado [9] characterized those (finite) matrices with rational entries that are kernel partition regular, that is, those matrices A with the property that whenever N is finitely colored, there exists some x with monochrome entries such that A x = 0. He showed that A is kernel partition regular if and only if A satisfies a computable property called the columns condition. (See [4] or [7] for a presentation and proof of Rado's Theorem.)
Sixty years later, several characterizations of (finite) image partition regular matrices were obtained [5] . These are the matrices A with the property that whenever N is finitely colored, there will be some x (with entries from N) such that the entries of A x are monochrome. Image partition regular matrices are of special interest because many of the classical theorems of Ramsey Theory are naturally stated as statements about image partition regular matrices. For example, Schur's Theorem [10] and the length 4 version of van der Waerden's Theorem [12] amount to the In [6] additional characterizations of finite image partition regular matrices were obtained. Some of these involve the notion of central sets. Central sets were introduced by Furstenberg [3] and defined in terms of notions of topological dynamics. These sets enjoy very strong combinatorial properties. (See [3, Proposition 8.21] or [7, Chapter 14] .) They have a nice characterization in terms of the algebraic structure of βN, the Stone-Čech compactification of N. We shall present this characterization below, after introducing the necessary background information.
Let (S, +) be an infinite discrete semigroup. We take the points of βS to be the ultrafilters on S, the principal ultrafilters being identified with the points of S. Given a set A ⊆ S, we define A = {p ∈ βS : A ∈ p}. The set {A : A ⊆ S} is a basis for the open sets (as well as a basis for the closed sets) of βS.
There is a natural extension of the operation + of S to βS making βS a compact right topological semigroup with S contained in its topological center. This says that for each p ∈ βS, the function ρ p : βS → βS is continuous and for each x ∈ S, the function λ x : βS → βS is continuous, where ρ p (q) = q + p and λ x (q) = x + q. See [7] for an elementary introduction to the semigroup βS.
Any compact Hausdorff right topological semigroup (T, +) has a smallest twosided ideal K(T ) which is the union of all of the minimal left ideals of T , each of which is closed [7, Theorem 2.8] , and any compact right topological semigroup contains idempotents. Since the minimal left ideals are themselves compact right topological semigroups, this says in particular that there are idempotents in the smallest ideal. There is a partial ordering of the idempotents of T determined by p ≤ q if and only if p = p + q = q + p. An idempotent p is minimal with respect to this order if and only if p ∈ K(T ) [7, Theorem 1.59] . Such an idempotent is called simply "minimal".
Definition 1.1. Let (S, +) be an infinite discrete semigroup. A set A ⊆ S is central if and only if there is some minimal idempotent p such that A ∈ p.
See [7, Theorem 19 .27] for a proof of the equivalence of the definition above with the original dynamical definition.
We present in Theorem 1.2 a few known characterizations of finite image partition regular matrices. (There and elsewhere we take N = {1, 2, 3, . . .} and ω = {0, 1, 2, . . .}. Also, ω is the first infinite cardinal.) We use the x notation throughout to represent both column and row vectors, expecting the reader to rely on the context to tell which is meant. Infinite image partition regular matrices are also of significant interest. For example, the Finite Sums Theorem (see [4, Theorem 3.15] or [7, Corollary 5.9] ) is the assertion that the matrix  The question of which infinite matrices are image partition regular seems to be significantly more complicated than the finite case. For example, it was shown in [2] . In [2, Theorem 2.5] it was shown that if A is an ω ×ω matrix with entries from ω (and only finitely many nonzero entries on each row) such that the compressed forms of all rows were equal, then A is image partition regular, and it is a consequence of Corollary 3.6 below, that the same statement holds if the entries are allowed to come from Z, provided the rightmost nonzero entries are positive.
It has not even been known if even the simplest diagonal sums are image partition regular. For example, let
It is an immediate consequence of Ramsey's Theorem that both A and B are image partition regular by way of vectors x and z without repeated terms, but it has not been known whether
is image partition regular in the same fashion. That is, it has not been known whether whenever N is finitely colored, there must exist injective sequences x n ∞ n=0 and z n ∞ n=0 in N with all sums of the forms x n + x m and z n + 2z m with n < m in the same color class.
In Section 2 we shall present some contrasts between finite and infinite partition regular matrices and, motivated by considerations presented there, introduce the notions of centrally image partition regular matrices (those having images in any central subset of N) and strongly centrally image partition regular matrices (those centrally image partition regular matrices for which distinct rows produce distinct entries of the image). It turns out that these classes do have some of the closure properties that one would like. In particular, if A and B are both centrally image partition regular or both strongly centrally image partition regular, then ( A O O B ) has the corresponding property. It is not true that matrices whose rows have the same compressed form are centrally image partition regular. However, we show in Section 3 that matrices whose rows have the same compressed form and the same nonzero row sum are strongly centrally image partition regular, and we show that the corresponding statement for matrices with row sums of zero is not true. We obtain as a consequence, in Corollary 3.8, new results about (ordinary) image partition regularity, such as the result mentioned in the abstract.
Contrasts between finite and infinite matrices
We take, as the principal good properties of finite partition regular matrices that we would like infinite partition regular matrices to share, the characterization of Theorem 1.2(d) and the result of [6, Corollary 2.11] . That is, we would like it to be true that whenever A is an infinite image partition regular matrix and r ∈ Q ω \{ 0} (with only finitely many nonzero entries) there should be some b ∈ Q\{0} such that b r A is image partition regular. We would also like it to be the case that whenever A and B are infinite image partition regular matrices, so is (
We shall blissfully ignore this and similar distinctions throughout this paper.)
We shall see in Theorems 2.1 and 2.2 that neither of our main wishes with respect to infinite image partition regular matrices can be granted. Case
Then the first row says that m n x 0 ∈ B i , and so α(
, since m and n are relatively prime. Consequently, α(x 0 ) ≡ i (mod 2).
Let s = α(x 0 ) and pick
Then the first row says that 1 n x 0 ∈ B i , and so α(
. Choosing F and G as in Case 1, we again obtain a contradiction. 
. Notice that 2z l + z k + z u and 2z l + z k + z u + x 0 are both entries of r A x, and so 2z l + z k + z u ∈ B j and 2z
(Exactly one odd block of 0's is added in addition to those interior to the expansions of 2z l , z k , and z u . It is between z k and z u if max F u ≡ min F u (mod 2), and it is between 2z l and z k if max F u ≡ min F u (mod 2).) Consequently, ϕ(2z l + z k + z u ) ≡ 1 (mod 3), and thus j = 1, and so ϕ(
, depending on whether or not an odd block of 0's is introduced between the expansions of z u and x 0 . Consequently, 
Next assume that w is a row of O B , so that w = 0 s, where s is a row of
Definition 2.4. Let A be a finite or infinite matrix with entries from Q. Then C(A) = {p ∈ βN : for every P ∈ p, there exists x with entries from N such that all the entries of A x are in P }.
Lemma 2.5. Let A be a matrix with entries from Q. (a) The set C(A) is compact, and C(A) = ∅ if and only if A is image partition regular. (b) If A is a finite image partition regular matrix, then C(A) is a subsemigroup of βN.
Proof. (a) The fact that C(A) is compact is trivial, as is the fact that A is image partition regular if C(A) = ∅. Assume that A is image partition regular and let C = {B ⊆ N : for every x with entries from N and the same number of entries as A has columns, some entry of A x is in B} .
We claim that C has the finite intersection property. To see this, suppose instead that we have n ∈ N and
, and so there are some i ∈ {1, 2, . . . , n} and some x with all entries of A x in N\B i , contradicting the fact that B i ∈ C.
Since C has the finite intersection property, pick p ∈ βN with C ⊆ p. To see that p ∈ C(A), let P ∈ p. If there were no x with entries from N such that all entries of A x are in P , we would have
The set C(A) need not be a semigroup if A is an infinite image partition regular matrix, as can be seen from Theorem 2.2, wherein the matrix A is image partition regular, but C(A) contains no idempotents.
Corollary 2.6. Let F denote the set of finite image partition regular matrices over Q. If B is an infinite partition regular matrix, then C(B) ∩
By Lemma 2.3, M is image partition regular, and so
Our claim now follows from compactness.
We saw in Theorem 2.2(b) that the characterization of Theorem 1.2(b) need not be valid for infinite image partition regular matrices. This leads us to hope that perhaps matrices with this stronger property are better behaved. 
It is trivial that whenever A and B are centrally image partition regular matrices, then so is ( A O O B ). Unfortunately, our other desired characteristic does not hold.
Proposition 2.8. There is an ω ×2 centrally image partition regular matrix A with entries from Q such that there does not exist b ∈ Q making
Proof. Let . . . . . .
Given any central set C, pick a ∈ C and let x = ( a a ). Then all entries of A x are equal to a.
Suppose that we have b ∈ Q and x = (
We now turn our attention to the characterization of Theorem 1.2(e). Considering the matrix of Proposition 2.8, which could only produce entries in N if the entries of x were equal, it seems reasonable to ask that the entries of x be required to be distinct. However, we see now that this also would do no good. (We also see that requiring the entries of the matrix to come from Z rather than Q is of no use either.) Proposition 2.9. There is an ω ×2 matrix A with entries from Z with the property that whenever C is a central set in N, there exists
To see that A has the first claimed property, let C be a central set and pick x 0 ∈ C. Let x 1 = 2x 0 . Then all entries of A x are equal to x 0 .
Suppose that we have b ∈ Q, i ∈ {1, 2}, and
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Then 2bx 0 − bx 1 > 0; so 2x 0 = x 1 . Let a = x1 x0 . Then the n th entry of A x is x 0 + (2 − a) · x 0 · n. This tells us in fact that a < 2, and consequently D i contains an infinite arithmetic progression, a contradiction.
In view of Proposition 2.9, we turn our attention to the other half of the characterization of Theorem 1.2(e). Definition 2.10. Let A be an ω × ω matrix. Then A is strongly centrally image partition regular if and only if whenever C is a central set in N, there exists x ∈ N ω such that y = A x ∈ C ω and for all i, j ∈ ω, if rows i and j of A are unequal, then
There is a simple necessary condition for a matrix to be strongly centrally image partition regular.
Theorem 2.11. Let A be a strongly centrally image partition regular matrix without repeated rows. Then for each
Proof. Suppose instead that {i : for all j ≥ k, a i,j = 0} is infinite. Then by discarding the other rows we may presume that A is an
We shall see in Theorem 3.9 that there is a strongly centrally image partition regular matrix A such that there is no b ∈ Q\{0} for which b r A is image partition regular, where r = 1 0 0 0 . . . . We shall see in Corollary 2.14 that the strongly centrally image partition regular matrices do maintain one of the properties that we desire. First we shall have need of the following algebraic result, which we think is of interest in its own right. (The information about the minimal left and minimal right ideals involved is not needed here. But it is interesting algebraically and costs us little additional effort.) Notice that since, by [ 
Theorem 2.12. Let p be a minimal idempotent in (βN, +) and let L and R be respectively the minimal left and minimal right ideals of
Proof. Let C ∈ p, let C = {x ∈ C : −x + C ∈ p}, and notice that, by [7, Lemma 4 .14], for each
We show that V is a subsemigroup of βN, using [7, Theorem 4.20] . So, let m ∈ N and let n ∈ S m . It suffices to show that n + S m+n ⊆ S m . Let r ∈ S m+n . Certainly
. . . , m + n}, and thus r ∈ −(k + n) + C , so that n + r ∈ −k + C , as required.
Since p ∈ V , we have by [7, Theorem 6 .32] that V contains a copy of H = ∞ n=1 N2 n . (This copy is guaranteed to be both an algebraic and topological copy, via the same function, but here we only care about the fact that it is an algebraic copy.) By [7 
Now we verify the assertion about L.
t . Inductively choose a sequence r n ∞ n=1 in N such that, for each n ∈ N, r n ∈ S n and max supp(r n ) < min supp(r n+1 ). Let X = {r n : n ∈ N} and note that X ∩ N * = βN\N ⊆ V . Note also that, since S n ⊆ N2 n , V ⊆ H. Define f : N → ω by f (n) = min supp(n), and let f : βN → βω be its continuous extension. Notice that if x ∈ βN and q ∈ H, then f (x + q) = f (x). (To see this it suffices to show that the continuous functions f • ρ q and f agree on N. If n ∈ N and m = f (n) + 1, then f • λ n is constantly equal to f (n) on N2 m , and so
To see this, let v be any nonprincipal ultrafilter on {f (r n ) : n ∈ N} (of which there are 2 c ).
A ∈ v} has the finite intersection property; so pick q ∈ βN with {B(A) : 
Proof. By Theorem 2.12, the set of minimal idempotents in C is infinite, hence contains an infinite strongly discrete subset. (Alternatively, there are two minimal idempotents in C, so that C can be split into two central sets, C 1 and D 1 . Then D 1 can be split into two central sets, C 2 and D 2 , and so on.)
Corollary 2.14. For each n ∈ N, let A n be a strongly centrally image partition regular matrix. Then the matrix
is also strongly centrally image partition regular.
Proof. Let C be a central set and choose by Corollary 2.13 a sequence C n ∞ n=1
of pairwise disjoint central sets in N with
x (2) . . .
Then all entries of M z are in C, and entries from distinct rows are unequal.
Of course Corollary 2.14 remains valid if "strongly centrally image partition regular" is replaced by "centrally image partition regular". The same proof applies, and one does not need to introduce the pairwise disjoint central sets, which were required to guarantee that the entries of M z from distinct rows were distinct.
Constant row sums
Notice that trivially, if A is an ω × ω matrix with entries from Q and there is some positive m ∈ Q such that each row of A sums to m, then A is centrally image partition regular. (Given a central set C, simply pick d ∈ N such that dm ∈ C, which one can do because for each n ∈ N, Nn is a member of every idempotent by [7, Lemma 6.6] . Then let x i = d for each i ∈ ω.) We also saw in Theorem 2.2(b) that if b is a compressed sequence with entries from ω such that b = (1) and A is a matrix whose rows are all rows a ∈ Q ω with only finitely many nonzero entries such that c( a) = b, then A is not centrally image partition regular.
We shall show in this section (in Theorem 3.7) that if A is a matrix with entries from Z with finitely many nonzero entries in each row such that the compressed forms of all rows of A are the same and all rows of A have the same nonzero sum, then A is strongly centrally image partition regular. We shall also show (in Corollary 3.15) that a matrix with the same compressed form for all rows and zero sum for each row need not be centrally image partition regular.
We show now that any matrix with constant positive row sums and a limited number of patterns in any finite set of columns can be extended at will. That the restriction on the number of patterns in a finite set of columns is needed can be seen by considering the matrix of Proposition 2.8. We shall see in Theorem 3.9 that we cannot extend the following theorem to the case in which m ∈ Z.
In Theorem 3.1 we talk of adding finitely many rows, rather than adding rows one at a time as in Theorem 1.2(d), because we cannot simply iterate the procedure.
(If the row sums of A are all m and the sum of row r is not 0, one can multiply r by b so that its sum is m and iterate. However, in the interesting cases, some or all of the added rows will sum to 0.) { a i,0 , a i,1 , . . . , a i,l : i ∈ ω} is finite. Let r (1) , r (2) , . . . , r (k) ∈ Q ω \{ 0} such that each r (i) has only finitely many nonzero entries. Then there exist b 1 , b 2 
. . .
is centrally image partition regular.
Proof. Pick l ∈ N such that for every j ∈ {1, 2, . . . , k} and every i ≥ l we have r
j . Let E be the (u + 1) × (l + 1) matrix with entries
Then E has constant row sums, so is image partition regular. By applying Theorem
is image partition regular, hence, by Theorem 1.2(b), centrally image partition regular.
Let C be a central set and
We see now that matrices with constant positive row sums need not be strongly centrally image partition regular. 
Proposition 3.2. Let A be an ω × ω matrix whose rows are all those rows with entries from {0, 1, 2} with exactly one 1 and exactly one 2 (and no repeated rows). While A is centrally image partition regular, it is not strongly centrally image partition regular. In fact, there is a two-cell partition {D
, again a contradiction. Thus, using ( * ) and ( * * ), we have
Notice that any finite set of rows of the matrix A in Proposition 3.2 forms a finite image partition regular matrix (after throwing away columns with all zeroes). Thus by Theorem 1.2(e), given any central set C and any n ∈ N, there must exist x ∈ N ω such that the first n entries of A x are distinct and lie in C. It is a consequence of Theorem 3.7 below that if the matrix A defined in Proposition 3.2 is modified by requiring that the occurrence of 1 comes before the occurrence of 2 on each row (or vice versa), then the resulting matrix is strongly centrally image partition regular. The proof of Theorem 3.7 uses a quite general construction, which we present now.
Recall that if D is a discrete space, p ∈ βD, X is a topological space, y ∈ X, and f : D → X, then p-lim Given a sequence x k ∞ k=0 in a semigroup (S, ·), we write
for the set of finite products of terms of the sequence. If the operation is denoted by +, then we write F S( x k ∞ k=0 ) = { k∈F x k : F ∈ P f (ω)}. Theorem 3.3. Let S and T be discrete spaces, let n ∈ N, and let f :
, and let A ∈ p. 
Proof. Let P = {z ∈ A : p-lim s2∈S p-lim s3∈S . . . p-lim sn∈S f (z, s 2 , s 3 , . . . , s n (y 1 , y 2 , . . . , y k , z, s k+2 , . . . , s n ) ∈ Q} and for y 1 , y 2 , . . . , y n−1 ∈ S, let P y1,y2,...,yn−1 = {z ∈ S : f ( y 1 , y 2 , . . . ,
Notice that, if y ∈ P , then P y ∈ p and, if k ∈ {1, 2, . . . , n − 2} and y k+1 ∈ P y1,y2,...,y k , then P y1,y2,...,y k+1 ∈ p.
To establish the conclusions in (1), pick x 0 ∈ P , let m ∈ ω, and assume that we have chosen
The induction hypotheses guarantee that the set on the right is a member of p, and is therefore nonempty. Now, to verify the conclusions in (2), assume that (S, ·) is a semigroup and p = p · p. For any B ∈ p, let B = {x ∈ B : x −1 B ∈ p}, where x −1 B = {y ∈ S : x · y ∈ B}. Then B ∈ p and, by [7, Lemma 4 .14], whenever x ∈ B , one has x −1 B ∈ p. Choose x 0 ∈ P . Let m ∈ N, and assume that we have chosen
For r ∈ {0, 1, . . . , m}, let E r = t∈F x t : ∅ = F ⊆ {r, r + 1, . . . , m} , and for k ∈ {1, 2, . . . , n − 1} and r ∈ {0, 1, . . . , m}, let ({0, 1, . . . , r}) and max F j < min F j+1 for every j ∈ {1, 2, . . . , k − 1} .
Note that W k,r = ∅ if and only if k ≤ m + 1. Hypothesis (ii) tells us that if y ∈ E 0 (equivalently if (y) ∈ W 1,m ), then y ∈ P , so that y −1 P ∈ p and P y ∈ p. Hypothesis (iii) tells us that whenever k ∈ {2, 3, . . . , n − 1} and (y 1 , y 2 , . . . , y k ) ∈ W k,m , one has y k ∈ P y1,y2,...,y k−1 , so that P y1,y2,...,y k ∈ p.
Hypothesis (iii) also tells us that if r ∈ {0, 1, . . . , m − 1}, k ∈ {1, 2, . . . , n − 1}, (y 1 , y 2 , . . . , y k ) ∈ W k,r , and z ∈ E r+1 , then z ∈ (P y1,y2,...,y k ) , and thus
Thus we may choose
because this set is a member of p and is therefore nonempty. Hypothesis (i) holds directly. To verify hypothesis (ii), let ∅ = F ⊆ {1, 2, . . . , m + 1} with m + 1 ∈ F . If F = {m + 1}, then t∈F x t = x m+1 ∈ P . Otherwise, let G = F \{m + 1} and let y = t∈G x t . Then y ∈ E 0 , and so x m+1 ∈ y −1 P , and thus t∈F x t ∈ P .
To verify hypothesis (iii), let k ∈ {2, 3, . . . , n} and let
So assume that F k = {m + 1}, let G = F \{m + 1}, and let r = min G − 1. Let z = Π t∈G x t , and for j ∈ {1, 2, . . (P y1,y2,. ..,y k−1 ) , as required.
As we have previously remarked, in [2, Theorem 2.5] it was shown that if A is an ω × ω matrix with entries from ω (and only finitely many nonzero entries on each row) such that the compressed forms of all rows were equal, then A is image partition regular. We extend this result now to allow negative entries. Notice that in the following lemma and beyond, if p ∈ βN and a ∈ Z, then the product a · p refers to multiplication in the semigroup (βZ, ·). In particular, if a ∈ N, a · p is not the sum of p with itself a times. (If, as here, p = p + p, that sum is just p.)
In our remaining results we shall be assuming that the entries of our matrices come from Z rather than Q. This is a convenient, but not essential, restriction because we shall also be assuming that the compressed forms of all rows are equal, so that any such matrix with rational entries can be turned into one with integer entries by multiplying by a constant. Since multiplying a central set by a constant produces another central set [6, Lemma 2.1], the corresponding results hold. Let a 1 , a 2 , . . . , a k be a sequence in Z\{0}. Let m = max |a j | : j ∈ {1, 2, . . . , k} , let p be an idempotent in βN, and let
Lemma 3.4.
So Theorem 3.3 applied to the semigroup (N, +) yields the desired conclusion.
We observe now that the sequence produced in Lemma 3.4 satisfies a strong uniqueness of sums property. Let a 1 , a 2 , . . . , a k be a compressed sequence in Z\{0}, let m = max |a j | : j ∈ {1, 2, . . . , k} , and let x n ∞ n=0 be a sequence in N such that x n+1 > 2m · n t=0 x t for each n ∈ ω. Then whenever F 1 , F 2 , . . . , F k , G 1 , G 2 , . . . , G k ∈ P f (N), max F t < min F t+1 and max G t < min G t+1 for t ∈ {1, 2, . . . , k − 1}, and
Lemma 3.5.
Proof. Suppose instead that we have some F 1 , F 2 , . . . , F k , G 1 , G 2 , . .
. By subtracting any larger terms from both sides of the last equation, we may presume that r = max(F l ∪ G l ). Assume without loss of generality that r ∈ F l . We may also assume that a l > 0. (Otherwise, multiply both sides by Let a 1 , a 2 
nN, and, for any A ∈ q and any P ∈ p, there is an increasing sequence
ω , and entries corresponding to distinct rows are distinct.
Proof. Let p be an idempotent in βN and let
Since, by [7, Theorems 2.15 and 2.17], T is an ideal of (βZ, ·), we have that each a i · p ∈ T . By [7, Exercise 2.3.2] T is a subsemigroup of (βZ, +), and so q ∈ T . Since a k > 0 we have that a k · p ∈ N * , and so q ∈ βN by [7, Exercise 4.3.5]. Let A ∈ q and P ∈ p, and choose a sequence x n ∞ n=0 as guaranteed by Lemma 3.4 for A and P . If x = x n ∞ n=0 , then all the entries of M x are in A. By Lemma 3.5, entries that correspond to distinct rows are distinct.
Notice that if x is as guaranteed by Corollary 3.6 and z is a subsequence of x, then also M z ∈ A ω , and entries that correspond to distinct rows are distinct, because any entry of M z is also an entry of M x.
We remark that the possibility of choosing x n+1 ∈ h(x i1 , x i2 , · · · , x im ), guaranteed by Corollary 3.6, yields nontrivial information about simple finite matrices. For example, let A = ( 1 2 0 1 ). Then A is image partition regular. Color N according to the parity of max supp(n) . (Recall that supp(n) ∈ P f (ω) is defined for n ∈ N by n = i∈supp(n) 2 i .) We cannot choose x ∈ N 2 such that min supp(x 2 ) > max supp(x 1 ) and the entries of A x are monochrome. However, if B = ( 1 1 2 0 1 2 ), then, defining h(x) = {y ∈ N : min supp(y) > max supp(x) and h(x, y) = {z ∈ N : min supp(z) > max supp(y) , Corollary 3.6 guarantees that, in any finite coloring of N, there exists x ∈ N 3 such that min supp(x i+1 ) > max supp(x i ) if i ∈ {1, 2} and the entries of B x are monochrome. N, let a 1 , a 2 
it follows that q ∈ βZ + r = βZ + r + r ⊆ βN + r (the last inclusion by [7, Exercise 4.3.5] ). Since q ∈ |m| · βN and r ∈ |m| · βN, we have that q ∈ |m| · βN + r.
we have |m| · βN + r ⊆ L, and so r = r + r ∈ |m| · βN + r ⊆ L.
Observe that, if all terms of a come from N, then the number of entries of any row of a matrix M as in Theorem 3.7 is limited. However, this need not be the case if one or more entries are negative. We shall see in Theorem 3.14 that the requirement that m = 0 cannot be eliminated. (We saw in Theorem 2.2(b) that the restriction on the row sums cannot simply be omitted.)
Consider the following consequence of Theorem 3.7. Let
a matrix whose rows have somewhere a single −2 followed somewhere by a single 1. Even though matrices with constant positive row sums are trivially centrally image partition regular via a constant vector x, it does not seem to be trivial that the matrix M is even centrally image partition regular, while Theorem 3.7 tells us that it is in fact strongly centrally image partition regular.
As we promised earlier, we obtain, as a consequence of our consideration of strongly centrally image partition regular matrices, new results about ordinary image partition regular matrices. (The last result mentioned in the abstract is the instance of Corollary 3.8 for which a = 1 , b = 1, 2 , m = 2, and n = 3.) 
Proof. Let M and N be matrices with finitely many nonzero entries in each row such that We see now that strongly centrally image partition regular matrices need not have one of our desired properties, namely the analogue of Theorem 1.2(d). Each n ∈ N can be expressed uniquely as n = i∈ω a i r i , where each i ∈ {0, 1, 2, . . . , r − 1}. Let supp r (n) = {i ∈ ω : a i = 0} and m(n) = min supp r (n) . We define f :
where C = {x ∈ N : b(x) ≡ i (mod 2)}. Now {y − x : x, y ∈ C ∩ D t and max supp(x) + 1 < min supp(y) } ∈ −p + p by [7 Proof. Let B = {n ∈ N : b(n) ≡ 0 (mod 2)} and suppose we have x ∈ N ω with A x ∈ B ω . Note that we cannot have more than three entries of x with the same value, since otherwise 0 would be an entry of A x. Thus we may pick q ∈ N * ∩ {x n :
Let p = −q + q. Then p ∈ βN by [7, Exercise 4.3.5] . Also −p = q + −q by [7, Lemma 13.1], so that B ∈ −p + p. It is easy to check that N2 n ∈ p for each n ∈ N by picking i ∈ {0, 1, . . . , 2 n − 1} such that N2 n + i ∈ q. Thus we have a contradiction to Lemma 3.13(c). Proof. The matrix M includes all the rows of the matrix A of Theorem 3.14.
Let F denote the set of finite image partition regular matrices over Q. For F ∈ F, let C(F ) be defined as in Definition 2.4. We know, from Theorem 1.2(b) and Lemma 2.5(b), that F ∈F C(F ) contains the smallest closed subsemigroup of βN containing the minimal idempotents. We now see that F ∈F C(F ) contains elements which do not belong to this semigroup. Proof. Let A be the matrix defined in Theorem 3.14. Let B = {n ∈ N : b(n) ≡ 0 (mod 2)}. By Theorem 3.13(a) and the fact from [7, Lemma 6.6 ] that each idempotent is in On the other hand, we see that some matrices with all row sums equal to 0 are strongly centrally image partition regular. v i for every n ∈ ω, and hence that i∈F1 v i = i∈F2 v i if F 1 and F 2 are distinct members of P f (ω). For every n ∈ ω, let x n = n i=0 v i . Suppose that r ∈ {−1, 0, 1} ω \ 0 has a finite number of nonzero entries and that its nonzero entries alternate in sign. Let r n be the last nonzero entry of r. It is easy to see, by induction on the number of nonzero entries in r, that there exists F ∈ P f (ω) such that max(F ) = n, and r · x = i∈F v i if r n = 1, while r · x = − i∈F v i if r n = −1. It follows that the entries of A x are in P . It is simple to verify that entries corresponding to distinct rows are distinct.
We do not know whether there is any matrix with all rows having a fixed compressed form and zero sums which is centrally image partition regular. We see however, that if such exists, it is also strongly centrally image partition regular. N, let a 1 , a 2 Proof. Let C be central in N and pick x ∈ N ω such that M x ∈ C ω . We claim first that no value of x repeats infinitely often. Suppose instead that we have d such that |{n ∈ N : x n = d}| = ω. Piecewise syndetic subsets of N are characterized [7, Theorem 4 .40] as those sets whose closure meets K(βN). In particular, any central set is piecewise syndetic. Further, piecewise syndetic sets are guaranteed to contain substantial combinatorial structures. For example [7, Theorem 14 .1], any piecewise syndetic subset of N contains arbitrarily long arithmetic progressions.
Theorem 3.18. Let k ∈
We note that the matrix A in the next theorem need not be centrally image partition regular. Indeed, if each a k ∈ N, k > 1, and every row with compressed form a 1 , a 2 , . . . , a k occurs in A, then as a consequence of [2, Theorem 3.14], one has that any idempotent p ∈ βN has a member P such that no x ∈ N ω has A x ∈ P ω . N and let a 1 , a 2 ; so s = t + q for some t ∈ L. Since C ∈ s, there is some c ∈ N such that −c + C ∈ q. The conclusion now follows by Corollary 3.6.
Theorem 3.19. Let k ∈

