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Abstract
In the vector space of symmetric functions, the elements of the basis of elementary symmetric
functions are (up to a factor) the chromatic symmetric functions of disjoint unions of cliques.
We consider their graph complements, the functions {rλ : λ an integer partition} defined as
chromatic symmetric functions of complete multipartite graphs. This basis was first introduced
by Penaguiao [21]. We provide a combinatorial interpretation for the coefficients of the change-
of-basis formula between the rλ and the monomial symmetric functions, and we show that the
coefficients of the chromatic and Tutte symmetric functions of a graph G when expanded in the
r-basis enumerate certain intersections of partitions of V (G) into stable sets.
1 Introduction
The theory of symmetric functions was reenergized in the 1980s by Macdonald, who discovered and
collected information about bases and operators of various spaces of symmetric functions in his
seminal works [15, 16]. This has led to a deeper understanding of symmetric group representations
and algebraic geometry [11, 13], and remains a very active area of research [10, 12, 27]. Stanley
connected this theory with colorings of a graph G by introducing the chromatic symmetric function
XG and the Tutte symmetric function XBG and showing that the coefficients of these functions
in different symmetric function bases encode information about the underlying graph, well beyond
the information encoded by the chromatic and Tutte polynomials [22, 23]. Research on the chro-
matic symmetric function is also extremely active, with primary focus on the Stanley-Stembridge
conjecture that unit interval graphs are e-positive [3, 6, 7, 9], the related conjecture that claw-free
graphs are s-positive [19, 20, 26] and the Tree Isomorphism conjecture that nonisomorphic trees
are distinguished by the chromatic symmetric function [2, 14].
Very recently, Penaguaio [21] demonstrated that the triangular modular relations for the chro-
matic symmetric function discovered by Orellana and Scott [17] (along with graph isomorphism)
generate the kernel of the map induced by the chromatic symmetric function from the Hopf algebra
of vertex-labelled graphs to symmetric functions. In other words, Penaguiao showed that in the
Hopf algebra, a graph may be transformed into any other graph with the same chromatic symmetric
function by applying a finite number of vertex relabellings and modular relations. The proof of this
fact uses the triangular relation to reduce every chromatic symmetric function of a graph to a linear
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combination of those of complete multipartite graphs, suggesting that these particular functions
may be interesting in this context. Any complete multipartite graph is determined by the sizes of
its disjoint maximal stable sets, so such graphs are naturally indexed by integer partitions. Thus,
Penaguiao introduced the family rλ as the chromatic symmetric functions of these graphs
1, and
wondered if they may carry further meaning in the context of all chromatic symmetric functions.
Simultaneously, the authors introduced a vertex-weighted version of the chromatic symmetric
function [5], and showed that if for each integer partition λ = (λ1, . . . , λk), the graph K
λ is the com-
plete graph with k vertices of weights λ1, . . . , λk, then XKλ is equal to a multiple of the monomial
symmetric function mλ. Moreover, the chromatic symmetric function of the graph complement Kλ
is equal to the power-sum symmetric function pλ. Given that the only other fundamental basis
that may be written as (a multiple of) the chromatic symmetric function of a single graph is that
of the elementary symmetric functions eλ [4], it naturally follows that the graph complements of
these e-basis elements may be of interest. These complementary functions are none other than the
rλ described by Penaguiao.
In this paper, we show how this basis fits naturally with well-known symmetric function bases
by showing that each rλ expands into the m-basis with coefficients counting set partitions, and
that each mλ expands into the r-basis with coefficients enumerating necklace partitions, which
add a cyclic ordering to the blocks of a set partition. We also demonstrate a reciprocity theorem
relating these coefficients to those arising from changing between the p- and e-bases. We show
that the chromatic symmetric function of a graph G expands into the r-basis with coefficients
counting intersections of maximal stable partitions of G by deriving a more general expression for
the coefficients of the Tutte symmetric function expressed in the r-basis.
This paper will be structured as follows. In Section 2, we review necessary background on sym-
metric functions, graphs, and graph colorings, particularly the chromatic symmetric function. In
Section 3, we define the symmetric functions rλ and find combinatorial interpretations for the coef-
ficients of the r-basis expansion of the chromatic symmetric function XG and the Tutte symmetric
function XBG. In Section 4, we give an interpretation of the entries of the transition matrices
between the r-basis and the monomial basis, and show reciprocity relations with the transition
matrices between the elementary and power sum bases. Finally, in Section 5, we consider some
further directions for research.
2 Background
An integer partition (or just partition) is a tuple λ = (λ1, . . . , λk) of positive integers such that
λ1 ≥ · · · ≥ λk. The integers λi are the parts of λ. If
∑k
i=1 λi = n, we say that λ is a partition of n,
and we write λ ⊢ n, or |λ| = n. The number of parts k is the length of λ, and is denoted by l(λ).
The number of parts equal to i in λ is given by ni(λ).
A set partition of a set S is a set of nonempty blocks B1, . . . , Bk such that each Bi ⊆ S, the
blocks are pairwise disjoint, and their union is S. If pi is a partition of S, we write pi ⊢ S. The set
{1, 2, . . . , n} will be denoted by [n].
A function f(x1, x2, . . . ) ∈ R[[x1, x2, . . . ]] is symmetric if f(x1, x2, . . . ) = f(xσ(1), xσ(2), . . . )
for every permutation σ of the positive integers N. The algebra of symmetric functions Λ is
the subalgebra of R[[x1, x2, . . . ]] consisting of those symmetric functions f that are of bounded
degree (that is, there exists a positive integer n such that every monomial of f has degree ≤ n).
1The authors are not aware of why Penaguiao chose the letter r. Some possiblilites we conjecture are that r stands
for rainbow, Raul, or really cool.
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Furthermore, Λ is a graded algebra, with natural grading
Λ =
∞⊕
k=0
Λd
where Λd consists of symmetric functions that are homogeneous of degree d [16, 24].
Each Λd is a finite-dimensional vector space over R, with dimension equal to the number of
partitions of d (and thus, Λ is an infinite-dimensional vector space over R). Some commonly-used
bases of Λ that are indexed by partitions λ = (λ1, . . . , λk) include:
• The monomial symmetric functions mλ, defined as the sum of all distinct monomials of the
form xλ1i1 . . . x
λk
ik
with distinct indices i1, . . . , ik.
• The power-sum symmetric functions, defined by the equations
pn =
∞∑
k=1
xnk , pλ = pλ1pλ2 . . . pλk .
• The elementary symmetric functions, defined by the equations
en =
∑
i1<···<in
xi1 . . . xin , eλ = eλ1eλ2 . . . eλk .
• The homogeneous symmetric functions, defined by the equations
hn =
∑
i1≤···≤in
xi1 . . . xin , hλ = hλ1hλ2 . . . hλk .
We also make use of the augmented monomial symmetric functions, defined by
m˜λ =
(
∞∏
i=1
ni(λ)!
)
mλ.
Given a symmetric function g and a symmetric function basis {fλ} indexed by partitions λ, we
use the notation [fµ]g to mean the coefficient of fµ when expressing g in the f -basis. This notation
may also be used analogously for other functions (e.g. if p(x) is a polynomial, we may use [xj]p(x)
to denote its coefficient of xj).
A graph G = (V,E) consists of a vertex set V and an edge multiset E where the elements of E
are pairs of (not necessarily distinct) elements of V . An edge e ∈ E that contains the same vertex
twice is called a loop. If there are two or more edges that each contain the same two vertices, they
are called multi-edges. A simple graph is a graph G = (V,E) in which E does not contain loops or
multi-edges (thus, E ⊆
(
V
2
)
). If {v1, v2} is an edge (or nonedge), we will write it as v1v2 = v2v1.
The vertices v1 and v2 are the endpoints of the edge v1v2. We will use V (G) and E(G) to denote
the vertex set and edge multiset of a graph G, respectively.
Two graphs G and H are said to be isomorphic if there exists a bijective map f : V (G)→ V (H)
such that for all v1, v2 ∈ V (G) (not necessarily distinct), the number of edges v1v2 in E(G) is the
same as the number of edges f(v1)f(v2) in E(H).
The complement of a simple graph G = (V,E) is denoted G, and is defined as G = (V,
(
V
2
)
\E),
so in G every edge of G is replaced by a nonedge, and every nonedge is replaced by an edge.
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A subgraph of a graph G is a graph G′ = (V ′, E′) where V ′ ⊆ V and E′ ⊆ E|V ′ , where E|V ′ is
the set of edges with both endpoints in V ′. An induced subgraph of G is a graph G′ = (V ′, E|V ′)
with V ′ ⊆ V . The induced subgraph of G using vertex set V ′ will be denoted G|V ′ . A stable set
of G is a subset V ′ ⊆ V such that E|V ′ = ∅. A clique of G is a subset V
′ ⊆ V such that for every
pair of distinct vertices v1 and v2 of V
′, v1v2 ∈ E(G).
The complete graph Kn on n vertices is the unique simple graph having all possible edges, that
is, E(Kn) =
(
V
2
)
where V = V (Kn).
Let G = (V (G), E(G)) be a (not necessarily simple) graph. A map κ : V (G) → N is called a
coloring of G. This coloring is called proper if κ(v1) 6= κ(v2) for all v1, v2 such that there exists an
edge e = v1v2 in E(G). The chromatic symmetric function XG of G is defined as
XG(x1, x2, . . . ) =
∑
κ
∏
v∈V (G)
xκ(v) (1)
where the sum runs over all proper colorings κ of G. Note that if G contains a loop then XG = 0,
and XG is unchanged by replacing each multi-edge by a single edge.
For a graph G and an integer partition λ = (λ1, . . . , λk), let Stabλ(G) denote the set of (un-
ordered) partitions of V (G) into disjoint stable sets of sizes λ1, . . . , λk. It is easy to see from (1)
that we have the m˜-basis expansion [22]
XG =
∑
λ⊢|V (G)|
|Stabλ(G)|m˜λ. (2)
3 Expanding the chromatic and Tutte symmetric functions using
a multipartite basis
For any integer partition λ = (λ1, . . . , λk), define Gλ to be the simple graph with V (Gλ) =
{v11, . . . , v1λ1 , v21, . . . , v2λ2 , v31, . . . , vkλk} (thus |V (Gλ)| = |λ|), and E(Gλ) = {vijvab | i 6= a}.
Thus, Gλ is a complete multipartite graph, meaning it consists of k disjoint stable sets of sizes
λ1, . . . , λk, as well as all possible edges connecting vertices from different stable sets. Define the
complete multipartite symmetric functions by
rλ = XGλ .
Note that XGλ = (
∏k
i=1 λi!)eλ, so the rλ are in some sense the graph complement of the eλ.
Penaguiao showed that for each d, the set {rλ : λ ⊢ d} is a basis
2 for Λd [21].
Before exploring how the r-basis is related to other fundamental bases of Λ, we illustrate its use-
fulness by giving a combinatorial interpretation to the r-basis expansion of the both the chromatic
and Tutte symmetric functions, answering a question of Penaguiao [21].
If pi is a set partition, let λ(pi) denote the integer partition whose parts are the sizes of the
blocks of pi. The Tutte symmetric function of a graph G may be defined [1, 8] as
XBG(t;x1, x2, . . . ) =
∑
pi⊢V (G)
(1 + t)e(pi)m˜λ(pi) (3)
where e(pi) is the number of edges of G that have both endpoints in the same block of pi. Using
the convention 00 = 1, it is easy to see that setting t = −1 we get
XBG(−1;x1, x2, . . . ) = XG(x1, x2, . . . ).
2We provide a proof similar to Penaguiao’s in Section 4.
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Note that XBG is an element in the expanded ring Λ[t], which may be considered either as
polynomials in t with symmetric function coefficients, or symmetric functions with coefficients in
R[t]. In particular, the set {1, (1 + t), (1 + t)2, . . . } forms a basis for R[t] as a vector space, and so
given a basis {fλ} for Λ, we may write each element of Λ
d[t] uniquely as∑
i∈N
∑
λ⊢d
cλ,i(1 + t)
ifλ
for cλ,i ∈ R. Since each element of Λ[t] has bounded degree in t and the xi, the expressions [fλ]XBG,
[(1 + t)i]XBG, and [(1 + t)
ifλ]XBG are all well-defined.
The set Π(G) of all partitions of V (G) is a poset3 when equipped with the partial order relation
pi1 ≤ pi2 if pi1 is a refinement of pi2 (meaning each block of pi1 is entirely contained in a block of
pi2). Then Π(G) has as the unique maximal element the partition 1ˆ with one block containing all
vertices, and as the unique minimal element 0ˆ the partition with each vertex in its own block. For
pi, ρ ∈ Π(G), let pi ∧ ρ denote the partition such that vertices a and b are in the same block if and
only if they are in the same block in both pi and ρ, and likewise let pi∨ρ denote the partition where
a and b are in the same block if they are in the same block in at least one of pi and ρ. A partition
pi ∈ Π(G) is called j-maximal if e(pi) = j, and there exists at least one edge between every pair
of blocks of pi. Thus, a j-maximal partition has j edges inside of blocks and cannot be coarsened
without adding additional such edges.
Before giving a combinatorial interpretation for the r-basis coefficients of XBG, we prove an
auxiliary lemma.
Lemma 1. Let P be a partition of a set S of size n. Then for every µ ⊢ n, we have∑
pi≤P
[rµ]m˜λ(pi) = δλ(P ),µ. (4)
Proof. Recall that for an integer partition λ = (λ1, . . . , λk), we define Gλ to have stable sets of size
λ1, . . . , λk, and all possible edges between vertices in distinct stable sets. Label the vertices of Gλ(P )
with elements of S such that the blocks of the stable partition in Gλ(P ) of type λ(P ) correspond
to the blocks of P . Note that for any pi ⊢ S, we have pi ≤ P if and only if the corresponding
pi ⊢ V (Gλ(P )) is stable. Since by construction XGλ(P ) = rλ(P ), we have∑
pi≤P
[rµ]m˜λ(pi) =
∑
pi⊢Gλ(P )
pi stable
[rµ]m˜λ(pi) = [rµ]XGλ(P ) = δλ(P ),µ.
We now prove the main theorem of this section.
Theorem 2. Let j be a nonnegative integer, and suppose that {M1, . . . ,Mk} is the set of all
partitions of V (G) such that each Mt is i-maximal for some 0 ≤ i ≤ j. Then
j∑
i=0
[(1 + t)i]XBG =
∑
nonempty S⊆[k]
(−1)|S|−1rλ(∧i∈SMi).
3In fact Π(G) is a lattice, with meet operation ∧ and join operation ∨ as defined here.
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Proof. It suffices to show that for any µ
j∑
i=0
[(1 + t)irµ]XBG =
∑
S⊆[k]
λ(∧i∈SMi)=µ
(−1)|S|−1.
Starting from the m˜-basis expansion (3) we have
XBG =
∑
pi⊢V (G)
(1 + t)e(pi)m˜λ(pi) =
∑
pi⊢V (G)
(1 + t)e(pi)
∑
µ
(
[rµ]m˜λ(pi)
)
rµ.
Thus
j∑
i=0
[(1 + t)irµ]XBG =
∑
pi⊢V (G)
e(pi)≤j
[rµ]m˜λ(pi). (5)
Every such pi must satisfy pi ≤ Mi for all i in some nonempty subset of [k]. Thus, we may apply
inclusion-exclusion to these subsets and simplify the right-hand side of (5) to
k∑
l=1
(−1)l−1
∑
S⊆[k]
|S|=l
∑
pi≤∧i∈SMi
[rµ]m˜λ(pi) =
∑
nonemptyS⊆[k]
(−1)|S|−1
∑
pi≤∧i∈SMi
[rµ]m˜λ(pi) (6)
Applying Lemma 4 with P = ∧i∈SMi for each nonempty S ⊆ [k] on the right-hand side of (6), we
get ∑
nonempty S⊆[k]
(−1)|S|−1δλ(∧i∈SMi),µ =
∑
S⊆[k]
λ(∧i∈SMi)=µ
(−1)|S|−1.
as desired.
We call a partition of G a maximal stable partition if it is 0-maximal.
Corollary 3. Let G be a graph, and let M1, . . . ,Mk be the maximal stable partitions of G. Then
XG =
∑
nonempty S⊆[k]
(−1)|S|−1rλ(∧i∈SMi).
Proof. Since XBG reduces to XG when t = −1, we have that XG = [(1 + t)
0]XBG, so the proof
follows from letting j = 0 in Theorem 2.
4 Relationships between the r-basis and other symmetric function
bases
We first consider the relationship of the r-basis to the m˜-basis. To do so, we will often work in a
slightly modified version of the ring of symmetric functions denoted by Λ˜ in which we retain the
same addition operation but use a different multiplication operation ⊗ defined by m˜λ⊗m˜µ = m˜λ⊔µ,
where λ ⊔ µ is the partition whose parts are the disjoint union of the parts of λ and µ, e.g.
(3, 1, 1) ⊔ (2, 1) = (3, 2, 1, 1, 1). This ring and the associated multiplication were introduced and
studied by Tsujie [25].
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Tsujie noted that the action of the operation ⊗ on the chromatic symmetric function has an
interpretation in terms of the join of two graphs G and H, defined as the graph G⊗H with vertex
set V (G)⊔V (H) and edge set E(G)⊔E(H)⊔{vw : v ∈ G,w ∈ H} (where here all ⊔s mean disjoint
union).
Lemma 4. ([25])
Let G,H be graphs. Then
XG ⊗XH = XG⊗H .
Proof. It suffices to show that both sides have the same coefficient of m˜λ for all λ ⊢ |V (G)|+|V (H)|.
For a fixed λ, every pi ∈ Stabλ(G⊗H) must be of the form A ⊔B, where A is a partition of V (G)
whose parts are a submultiset of the multiset of the parts of λ, and B is a partition of V (H) whose
parts are the remainder of λ. Thus, |Stabλ(G⊗H)| (and by (2) the desired coefficient) is
[m˜λ]XG⊗H =
∑
µ⊆λ
[m˜µ]XG[m˜λ\µ]XH
where µ ⊆ λ means that the parts of µ are a submultiset of the parts of λ, and λ\µ denotes the
partition comprising the parts of λ with the parts of µ removed. By the definition of ⊗ this is also
equal to
[m˜λ](XG ⊗XH)
so we are done.
It follows from Lemma 4 and the definition of the rλ that
4
rλ ⊗ rµ = rλ⊔µ.
For a partition λ = (λ1, . . . , λk) of n, let SP (n, λ) denote the number of partitions of [n] into
parts of sizes λ1, . . . , λk. Since rn = p1n is the chromatic symmetric function of the graph of n
vertices with no edges, from (2) we get
rn =
∑
µ⊢n
|SP (n, µ)|m˜µ =
∑
µ⊢n
n!∏
i µi!
∏
i ni(µ)!
m˜µ (7)
and therefore, in the modified ring Λ˜, we have
rλ = rλ1 ⊗ rλ2 ⊗ · · · ⊗ rλk =
 ∑
µ1⊢λ1
λ1!∏
i µ
1
i !
∏
i ni(µ
1)!
m˜µ1
⊗ · · · ⊗
 ∑
µk⊢λk
λk!∏
i µ
k
i !
∏
i ni(µ
k)!
m˜µk
 . (8)
For partitions λ = (λ1, . . . , λk) and µ = (µ1, . . . , µm), define a puzzle of µ into λ to be an
ordered tuple of partitions (µ1, . . . , µk) such that
• For all 1 ≤ i ≤ k we have µi ⊢ λi.
• The disjoint union of the parts of the µi is µ.
4Note that the rλ are not multiplicative with respect to the usual multiplication of Λ.
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If there exists at least one puzzle of µ into λ, we say that µ refines λ or is a refinement of λ, and
that λ coarsens µ or is a coarsening of µ, and we write µ ≤ λ.
In terms of puzzles, we may use (8) to extract the coefficient of m˜µ in the expansion of rλ as
[m˜µ]rλ =
∏
i λi!∏
i µi!
∑
puzzlesµ→λ
1∏
i,j ni(µ
j)!
. (9)
Note that this value is 0 if the sum is empty, so [m˜µ]rλ = 0 when µ is not a refinement of
λ. Therefore the linear transformation mapping the m˜-basis to the r-basis is (with respect to the
reverse lexicographic order on partitions) an upper triangular matrix with 1s on the main diagonal,
so it is invertible. Thus, for each d, the set {rλ : λ ⊢ d} is a basis for Λ˜
d and so also for Λd, as we
noted in Section 3 (and as was originally proved by Penaguiao [21]). Furthermore, passing back to
the usual m-basis, we have
[mµ]rλ =
∏
i λi!∏
i µi!
∑
puzzlesµ→λ
∏
i ni(µ)!∏
i,j ni(µ
j)!
=
∏
i λi!∏
i µi!
Rµλ (10)
where R is the change-of-basis matrix from the m-basis to the p-basis in Λd (so the rows and
columns are indexed by partitions of d), with entries given by Rµλ [16, 24]. Thus the r-basis fits
naturally into the framework of fundamental symmetric function bases.
Furthermore, we may use (10) to provide a combinatorial interpretation to the entries of the
inverse matrix going from the m˜-basis to the r-basis. We provide two proofs of this formula,
one algebraically (due to Panova [18]) and the other enumeratively, with each proof highlighting
different aspects of the r-basis. For the algebraic proof, we first need a simple expression for the
change-of-basis coefficients from the p-basis to the h-basis. We may verify (e.g. as in [24]) that
[hµ]pn = n
∑
µ⊢n
(−1)l(µ)−1(l(µ)− 1)!∏
i ni(µ)!
.
Extending this to general pλ by multiplication gives
[hµ]pλ =
∏
j
λj
 ∑
puzzlesµ→λ
∏
i
(−1)l(µ
i)−1(l(µi)− 1)!∏
j nj(µ
i)!
. (11)
Theorem 5.
mn =
∑
µ⊢n
(−1)l(µ)−1cµrµ (12)
where
cµ =
n!(l(µ)− 1)!∏
i µi!
∏
i ni(µ)!
is the number of cyclically ordered set partititons of [n] of type µ. That is, cµ is the number of ways
to make a circular necklace with distinguishable beads
B1, . . . , Bl(µ) such that
• Each bead Bi contains a nonempty subset S(Bi) of {1, 2, . . . , n}.
• The S(Bi) form a partition of {1, 2, . . . , n}.
• The multiset {|S(B1)|, . . . , |S(Bl(µ))|} is exactly the multiset of parts of µ.
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First Proof ([18]). By inverting the matrix equation (10) we have that
[rλ]mµ =
∏
i µi!∏
i λi!
(
R−1
)
µλ
.
Comparing to the desired equality (12), it suffices to show that
n!∏
i µi!
(
R−1
)
(n)µ
= n!
(−1)l(µ)−1(l(µ)− 1)!∏
i µi!
∏
i ni(µ)!
or after simplifying, that (
R−1
)
(n)µ
=
(−1)l(µ)−1(l(µ)− 1)!∏
i ni(µ)!
. (13)
We will show (13) directly using the definition of R as the change-of-basis coefficients from p
to m and the Cauchy identity [16, 24]∏
i,j≥1
1
1− xiyj
=
∑
µ
mµ(x)hµ(y) =
∑
λ
pλ(x)pλ(y)∏
i λi
∏
i ni(λ)!
. (14)
where x and y are to be interpreted as shorthand for the countably many variables x1, x2, . . . and
y1, y2, . . . respectively. First, we expand the pλ(y) in the right-hand sum of (14) into the h-basis
using (11). Then we consider the middle and rightmost sums of (14) as symmetric functions in the y
variables with coefficients in R[[x1, x2, . . . ]], expand them in the h-basis, and equate the coefficients
of hµ(y) on both sides. We obtain
mµ(x) =
∑
λ
pλ(x)∏
i λi
∏
i ni(λ)!
∏
j
λj
 ∑
puzzles µ→λ
∏
i
(−1)l(µ
i)−1(l(µi)− 1)!∏
j nj(µ
i)!
.
Since [pλ]mµ = (R
−1)λµ, we have
(
R−1
)
λµ
=
1∏
i λi
∏
i ni(λ)!
∏
j
λj
 ∑
puzzles µ→λ
∏
i
(−1)l(µ
i)−1(l(µi)− 1)!∏
j nj(µ
i)!
.
Setting λ = (n) gives exactly (13), so we are done.
Second Proof. We proceed by induction. The base case of m˜1 = b1 is easily checked, so we now
wish to show the claim for n ≥ 2 under the assumption that the claim is known for all positive
integers less than n. Starting from equation (7) for [m˜λ]rn, we may rearrange terms and apply the
inductive hypothesis to get
m˜n = rn −
∑
λ6=(n)
n!∏
i λi!
∏
i ni(λ)!
m˜λ
= rn −
∑
λ6=(n)
n!∏
i λi!
∏
i ni(λ)!
∑
puzzles µ→λ
⊗
i
(−1)l(µ
i)−1 λi!(l(µ
i)− 1)!)∏
j µ
i
j!
∏
j nj(µ
i)!
rµi .
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Thus [rn]m˜n = 1, and for µ 6= (n)
[rµ]m˜n = −
∑
λ6=(n)
n!∏
i λi!
∏
i ni(λ)!
∑
puzzles µ→λ
(−1)l(µ)−l(λ)
∏
i
λi!(l(µ
i)− 1)!∏
j µ
i
j!
∏
j nj(µ
i)!
Comparing to the desired formula (12), it suffices to show that for µ 6= (n) we have
(−1)l(µ)−1
n!(l(µ)− 1)!∏
i µi!
∏
i ni(µ)!
=
−
∑
λ6=(n)
n!∏
i λi!
∏
i ni(λ)!
∑
puzzles µ→λ
(−1)l(µ)−l(λ)
∏
i
λi!(l(µ
i)− 1)!∏
j µ
i
j!
∏
j nj(µ
i)!
.
After cancelling common terms from both sides, as well as some common terms from the nu-
merator and denominator of the right-hand side, we reduce to
(l(µ)− 1)!∏
i ni(µ)!
=
∑
λ6=(n)
(−1)l(λ)∏
i ni(λ)!
∑
puzzles µ→λ
∏
i
(l(µi)− 1)!∏
j nj(µ
i)!
. (15)
We note that the left-hand side of (15) is just −1 times the missing λ = (n) case of the sum
on the right-hand side, so by subtracting it from both sides we simplify the equality to show for
µ 6= (n) to ∑
λ⊢n
(−1)l(λ)∏
i ni(λ)!
∑
puzzlesµ→λ
∏
i
(l(µi)− 1)!∏
j nj(µ
i)!
= 0. (16)
We prove this by considering a more general formula. For every partition µ ⊢ n and every
function f : N→ R we will find a simple evaluation of
∑
λ⊢n
f(l(λ))∏
i ni(λ)!
∑
puzzles µ→λ
∏
i
(l(µi)− 1)!)∏
j nj(µ
i)!
.
First we modify the equation by multiplying by n!
∏
λi
n!
∏
λi
, to get
1
n!
∑
λ⊢n
f(l(λ))
n!∏
i ni(λ)!
∏
i λi
∑
puzzles µ→λ
∏
i
(l(µi)− 1)!λi∏
j nj(µ
i)!
. (17)
We note here an important lemma that will be used repeatedly throughout this proof: let Sλn
denote the set of permutations of [n] that have cycle type λ (meaning that when written as a
product of disjoint cycles, the partition of [n] induced by dropping the ordering on the cycles is an
element of SP (n, λ)). We may form such a permutation by taking any of the n! permutations of
[n], writing it as a list, and taking the first λ1 elements in order as a cycle, the next λ2 elements
in order as a cycle, and so on. Then we will obtain each element of Sλn with multiplicity equal to∏
i ni(λ)!
∏
i λi, because cycles of the same size may be interchanged, and within each cycle any
cyclic permutation of the given ordering leads to the same cycle as a permutation. Thus
|Sλn | =
n!∏
i ni(λ)!
∏
i λi
. (18)
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Therefore, the outer sum of (17) may be viewed as taking for each λ ⊢ n all permutations with
cycle type λ, weighted by a factor of f(l(λ)). So we may rewrite this equation as
1
n!
∑
λ⊢n
f(l(λ))
∑
pi∈Sλn
∑
puzzles µ→λ
∏
i
(l(µi)− 1)!λi∏
j nj(µ
i)!
. (19)
To further interpret (19) we will consider the combinatorics of necklaces and introduce some
terminology. Every permutation pi has a disjoint cycle decomposition that may be visualized
as a set of necklaces, each with beads corresponding to elements of {1, 2, . . . , n}, and with a
prescribed orientation for all (e.g. clockwise). For example, we would associate the permuta-
tion pi0 = (1348)(257)(6) ∈ S
(4,3,1)
8 with the set of three necklaces, one with four beads labelled
1→ 3→ 4→ 8→ 1 going clockwise, one with three beads labelled 2→ 5→ 7→ 2 going clockwise,
and one with one bead labelled 6. Define a chop of a necklace to be a choice of a space between
consecutive beads, and a cut of a necklace to be a set of chops (thus, a necklace with m beads has
m possible chops and 2m possible cuts). A cut of a necklace with m ≥ 1 chops separates it into
m strings, or ordered sequences of beads, where each string is formed by starting at a chop and
continuing clockwise until the next chop. We define the reassembly of a cut necklace to be the set of
necklaces formed by joining the endpoints of each string such that the beads viewed clockwise are
in the same order as they were in the string. Thus, given a permutation’s necklace representation,
we may cut and reassemble the necklaces and get the necklace representation of a new permutation.
If pi, σ ∈ Sn, we say that pi may be cut into σ, notated pi ≻ σ, if there is a choice of cuts of the cycle
necklaces of pi such that their reassembly forms σ. Let ct(pi) denote the cycle type of pi, meaning
the integer partition given by the lengths of the cycles of pi. For pi to have a cut into σ, it is clearly
necessary (but not sufficient) that ct(σ) ≤ ct(pi). Let c be a cycle occurring as a member of the
disjoint cycle decomposition of pi. We say that c is a shared cycle of pi and σ if c also occurs as a
member of the disjoint cycle decomposition of σ. We also let |c| denote the number of elements in
c, or the number of beads in the necklace representing c in a permutation.
Now, we claim that (19) is equal to
1
n!
∑
λ⊢n
f(l(λ))
∑
pi∈Sλn
∑
σ≺pi
σ∈Sµn
∏
c a shared
cycle of pi,σ
|c|. (20)
That is, we are rewriting the inner sum of (19) (as a function of µ, and of the middle sum’s
choice of pi). To justify this, we start from (20) and derive (19). First, to cut a σ ∈ Sµn from pi, fix
an ordering of the cycles of pi with lengths non-increasing, and choose a puzzle of µ into λ. For each
cycle of pi, this puzzle dictates the sizes of the strings to make when cutting the cycle necklaces.
Now we dictate exactly how the chops are made. First, for each cycle of pi, we choose an initial
chop. This may be done in
∏
i λi ways. Now, for each i let µ
i be the partition corresponding to
λi in the chosen puzzle. We specify the chops continuing clockwise from the initial chop of cycle i
of pi by choosing an ordering of the parts of µi in one of l(µ
i)!∏
j nj(µ
i)!
ways. We do this for each cycle
separately.
Note now how many times we have counted each permutation σ. Each σ is uniquely determined
by the set of cuts of the cycles of pi, excepting those cycles receiving only the initial chop. However,
σ is independent of the order of the chops, so for each 1 ≤ i ≤ l(λ) we have overcounted by a
factor of l(µi) since for cycle i of pi either it only received one chop, in which case l(µi) = 1, or we
may make the same cut with a different initial chop for that cycle, and a corresponding clockwise
ordering of the parts of µi from that initial chop. Hence we may divide by this factor. Additionally,
11
each cycle c of pi that is unchanged in σ uses only the initial chop, and it does not matter which
chop is made, leading to overcounting by a factor of |c|. Taking all of these factors into account
gives the desired equality of (19) and (20).
Now, we can rewrite (20) by rearranging the sum. Instead of choosing pi ∈ Sλn and then σ ≺ pi
with σ ∈ Sµn , we may first choose σ and then a pi that cuts into σ. We write this sum now as
1
n!
∑
σ∈Sµn
∑
λ⊢n
f(l(λ))
∑
pi≻σ
pi∈Sλn
∏
c a shared
cycle of pi,σ
|c|. (21)
Now, every pi ≻ σ, regardless of cycle type, may be obtained by reversing the cut and reassembly
process. We may specify a chop of each cycle of σ, and a permutation τ of these cycles (thus we
view τ as lying in Sl(µ)). For each choice of σ, τ , and one of the
∏
cycle c of σ |c| ways to chop
each cycle of σ into a string, we may form a permutation pi by gluing the strings of µ together
as prescribed by τ . For example, if µ = (1346)(25)(79)(8), we may select chops between 3 and 4,
between 5 and 2 (in that order), between 7 and 9 (in that order), and the trivial chop on the other
necklace, forming strings
−−→
4613,
−→
52,
−→
79, and
−→
8 . Then we may select τ = (142)(3) ∈ S4, which means
that we attach the end of the first string to the beginning of the fourth, the end of the fourth string
to the beginning of the second, and the end of the second to the beginning of the first, obtaining
the necklace (and cycle) (4613852). Then the remaining string is just reattached into the necklace
(79) it was previously.
In doing this, note that for the resulting pi, f(l(ct(pi))) = f(l(ct(τ)), so that we may change to
summing over τ . Also, note that each pi is overcounted by a factor of the product of the lengths of
the cycles unchanged from σ, since the chops in those cycles did not affect the reassembly. Thus,
we have shown that (21) is equal to
1
n!
∑
σ∈Sµn
∑
τ∈Sl(µ)
f(l(ct(τ)))
∏
cycles c of σ
|c| =
1∏
i ni(µ)!
∑
τ∈Sl(µ)
f(l(ct(τ))).
Thus, overall, we have shown that for every µ ⊢ n∑
λ⊢n
f(l(λ))∏
i ni(λ)!
∑
puzzles µ→λ
∏
i
(l(µi)− 1)!∏
j nj(µ
i)!
=
1∏
i ni(µ)!
∑
τ∈Sl(µ)
f(l(ct(τ))). (22)
Returning to (16), the equality we must show to prove the theorem, we apply (22) with f(l(λ)) =
(−1)l(λ). For each µ 6= (n), we have
∑
τ∈Sl(µ)
(−1)l(ct(τ)) = 0, since there are equally many odd and
even permutations of Sk for k ≥ 2, and thus the entire expression evaluates to 0, completing the
proof.
Furthermore, the equations derived throughout this second proof also provide combinatorial
identities that are interesting in their own right. For example, in (22), letting f(l(λ)) = 1 for all λ
yields ∑
λ⊢n
1∏
i ni(λ)!
∑
puzzlesµ→λ
∏
i
(l(µi)− 1)!∏
j nj(µ
i)!
=
1∏
i ni(µ)!
∑
τ∈Sl(µ)
1 =
l(µ)!∏
i ni(µ)!
where this last value is the number of integer compositions (partitions with any ordering of the
parts) whose parts are those of µ.
The change-of-basis matrix from the r-basis to any other fundamental basis may be derived from
its transition matrices to and from the m-basis, given that the matrices for transitioning between
12
the m-basis and the other fundamental bases are well-known [16, 24]. In the remainder of this
section, we highlight a reciprocity relation between expanding the m˜-basis in terms of the r-basis,
and expanding the p-basis in terms of the e-basis. This may be viewed in relation to the chromatic
symmetric function, since in this setting the m˜- and p-bases are graph complements of each other
(in the context of vertex-weighted graphs, see [5]), as are the e- and r-bases by definition.
Theorem 6. For integer partitions λ and µ
(−1)|λ|−l(λ)
∏
i(λi − 1)!∏
i µi!
[eµ]pλ = [rµ]m˜λ (23)
and
(−1)|λ|−l(λ)
∏
i λi!∏
i(µi − 1)!
[pµ]eλ = [m˜µ]rλ. (24)
Proof. As a result of Theorem 5, we have
m˜n =
∑
µ⊢n
(−1)l(µ)−1
n!(l(µ)− 1)!∏
i µi!
∏
i ni(µ)!
rµ
and so proceeding by multiplication using ⊗ we have
[rµ]m˜λ =
∑
puzzles µ→λ
∏
i
(−1)l(µ
i)−1 λi!(l(µ
i)− 1)!∏
j µ
i
j !
∏
j nj(µ
i)!
= (−1)l(µ)−l(λ)
∏
i λi!∏
i µi!
∑
puzzles µ→λ
∏
i
(l(µi)− 1)!∏
j nj(µ
i)!
On the other hand, it is known [16, 24] that
pn =
∑
µ⊢n
(−1)n−l(µ)
n(l(µ)− 1)!∏
i ni(µ)!
eµ
so it follows through the usual multiplication that
[eµ]pλ =
∑
puzzles µ→λ
∏
i
(−1)λi−l(µ
i)λi(l(µ
i)− 1)!∏
j nj(µ
i)!
= (−1)|λ|−l(µ)
(∏
i
λi
) ∑
puzzlesµ→λ
∏
i
(l(µi)− 1)!∏
j nj(µ
i)!
.
Comparing these evaluations of [rµ]m˜λ and [eµ]pλ yields (23).
Likewise, from (7) we have
rn =
∑
µ⊢n
n!∏
i µi!
∏
i ni(µ)!
m˜µ
so that
[m˜µ]rλ =
∑
puzzles µ→λ
∏
i
λi!∏
j µ
i
j !
∏
j nj(µ
i)!
=
∏
i λi!∏
i µi!
∑
puzzles µ→λ
∏
i
1∏
j nj(µ
i)!
.
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Similarly, it is known [16, 24] that
en =
∑
µ⊢n
(−1)n−l(µ)∏
i µi
∏
i ni(µ)!
pµ
So we derive that
[pµ]eλ =
∑
puzzles µ→λ
∏
i
(−1)λi−l(µ
i)∏
j µ
i
j
∏
j nj(µ
i)!
= (−1)|λ|−l(µ)
1∏
i µi
∑
puzzlesµ→λ
∏
i
1∏
j nj(µ
i)!
.
Comparing these evaluations of [m˜µ]rλ and [pµ]eλ yields (24).
5 Further Research
The results presented here demonstrate both how natural and how important the r-basis is in the
context of symmetric functions. There is still much to be explored in regards to the relationships
between the r-basis and other fundamental bases, and whether these relationships might give rise
to further combinatorial descriptions.
In particular, the r-basis seems very powerful as a tool to consider the chromatic and Tutte
symmetric functions, as is evidenced by Theorem 2. This theorem can likely be extended to the
vertex-weighted versions of these functions introduced in [5] and [1] respectively; such a generalized
theorem may be related to similar results on the chromatic and Tutte polynomials.
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