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Abstract
This paper presents first and second order convergence analysis of the sparsity aware l0-RLS adaptive filter. The theorems 1
and 2 state the steady state value of mean and mean square deviation of the adaptive filter weight vector.
Index terms–Sparse Systems, Adaptive Filter, l0-Recursive Least Squares, Mean Square Deviation.
I. INTRODUCTION
The l0-pseudonorm which measures sparsity by counting the number of nonzero elements in a vector can not be
directly used for the regularization purpose and it is often approximated by some continuous functions, e.g., the l1-norm or
the absolute sum, the log-sum etc. Another approximation of l0-norm by some exponential function has also been proposed
in [5] and has been used to derive a new sparsity aware adaptive filter popularly called l0-LMS. This algorithm manifests
excellent behavior in terms of convergence speed and steady-state mean square deviation for proper choice of a parameter
responsible for promoting sparsity. Similarly, the conventional recursive least squares (RLS) algorithm has also been modified
to get advantage of the sparsity using l1-norm penalty in [9]-[7], and [8]. In [7], l0-norm regularized RLS has been proposed,
and it outperforms the standard RLS and the aforementioned sparsity-aware algorithms [3], [5], [9], and [8]. In this chapter,
a theoretical analysis of the l0-norm regularized recursive least squares (l0-RLS) is carried out. Inspired by the work in [6],
relevant common assumptions are taken along with some new ones and their applicability is discussed. Then, we also propose
a combination scheme to improve the performance of the l0-RLS algorithm in a scenario where signal-to-noise (SNR) varies
over time. The proposed approach combines the output of M differently parameterized l0-RLS adaptive filters, where the
combiner coefficients are adapted to extract the best out of the overall combination for different levels of SNR. Finally, a new
sparsity promoting non-convex function is proposed, and a sparse RLS adaptive algorithm based on this is derived.
II. BRIEF REVIEW OF THE l0-RLS ALGORITHM
In [7], an RLS based sparse adaptive filter has been proposed where the cost function uses certain differentiable
approximation of the l0 norm. In particular, ||w(n)||0 as
||w(n)||0 ≈
N−1∑
i=0
(
1− exp(−α|wi(n)|)
)
, (1)
where α is a parameter to be chosen carefully so that if wi(n) 6= 0, but |wi(n)| is small; α|wi(n)| ≈ 0. This way, if wi(n) is
zero, or |wi(n)| is small, the corresponding factor (1−exp(−α|wi(n)|)) ≈ 0, and if |wi(n)| is large, (1−exp(−α|wi(n)|)) ≈ 1,
which make
N−1∑
i=0
(
1− exp(−α|wi(n)|) a good approximation of ||w(n)||0.
Using the above, the RLS cost function at index n is given by
ξ(n) =
n∑
m=0
λn−me2(m) + γ‖w(n)‖0, (2)
where, as before, e(m) = d(m) − y(m), m = 0, 1, · · · , n, y(m) = xT (m)w(m), d(m) = xT (m)w0 + v(m), x(m) =
[x(m), x(m− 1), · · · , x(m−N + 1)]T , v(m) is an additive observation noise independent of any input x(l) ∀ m, l, and the
parameter γ is the Lagrange multiplier that controls the balance between estimation error and sparsity promoting penalty.
Also, the function ‖w(n)‖0 is to be replaced by the abovementioned approximation.
The RLS adaptive algorithm which minimizes ξ(n) and is proposed in [7] can be obtained as:
w(n) = w(n− 1) + k(n)ǫ(n) + βP(n)g(w(n − 1)), (3)
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where
β = γ(1− λ),
ǫ(n) = d(n)−wT (n− 1)x(n) : a priori error
k(n) = P(n−1)x(n)
λ+xT (n)P(n−1)x(n) ,
P(n) = 1
λ
[
P(n− 1)− k(n)xT (n)P(n− 1)
]
,
and the initialization is done as P(−1) = δI (δ being a very small positive number).
The function g(w(n − 1)) is given by −∇s{‖w(n − 1)‖0}, where ‖w(n − 1)‖0 is to be replaced by the aforementioned
approximation of the l0 norm. This means g(wi(n−1)) is given by −
d
dwj(n−1) [1−exp(−α|wj(n−1)|)], j = 0, 1, · · · , N−1.
In [7], an approximation of g(t) for scalar variable ′t′ is used which is as follows:
For |t| large enough, 1− exp(−α|t|) ≈ 1, and thus, g(t) = 0. On the other hand, for |t| small s. t. α|t| ≤ 1, 1− exp(−α|t|) ≈
α|t| − α
2t2
2 , and thus g(t) ≈ α
2t− αsgn(t).
Formally, g(t) is then defined as,
g(t) =
{
α2t− αsgn(t), |t| ≤ 1/α,
0, elsewhere.
(4)
Note that the third term in the RHS of (3) resulting from g(w(n−1)) is the zero-point attraction term and the range (−1/α, 1/α)
is called the attraction range. Lastly, the notations C0, CS , and CL are used to indicate sets of indices for zero valued tap (i.e.
exactly zero), small valued tap (i.e. |w0,i| ≤ α), and large valued tap (i.e. |w0,i| > α) of w0 respectively.
III. CONVERGENCE ANALYSIS
For both first and second order convergence analysis of the l0-RLS algorithm [7], we adopt the following assumptions (as
also made in [6]):
1) The data sequence x(n) is a white sequence with zero mean and variance σ2x and is independent of the additive noise
sequence v(n) which is also assumed to be a zero mean sequence.
2) The incoming sequence of vectors x(n) and the filter weight vector w(n) are independent. As we already know, this is
the Independence Assumption ([10], [11]), and is widely adopted in adaptive filtering literature for simplified analysis of
the adaptive filtering algorithms.
3) As in the popular adaptive filtering literature [10], [11], the forgetting factor λ is chosen sufficiently close to 1 so
that for large n, P(n) ≈ (1 − λ)R−1 where R is the autocorrelation matrix of the incoming data sequence, i.e.,
R = E[x(n)xT (n)].
4) At the steady state, the kth tap of the adaptive filter, wk(n), ∀k ∈ C0 is Gaussian distributed.
5) It is assumed that, for large n, wk(n) are of the same sign as that of w0,k for k ∈ CL ∪ CS .
6) It is also assumed that, for large n, wk(n) lies outside attraction range for k ∈ CL and inside attraction range for
k ∈ CS ∪ C0, almost surely.
A. Convergence in Mean
The first order convergence behavior of the l0-RLS algorithm is described by the following theorem:
Theorem 1 Under the assumptions 1 - 6 above, the deviation coefficients w˜k(n) := wk(n) − w0,k, k = 0, 1, · · · , N − 1,
asymptotically converge in mean to the following:
lim
n→∞
E[w˜k(n)] =


αβ
βα2−σ2x limn→∞
E[sgn[wk(n)]], k ∈ C0,
β
σ2x−βα2 g(w0,k), k ∈ CS ,
0, k ∈ CL.
(5)
Proof. From (3), we have,
w˜(n) = w(n)−w0 = w˜(n− 1) + ǫ(n)k(n) + βP(n)g(w(n− 1)). (6)
Replacing ǫ(n) by d(n) − xT (n)w(n − 1) = d(n) − xT (n)[w0 + w˜(n − 1)], and d(n) by x
T (n)w0 + v(n), and noting
from (??) that I− k(n)xT (n) = λP(n)P−1(n− 1), we can write
w˜(n) = λP(n)P−1(n− 1)w˜(n− 1)
+k(n)v(n) + βP(n)g(w(n − 1)). (7)
Substituting k(n) = P(n)x(n) in (7) and using the assumption 3 for large n, we obtain,
w˜(n) = λw˜(n− 1) + (1− λ)R−1x(n)v(n)
+β(1− λ)R−1g(w(n− 1)). (8)
Using assumption 1, the above can be simplified further as,
w˜(n) = λw˜(n− 1) + (1−λ)
σ2x
x(n)v(n)
+β(1−λ)
σ2x
g(w(n− 1)). (9)
Using expectation operator on both sides of the above equation, and from the orthogonality of x(n) and v(n) (assumption
1), we obtain, for large n,
E[w˜(n)] = λE[w˜(n− 1)] +
β(1 − λ)
σ2x
E[g(w(n− 1))]. (10)
To evaluate g(w(n − 1)), we analyze its kth component g(wk(n − 1)) for the three cases: k ∈ CL, k ∈ CS , and k ∈ C0
separately.
First consider the case for k ∈ CL. From the definition of the function g(·) as given by (4) and the assumption 6, it
follows directly that, for large n, ∀k ∈ CL: g(wk(n− 1)) = 0 almost surely, and thus,
E[g(wk(n− 1))] = 0. (11)
Since 0 < λ < 1, from (10), it follows that lim
n→∞
E[w˜k(n)] = 0, for k ∈ CL.
Next, for evaluating g(wk(n− 1)) for k ∈ CS , we invoke the assumptions 5 and 6. From the definition in (4), and following
the approach in [6], it is easy to see that for large n and k ∈ CS , the following is satisfied almost surely:
g(wk(n− 1)) = α
2wk(n− 1)− αsgn(wk(n− 1)) = α
2wk(n− 1)− αsgn(w0,k)
= α2w˜k(n− 1) + α
2w0,k − αsgn(w0,k) = α
2w˜k(n− 1) + g(w0,k). (12)
Substituting in (10), and simplifying, we then obtain,
lim
n→∞
E[w˜k(n)] =
β
σ2x − βα
2
g(w0,k), for k ∈ CS . (13)
Finally, we consider the case k ∈ C0.
Using the definition of g(·) in (4), and recalling the fact that, in this case, w˜k(n) = wk(n), it is easy to see that for large n,
the following is satisfied almost surely:
g(wk(n− 1)) = α
2wk(n− 1)− αsgn(wk(n− 1)),
= α2w˜k(n− 1)− αsgn(wk(n− 1)), for k ∈ C0. (14)
Substituting in (10) and simplifying, we can obtain
lim
n→∞
E[w˜k(n)] =
αβ
βα2 − σ2x
lim
n→∞
E[sgn[wk(n)]], k ∈ C0. (15)

IV. STEADY STATE MEAN SQUARE PERFORMANCE OF THE l0-RLS
Theorem 2 Under assumptions 1-6 above, the steady state mean square deviation of the l0-RLS adaptive filter is given by
D(∞) := lim
n→∞
E[||w˜(n)||2]
= DL(∞) +DS(∞) +D0(∞), (16)
where
DL(∞) = lim
n→∞
∑
k∈CL
E[w˜2k(n)] =
|CL|(1− λ)σ
2
v
(1 + λ)σ2x
, (17)
DS(∞) = lim
n→∞
∑
k∈CS
E[w˜2k(n)] =
|CS |(1− λ)
2σ2v
(1 − λ′2)σ2x
+
β′Gs
(1− λ′2)
, (18)
where λ′ =
√
λ2 + 2βλ(1−λ)α
2
σ2x
+ β
2(1−λ)2α4
σ4x
, β′ = 2β
2λ(1−λ)
σ2x(σ
2
x−βα2) +
β2(1−λ)2
σ4x
+ 2β
3(1−λ)2α2
σ4x(σ
2
x−βα2) , and Gs =
∑
i∈CS
g2(w0,i),
and,
D0(∞) = lim
n→∞
∑
k∈C0
E[w˜2k(n)] = −|C0|(bωω + cω), (19)
where ω = (−bω +
√
b2ω − 4cω)/2,
bω =
4αβ(1−λ)√
2pi(1−λ′2)σ2x
(λ+ α
2β(1−λ)
σ2x
),
cω = −
(1−λ)2
1−λ′2
(
α2 β
2
σ4x
+
σ2v
σ2x
)
.
Proof. We begin by investigating the evolution of the autocorrelation matrix of the filter weight deviation vector. From (9),
discarding the terms involving v(n) which is orthogonal to rest of the variables, we obtain
E[w˜(n)w˜T (n)] = M1 + (M2 +M
T
2 ) +M3 +M4, (20)
where
M1 = λ
2E[w˜(n− 1)w˜T (n− 1)], (21)
M2 =
βλ(1−λ)
σ2x
E[w˜(n− 1)g(wT (n− 1))], (22)
M3 =
β2(1−λ)2
σ4x
E[g(w(n− 1))g(wT (n− 1))], (23)
M4 =
(1−λ)2σ2v
σ4x
E[x(n)xT (n)]. (24)
Taking the kth diagonal element of the weight deviation autocorrelation matrix, we obtain the corresponding evolution
equation:
E[w˜2k(n)] = λ
2E[w˜2k(n− 1)] +
2βλ(1 − λ)
σ2x
E[w˜k(n− 1)
g(wk(n− 1))] +
β2(1− λ)2
σ4x
E[g2(wk(n− 1))]
+
(1− λ)2σ2v
σ2x
. (25)
To evaluate lim
n→∞
E[w˜2k(n)] recursively using (25), we need to evaluate the terms E[w˜k(n−1)g(wk(n−1))] and E[g
2(wk(n−
1))], for each k ∈ {1, 2, · · · , N}. First consider the case of k ∈ CL. From assumptions 6 and for large n, as seen earlier,
g(wk(n)) = 0 ( ∀k ∈ CL) almost surely.
This means that for large n, E[w˜k(n − 1)g(wk(n − 1))] = 0 and E[g
2(wk(n − 1))] = 0. Substituting in (25) and noting
that 0 < λ < 1, (25) gives rise to the following stable, steady state solution:
lim
n→∞
E[w˜2k(n)] =
(1− λ)σ2v
(1 + λ)σ2x
. (26)
From this, DL(∞) as given by (17) follows trivially.
Next we consider k ∈ CS . From (12), one can write,
E[w˜k(n− 1)g(wk(n− 1))] = α
2E[w˜2k(n− 1)] + E[w˜k(n− 1)]g(w0,k),
(27)
and
E[g2(wk(n− 1))] = α
4E[w˜2k(n− 1)] + g
2(w0,k) + 2α
2g(w0,k)E[w˜k(n− 1)].
(28)
Substituting in (25), we have, for k ∈ CS ,
E[w˜2k(n)] = λ
′2E[w˜2k(n− 1)] +
(1− λ)2σ2v
σ2x
+(
2βλ(1− λ)
σ2x
+ 2
β2(1− λ)2α2
σ4x
)g(w0,k)E[w˜k(n− 1)]
+
β2(1− λ)2
σ4x
g2(w0,k), (29)
where λ′ = +
√
λ2 + 2βλ(1−λ)α
2
σ2x
+ β
2(1−λ)2α4
σ4x
.
For large n, from (5), E[w˜k(n− 1)] can be replaced by its steady state value
β
σ2x−βα2 g(w0, k).
The stability of (29) will then require λ′ to be less than 1. Since β = γ(1 − λ) where γ is very very small (≈ 10−4) while
λ ≈ 1, and α is typically in the range of 50− 60, for practical signals with σ2x ≈ 1, it is easy to see that λ
′2 ≈ λ2 and since
0 < λ < 1, (29) corresponds to a stable system, with
lim
n→∞
E[w˜2k(n)] =
(1− λ)2σ2v
(1− λ′2)σ2x
+
β′g2(w0,k)
(1− λ′2)
, ∀k ∈ CS , (30)
where β′ = 2β
2λ(1−λ)
σ2x(σ
2
x−βα2) +
β2(1−λ)2
σ4x
+ 2 β
3(1−λ)2α2
σ4x(σ
2
x−βα2) .
From (30), DS(∞) as given by (18), follows directly.
Lastly we consider the case of k ∈ C0, for which we have w˜k(n − 1) = wk(n − 1). Since β is very very small and thus
βα2 << σ2x, from (5), it is safe to assume that lim
n→∞
E[w˜k(n)] = lim
n→∞
E[wk(n)] ≈ 0, ∀k ∈ C0.
Also, as per assumption 4, wk(n) ∀k ∈ C0, is Gaussian distributed in the steady state. One can then apply Price’s theorem
[12] and (14) to write the following:
E[w˜k(n− 1)g(wk(n− 1))] = α
2E[w2k(n− 1)]−
√
2
π
α
√
E[w2k(n− 1)],
(31)
and
E[g2(wk(n− 1))] = α
4E[w2k(n− 1)] + α
2 − 2
√
2
π
α3
√
E[w2k(n− 1)].
(32)
Substituting in (25), and using the notation ω = lim
n→∞
√
E[w2k(n)], we then obtain,
ω2 + bωω + cω = 0, (33)
bω =
4αβ(1−λ)√
2pi(1−λ′2)σ2x
(λ+ α
2β(1−λ)
σ2x
),
cω = −
(1−λ)2
1−λ′2
(
α2 β
2
σ4x
+
σ2v
σ2x
)
.
The roots of (33) are given by ω =
− bω ±
√
b2ω − 4cω
2
, ∀k ∈ C0.
Under stability assumption, 0 < λ′ < 1 and thus bω > 0, cω < 0. Eq.(33) then has only one positive root given by
ω =
− bω +
√
b2ω − 4cω
2
, which provides the steady state value of +
√
E[w2k(n)], ∀k ∈ C0.
For the above choice of ω, from (33), one can also write lim
n→∞
E[w˜2k(n)] = lim
n→∞
E[w2k(n)] = ω
2 = −bωω − cω. From this,
D0(∞) as given by (19) follows trivially.

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