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A PRYM VARIETY WITH EVERYWHERE GOOD REDUCTION
OVER Q(
√
61)
NICOLAS MASCOT, JEROEN SIJSLING, AND JOHN VOIGHT
Abstract. We compute an equation for a modular abelian surface A that has everywhere
good reduction over the quadratic field K = Q(
√
61) and that does not admit a principal
polarization over K.
1. Introduction
A foundational theorem of Abrashkin [1] and Fontaine [13] asserts that there is no abelian
variety over Q with everywhere good reduction; this theorem is an analogue in arithmetic
geometry of Minkowski’s theorem that every number field has a ramified prime. More gener-
ally, the finiteness of the set of isomorphism classes of abelian varieties over a given number
field of given dimension and with good reduction outside a given finite set is a key ingredient
in the proof of Faltings [11] that a curve of genus at least two defined over a number field has
finitely many rational points. For this reason and many others, it remains an important task
to explicitly study abelian varieties over number fields with controlled ramification [3, 27].
Recently, Dembe´le´ [9] gave a classification of abelian varieties with everywhere good reduc-
tion over Q(
√
d) with d = 53, 61, 73: assuming the generalized Riemann hypothesis (GRH),
he proves that every such abelian variety is isogenous to the power of a unique abelian sur-
face Ad. Moreover, for d = 53, 73 he was able to find an explicit equation for a genus 2 curve
whose Jacobian is isogenous to Ad. In this article, we complete this work in the case d = 61,
as follows.
Theorem 1.1. Let K := Q(
√
61), let ν := (1 +
√
61)/2, and let X be the projective plane
curve over K defined by the equation F (x, y, z) = 0 where
(1.2)
F (x, y, z) := (5ν + 17)x4 − (14ν + 48)x2y2 + (8ν + 28)x2yz
− (4ν + 14)x2z2 + (10ν + 33)y4 − (12ν + 44)y3z
+ (2ν + 26)y2z2 + (4ν − 16)yz3 + (ν − 6)z4
Then the following statements hold.
(a) The curve X is smooth of genus 3 and has bad reduction at the prime (2) only.
(b) X admits an involution ι : (x : y : z) 7→ (−x : y : z) over K, and the quotient of X
by ι defines a map from X onto an elliptic curve E of conductor (64). An equation
for E is given by
−(10ν + 34)y2 = x3 − νx2 + (−ν + 1)x− 1.
(c) Up to isogeny over K, we have Jac(X) ∼ A×E, where A is an abelian surface over
K with everywhere good reduction.
Date: August 2, 2019.
(d) We have End(A) ≃ Z[√3], so A is of GL2-type over K; moreover, all geometric
endomorphisms of A are defined over K.
(e) The abelian surface A has a polarization over K of type (1, 2), but does not admit a
principal polarization over K.
Although the results of Dembe´le´ are conditional on the GRH, our Theorem 1.1 is uncon-
ditional. We construct X as follows. First, following Dembe´le´’s analysis [9], we consider
the modular abelian 4-fold A61 attached via the Eichler–Shimura construction to the space
of classical modular forms S2(Γ0(61), χ), where χ is the quadratic character of conductor
61. We compute the period lattice of A61 to large precision. Adapting the methods of
Costa–Mascot–Sijsling–Voight [8], we then numerically split A61 as the square of a simple
abelian surface with a (1, 2)-polarization—a building block in the language of Ribet and Pyle
[25, 26]—providing a numerical candidate for A. We then glue with the elliptic curve E (in
Theorem 1.1(b)) via analytic methods to find a curve of genus three over K, but with a
terrible equation. Finally, we simplify the cover to obtain X → E as in Theorem 1.1 and
confirm that the Prym of this cover has everywhere good reduction as claimed.
Contents. The paper is organized as follows. In Section 2, we explain explicit methods
to compute the period matrix of a modular abelian variety to large precision. In Section
3, we illustrate our adapted methods to numerically decompose a complex abelian variety
with a focus on our example. In Section 4, we realize the resulting building block as a
Prym explicitly; then in Sections 5 we simplify the equations for the curve X and verify the
properties announced in Theorem 1.1.
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2. Computing the period matrix
In this section, we show how to compute the period matrix of our modular abelian variety
to large precision. We begin by recalling how this variety shows up as a factor in the
decomposition up to isogeny of the Jacobian of the modular curve X1(61). After this, we
explain how to determine the periods of a newform of weight 2 in terms of its q-expansion.
Finally, we show how to compute many coefficients of this q-expansion in reasonable time,
so as to be able to compute the period matrix with very high accuracy. (The current
implementation in Magma [5] allows computations to low precision; this is not enough for
our purposes.)
Conventions. Before we begin, we set up a few conventions we use throughout. Let K be
a field with algebraic closure Kal. For an abelian variety A over K, we denote by End(A)
the endomorphisms of A defined over K; if we wish to consider endomorphisms over a
field extension L ⊇ K, we write AL for the base change of A to L and write End(AL) for
endomorphisms over L.
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Setup. Let k ∈ Z≥0 and n,N ∈ Z>0 be integers. We denote by σk(n) :=
∑
d|n d
k the sum of
the k-th powers of the positive divisors of n. In particular, σ0(n) is the number of divisors
of n.
Given a subgroup H ≤ (Z/NZ)×, let
ΓH(N) :=
{(
a b
c d
)
∈ SL2(Z) : N | c and a, d ∈ H
}
.
By a newform of level ΓH(N), we mean a newform of level Γ1(N) whose nebentypus charac-
ter ε : (Z/NZ)× → C× satisfies H ≤ ker ε. Let Nk(ΓH(N)) denote the finite set of newforms
of weight k and level ΓH(N). This set is acted on by GQ, the absolute Galois group of Q,
(on the left) via the coefficients of q-expansions at the cusp ∞: if f(q) =∑∞n=1 an(f)qn then
the coefficients {an(f)}n are algebraic integers, and for τ ∈ GQ we have τf ∈ Nk(ΓH(N))
with q-expansion (τf)(q) =
∑
n τ(an(f))q
n. Let GQ\Nk(ΓH(N)) be the set of Galois orbits
of Nk(ΓH(N)). For each f ∈ Nk(ΓH(N)), we will denote by Kf := Q({an(f)}n) the number
field generated by the coefficients of f . The field Kf contains the values of the nebentypus
character εf of f ; furthermore the nebentypus of τ(f) is ετ(f) = τ(εf) for all τ ∈ GQ.
Let H∗ := H ∪ P1(Q) denote the completed upper half-plane. Recall that for N ∈ Z>0
and H ≤ (Z/NZ)×, the modular curve XH(N) := ΓH(N)\H∗ attached to the congruence
subgroup ΓH(N) is defined over Q, and its Jacobian JH(N) decomposes up to isogeny over Q
as
(2.1) JH(N) ∼
∏
M |N
∏
f∈N2(GQ\ΓHM (M))
A
σ0(N/M)
f ,
where HM ≤ (Z/MZ)× denotes the image of H in (Z/MZ)×. Moreover, for each Galois
orbit f ∈ GQ\N2(ΓH(N)), the abelian variety Af is simple over Q with dimAf = [Kf : Q]
and whose endomorphism algebra is End(Af)⊗Q ≃ Kf .
Let T be the Hecke algebra of weight 2 and level ΓH(N). Roughly speaking, Af can
be thought of as the piece of JH(N) where T acts with the eigenvalue system of f . More
precisely, Af is defined by
(2.2) Af := J1(N)/IfJ1(N),
where If := {T ∈ T | Tf = 0} is the annihilator of f under T, so that for instance the image
of Tn|Af ∈ End(Af) under the isomorphism End(Af )⊗Q ≃ Kf is the coefficient an(f) ∈ Kf .
In particular, up to isogeny, the matrix
...
· · ·
∫
γj
τ(f)(z) dz · · ·
...

whose rows are indexed by the newforms τ(f) in the Galois orbit of f and whose columns
are indexed by a Z-basis (γj)j of
H1(XH(N),Z)[If ] = {γ ∈ H1(XH(N),Z) : Tγ = 0 for all T ∈ If}
is a period matrix of Af .
It is therefore possible to extract a period matrix of Af out of a period matrix of the
modular curve XH(N). While it may seem excessive to work with the periods of the whole
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Jacobian JH(N) instead of Af , this approach presents the advantage of making it easy to
compute explicitly in the T-module H1(XH(N),Z), thanks to modular symbols.
Our modular Jacobian factor. In what follows, we use LMFDB [20] labels for our clas-
sical modular forms. In our case, we observe that the Galois orbit of newforms attached
to A61 is
f := 61.2.b.a = q + αq2 + (α2 + 3)q3 +O(q4)
where α4 + 8α2 + 13 = 0; the 4 newforms in this orbit correspond to the 4 embeddings
of Q(α) →֒ C, and their nebentypus is the quadratic character χ61. We therefore set N = 61
and H = kerχ61, the subgroup of squares of (Z/61Z)
×.
This Galois orbit 61.2.b.a happens to be the only one with quadratic nebentypus, whereas
there are 2 Galois orbits with trivial nebentypus, namely
61.2.a.a = q − q2 − 2q3 +O(q4)
whose coefficient field is Q, and
61.2.a.b = q + βq2 + (β2 + 3)q3 +O(q4)
whose coefficient field is Q(β) where β3− β2− 3β +1 = 0. Since 61 is prime and since there
are no cupsforms of weight 2 and level 1, the decomposition (2.1) informs us that JH(61)
is isogenous to the product of an elliptic curve corresponding to 61.2.a.a, an abelian 3-fold
corresponding to 61.2.a.b, and our 4-fold A61 corresponding to 61.2.b.a. It also follows that
the modular curve XH(61) has genus 8, which is reasonable for practical computations.
In order to compute the period lattice of A61, we must first isolate the rank-8 sublattice
H1(XH(61),Z)[I] of the rank-16 lattice H1(XH(61),Z), where I ≤ T is the annihilator of
61.2.b.a. We can obtain this sublattice as
H1(XH(61),Z)[I] =
⋂
T∈I
ker(T |H1(XH (61),Z)).
We observe that the Hecke operator T 42 + 8T
2
2 + 13 lies in I, since T2f = a2(f)f = αf
and α4 + 8α2 + 13 = 0; furthermore, the kernel of this operator acting on H1(XH(61),Z)
happens to have rank 8, so that it agrees with the sublattice H1(XH(61),Z)[I].
Remark 2.3. The fact that the hunt for this sublattice was so short-lived is not a coincidence.
Indeed, since 61 is prime and since there is no cupsform of weight 2 and level 1, all the
eigenforms of level 61 are new, so that T⊗Q is a semi-simple Q-algebra by the multiplicity-
one theorem. It is therefore e´tale, so that most of its elements generate it as a Q-algebra; in
fact, an element of T ⊗ Q is a generator if and only if its eigenvalues on each of the Galois
conjugates of 61.2.a.a, 61.2.a.b, and 61.2.b.a are all distinct. In particular, it is not surprising
to find that T⊗Q = Q[T2], so that I⊗Q is generated by T 42 +8T 22 +13, which explains why
taking the kernel of this operator led us directly to the correct sublattice.
Twisted winding elements. We now recall a formula that we will use to compute the pe-
riods
∫
γ
f(z) dz of a newform f ∈ N2(ΓH(N)) for γ ranging over a Z-basis of H1(XH(N),Z).
Since f is an eigenform, it is actually enough to compute these integrals for γ ranging over
a generating set of H1(XH(N),Z) as a T-module, since∫
Tγ
f(z) dz =
∫
γ
(Tf)(z) dz = λT (f)
∫
γ
f(z) dz
4
for all T ∈ T, where λT (f) is such that Tf = λT (f)f .
Our strategy consists in integrating term-by-term the q-expansion of f along modular
symbols chosen so that the resulting series has good convergence properties. We choose to
use the so-called twisted winding elements, that is to say modular symbols of the form
sχ =
∑
a mod m
χ(−a){∞, a/m}
where χ is a primitive Dirichlet character whose modulus m is coprime to N .
Indeed, let εf be the nebentypus of f , and λf ∈ C× be the Fricke pseudo-eigenvalue of f ,
i.e.
(2.4) f
∣∣ ( 0 −1N 0 ) = λf∑
n∈N
an(f)q
n;
if N is squarefree, the exact value of λf can be read off the coefficients an(f) of f [24,
Theorem 2.2.1]; else, a numerical approximation of λf can be obtained by evaluating (2.4)
at a particular point of the upper half plane. A computation [24, Proposition 3.2.3] based
on the fact that the twist f ⊗ χ := ∑n∈N an(f)χ(n)qn of f by χ is modular of level m2N
and on the identity ∫ 0
∞
=
∫ i
m
√
N
∞
+
∫ 0
i
m
√
N
yields the formula
(2.5)
∫
sχ
f(z) dz =
m
2πi
∑
n∈N
1
n
(
χ(n)an(f)
g(χ)
− χ(−N)εf (m)λf χ(n)an(f)
g(χ)
)
Rn
where R := e−2pi/m
√
N and g(χ) denotes the Gauss sum
g(χ) :=
∑
a mod m
χ(a)e2apii/m
of χ (and the same with χ).
In view of the Deligne bound an(f) ≪ n 12+ε, it is necessary to sum numerically the
series (2.5) up to n ≈ m
√
N log 10
2pi
D in order to compute this integral with D correct decimal
digits. For instance, the homology of the curve XH(61) introduced above happens to be
generated as a T-module by the sχ for χ ranging over the set of primitive characters of
modulus m ≤ 7; therefore, in order to compute the period lattice of A61 with 1000 digits of
accuracy, we need to compute the coefficients an(f) for n up to approximately 20000. We
show how this can be done in reasonable time below.
Remark 2.6. For safety, we actually computed the coefficients an(f) and summed the series
up to n ≤ 24000. This 20% increase is quite arbitrary, but at this point we do not need to
have a very tight control over the accuracy of our computations. Note that since we sum
the series (2.5) using floating-point arithmetic and since its terms are roughly geometrically
decreasing in magnitude, summing them in reverse (from n = 24000 to n = 1) increases
numerical stability.
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High-accuracy q-expansions. Classical algorithms, such as that based on modular sym-
bols or that based on trace formulas for Hecke operators, compute the coefficients an(f) of
a newform for n ≤ B in complexity which is at least quadratic in B. Since we are aiming
for B = 24000, these algorithms are not suitable for our purpose. We therefore turn to the
method presented by Mascot [23, 3.1], which can compute the first B coefficients an(f) in
complexity which is quasi-linear in B.
This method is based on the observation that any two rational functions u and v on an
algebraic curve X are necessarily algebraically dependent, since the transcendence degree of
the function field of X is only 1. There must therefore exist a polynomial Φ(x, y) satisfy-
ing Φ(u, v) = 0. Besides, this polynomial can be taken to have degree at most deg v in x
and deg u in y; indeed, a given value of u generically corresponds to deg u points of X , which
in turn yield at most deg u values of v.
Our method thus consists in using such a relation between the inverse of the j-invariant
u = 1/j =
E34 − E26
(12E4)3
, E4 = 1 + 240
∑
n∈N
σ3(n)q
n, E6 = 1− 504
∑
n∈N
σ5(n)q
n,
whose first B coefficients can be computed in quasi-linear complexity in B thanks to the
Eratosthenes sieve and fast series arithmetic, and the rational function v = f/dj, so as to
recover the first B coefficients of v an thus of f by Newton iteration on the relation Φ(u, v) =
0.
In order to increase the efficiency of this computation, we run this computation modulo
a large enough prime p ∈ N which splits completely in the coefficient field Kf of f . More
precisely, let (ωj)j≤[Kf :Q] be a Z-basis of the ring of integers Of of the coefficient field Kf
of f , so that any element of Of may be uniquely written as
∑
j λjωj with λj ∈ Z for all j.
There exists a constant C > 0 such that for all r > 0 and θ =
∑
j λjωj ∈ Of ,
|τ(θ)| ≤ r for all τ : Kf →֒ C =⇒ |λj| ≤ Cr for all j.
Since by Deligne’s bounds, the coefficient an(f) ∈ Of has absolute value at most σ0(n)√n
under every embedding Kf →֒ C for all n ∈ N, we require that p satisfy
(2.7) p ≥ 1 + 2Cmax
n≤B
σ0(n)
√
n
so that the coefficients of an(f) on the Z-basis (ωj)j≤[Kf :Q] may be recovered correctly from
their reduction mod p for all n ≤ B.
Our method is summarized as follows; for more detail, see Mascot [23, 3.1], [24, 3.3].
Algorithm 2.8. High-accuracy q-expansion in quasi-linear time
Input: A newform f and an integer B ∈ N.
Output: The coefficients an(f) for n ≤ B.
Algorithm:
1. Evaluate the degrees of the rational functions u = 1/j and v = f/dj on the modular
curve XH(N) in terms of the index [SL2(Z) : ΓH(N)] and of the ramification of the
map j.
2. Use Riemann-Roch to find a bound b ∈ N such that any linear combination of
the umvn with m ≤ deg v and n ≤ deg u whose first b q-expansion coefficients vanish
is necessarily the 0 function.
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3. Compute the coefficients an(f) for n ≤ b using one of the quadratic algorithms
mentioned above.
4. Pick a prime p satisfying (2.7) and which splits completely in Kf , and compute the
first B coefficients of u mod p using fast series arithmetic in Fp[[q]].
5. For each prime p | p of Kf , in parallel:
(a) By linear algebra, find coefficients am,n ∈ Fp such that the first b coefficients of∑
m≤deg v
∑
n≤deg u
am,nu
mvn
are all 0 mod p, and define
Φp(x, y) =
∑
m≤deg v
∑
n≤deg u
am,nx
myn ∈ Fp[x, y].
(b) Use Newton iteration in Fp[[q]] over the second variable of the equation Φp(u, v) =
0 mod p to find the first B coefficients of v mod p.
6. Use Chinese remainders over the primes p to express the first B coefficients of v mod
pOf over the Z/pZ-basis (ωj)j≤[Kf :Q] of Of/pOf .
7. Recover the first B coefficients an(f) of f = v dj thanks to Deligne’s bounds.
Remark 2.9. Although the complexity of this method is quasilinear in B, the initial com-
putation of the an(f) for n ≤ b and the linear algebra required to find the coefficients am,n
of Φp(x, y) represent a significant overhead if the degrees of u and v are large. In our case,
it is more efficient to proceed as follows:
(i) Compute the first B coefficients of the newform f0 = 61.2.a.a = q− q2−2q3+O(q4)
introduced above, thanks to algorithm 2.8. This is faster than for f , since f0 has
trivial nebentypus, so that instead of XH(61), we can work on the curve X0(61),
where the degree of j is smaller.
(ii) Compute the first B coefficients of f thanks to a variant of algorithm 2.8 based on
a relation between the functions u = 1/j and (f/dj)2. Since the nebentypus of f
has order 2, this can again be done on the curve X0(61).
In general, if we wanted the coefficients of more modular forms (e.g., the other newform
61.2.a.b of trivial nebentypus), it is better to proceed inductively by replacing the j-invariant
with forms that have already been computed (such as f0 and f), since this leads to polyno-
mials Φp(x, y) of much lower degree [24, 3.3].
Thanks to this method, we can obtain the coefficients an(f) for n ≤ 24000 as elements
of Kf = Q(α), where α
4+8α2+13 = 0. We then deduce the complex coefficients of each of
the newforms τ(f) in the Galois orbit of f by applying each of the complex embeddings of Kf
to these coefficients. It then remains to evaluate the integrals
∫
sχ
τ(f)(z) dz using (2.5), and
then to extract the periods of our abelian 4-fold A61, as explained at the beginning of this
section.
3. Isolating the building block
The result of the algorithms in the previous sections is a 4× 8 period matrix Π ∈ M4,8(C)
with respect to some basis of the homology of the corresponding abelian 4-fold A61. In this
section, we find the period sublattice corresponding to an abelian surface as isogeny factor.
7
Finding a polarization. The used homology basis need not be symplectic, and the in-
tersection pairing on a modular curve is only currently implemented for the case X0(N)
(whereas our form has nontrivial character). So we start this section by briefly describing
how we recovered a polarization for Π numerically.
More generally, let Π ∈ Mg,2g(C) be a period matrix, with corresponding abelian variety
A = V/Λ, where V = Cg and Λ = ΠZ2g. Having Π at our disposal yields an identification of
the homology group H1(A,Z) with Z
2g. Multiplication by i on A yields an endomorphism J
of H1(A,R), which we similarly identify with the unique matrix J ∈ M2g(R) obtained from
the equality [2, §6.1]
(3.1) iΠ = ΠJ.
Via the above identification and the Riemann relations [4, 4.2.1], finding a polarization for A
comes down to finding an alternating matrix E ∈ M2g(Z) satisfying J tEJ = E (where t de-
notes transpose) and the positive definiteness condition iΠE−1Π∗ > 0 (where ∗ denotes the
conjugate transpose).
We first focus on the linear equations
(3.2)
Et = −E
J tEJ = E.
Let m = g(2g − 1). We choose a Z-basis of size m of alternating matrices M2g(Z)alt (e.g.,
indexed by entries above the diagonal). Numerically solving the equations (3.2) then reduces
to finding common approximate zeros of a number of linear forms ℓ1, . . . , ℓm : Z
m → R. We
determine a Z-basis of vectors v for which all ℓi(v) are numerically negligible by LLL-reducing
the lattice spanned by the rows of the matrix
(3.3)
 Im | |Cℓ1 · · · Cℓm
| |
 .
Here Im is the m-by-m identity matrix, and the other columns correspond to the linear
forms ℓi multiplied by a sufficiently large scalar C ∈ R≫0. The first elements of the resulting
LLL-reduced basis will give approximate solutions of (3.2), and we preserve those that do
so to large enough precision to get a Z-basis of numerical solutions for (3.2).
Having found a Z-basis of solutions of (3.2), we take small linear combinations until we
find an element E of determinant 1 such that the Hermitian matrix iΠE−1Π∗ is positive
definite. We summarize our steps in Algorithm 3.4.
Algorithm 3.4. Numerically recovering principal polarizations
Input: A period matrix Π ∈ Mg,2g(C), not necessarily with respect to a symplectic basis.
Output: An alternating matrix E ∈ M2g(Z) defining a principal polarization for the
abelian variety corresponding to Π.
Algorithm:
1. Use LLL to find a Z-basis {E1, . . . , Ed} of solutions of (3.2) in M2g(Z)alt.
2. Take a (random) Z-linear combination E =
∑d
i=1 ciEi, with ci ∈ Z.
3. If det(E) = 1 and iΠE−1Π∗ is positive definite, return E; else, return to Step 2.
In this way, we quickly recover a principal polarization E on Π.
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Remark 3.5. More generally, this method can be used to search for polarizations of any
desired type.
For our modular abelian fourfold A = A61, whose period matrix Π ∈ M4,8(C) was com-
puted in the previous section, we carry out Algorithm 3.4 and recover (numerically) a prin-
cipal polarization on A.
Finding small idempotents. With a polarization in hand, we numerically decompose the
abelian variety A = A61, following Costa–Mascot–Sijsling–Voight [8]: we compute numeri-
cally that End(AC) is an order of index 13 in the algebra M2(Q(
√
3)). Using methods similar
to those above, we find a Z-basis {(T1, R1), . . . , (T8, R8)} for the pairs (T,R) with T ∈ M4(C)
and R ∈ M8(Z) such that numerically
(3.6) TΠ = ΠR.
Specifically, R1 = 1, and the remaining matrices Ri are
−1 0 0 1 1 0 0 0
−1 −1 −1 0 1 −1 2 0
1 0 0 0 −1 1 0 2
−1 0 −1 0 −1 −1 −1 0
1 0 1 0 1 1 1 0
−1 0 −1 −1 −1 −2 −1 −2
−1 0 −1 0 −1 −1 −1 0
1 0 1 0 1 1 1 0

,

−2 0 −1 0 0 −2 −1 −2
1 0 0 1 1 0 1 2
−1 −1 −1 −2 −1 0 0 0
0 −1 −2 0 0 0 0 0
1 1 1 1 −1 2 1 2
−1 −1 −1 0 −1 0 −1 0
−1 −1 0 1 1 −2 0 0
1 2 2 0 1 1 1 0

,

0 0 0 1 1 0 0 0
0 0 0 0 2 0 2 0
0 0 0 1 0 0 1 2
0 0 0 1 0 0 1 2
0 0 0 −2 −1 0 −1 −2
−1 0 −1 0 −1 −1 0 0
0 0 0 2 0 0 0 2
0 0 0 −2 0 0 −1 −3

,

−1 0 0 −1 0 −2 −1 −2
0 0 −1 −2 −1 1 −2 −1
0 −1 −1 1 0 0 1 1
−1 −1 0 0 0 0 1 1
1 1 0 −1 −1 0 −1 −1
−1 0 0 1 0 1 1 2
−1 −1 0 1 0 0 0 1
1 1 0 −1 0 0 −1 −2

,

−1 0 0 0 0 0 0 0
−1 −1 −1 −1 −2 −1 −1 −1
0 0 −1 1 0 0 0 1
0 0 0 −1 −1 0 0 1
2 0 2 1 2 2 1 1
0 0 0 0 1 −1 1 0
−2 0 −2 −2 −1 −2 −1 −3
1 0 1 1 0 1 −1 0

,

1 0 1 −1 0 0 0 0
2 1 1 −2 1 1 −2 −3
−3 −1 −2 −1 −1 −2 −2 −3
2 −1 0 −1 −1 2 0 1
−1 1 −1 1 −1 0 1 1
−1 −1 −1 0 −2 1 0 2
1 −1 2 1 0 0 −1 1
−1 2 0 0 2 −1 1 −2

,

1 0 0 0 0 0 0 0
1 1 0 −2 0 −2 −2 −3
1 1 1 1 1 1 1 1
0 1 1 0 1 −1 0 −1
−3 −1 −1 1 −1 3 1 3
0 0 1 2 1 1 2 2
2 −1 1 1 1 −3 1 −1
−1 0 −2 −2 −2 2 −2 0

.
The matrices Ri are a Z-basis for the numerical endomorphism ring End(AC) ⊂ M8(Z);
we look for small idempotents therein as follows. Inspired by algorithms for computing an
isomorphism with the matrix ring [12, 17], we equip M8(Z) with the Frobenius norm (sum
of squares of entries) N : M8(Z) → Z, a positive definite quadratic form; then idempotents
(and, more generally, zerodivisors) are likely to be short vectors with respect to this norm.
This very quickly identifies scores of idempotents
(3.7) R2 + 1, R4 + 1, R2 − R3 + 1, R8, . . .
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and we select one that gives us the simplest looking decomposition.
Inducing the polarization. Let (T,R) be a small idempotent in End(AC) ⊗ Q as con-
structed above. We can then find an isogeny factor of A in two ways:
(i) Taking the kernel of T yields a linear subspace of W of Cg in which W ∩ ΠZ2g is a
lattice. Choosing bases, we get a new period matrix Π′ as well as a pair abusively
still denoted (T,R) such that TΠ′ = ΠR. The matrix T represents the inclusion of
W ∼= Cdim(W ) into V ∼= Cg.
(ii) Alternatively, taking the image of T yields a linear subspace of W of Cg in which
TΠZ2g is a lattice. Choosing bases, we get a new period matrix Π′ as well as a pair
abusively still denoted (T,R) such that TΠ = Π′R. The matrix T represents the
projection from V ∼= Cg to W ∼= Cdim(W ).
Note that the dimensions in approaches (i) and (ii) above are complementary in the sense
that they sum to g.
Proposition 3.8. In approach (i), the restriction of E to W is represented by the matrix
E ′ := RtER, and E ′ defines a polarization for Π′.
Proof. It is clear that E ′ is alternating. The complex structure J restricts to give the complex
structure on W , in the sense that because TΠ′ = ΠR we have
(3.9) ΠRJ ′ = TΠ′J ′ = iTΠ′ = iΠR = ΠJR,
so that RJ ′ = JR. Therefore E ′, as the restriction of E under R, is again compatible with
J ′, or more precisely
(3.10) J ′tE ′J ′ = J ′tRtERJ ′ = RtJ tEJR = RtER = E ′.
Similarly, since E ′ is the restriction of E under R, the corresponding Hermitian form on W
remains positive definite, which is equivalent to iΠ′E ′−1Π′∗ > 0 (as in Birkenhake–Lange [4,
Proof of Lemma 4.2.3]). 
Proposition 3.11. In approach (ii), an integer multiple of E ′ := (RE−1Rt)−1 induces a
polarization on Π′.
Proof. This follows from the previous proposition by double duality. The projection (T,R)
induces a dual map (T∨, R∨) : (A′)∨ → A∨ on the corresponding dual abelian varieties.
Recall that we can identify A∨ = V ∨/Λ∨, where V ∨ := HomC(V,C) is the set of antilinear
maps from V to C and where Λ∨ is the dual of Λ under the canonical pairing between V
and V ∨. The original pairing E gives rise to a map V → V ∨ sending the lattice Λ into its
antilinear dual Λ∗. In other words, we have
(3.12) E(Λ⊗Q) = Λ∨ ⊗Q.
Therefore a suitable multiple of the inverse map E−1 : V ∨ → V maps Λ∨ into its dual Λ.
This defines a polarization on A∨; it is compatible with the complex structure because E is,
and is positive definite for the same reason. We can transfer this polarization to A′∨ by the
previous proposition, using the inclusion (T∨, R∨) dual to the projection (T,R). Note that
R∨ = Rt by duality. Dualizing a second time, we get our induced polarization on A′ after
again taking a suitable integral multiple if needed. 
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Remark 3.13. If the morphism (T,R) in the previous proposition corresponds to a map of
curves of degree d under the Torelli map, then E ′ is in fact d times the principal polarization
on Π′ by Birkenhake–Lange [4, Lemma 12.3.1]. However, the above notion of an induced
polarization applies whether or (T,R) comes from a map of curves or not.
Applying approach (ii) to the chosen polarization E and idempotent (T,R) for our period
matrix Π ∈ M4,8(C), we obtain a matrix Π2 ∈ M2,4(C) with a polarization E2 of type (1, 2),
which defines an abelian surface A2.
4. Computing an equation for the cover
The (1, 2)-polarized abelian surface A2 defined by Π2 and E2 in the previous section
was obtained from a numerical idempotent of Π defined over the base field K = Q(
√
61).
Therefore the abelian surface A2 is also defined over K. However, the polarization E2 is not
principal, so we do not obtain in this way a Jacobian of a genus 2 curve over K. In this
section, we show how to realize A2 as the Prym variety associated to a map X → A1 from
a genus 3 curve to a genus 1 curve.
Along the way, we will continue our numerical computations and retain our sensitivity to
fields of definition; at the end, we will rigorously certify our construction.
To obtain a principal polarization, one can first try to take a maximal isotropic subgroup
of the kernel of the isogeny A→ A∨ defined by E2. This kernel is isomorphic to Z/2Z×Z/2Z
and carries a non-trivial Weil pairing; there are therefore 3 such maximal isotropic groups.
Calculating the corresponding principally polarized quotients of A2, one obtains that all of
them give rise to indecomposable polarizations and therefore correspond to algebraic curves
under Torelli. However, calculating the corresponding Igusa invariants, or alternatively
reconstructing after Gua`rdia [14] (implemented at [28]) shows that all of them define the same
cubic Galois extension L of K, namely that defined by the polynomial x3−√61x2 +4x+2.
This cubic polynomial also shows the way out. We will glue A2 with an elliptic curve
A1 over K to realize A2 as the Prym of genus-3 double cover of A1 over K. This is a
slight generalization of the same gluing operation when both A2 and A1 have a principal
polarization, which will be considered in detail in the upcoming work by Hanselman [15] (for
code, see Hanselman–Sijsling [16]).
Via the aforementioned cubic polynomial, we consider the elliptic curve
(4.1) A1 : y
2 = x3 −
√
61x2 + 4x+ 2.
Let Π2 be a period matrix for the 2-dimensional abelian variety A2 with respect to which
the polarization E2 is represented by the alternating form
(4.2) E2 =

0 −1 0 0
1 0 0 0
0 0 0 −2
0 0 2 0
 .
The elliptic curve A1 will have a principal polarization represented by the standard symplectic
matrix E1 = (
0 −1
1 0 ), and with corresponding period matrix Π1 say.
Consider the period matrix
(4.3) Π′3 =
(
Π2 0
0 Π1
)
,
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with corresponding abelian variety A′3; it admits a polarization represented by
(4.4) E ′3 =
(
E2 0
0 2E1
)
=

0 −1 0 0 0 0
1 0 0 0 0 0
0 0 0 −2 0 0
0 0 2 0 0 0
0 0 0 0 0 −2
0 0 0 0 2 0
 .
Let G := ker(E ′3) <
1
2
Λ′/Λ′, where Λ′ = H1(A′3,Z) ∼= Π′3Z6. Then G is equipped with the
basis corresponding to the final four columns of E ′3, and under the corresponding identifica-
tion
(4.5) G ≃ (Z/2Z)2 × (Z/2Z)2
the Weil pairing on G is the product pairing. By Birkenhake–Lange [4, 2.4.4], the quotients
of A′3 on which the polarization E
′
3 induces a principal polarization are in bijection with the
maximal isotropic subgroups H < G—there are 15 such subgroups.
Proposition 4.6. Suppose that A′3 and G are defined over K. Then there exists a maximal
isotropic subgroup H < G that is defined over K. In particular, the quotient A′3/H is defined
over K.
Proof. The first factor in (4.5) corresponds to the kernel of the polarization E2 on A2. By
the discussion at the beginning of this section, we know the structure of this group as a
Galois module: the elements of order 2 are cyclically permuted by a generator of the Galois
extension L of K defined by x3 − √61x2 + 4x + 2. This is the very same Galois module
structure as that on the second factor in (4.5), which corresponds to A1[2].
We can therefore obtain a Galois-stable isotropic subgroup H < G by starting with a pair
(x1, x2) with x1 6= 0 and x2 6= 0 and taking the image under Galois, after which we adjoin 0:
(4.7) H :=
{
(0, 0), (x1, x2), (σ(x1), σ(x2)), (σ
2(x1), σ
2(x2)) = (x1 + σ(x1), x2 + σ(x2))
}
.
Since σi(x1) and σj(x1) pair to 1 for i 6= j and similarly for x2, this subgroup is indeed
isotropic, because the product pairing on G assumes the values 0 + 0 = 0 and 1 + 1 ≡ 0
(mod 2). By construction, H is defined over K.
The second part of the proposition follows immediately. 
Given a maximal isotropic subgroup H of G, say with generators h1 and h2, we take
inverse images h˜1 and h˜2 in
1
2
Λ. This yields a lattice
(4.8) Λ = Λ′ + Zh˜1 + Zh˜2.
that contains Λ′. Choosing a basis of Λ, and keeping the basis for Λ′ used heretofore, we
find a matrix R3 ∈ M6(Z) such that ΛR3 = Λ′. By construction, E ′3 will induce a principal
polarization on the abelian variety corresponding to the period matrix
(4.9) Π3 = Π
′
3R
−1
3 .
Note that we have a projection map corresponding to the pair (I3, R3) in the equality
I3Π
′
3 = Π3R3. Under this map, the induced principal polarization on Π3 corresponds to
the polarization class from Proposition 3.11.
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While we can in principle identify the subgroup H in terms of the columns of E ′3 by using
the Abel–Jacobi map from [21], we just tried all 15 subgroups, as in Algorithm 4.10.
Algorithm 4.10. Finding a principally polarized quotient over K that is a Jacobian
Input: The period matrices Π2 and Π1 for the factors A2 and A1 over K, with
polarizations E2 and E1 of type (1, 2) and (1) respectively, along with the associated
matrices Π′3 and E
′
3 as in (4.3) and (4.4).
Output: A matrix Π3 = Π
′
3R
−1
3 on which E
′
3 induces a principal polarization E3 such that
Π3 numerically corresponds to a genus-3 curve X over K, along with E3 and the invariants
of X .
Algorithm:
1. Determine the 15 isotropic subgroups H of G = ker(E ′3) ∼= (Z/2Z)2 × (Z/2Z)2 with
the product Weil pairing.
2. For a given H as in Step (i), lift generators h1 and h2 to elements h˜1 and h˜1 of
1
2
Λ′/Λ′.
3. Construct Λ = Λ′ + Zh˜1 + Zh˜2, choose a basis of Λ, and find R3 ∈M6(Z) such that
ΛR3 = Λ
′.
4. Let Π3 = Π
′
3R
−1
3 , and let E3 = R
−t
3 E
′
3R
−1
3 .
5. Using the methods of [18, §2] and LLL, check if the principally polarized abelian
variety defined by Π3 and E3 corresponds to an algebraic curve X , and if so, whether
the invariants of X are numerically in K. If so, return Π3, E3, and the corresponding
invariants. Otherwise proceed to the next G in Step (iii).
Invoking this calculation using 1000 decimal digits, only one isotropic subgroup numeri-
cally gave rise to invariants over K; we obtain in this way a period matrix Π3 whose abelian
variety A3 := C
3/Π3Z
6 is equipped with the principal polarization E3.
Finally, using the main result in Lercier–Ritzenthaler–Sijsling [19] (recognizing invariants),
we constructed a plane quartic equation defining a genus 3 curve whose Jacobian (numeri-
cally) matches the abelian surface A3.
5. Simplifying, twisting, and verifying the cover
The methods from the previous section furnish us with an equation F (x, y, z) = 0 defining
a smooth plane quartic curve X ⊂ P2 over K whose Jacobian putatively contains the abelian
surface A = A2 and the elliptic curve E = A1 in Theorem 1.1 as isogeny factors over Q
al.
Since this reconstruction from invariants is only up to Qal-isomorphism, this Jacobian may
not yet contain the given factors over K. Moreover, the implementation of these methods
does not yet optimize the equations involved when working over proper extensions of Q;
indeed, the first homogeneous defining polynomial F is of a rather terrible form, whose
coefficients are thousands upon thousands of decimal digits long. In this section, we simplify,
twist, and then verify that the cover is as claimed.
Simplification. Since the ring of integers of K has class number 1, a first step is to remove
superfluous primes from the discriminant by generalizing methods of Elsenhans [10]. This
approach makes the equation somewhat smaller, but its size is still thousands of digits.
Although we constructed X from a period matrix Π, the reconstruction methods involved
only uses invariants and does not furnish the period matrix of Jac(X) in terms of Π, so
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we start again. Using integration algorithms due to Neurohr [22], we compute the period
matrix of Jac(X). Then, with the techniques of Bruin–Sijsling–Zotine [6] one can find the
numerical geometric automorphism group Aut(XC) of the curve X along with its tangent
representation on the ambient P2. It turns out that Aut(XC) ≃ Z/2Z, and in particular the
nontrivial involution ι generating Aut(XC) is putatively defined over K itself.
Let T ∈ GL3(K) be a matrix representing ι, i.e., F ·T = λF under the substitution acting
on the right. Since X is canonically embedded, we can read off the matrix T from its tangent
representation. Moreover, we can write T = UDU−1, where D is a diagonal matrix with
diagonal entries (−µ, µ, µ) say. Then for H = F ·U we have H ·D = F ·UD = λF ·U = λH ,
so that H(−x, y, z) = λH(x, y, z). In this way, we recognize an exact automorphism and
reduce to the case where
(5.1) F (x, y, z) = G(x2, y, z),
with G homogeneous in x, y, z of weights 2, 1, 1. Now the equation G(x, y, z) = 0 defines a
genus-1 curve E, which is the quotient of X by its involution ι and which is still defined over
K. The map X → E is ramified over the divisor of zeros D of x on E.
We then calculate the j-invariant of the binary quartic q(y, z) corresponding to the genus-1
curve E. An elliptic curve E0 with the same j-invariant over K is defined by
(5.2) E0 : u
2 = p0(t)
over K, where
(5.3) p0(t) := (10ν + 34)(t
3 + νt2 + (1− ν)t+ 1)
where ν := (1+
√
61)/2 ∈ K satisfies ν2 = ν+15. The conductor of E0 is (64). As luck would
have it, the binary quartic q is equivalent over K to the quartic (y/z)4p0(y/z) corresponding
to the polynomial p0, yielding an isomorphism E
∼−→ E0. Pushing the divisor D along this
isomorphism, one obtains a divisor D0 on E0. Again luck is on our side and the divisor
D0 − 4∞ on E0 is principal; the corresponding degree-2 cover X0 of E0 is defined by the
affine equations
(5.4) X0 :
{
(10ν + 34)u2= t3 + νt2 + (1− ν)t + 1
(−2ν + 9)w2 = 2u+ (−7ν − 24)t2 + (4ν + 14)t− 2ν − 7
Eliminating u using the second equation and substituting in the first, replacing w ← x and
t← y, and homogenizing yields the defining homogeneous quartic
(5.5)
F0(x, y, z) = (−195ν + 859)x4 + (−64ν + 282)x2y2 + (−5ν + 24)y4
+ (148ν − 652)x2yz + (−16ν + 68)y3z + (−74ν + 326)x2z2
+ (96ν − 422)y2z2 + (−148ν + 652)yz3 + (−47ν + 207)z4.
We are blessed for one final time because F0 defines a non-singular curve X0 ⊂ P2 with
the same Dixmier–Ohno invariants as the original terrible curve X . (This is not automatic,
as a degree 2 cover of a genus-1 curve is not determined by its ramification locus only, in
contrast to the case of genus-0 curves.) In any event, we have finally obtained a simplified
equation X0.
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Twisting. It remains to find the correct twist of X0 (with respect to the involution on X0)
that matches A2 as an isogeny factor over K (instead of merely over Q
al). Again, this step
is needed because the algorithms in Lercier–Ritzenthaler–Sijsling [19] only yield the correct
geometric isomorphism class. We proceed as follows.
First, by a Gro¨bner basis computation (considering the scheme over Z cut out by (5.5)
and the equation for ν, we find that X0 has bad reduction only at the prime (2) (by the way
it was constructed) so our desired twist will be by a 2-unit (in K×). We begin by computing
generators for the group U := ZK [1/2]
×/ZK [1/2]×2 of 2-units of K modulo squares, a group
with 2-rank 3.
To find the right twist, we loop over primes p ≥ 5 that split in K and by counting points
compare the L-polynomial Lp(X, T ) ∈ 1 + TZ[T ] of X and the absolute L-polynomial of f
Lp(f, T ) := (1− apT + χ(p)pT 2)(1− τ(ap)T + χ(p)T 2) ∈ 1 + TZ[T ],
where 〈τ〉 = Gal(K |Q). We find always that Lp(f,±T ) | Lp(X, T ) for a unique choice of
sign εp.
We then look for an element δ ∈ U such that
(
δ
p
)
= εp for each prime p above p: we find
a unique match, namely δ = −5ν + 22, an element of norm −1. Twisting by this element
(replacing x2 ← δ−1x2) gives an equation all of whose good Euler factors match:
(5.6)
F (x, y, z) := (5ν + 17)x4 − (14ν + 48)x2y2 + (8ν + 28)x2yz
− (4ν + 14)x2z2 + (10ν + 33)y4 − (12ν + 44)y3z
+ (2ν + 26)y2z2 + (4ν − 16)yz3 + (ν − 6)z4.
Verification. We now conclude with the proof of our main result (Theorem 1.1); for con-
venience, we reproduce the statement.
Theorem 5.7. Let X be the projective plane curve overK defined by the equation F (x, y, z) =
0 as in (5.6). Then the following statements hold.
(a) The curve X is smooth of genus 3 and has bad reduction at the prime (2) only.
(b) X admits an involution ι : (x : y : z) 7→ (−x : y : z) over K, and the quotient of X
by ι defines a map from X onto an elliptic curve E of conductor (64); an equation
for E is given by
−(10ν + 34)y2 = x3 − νx2 + (−ν + 1)x− 1.
(c) Up to isogeny over K, we have Jac(X) ∼ A×E, where A is an abelian surface over
K with everywhere good reduction.
(d) We have End(A) ≃ Z[√3], so A is of GL2-type (over K); moreover, all geometric
endomorphisms of A are defined over K.
(e) The abelian surface A has a polarization over K of type (1, 2), but does not admit a
principal polarization over K.
Proof. Part (a) was verified directly via a Gro¨bner basis computation as above: more pre-
cisely, we compute that the ideal N generated by F and its derivatives in Z[ν][x, y, z],
saturated at the irrelevant ideal (x, y, z), has N ∩ Z[ν] = (2)14.
Part (b) is because F (x, y, z) = G(x2, y, z), andG(x, y, z) defines an elliptic curve, equipped
with the point at infinity (ν − 3 : 1 : 0); we then confirm the equation (b) (arising up to
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quadratic twist by construction). For the first part of (c), the splitting over K comes from
the map in (b).
Next, we prove part (d) using the methods of Costa–Mascot–Sijsling–Voight [8], which
rigorously certifies that End(Jac(X)) = End(Jac(Xal)) ≃ Z× Z[√3], where Xal denotes the
base change to an algebraic closure Kal of K. More precisely, with respect to a K-basis of
differentials, we certify that there is an endomorphism with tangent representation
(5.8)
1 0 00 3/2 (ν − 4)/2
0 (ν + 3)/2 −3/2

representing multiplication by
√
3.
To finish the proof of (c), frustratingly it is not clear how to algorithmically verify that
the Prym has everywhere good reduction directly. (We could not find an implementation
for the computation of regular models over number fields.) Instead, we look at Galois
representations and apply the now standard method of Faltings–Serre, the relevant details
of which we now sketch.
The 2-adic Tate module of the abelian surface factor yields a Galois representation
(5.9) ρA,2 : GalK → GL2(Z2[
√
3]),
where GalK := Gal(K
al |K) is the absolute Galois group of K; since (2) = l2 ramifies in
Z[
√
3], reducing modulo l gives the mod l representation ρA,l : GalK → GL2(F2). Counting
points, we find that the conjugacy classes of Frobenius elements for either prime above 5 has
order 3, so the image of ρ2 has order 3 or 6, and correspondingly the fixed field of ker ρ2 is
an extension of K of degree 3 or 6 ramified only at (2). By computational class field theory,
we verify there is in fact a unique such extension: it is the normal closure of the extension
of K defined by the polynomial p0(t) in (5.3), whose absolute field is defined by
(5.10) x6 + x5 − 7x4 + 14x2 − 16x+ 4;
the full normal extension L of Q is defined by
(5.11) x12−4x11+10x10−44x9+174x8−422x7+618x6−512x5+170x4+56x3−58x2+6x+9.
We repeat the same calculation for the newform f ∈ S2(Γ0(61), χ): its base change fK
to K has level (1) and so gives a Galois representation ρfK ,l : GalK → GL2(Zal2 ) for which
the characteristic polynomial of Frobenius lies in Z2[
√
3]. Reducing modulo l and semisim-
plifying gives ρssfK ,l : GalK → GL2(Fal2 ); since the traces belong to F2, up to equivalence the
representation takes values in F2 [29, Corollary 1], and as in the previous paragraph we con-
firm that it is surjective so absolutely irreducible so equal to its semisimplification: indeed,
we must have ρA,l ≃ ρfK ,l by uniqueness. By a result of Carayol [7, The´ore`me 2], up to
equivalence we have ρfK ,l : GalK → GL2(Z2[
√
3]).
We conclude by showing that ρA,l ≃ ρfK ,l, from which the remainder of part (c) follows
as fK has level (1). We compute a set of obstructing primes for the 2-torsion field L:
we compute ZL[1/2]
×/ZL[1/2]×2 ≃ (Z/2Z)9 and that the primes of L above 3, 5, 61, 97
generate the corresponding elementary 2-abelian extension of L. Having checked equality
of L-polynomials for primes of norm up to 200, we conclude there can be no obstruction to
lifting and the result follows.
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Finally, part (e) follows from the previous paragraph, as follows. We have exhibited a
(1, 2)-polarization λ : A → A∨, where A∨ denotes the dual abelian variety. Suppose that A
had a principal polarization µ : A
∼−→ A∨ over K. Then µ−1λ ∈ End(A) is an (1, 2)-isogeny
on A defined over K, with ker(µ−1λ) ⊆ A[l]. However, the field of definition of A[l] is an
S3-extension of K, a contradiction. 
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