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Usualmente, a distribuic¸a˜o Beta e´ utilizada para modelar experimentos nos quais a
varia´vel de interesse e´ cont´ınua e se distribui no intervalo (0, 1), como por exemplo taxas
e proporc¸o˜es. Caso a varia´vel na˜o assuma valores no intervalo unita´rio, ou seja, a 6= 0 e
b 6= 1, pode-se usar a transformac¸a˜o Yi = (Xi− a)/(b− a) com i = 1, 2, ..., n, pois assim a
varia´vel aleato´ria assumira´ valores no intervalo (0, 1), tornando poss´ıvel sua modelagem
sob a distribuic¸a˜o Beta. Para essas situac¸o˜es Ferrari e Cribari-Neto (2004) propuseram a
classe de modelos de Regressa˜o Beta, em que a varia´vel resposta possui distribuic¸a˜o Beta.
Os parameˆtros sa˜o interpreta´veis em termos da me´dia da varia´vel resposta e o modelo e´
naturalmente heteroceda´stico e aceita assimetrias. Neste trabalho, o modelo proposto e´
o ARFIMA (Autorregressivo Fracionado Integrado e de Me´dia Mo´vel), espec´ıficamente o
modelo Beta-ARFIMA, para se´ries temporais de longa dependeˆncia, com valores restritos
ao intervalo unita´rio. Quando tratamos de realizar infereˆncias nos modelos Beta e Beta-
ARFIMA, o mais usual e´ a utilizac¸a˜o do Me´todo da Ma´xima Verossimilhanc¸a Condicional,
que possui resultados assinto´ticos satisfato´rios, com as estat´ısticas dos testes de Wald, da
log-verossimilhanc¸a e do Escore seguindo a distribuic¸a˜o Qui-Quadrado sob hipo´tese nula.
Pore´m, no que se refere a pequenas amostras, a distribuic¸a˜o nula assinto´tica pode fornecer
uma aproximac¸a˜o pobre a` distribuic¸a˜o nula exata das estat´ısticas, implicando distorc¸a˜o
do tamanho do teste. Uma das maneiras de lidar com v´ıcio em estimadores e´ utilizar
correc¸o˜es para pequenas amostras, dentre as quais as mais conhecidas e utilizadas esta˜o o
ajuste de Skovgaard (Skovgaard (2001)), a correc¸a˜o de Cox-Snell (Cox and Snell (1968)) e
as correc¸o˜es de Bartlett (Bartlett (1937)), sendo a u´ltima a qual estamos interessados neste
trabalho, pois possui acura´cia de mais alta ordem e pode ser facilmente implementada em
uma linguagem matricial de programac¸a˜o, como apresenta Cordeiro (1993). Em resumo,
a correc¸a˜o de Bartlett funciona multiplicando a estat´ıstica do teste, aqui chamada de w,
por um escalar. Assim, o valor esperado de w∗ = w/c e´ mais pro´ximo ao da distribuic¸a˜o
Qui-Quadrado que o da estat´ıstica w. A constante c e´ amplamente conhecida como a
Correc¸a˜o de Bartlett. O objetivo principal do trabalho e´, enta˜o, estudar as correc¸o˜es
de Bartlett no contexto dos modelos Beta-ARFIMA, visando sua utilizac¸a˜o em se´ries
temporais com um nu´mero pequeno de observac¸o˜es.
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