Abstract The solution of a Rayleigh-wave inverse problem may potentially deviate from the realistic shear-wave velocity structure due to nonuniqueness. To overcome such deviation, it is necessary to understand the source of nonuniqueness and situations that may give rise to the nonuniqueness. In this study, the existence and formation of the nonunique solutions in an inverse problem are demonstrated by modeling the solution space of a synthetic surface-wave inverse problem and investigating the major causes that might engender nonuniqueness, namely (1) the inversion convergence threshold, (2) ambient noise, (3) corner frequency of the recordings, and (4) the water level. Regarding the severity of nonuniqueness in the phase-velocity inverse problems, a technique is proposed to improve the inversion that exploits the match between the synthetic and observed time series used as a posteriori information for constraining the realistic velocity structure. Through a synthetic example, the effectiveness of such method is tested and demonstrated effective.
Introduction
Shear-wave velocity (V S ) is an important parameter in site-response analyses for estimating the spectral amplification factor in the field of earthquake engineering (Borcherdt, 1994; Cramer et al., 2002; Pezeshk and Zarrabi, 2005) . The thickness and shear-wave velocity of the soil layer and the impedance ratio between bedrock and the soil layer are major input parameters needed to perform site-response analysis.
In reservoir engineering, seismic techniques are frequently used for the characterization of reservoir structure (Hosseini and Aminzadeh, 2013, 2014) . Specifically, in hydrocarbon explorations, surface waves can help constrain near-surface velocity structure in a full-waveform seismic inversion and reduce uncertainties in reservoir characteristics in situations in which near-surface logs may not be reliable or available due to washouts during drilling (Bourgoyne et al., 1986; Pan et al., 1994) . In addition, near-surface shear-wave velocity structure helps to remove ground roll noise from seismic reflection sections and improves deep seismic imaging reliability (Strobbia et al., 2010 (Strobbia et al., , 2011 (Strobbia et al., , 2012 Salama et al., 2013) . Recently, innovative application of surface-wave analysis for assessment of the geotechnical structures was reported where mechanical properties of a buried geosynthetic material were evaluated (Kafash et al., 2013) .
The shallow shear-wave velocity profile at a specific site can be obtained using invasive or noninvasive techniques. Noninvasive techniques include active and passive surface seismic methods such as multichannel analysis of surface waves (MASW, Park et al., 1999) , spectral analysis of surface waves (SASW, Nazarian, 1984; Nazarian and Stokoe, 1986) , or refraction microtremor (Louie, 2001) in which vertical variation of mechanical properties of the medium is estimated from spectral variation of phase velocities through the inversion of dispersion curves (Stovall, 2010; Hosseini and Pezeshk, 2011a; Hosseini, 2014) .
The shear-wave velocity structure can be estimated by studying the dispersive properties of the surface waves in a vertically heterogeneous medium (Dorman and Ewing, 1962; Brune and Dorman, 1963; Wiggins, 1972) . Several approaches are available for the inversion of surface waves, including forward-modeling approaches and the linearized inversion of dispersion curves. Forward-modeling approaches such as genetic algorithms offer an alternative to the traditional linearized inversions and can sample a broader part of the model space (Sambridge, 1999; Mosegaard and Sambridge, 2002; Pezeshk and Zarrabi, 2005; Sambridge et al., 2006) ; however, the time-consuming nature of these techniques limits their application.
Inversion techniques suffer from limited search scope in the model space. A successful inversion procedure must be able to find solutions near the global optimum; however, such a goal might not be easily attained considering the likely existence of multiple local minima (Cerato, 2009 ), which will result in nonuniqueness. Several approaches have been proposed to overcome the nonuniqueness, such as using a priori information, adjusting inversion parameters, using a posteriori information, and employing joint inversion techniques. Cerato (2009) utilized a priori information about the subsurface material to constrain the range of values in the inversion process. Use of higher modes of propagation (Levshin and Panza, 2006; Hosseini and Pezeshk, 2011b, 2012a) and alternative model parameterization (Renalier et al., 2010) are considered as methods that adjust inversion parameters aiding to reduce the nonuniqueness. Methods that exploit a posteriori information opt out of the inverted models after the inversion process, such as techniques using the effective phase-velocity dispersion match (Cerato, 2009 ) and the synthetic and observed seismogram match (Hosseini and Pezeshk, 2012b, Hosseini, 2014; . In a joint inversion technique, more data in addition to the dispersion curve are simultaneously inverted to determine the velocity structure, such as in the procedure outlined by Tran and Hiltunen (2012) . Joint inversion of the surface waves and the reflection, refraction, and P-or S-wave travel times are other examples of the joint inversion methods that are frequently reported (Dal Moro and Pipan, 2007) .
In this study, the feasibility of using a posteriori wavenumber integration technique for improving nonuniqueness in the inversion of phase-velocity dispersion curves is evaluated. Unlike a joint inversion that may suffer from having different weights for different data types, the a posteriori technique only evaluates the outcome of the inversion for further refinement. To illustrate the need for such a study, the first part of the current study focuses on the mathematical nature of nonuniqueness. The second part of the study is devoted to showing that the selection of parameters in data processing and inversion can give rise to potential nonunique solutions. By studying the model space for a specific velocity profile, it is visually illustrated that some of these nonunique solutions that are not avoidable are random in nature (such as those formed due to the lowest recorded frequency of the time series and ambient noise) and some are avoidable (such as convergence criteria used in inversion). In the following sections, it is shown that the synthetic seismograms are more affected by changes in the velocity structure compared to the phase-velocity dispersion curves. This conclusion forms the strategy proposed to overcome the nonuniqueness using an a posteriori technique.
For the rest of the study, we discuss the existence of nonuniqueness in a linearized surface-wave inversion through a synthetic example, and its occurrence is discussed in accordance with the details of the fitness function for the model space. Finally, we use synthetic seismograms to quantitatively select the most appropriate shear-wave velocity profile.
Nonuniqueness in the Inversion
Surface-wave inversion is a nonlinear problem, and available solutions are usually acquired through a linearized inversion technique (Aster et al., 2013) . Scientists and engineers relate the physical parameters of a system to the observations. In engineering and seismology, observations and system parameters are discrete quantities viable to operate as vectors. A forward problem is simply finding the observation having the model parameters, and an inverse problem is the estimation of unknown model parameters given the observations. Inverse problems can be solved using least squares, maximum likelihood, generalized inversion methods, or evolutionary techniques.
The physics of such a system can be represented using a function Gm that relates the system parameters to the observations by the general equation:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 ; 3 1 3 ; 6 0 1 Gm d; 1 in which Gm, which is called the forward operator, maps the model on the observation d, and m is the true model. The operator can take different forms, such as a linear or nonlinear system of algebraic, ordinary differential, or partial differential equations (Aster et al., 2013) . In the case of a nonlinear forward operator, the perturbation theory (Prosser, 1968; Snieder, 1990a,b) can be used to express data as a perturbation series of the model parameters. In the perturbation theory, the nonlinear problem is linearized for a small region around the true model using the Taylor expansion and neglecting the higher-order terms. In such case, the linearized problem can be presented as E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 2 ; 3 1 3 ; 4 2 4 Gm e d;
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in which e is the error contaminating the date (Snieder and Trampert, 2000) . Because the number of observations is usually more than the model parameters, the solution to this linear problem is expressed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 3 ; 3 1 3 ; 3 5 1m
in which G −g is the generalized inverse of G, andm is the estimated model different from true model (Snieder and Trampert, 1999) .
We employ a singular value decomposition (SVD) technique, which aids in mathematically showing that it is possible to construct nonunique solutions for an inverse problem. It should be noted that the definition of nonuniqueness is beyond what is shown in this section because we provide a special case in which low eigenvalues can contribute to the formation of nonunique solutions.
For each specific solution setm with n elements, operator G associated with m observations with size m × n can be factored into E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 4 ; 3 1 3 ; 1 7 0 G USV T ; 4 in which S is a diagonal matrix containing singular values of the operator G (s i on its diagonal), has the same size as G, and is customarily arranged in the descending order. Matrices U and V are m × m and n × n unitary square matrices, and the columns of each form a set of orthonormal vectors spanning observation data and model space. The superscript T for V denotes the conjugate transpose. It is possible to break every model and observation data down into a linear combination of their associated orthonormal vectors: E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 5 ; 5 5 ; 7 0 9m
5 in which g and h are scalars, and U ·;i and V ·;i are the ith columns of U and V. In the S matrix, some of the singular values might be zero (or relatively very small) and cause an ill-conditioned inverse problem (Aster et al., 2013) ; such eigenvalues can be separated from the equation by identifying the pth eigenvalue, beyond which eigenvalues are practically assumed to be zero:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 6 ; 5 5 ; 5 8 1
in which U p and V p are the first p columns in their associated matrices. U 0 denotes the last (m p) columns in U, and V 0 denotes the last (n p) columns in V.
One of the definitions of the nonuniqueness is a nontrivial solutionm 0 that projects into null space meaning that GGm 0 0. The null space of G is denoted with NG, and columns of V 0 form an orthogonal basis for NG, meaning that adding any linear combination of V 0 columns to the solutionm does not project into the data space:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 7 ; 5 5 ; 3 8 8m
in whichm is a nonunique solution, andm † is the SVD solution. By varying sets of g i factors, one can construct sets of nonunique solutions that, for all, equality Gm † m 0 Gm † d holds.
In addition to small eigenvalues, nonuniqueness can rise due to the nonconvexity of a nonlinear objective function; for instance, the existence of multiple local minima can make the inversion process yield different results based on the starting point in the model space. Backus and Gilbert (1970) stated that numerical investigation is the only way to study the existence of nonunique solutions for an objective function. In the following section, we numerically simulate the existence of the nonunique solutions for a fairly simple velocity structure. We then examine the existence of nonunique solutions by studying the solution space of the objective function without performing any inversion.
Synthetic Test to Study the Solution Space
It is assumed that there are several items that can give rise to the existence of multiple solutions for a surface-wave inverse problem. These items are intuitively selected from effects that might deviate from the results of an inversion from the realistic velocity model. They are (1) level of inversion convergence, (2) ambient noise in the recorded data, (3) corner frequency of the recorded data, and (4) the methodology used for handling parameters other than the shearwave velocity and thickness (such as Poisson's ratio or quality factor). The provided list does not cover all causes of nonuniqueness in the surface-wave inversion; however, it provides an understanding of the complexity of the problem and the nonuniqueness associated with the inverse problems. The cause of the formation of the nonunique solutions is the nonlinearity of the surface-wave forward operator, as observed by the study of the solution space.
To illustrate the role of the aforementioned assumptions on the inversion result, we perform and discuss a comprehensive synthetic test through an example problem. For the synthetic test, we consider a six-layer medium over the halfspace. We calculate the theoretical dispersion curves for a range of quantities assigned to each layer. We keep the shearwave velocities of all layers constant except for the fifth layer and the half-space, for which we use a range of shear-wave velocities between 50 and 700 m=s and between 270 and 850 m=s with 10 m=s increments, forming the model space. We perform simulations assuming (1) there is no attenuation-induced dispersion (Kanamori and Anderson, 1977) , i.e., the quality factor for shear and compressional waves is infinite, and (2) the shear-wave velocity of layers does not exceed its value in the half-space. The error space is formed by calculating the difference between the phase-velocity dispersion from the model space and the dispersion for a selected reference model. The reference model is assumed to represent the realistic velocity structure and will be kept constant throughout the study. The shear-wave velocity of the fifth and seventh layers in the reference model is set equal to 270 and 570 m=s, respectively, and a water level on top of layer 3.
We only allow changes to the shear-wave velocity of two layers to be able to visually inspect the effect of such changes on the error space. As presented in Table 1 , we consider eight groups of simulations considering various water-table levels at each layer.
Poisson's ratio and density can be used to simulate the effect of water-level existence (Foti and Strobbia, 2002) and consequent material saturation. For dry material, we used a Poisson's ratio of 0.25 and a density of 1:8 g=cm 3 , and for the saturated material we used 0.45 and 2:1 g=cm 3 . Water level is shown in Table 1 . Considering the ranges introduced for the fifth layer and seventh layer, 2948 different velocity models are used in each simulation set, and a total of 23,584 velocity models are used throughout this study. The properties of all layers except the fifth and seventh layers are fixed.
For each model in Table 1 , we determined the associated phase-velocity dispersion curve for the frequency range of 5-100 Hz. We used Computer Programs in Seismology, developed by Robert Herrmann (see Data and Resources), to perform forward calculations. We calculated the residual (the difference between the dispersion curves from each velocity model in Table 1 and the reference velocity model) using the following fitness function: is the experimental dispersion curve at frequency j, and c theo: j is the theoretical dispersion curve. Equation (8) is used only for the fundamental-mode dispersion curve. In calculating the errors, we selected a velocity model as the reference model and treated its associated dispersion curve as the experimental dispersion curve (c obs: ). Then, we calculate the error space using equation (8) and study the error space to gain insight into the behavior of an inverse problem.
In the following sections, we investigate the inversion process using the models provided in Table 1 and the reference model. We specifically will study the effects of (1) the level of inversion convergence, (2) noise in the data, (3) the lowest recorded frequency of the recordings, and (4) the methodology for handling parameters other than shear-wave velocity and thickness (i.e., Poisson's ratio).
Effect of Convergence Level
The level of convergence in the inversion is set by two criteria: the maximum number of the iterations or by a threshold error. A large value for the threshold error can cause immature termination. This problem is more evident in cases in which the error space has a gradual gradient with respect to one of the inversion parameters, such as the shear-wave velocity of one of the layers. The effect of the convergence level is explained with numerical simulation via investigation of error space constructed from the model space in Table 1 .
The error space is constructed with respect to the phasevelocity dispersion curve of the reference model and is shown as a contour map in Figure 1a , corresponding to the simulation 3 from Table 1. The reference model is shown in Figure 1b along with its associated phase-velocity dispersion curve. The reference model is shown with a circle. As can be observed from Figure 1a , the shear velocities associated with the minimum error also match those of the reference model, and the inversion is capable of obtaining the true velocity model.
Also observable in Figure 1a , when the water level is assumed to be on top of layer 3, the local minimum and the global minimum are the same; therefore, the choice of initial model does not alter the final outcome of the inversion. According to Figure 1a , regardless of the selection of the initial model, the inversion will converge to the reference model after a sufficient number of iterations. However, the inversion usually is not carried out for a goal of zero threshold error, but instead an error level is selected as an acceptable threshold. This error threshold should ideally be chosen in a manner that model parameters (here V S;5 and V S;7 ) result in similar values with the case of a zero threshold error, although this might not be possible. In Figure 1a , models falling on the boundaries of the region marked with the bolddashed line have errors equal to 0.15%. Two models are selected that have a threshold error of 0.15%, marked with two open triangles in Figure 1 . The model corresponding to triangle 1 is very different than the reference model illustrated with a filled circle; however, the model corresponding to triangle 2 is close to the reference (Fig. 1b) .
This implies that when a threshold is selected, it becomes important what path is taken toward the optimal solution in the inversion process. For instance, if an initial model is in region A of Figure 1a , the slow gradient will result in an inverted model that is different than the case in which an initial model is selected in region B with a sharp gradient toward the reference model.
Effect of Noise
The same analysis is repeated by adding 10% random uniform noise to the phase-velocity dispersion data from the reference model (Fig. 2) . The error space in Figure 2 is recalculated assuming a known water level. The coordinates of the minimum-error model and the reference model are presented with an X and a circle in Figure 2a . It can be observed that the existence of 10% noise dramatically influ- ences the inverted shear-wave velocity at the fifth layer to increase about 40% (inverted value of about 375 m=s versus the accurate value from the reference model equal to 270 m=s).
It is necessary to recall that the ultimate inversion solution shown in Figure 2a with an X corresponds to a minimum error in the error space of Figure 2 . This point will be reached only if the inversion is allowed to reach its minimum possible error, which is not practical. Similar to the previous section, threshold error is selected in a way that is slightly higher than minimum error. A value of 4% is selected as the threshold error. Models on the boundaries of the polygon with the dashed-bold line in Figure 2 correspond to the possible results of inversion with 4% threshold error. These models show a broad variation in shear-wave velocities and such an error threshold makes the inversion somehow impractical for identifying the reference model from the current error space. In Figure 2a , coordinates of the reference model show that it is possible to get close to the reference (8), corresponding to the simulation 3 of Table 1 . (b) Shear-wave velocity model and phasevelocity dispersion curves corresponding to points 1 and 2 in (a), respectively. The circle in the contour plot is the coordinate of V S for the fifth and seventh layers of the reference model and is associated with the minimum error. Triangles numbered 1 and 2 are two models with similar errors and are expected to be the result of inversion if the initial model is located in the area enclosed by the circles in the vicinity of each model. The color version of this figure is available only in the electronic edition.
model using an initial model in the region bounded by the dashed-dotted polygon; however, existence of a priori information is necessary. This region is similar to the suggestion made for the initial models shown in Figure 1 .
Effect of Lowest Recorded Frequency
The lower limit of the frequency used in the dispersion is important because it is associated with the resolution of the inverted velocity profile in depth and is a direct function of the recording instrument response, ambient noise, and the lowfrequency energy of the active source (Stovall, 2010; Hosseini, 2014) . In surface waves, the phase velocities at high frequencies are associated with shallow layers. As frequency decreases, the number (and overall depth) of layers nonlinearly participating to form a specific phase velocity increases.
The error space from the previous section (affected by 10% uniform random noise) is used here. Error space is recalculated by considering frequencies ≥ 8 Hz for calculation of the phase-velocity dispersion curve and their difference with noise-added dispersion data from the reference model (Fig. 3) . To attain this, we eliminated three frequencies (5, 6, and 7 Hz) from the dispersion curves for all the models and the reference model. The rectangular block shown in Figure 3a is enlarged and displayed in Figure 3b . As shown in Figure 3b , there are several local minima that make the inversion nonunique and complicated. The local minima are marked by different cross symbols in Figure 3b . The prominent feature of the error space in Figure 3 is the existence of multiple local minima where, depending on the initial model, an inversion can get trapped (Pezeshk and Zarrabi, 2005) . Each of the models associated with the local minima can be a solution to the inversion. Using an evolutionary technique such as a genetic algorithm similar to Pezeshk and Zarrabi (2005) , one may identify the global minimum in Figure 3b . However, exclusion of low frequencies has created a global minimum (model with V S;5 430 m=s and V S;7 750 m=s, shown by an open cross in Fig. 3b ) which is different than the reference model. Solution models associated with Figure 3 are plotted against the reference model in Figure 4 . From Figure 4 , it is observed that the lack of low-frequency data has impaired the resolution of inversion in depth. The effect of low-frequency data is sub- stantial, even though the dispersion data from only three frequencies (5, 6, and 7 Hz) are not used among the 52 frequencies. This observation might shed light on the significant contribution from the correct geophone type, sufficiently strong source, and passive techniques for low-frequency treatment.
Water Level Effect: Individually and Combined
Among the layer parameters, shear-wave velocity and thickness are recognized to have the maximum effect on the phase-velocity dispersion data; other parameters such as Poisson's ratio (or, subsequently, compressional-wave velocity) have a minor effect (Nazarian and Desai, 1993) . In this section, it is shown that various assumptions regarding the water level can dramatically disturb the inversion result, and their effects must be considered in a surface-wave inversion. We perform the calculation for the error space, considering eight different water levels from Table 1 . Each of the eight sets of simulations will be performed for noise-free data. Figure 5 shows the error space for the velocity model introduced in Table 1 and the reference model, where the water level follows that from the simulation sets one to eight. Each error space in Figure 5 has at least a minimum error, which is marked with a cross. The reference model with which the error space is generated is also indicated in all error spaces with a solid circle to present a visual inspection for the proximity of the minimum-error solution and reference model. In Figure 5 , in the error space with the water level on top of layer 3, which is the same water level as the reference model, the minimum-error solution is the same as the reference model. It is observed that the lack of knowledge regarding the water level can affect the accuracy of inversion drastically.
Nonuniqueness Issues
Through several simple example problems, we investigated various parameters that can influence the inversion process and, as a result, the final selection of the shallow shear-wave velocity profile. Other important issues that must be resolved are the nonunique characteristics of the inversion. To be able to use the MASW or SASW procedures confidently and make them practical for engineering applications, we need to resolve the nonuniqueness issue. We resolve this issue by looking at the waveform error space in addition to the phase-velocity dispersion error space.
To achieve such a goal, we choose velocity models that have almost identical error in the phase-velocity error space. Such velocity models can be easily found using a specific isoline in the error space of phase-velocity dispersion. A group of velocity models are chosen from an isoline in the dispersion error space of Figure 6a , with the water level on top of the fourth layer (isoline is marked with a bold line). We select three velocity models on that isoline as displayed in Figure 6b . Then, we generate synthetic seismograms for these models and compare these seismograms with the reference model seismograms.
We used the wavenumber integration technique of Wang and Herrmann (1980) to generate full wavefield synthetic seismograms, in which details of the wavefield, such as all direct and scattered body waves and surface waves for a horizontally layered earth model, are present. Figure 7 shows the synthetic times series for each velocity model of Figure 6 along with that of the reference model. For clarity, the Rayleigh wavetrain in Figure 7 is scaled down in time window ∼470 490 ms so that the details of the time series would be clearly visible. Synthetic time series are generated at a constant distance.
To elucidate the sensitivity of difference between the times series of three models and the reference model, the logarithmic difference is calculated at each time step and shown in Figure 8a . The logarithmic difference between the phasevelocity dispersion curves is illustrated in Figure 8b . From Figure 8 , it is evident that the difference between each model and the reference model is much higher for their associated time series than for their dispersive properties. In other words, synthetic seismograms reveal more detailed information for the wave propagation differences than just the dispersive properties of the two media.
Nonuniqueness in a Surface-Wave Inverse Problem and the Mitigation Strategy Model and Assumptions
A synthetic example is presented in which a dispersion curve from a known velocity profile is inverted. The goal of this section is to examine whether we face the nonuniqueness in a typical surface-wave inversion and, if we do, whether the proposed procedure enables us to distinguish the best solution.
A three layer over half-space model is assumed to be representative of the shallow subsurface. Each layer is assumed to have a thickness of 4 m, and the half-space starts from a depth of 12 m. Similar to the previous models, a water level is assumed to be present at the interface between the first layer and the second layer at 4 m depth. Figure 9 shows the velocity model and the associated phase-velocity dispersion curve used. In real-world data, it is possible to estimate the attenuation in terms of quality factors from the seismic recordings for use in the calculations (Hosseini et al., , 2015 Pezeshk et al., 2013) . In this study, attenuation effects on the seismograms and dispersion curves are not considered.
Using forward modeling, the phase-velocity dispersion curve is determined and a random 10% noise is added to the dispersion data to generate a realistic synthetic experimental dispersion curve (SEDC) for four modes of propagation. This curve is treated as the experimental dispersion curve that is typically obtained from the field survey; it is used in a linearized damped inversion technique (Aster et al., 2013) and is referred to as an SEDC.
Inversion of the Phase-Velocity Data
Initial velocity profiles for the inversion were constructed by assuming six layers over half-space (each layer has a thickness of 2 m), and the half-space is 12 m deep. Two initial velocity models are considered in the inversion process, in which the first uses a uniform velocity of 100 m=s for all layers and the second one is a velocity model that linearly increases from 100 m=s at the first layer to 500 m=s at halfspace. By combining two initial V S profiles and eight different levels of the water table, 16 initial velocity profiles were generated and separately inverted.
This section specifically focuses on two successfully inverted models (labeled as profile 6 and 11), for which the dispersion curves are indistinguishable from each other, for up to three higher modes. Figures 10 and 11 present the results of inversion for these two cases. In Figure 10 , the dispersion curve and the velocity structure for profile 11 match well with the SEDC. On the other hand, Figure 11 presents the dispersion and the velocity structure for profile 6, in which the velocity profile is very different from the exact model. The inversion procedure has been successful in terms of matching the theoretical dispersion curve of profiles 6 and 11 with SEDC; however, it fails to preserve the correct velocity profile for inverted profile 6. Therefore, the inversion of the phase-velocity dispersion curve has provided two different inverted velocity profiles, both having a good match between their dispersion and SEDC. Without knowledge of the real V S model (exact model), it is not possible to choose the final solution between them. Consideration of higher modes does not improve the nonuniqueness, because dispersion curves for both profiles 6 and 11 match the SEDC very closely for up to four modes (Figs. 10b and 11b ).
Synthetic and Observed Seismogram Comparison
Synthetic seismograms are generated using velocity models 6 and 11 in 48 imaginary geophones with ∼1 m spacing. Figure 12 shows synthetic seismograms generated from profiles 6 and 11 plotted on top of the seismograms from the exact profiles. In contrast to the dispersion curves, the time series from profiles 6 and 11 are very different and can be used as a tool to distinguish between the two profiles.
For purposes of clarity, Figure 12 has been scaled differently for reflections, refractions, and direct waves compared with the Rayleigh wavetrain. It is evident that profile 11 has a better match between the seismograms and can be selected as the final solution.
To have a quantitative tool for the assessment of similarity between the shapes of the synthetic and observed seismograms, the zero-lag cross-correlation coefficient is used as an indicator of the similarity. Results are provided in Figure 13 , which shows that profile number 11 has a better match with observed seismograms at the location of most of the 48 imaginary geophones. Therefore, by comparing the synthetic seismogram it is possible to distinguish between the two different profiles that have similar dispersion curves and overcome the nonuniqueness problem of this synthetic example. Further investigations are necessary to assess the effectiveness of the proposed technique on real-world data. Complexities such as the attenuation structure, attenuationinduced dispersion, and lateral heterogeneity can affect the match quality and the selection of the final profile as shown in Hosseini (2014) .
Data and Resources
Synthetic seismograms were computed using the computer program hspec96, and surface-wave dispersion curves were inverted using program surf96, both v.3.3, developed by Robert Herrmann, Department of Earth and Atmospheric Sciences, St. Louis University, St. Louis, Missouri. Program surf96 was modified by the authors to avoid recalculating densities from the compressional-wave velocities as described by Hosseini (2014) . The user's guide and other documentation are contained in Computer Programs for Seismology, a software package currently distributed by Herrmann at http://www.eas .slu.edu/eqc/eqccps.html (last accessed February 2015) . Figure 13 . Zero-lag correlation coefficient (cc) for synthetics from models 6 and 11, correlated with the synthetics time series and those from the exact model. of the Interior, under USGS Award Number G13AP00057. The views and conclusions contained in this document are those of the authors and should not be interpreted as necessarily representing official policies, either expressed or implied, of the U.S. Government.
