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GLOSSARY
ADC Analog-to-Digital Converter.
AIC Analog-to-Information Converter.
ASIC Application Specific Integrated Circuit.
CF Compression Factor.
CR Compression Ratio.
CS Compressed Sampling.
DAC Digital-to-analog Converter.
DC Direct Current.
DCCT Discrete Cosine Chirp Transform .
DCT Discrete Cosine Transform.
FDR Frequency Domain Reflectometry.
FMCW Frequency-Modulated Continuous-Wave.
FPGA Field-Programmable Gate Array.
FrFT Fractional Fourier Transform.
FT Fourier Transform.
IDCCT Inverse DCCT.
IF Instantaneous Frequency.
IFFT Inverse Fast Fourier Transform.
MC Multi-Carrier.
MCR Multi-Carrier Reflectometry.
MCTDR Multi-Carrier TDR.
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Glossary
MSR Mixed-Signal Reflectometry.
MWC Modulated-Wideband Converter.
NDR Noise Domain Reflectometry.
NUS Non-Uniform Sampling.
NUT Network Under Test.
OFDM Orthogonal Frequency Division Multiplexing.
OMP Orthogonal Matching Pursuit.
OMTDR Orthogonal Multi-tone TDR.
PDFDR Phase Detection FDR.
PN Pseudo Noise.
PRBS Pseudo-Random Binary Sequence.
PRD Percentage Root-mean-Square difference.
PSK Phase-Shift Keying.
RD Random Demodulator.
RIP Restricted Isometry Property.
RMSE Root Mean Squared Error between.
SINAD Signal to Noise and Distortion.
SNR Signal to Noise Ratio.
SSTDR Spread Spectrum TDR.
STDR Sequence TDR.
SWR Standing-Wave Reflectometry.
TDR Time Domain Reflectometry.
VCO Voltage-Controlled Oscillator.
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Glossary
WD Wigner-Ville Distribution.
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NOMENCLATURE
Reflectometry
ai[n] Real or complex discrete-time domain injected signal
ar[n] Real or complex discrete-time domain reflected signal
ai(t) Real or complex continuous injected signal
ar(t) Real or complex continuous reflected signal
c Speed of light in a vacuum inertial system
Compressive Sampling
Φ Sensing or measurement matrix of length M× N
Ψ Sparse dictionary matrix of length N× N
Θ Reconstruction matrix of length M× N
|| · ||0 Pseudo norm l0 calculated as : || · ||0 = #{i : ·i 6= 0}
|| · ||p Norm lp calculated as :
(
n∑
i=1
|·i|p
)(1/p)
with 0 < p <∞
fs Sampling frequency with respect to Shannon-Nyquist theory
fmax Maximum frequency of the testing signal
fs-s Sub-sampling frequency without respecting Shannon-Nyquist theory
General
· ∗ · Convolution product of two signals
· ? · Cross-correlation between two signal (discrete or continuous domain)
〈·, ·〉 Inner product
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NOMENCLATURE
a∗ Complex conjugate of a vector
A† Moore-Penrose pseudo inverse of A
aT Transpose of a vector
F Fourier Transformation
Fa Fractional Fourier Transformation of order a
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GENERAL INTRODUCTION
Context
The level of requirement on the online monitoring and reliability of the wired networks
is remarkable with the increase of embedded applications. The LFIC (Laboratoire Fi-
abilité d’Intégration de Capteurs) of CEA LIST (Laboratoire d’Intégration de Système
et des Technologies) mainly works on the strategies to improve and help the devel-
opment of an onboard diagnostic system for electrical cable networks. They propose
signal types for which the detection is possible while the target system is running [1,
2]. Moreover, not only they try to overcome the difficulty to overview cable aging, but
they also study and develop methods to improve and ease the detection and location of
soft wire faults [3]. However, the online diagnosis imposes serious challenges, such as
the spatial resolution that depends on the maximum frequency of the injected signal.
Therefore, in this thesis and with a collaboration with LS2N (Laboratoire des Sciences
du Numérique de Nantes), we aim to find a solution for hardware limitation. Accord-
ingly, based on a new methodology called Compressed Sampling (CS), a particular
study on the reflected signal is applied.
Problem Statement
Wireless communication or transmission systems were introduced at the end of the
19th century. This technology has developed over the subsequent years and had masked
the importance of wires. Consequently, so many questions arise about the utility and
the importance of wires. They are a necessary element because they are responsible
for transmitting the electrical power and signals in any transmission, communication,
and power distribution systems. They may seem simple, but they come in many forms
and are made from many materials. Power wires are usually present in building ap-
plications (e.g., public outdoor lighting, airports, hospitals, road and rail tunnels, ...)
and industrial applications (e.g., nuclear power stations, ships). Thus, they are usually
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used for long distances without time condition and often bared to rough environmental
conditions like high thermal or mechanical operations, corrosion as well as some mag-
netic radiations. Those factors can change the nature of an initially healthy wire, and
therefore, some defects may appear. In general, these latter are identified as defects
on the cables, which represent an impedance mismatch into the wire. Based on the
literature, they are classified according to their severity degree: hard faults, i.e. short
or open circuits and soft faults, i.e. structural damage of wire without loss of electrical
continuity. As a matter of fact, among all faults, the most difficult and dangerous diag-
nosis problems are those that occur only during a particular condition and are unable
to be reproduced on the ground. Moreover, unlike other electrical equipment which are
installed in clean, sealed and air-conditioned rooms, they are also buried underground
or placed inside a tight tunnel where not only the visual inspection is impossible but
also they are complicated to repair or replace. Hence to be in the secure zone and
to gain some time, money, and precision, an online monitoring system for aging and
degradation status is required for such networks. Among all the existing methods, from
early 1960 till today, reflectometry became a traditional and familiar approach for detect-
ing the impedance mismatches in any Network Under Test (NUT). The reflectometry
systems triggered by the principle of radar as well as echography, where a particular
test signal (low-voltage and high frequency) is injected into the wire. While the test
signal travels the NUT and once it encounters a discontinuity this signal is reflected
back to the injection point [4]. Therefore, a reflectometer, which represents a reflec-
togram, analyzes this reflected signal, where the mandatory information of the defect
(location, type, and size) on the NUT is obtained. Reflectometry based techniques dif-
fer by the type of the injected signal and the analysis required to identify the defect.
Meanwhile, a reflectometry based system is the most suitable method to apply the
online diagnosis by its ability to integrate into the embedded system as well as its po-
tential to test the network without causing any interference with other native signals.
Also, the architecture of the embedded diagnostic system must take into account the
whole measurement chain to the fault location. Moreover, In such case digital signals
and processing module can be easily integrated into a Field-Programmable Gate Array
(FPGA) or Application Specific Integrated Circuit (ASIC). Nevertheless, this integra-
tion of the diagnosis revealed severe constraints related to the size and the cost of
the diagnostic system as well as to the complexity of the processing (bandwidth, sam-
pling frequency, ...). Yet, the performance of the reflectometry setup is evaluated by
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its resolution and its accuracy. However, to detect defects with better spatial resolu-
tion, certain types of faults or complex cable networks, the injected signal must cover
a very wideband of frequencies. Thus, during its injection or acquisition and, in order
to respect the Shannon theorem, the signals must be sampled by a Digital-to-Analog
Converter (DAC) and Analog-to-Digital Converter (ADC) at a frequency of several hun-
dred of MHz. Therefore embedded diagnosis systems present significant challenges in
building sampling hardware that operates at a sufficiently high rate to analyze the result
from the high frequency reflected signal. With current hardware technologies, high-rate
sampling systems are difficult to implement and are costly [5]. Additionally, an ade-
quate ADC samples an enormous amount of information, which in real-time increases
the complexity and the cost of the diagnosis system. The objective of this thesis is to
propose as well as evaluate a new architecture for the embedded diagnostic system
for any wired networks that optimize the performance, cost and improves the spatial
resolution of wire diagnostics. This research explores the use of new sub-Nyquist ar-
chitectural approach for reflectometry systems to apply signals with higher bandwidth,
thus, an enhancement of the precision and the accuracy of localization of any defect
appearing on the NUT.
Based on similar problematics, in 2006, a new technique referred to as Compressive
Sampling (CS) was introduced in the signal processing by Donoho [6] and Candès et
al. [7]. They proposed a new, nonlinear sampling theorem, stating that a sufficiently
sparse signal can be sampled or digitized directly at a frequency much lower than
the one required by Nyquist-Shannon theorem. Therefore, and in order to compress
and reconstruct the compressible signals, one of the challenges required by the CS
is to work with those which have sparse representations in some specific bases or
domains. However, for continuous-time signal acquisition, Analog-to-Information Con-
verters (AIC) was proposed by Tropp et al. [8] that recalls the CS context and defines
the measurement matrix. In general, all of the AIC architectures have an analog en-
coder, which is followed by a uniform low rate ADC converter. On the other hand, un-
like the measurement phase, the reconstruction phase of the CS requires demanding
computational algorithms. Consequently, the complexity of the measurement phase is
deported to the reconstruction phase. The main challenge that will be addressed in
this work is the setting of adequate dictionaries allowing a sparse representation of
multi-carrier signals involved in wire diagnosis by reflectometry and the proposal of a
complete architecture for the implementation of the resulting signal acquisition scheme
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based on compressed sensing. The first contribution is, therefore, the proposal of two
dictionaries suitable for complex and real signals defined for reflectometry systems to
diagnosis network maintenance. The second contribution is to adapt the analog imple-
mentation of compressed sensing for reflectometry systems, where we simulate and
evaluate their performance, then study their implementation. The simulations will be
based on a model to be developed for the architectural approach and on a model of
the cable on existing codes. Finally, the third contribution is to propose first experi-
mental results on wire diagnosis based on the whole architecture using the laboratory
equipment at first and then by an FPGA prototyping. However, more developments will
be required to complete and validate this architectural approach.
Thesis Organization
The diversity of the themes treated in this thesis makes the chapters complementary
but not always dependent on each other. Therefore, this thesis is developed into four
chapters, as follows:
Chapter 1: introduces an overview of the first context of our study, wire diagnosis
by reflectometry. First, by a brief introduction, we present the main reasons behind
the appearance of wiring faults. After that, we detail the typologies and the instanta-
neous damage rate of defects such as hard faults, soft faults, and aging. We focus
mainly on the concept of integrating diagnostics systems based on reflectometry into
embedded architecture, which provides the opportunity to apply and improve online
monitoring. To better understand the principle of reflectometry, we recall the principles
of wave propagation along transmission lines. The general principle of reflectometry
based techniques is presented with their two varieties: the time domain and frequency
domain reflectometry methods. In which, we illustrate their significant advantages and
disadvantages. Finally, in this chapter, the necessity to use high-frequency signals as
well as their limitation based on conventional architectural approach is discussed.
Chapter 2: presents the second context of this study, the CS. After a brief overview
of works applying the idea of CS, the chapter begins on the basic principles of CS, in
which we discuss one of the main principles: the sparsity. Next, we discuss the required
properties that the measurement matrix should satisfy, as well as some commonly
used reconstruction algorithms. This chapter generalizes CS to a reduced sampling
rate of an analog signal. It introduces the various analog encoders, AIC, proposed in
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the literature. Our main focus is on the Random Demodulator (RD) architecture, which
was the first proposed hardware implementation for CS.
Chapter 3: addresses the first contribution of the thesis, where the search for a do-
main or a base allowing a very low degree of sparsity. Generally, the time-frequency
transform domains are the most used, but we go beyond the standard to find the sparse
dictionary and introduce different dictionaries for different types of signals. The idea of
finding the sparseness dictionary is motivated to decrease the sampling frequency be-
cause the more the signal is sparse fewer samples are needed to rebuild it correctly.
Taking into consideration the advantages of Multi-Carrier (MC) signals for reflectometry,
we investigate two kinds of signal. We present the study for complex chirp signal and
the real MC signal where we decide to use the Fractional Fourier Transform (FrFT) and
Discrete Cosine Chirp Transform (DCCT) respectively. In this context, we detail the the-
oretical approach of FrFT and DCCT, then the results obtained by this transformation.
We employ the two most widely used performance metrics, namely the Compression
Ratio (CR) and Percentage Root-mean-Square difference (PRD).
Chapter 4: details the second contribution of the thesis. It examines the validity of
the methodology and the choice of the analog encoder proposed by CS, which offers
the low-rate sampling. The standard three phases of AIC will be recalled while showing
its feasibility in locating and detecting the defect with a low rate of ADC. First, the
study is applied to a point-to-point complex network in which we vary only the sampling
rate in order to study the limitations of the under-sampling. Second, for the sake of
improving the resolution of the system or else to detect the nearby defects, we maintain
the sampling frequency constant while we increase the frequency of the injected signal.
In fact, the last part of this chapter will be dedicated to the last contribution, where the
experimental approach and the limitations of it for a point-to-point wire are studied.
Finally, a conclusion and a final discussion, as well as directions for future research,
will be discussed.
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[1] and [2] are mainly based on the first approach of applying the CS to reflectometry-
based systems, mainly, using a complex chirp signal for a point-to-point network. Even-
tually, this idea was developed and applied for complex Y-Network that took part in an
international conference [3]. This latter was awarded as a Best Student Paper and
gained the opportunity to be published in a journal paper, where the performance of
such an application combination is discussed. Moreover, a journal paper is in prepara-
tion where various strategies (type of signal, choice of filter, sparseness degree, etc.)
will be examined.
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CHAPTER 1
PRINCIPALS OF WIRE DIAGNOSIS BY
REFLECTOMETRY
1.1 Introduction
Electrical cables are covering many fields of applications where they are often exposed
to rough environments, run over long distances, and are intended to work for several
decades. Certain of those factors modified the characteristics of cables; hence, the
nominal functioning and the good performance of a system are not guaranteed. There-
fore, cable faults can be a severe problem, also depending on the application, they are
usually hard to repair or replace. In this context, the online non-destructive monitoring
systems for cable diagnosis must be used.
In this chapter, after mentioning some cumulative length of cables required in spe-
cific applications and their catastrophic consequences, we are going to present the
types of faults. They are categorized depending on their severity and the impact that
causes to the system. This chapter is followed by a fault location technique, in which
we focus mainly on reflectometry based methods. In order to better understand the
reflectometry principle, we introduce the framework of the transmission line in the con-
text of the wiring modeling techniques. Then we focus mainly on the types of the signal
used and analysis applied either in the time domain or frequency domain. Notably, in
this thesis, we are interested in embedded wire diagnosis techniques applied in re-
flectometry; thus, we explain the hardware implementation step by step as well as its
requirements and limitations.
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1.2 Wiring faults: hard faults vs. soft faults
Transportation systems, vehicles, or infrastructure, are made up of a large number of
interconnected components, which requires substantial wired connections carrying en-
ergy or data flows to communicate with each other. Electrical cables are also present in
nuclear power plants, industrial machinery, and buildings. In fact, the choice of cables
may vary; it depends on the nature of the transmitted signal, the length of the network,
and the environment in which the network operates. Generally, the nature of the trans-
mitted signals can be either analog or digital [9], having low or high power, propagating
at low, medium, or high frequencies. For instance, a computer network can use three
types of cables: the coaxial cable, the twisted pair, or the optical fiber [10]. Nowadays,
we notice an enormous increase in the cumulative length of cables, especially in trans-
portation fields. Evidently, in automobiles, the cumulative length of embedded cables
has exceeded the 4 Km. In the public transportation "high-speed train" (French: Train à
Grande Vitesse, TGV ), this average length reaches 200 km. This phenomenon is also
present in the field of avionics, where cable lengths exceed several hundreds of km
in modern aircraft (nearly 40 km for the Rafale and 530 km for the Airbus A380). This
increase has led to complexity in wired networks making the maintenance operation
very complex [11].
Another critical point is the environment in which the cable is placed. It can widely
vary between air, as for power transmission networks, the sea, as internet cables, or
underground as for power cables. However, underground cables are mostly affected
by thermal, electrical, mechanical, and environmental stresses [12]. Over time, these
various constraints cause more or less severe modifications in the insulation of the
underground cable. Moreover, in France in 2010, 66% of new lines were built under-
ground [13].
Malfunctions in any connections induce abnormal behaviors of the global system.
This results in an incorrect transmission of information that is used by the control sys-
tem and the supervision system. Without taking into consideration the aging factor,
there are two leading families for wiring faults: hard faults and soft faults.
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1.2.1 Hard faults
Hard faults are responsible for severe malfunctions of the system and can have dra-
matic consequences. They are characterized by the fact that they prevent any signal
from going further away due to significant variation of the characteristic impedance
of the cable. They manifest themselves by a total interruption of the flow of energy
or information in the damaged cable. A significant variation of the cable parameters
is represented as open or short circuits. Figure 1.1 shows examples of hard faults in
aeronautical cables [14]. The open circuit is an electric circuit that has been broken
due to mechanical damage or violent movements of the cable. As for the short circuit,
due to damaged insulation, it is simply a low resistance connection between the two
conductors supplying electrical power to any circuit. In 1999, the US NAVY published
that during electrical cable maintenance, 37% relates to hard faults (18% short circuits
and 11% open circuits) [15].
(a) Cut wire (Open circuit). (b) Breaking a conductor.
Figure 1.1: Hard faults in aeronautical cables [14].
1.2.2 Soft faults
Soft faults, namely friction, insulation damage, cracks, etc. will not stop the transmis-
sion of energy. However, the quality of its transmission will depend on the state of the
degradation of the cable. Basically, any fault which is not considered as a hard shall be
defined as a soft one. Those faults are usually more difficult to detect [16, 17]. There-
fore, soft faults are characterized by a slight variation in the characteristic impedance
of the cable. These degradations do not always lead to severe breakdowns since they
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do not prevent the flow of energy or information, but in long-term, they may be a pre-
liminary step towards the occurrence of hard faults following mechanical aggression,
environmental constraints (penetration of the humidity, heat stress, etc.) or the aging of
the cable.
In fact, during the life cycle of an aircraft, new failure scenarios are discovered that
must be addressed in order to meet safety design requirements. A report shows that
about 30 to 50% detectable wiring damages of wires rely on chaffing [18]. Figure 1.2
illustrates a progressive chaffing of an aircraft cable. In the begging, after 4 K cycle, a
soft fault appears into the cable. Once for all after 6 K, this permanent defect developed
and became a hard fault leading to a catastrophic accident if not early rectified.
(a) 4K cycles: the shield is rel-
atively intact.
(b) 6K cycles: holes start to
appear in the shield.
(c) 10K cycles: the inner di-
electric is scraped but intact.
Figure 1.2: A progressive chafing example of an aircraft cable during a flight cycle [16].
Besides, other than those two critical families of defects, one should admit the ex-
istence of the aging factor. The environmental degradation can accelerate and affect
the aging of the wire insulator over time through the effects of humidity, temperature,
and even exposure to the sun. Therefore, a modification in the physical and mechan-
ical properties of the conductor occurs for the aging wire. In 2003, an American study
showed that there is a very close relationship between the number of cable-related
problems and the age of civilian or military aircraft [19], where the probability that a
wiring defect appears in a plane increases with time (Table 1.1).
Actually, the life-cycle of a wire can be represented in a bathtub curve. The bathtub
curve is a type of model demonstrating the likely failure rates of all devices. Over a
certain product lifetime, the bathtub curve shows how many units might fail during any
given phase of a three-part timeline. According to the type of defects and their severity,
a wire is subject to the three standard phases of a life-cycle: mortality phase, useful
lifetime, and wear-out phase [20]. As illustrated in Figure 1.3, the mortality phase is
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Table 1.1: Probability of the appearance of defects in a cable according to age in aero-
nautics.
Age (years) Probability (%)
5 35
10 52
20 66
assigned for hard and some types of soft defects where the damage rate is severe.
This instantaneous damage rate decreases in some types of soft defects; thus, the
damaged system can function normally; hence, it gives the system a useful lifetime.
The final portion is dedicated to the aging factor. This is the wear-out phase; in other
words, the end-of-life, where the performance of the wires is reduced, eventually an
increasing failure rate.
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Figure 1.3: Instantaneous damage versus the time phases (mortality phase, useful
lifetime and worn-out phase) of different type of defects.
In many application domains, particularly critical systems for the safety of people,
equipment, or even the environment, wire faults can have highlighted the potentially
catastrophic consequences. The two most known events TWA 800 (in 1996) and Swis-
sair 111 (in 1998) took the lives of hundreds of peoples where the accidents are at-
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tributed to the aging factor of wire and the arcing on the wire, respectively [20]. Also,
on August 9, 2007, a flight 1121 of the company Air Moorea crashes with 20 people on
board. The accident, due in particular to a cable break, occurred during takeoff. More-
over, there are almost 2 million working hours dedicated to finding and fixing wiring
problems in the Navy [21]. A report for 737 Boeing airplane indicated that chafed wires
through the Teflon and the damaged power cable of a fuel boost pump were notices
after approximately 21 thousand flight hours instead of an interval of 30 thousand flight
hours [22].
To be in the safe zone, to save time and money, and for dependability reasons,
it is crucial to detect and localize these connection faults as early and as accurately
as possible. Consequently, the US government has encouraged industries and univer-
sities to develop intelligent detection, diagnostics, and prevention systems to detect
cable faults [23].
1.3 Fault location technique by reflectometry
The section above demonstrates the existence of different types of defects in cable
networks and the real cause of their appearance. To get information about the health
condition of the NUT and to anticipate the detection of faults (hard or soft faults), a mon-
itoring system is required. Several wire diagnosis methods have been developed. Even
though the most insured method is based on the visual inspection [24], sometimes it is
difficult as it may be impossible, mainly when the wires are buried underground, placed
inside a tight tunnel or hidden. Besides, inspection techniques are often tedious and
challenging. For those reasons, cable diagnosis monitoring systems are necessary,
where they provide high reliability and low maintenance cost at the same time. Based
on the state-of-the-art of wire fault detection techniques, they can be categorized into
several classes; online and offline, destructive and non-destructive, and so on. The of-
fline diagnosis does not allow a wire to be scanned when it is connected or when other
signals are present. Depending on the application, this method can be very restrictive
(e.g., vehicles). While the online diagnosis allows inspection of the wire condition when
other native signals are transmitted.
In this case, the difficulty is to not disturb the electronic systems connected to the
wire. From early 1960 till today, reflectometry became a traditional and familiar approach
for detecting the impedance mismatches in the NUT. Besides, The reflectometry based
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techniques have presented useful results compared to other traditional methods. In the
following sections, first, we recall the principles of wave propagation along transmis-
sion lines. Then, we detail the two families of reflectometry based techniques: the Time
Domain Reflectometry (TDR) and Frequency Domain Reflectometry (FDR). They are
mainly different from the type of injected testing signals and the analysis techniques. Fi-
nally, we discuss the present hardware approach of reflectometry architectures, which
possess the component that limits the performance and accuracy of the inspection.
1.3.1 Reflectometry’s concept
The reflectometry, a non-destructive and a single measuring point technique, consists
of injecting a particular test signal (low-voltage and high frequency) down the wire
and analyzing the reflected signal caused by the discontinuities along the wire and
the end of the wire. Consequently, the analysis of this reflected signal gives rise to a
reflectogram from which the mandatory information of the defect (localization, type, and
size) on the medium under consideration is extracted [11], Figure 1.4. If we consider
a point-to-point wire with a characteristic impedance Zc = 50 Ω and present a defect
at 50 m, see Figure 1.5 shows its impulse response, i.e. the reflectogram, for different
impedances (Zf ).
Generated signal
Reflected signal
Transmited signalInjected signal Soft
fault
Zcwire
Network Under test
wire
Acquired signal
Reflectometer
Z
l
Coupler
Zf
Figure 1.4: A scheme showing the principal of reflectometry.
So, in general, this concept of reflectometry, in which xi(t) represents the injected
signal at the input of the line with a response of the channel h(t) and xr(t) the reflected
signal is expressed as follows:
xr(t) = xi(t) ∗ h(t). (1.1)
The operator (∗) represents the convolution product. In fact, compared to xi(t), xr(t) is
attenuated due to the electrical properties of the channel and delayed by a propagation
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Figure 1.5: A reflectogram showing the responses of reflected signal for different
impedances at 50 m where Zc = 50 Ω.
time τ , which corresponds to the round trip time between the injection plane and the
discontinuity. There are a variety of transmission lines that can be interrogated. Propa-
gation of voltage pulses along with these cables, as well as the creation and character-
istics of reflected pulses, can be described using circuit theory or Maxwell’s equations
of electromagnetic wave theory. A more detailed study about Maxwell’s equation and
more specifically an inverse-problem approach to estimate the cable parameter from a
reflectometry is detailed in [25]. However, we are working on high frequencies where
the wavelength λ is less than the length of the line, so the amplitude of the wave is
no longer constant throughout the line. This analysis is based on using the concept
of propagation in physical media. Modeling the wiring system consists in calculating
the voltage potential to identify the equivalent electrical parameters (RLCG): R the re-
sistance per unit length, L the inductance per unit length, C the capacitance per unit
length, and G the conductance per unit length. Furthermore, the propagation study in
high frequency, which needs to apply on an infinitesimal length section dx of the line,
gives the lumped elements of this section, as illustrated in Figure 1.6.
This modeling approach and these parameters lead to identify the Telegrapher’s
equation [26]. We consider as excitation a sinusoidal pulse wave ω = 2pif where f is
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Figure 1.6: Equivalent circuit of a small part of a transmission line, showing the per-
unit-length parameters R, L, C, and G.
the frequency. In this case, the current and voltage waves are given, respectively, by:
v(x, ω, t) = V (x, ω) exp(jωt), (1.2)
i(x, ω, t) = I(x, ω) exp(jωt), (1.3)
where V (x, ω) and I(x, ω) represent the complex amplitudes associated with the volt-
age v(x, ω, t) and the current i(x, ω, t), respectively. The solution of those equations
leads to determine the two wave equations (1.4) and (1.5), to compute the complex
propagation constant (γ), the characteristic impedance (Zc) of the wire, and the reflec-
tion coefficient (Γ) [27]. An in-depth study of those equations is presented in [28].
∂2V (x, t)
∂t2
− γ2V (x, t) = 0, (1.4)
∂2I(x, t)
∂t2
− γ2I(x, t) = 0, (1.5)
where, γ is the complex propagation constant given by:
γ =
√
(R + jωL)(G+ jωC) = α + jβ, (1.6)
with α and β being the attenuation constant in Nepers/m and the phase constant in
radians/m, respectively. Moreover, ω = 2pif , f being the cyclic frequency of excitation.
We can notice that α, the attenuation constant, is directly related to the excitation fre-
quency; hence, the attenuation will be remarkable on high frequencies. Solving these
partial differential equations (1.4) and (1.5) results to determine the voltage and current
all along the line. Thereupon, on a particular position, the ratio between the voltage and
current of a wave traveling along the line is its corresponding characteristic impedance,
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Zc, given as:
Zc =
√
R + jωL
G+ jωC . (1.7)
In general, depending on the cable type, it has a standard or predefined value at least at
low frequencies (for α negligible). Meanwhile, as mentioned in the preceding sections,
the detection of a reflected wave occurs only when it exists an impedance discontinuity
within the line. For instance, the characteristic impedance of the transmission line is
Zc, and at the position d on the cable the impedance of the fault is Zf (Zc 6= Zf ), the
reflection coefficient Γ(x) is defined as:
Γf (x = d, ω) =
Vreflected
Vincident
= Zf − Zc
Zf + Zc
. (1.8)
Indeed, the value of this reflection coefficient varies with the fault’s severity. Certainly,
hard faults, whether open (Zf = ∞) or short (Zf = 0) circuits, result in total reflection
coefficient, |Γ| = 1. As well as, when Γ = 0, this is translated to a matched load circuit
Zc = Zl = Zf . Since, soft defects result for a |Γ| < 1, the softer the defect is, the
smaller the value of Γ becomes. In this circumstance, the coefficient of transmission is
expressed as Tf (x = d, ω) = 1 + Γf (x = d, ω). Moreover, the elapsed time, τ , between
the injected and reflected wave, permits also to locate the position d of the defect.
d = τvp2 , (1.9)
where vp is the wave propagation velocity. In the case of a lossless transmission line
(R = G = 0), it is given as follows:
β = ω
√
LC ⇒ v = ω
β
= 1√
LC
. (1.10)
In practice, usually, the values of L and C are hard to determine. For this reason, in
reflectometry, it is often a sufficient approximation to consider v = 23c, in which c is the
light velocity.
1.3.2 Reflectometry based methods
The state-of-the-art of reflectometry based methods for wire or cable fault detection
can be categorized into two wide families. The difference between those methods lies
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in the type of injected waveforms and the methods used for the analysis of the reflected
signal. The analysis of the reflected signal is performed either in the time or in the
frequency domain.
1.3.2.1 Reflectometry techniques based on the frequency domain analysis
Frequency Domain Reflectometry (FDR) methods, usually applied in radar applica-
tions, use a set of stepped frequency sine waves signal, known also as chirp signal,
and locate the defect by the interpretation of the reflected signal or the stationary signal
formed by the interference of the injected and reflected signal [29][11]. This linear chirp
signal, illustrated in Figure 1.7, is given by the following expression:
xi(t) =A sin(θ(t) + φ), where θ(t) =
∫ t
0
2pif(u)du,
f(t) =fmin +
fmax − fmin
tmax
t, such that 0 ≤ t ≤ tmax,
(1.11)
where, θ(t) is the instantaneous phase and f(t) is the instantaneous frequency that
varies between fmin and fmax.
FDR techniques directly measure the network response in the frequency domain by
evaluating the frequency, phase, or amplitude to determine the position of an impedance
discontinuity. Note that, these types of measurement need to apply an Inverse Fast
Fourier Transform (IFFT) in order to have the impulse response in the time domain, in
particular for the analysis of the reflection coefficients of each discontinuity.
•Frequency-Modulated Continuous-Wave (FMCW)
The electronics of the FMCW uses a Voltage-Controlled Oscillator (VCO) or other sine
wave generator, to inject periodically into the wire a high-frequency sine wave in which
the frequency increases linearly with time (∂f = fmax − fmin) [30–32]. Once this signal
meets a discontinuity, it reflects into the injection point. A directional coupler separates
the injected and the reflected wave. In this method, the principle consists in measuring
the frequency offset ∆F between the incident signal and the reflected signal delayed
temporally by ∆t. The relation between ∆F and ∆t is given as:
∆F = ∆t
T
∂f , (1.12)
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Figure 1.7: An example of a linear chirp signal occupying a bandwidth of 50MHz for
FDR implementation.
where T represents the period to generate the sine wave occupying a frequency ∂f .
Hence, the distance in which the reflection has occurred is calculated:
d = v∆t2 =
vT∆F
2∂f . (1.13)
Unfortunately, this method is successful only for a significant reflection coefficient (hard
defect) [29]. Also, it needs high-frequency sensors that can detect and calculate the fre-
quency difference between the injected and the reflected signal (typically in the range
of hundreds of megahertz to few gigahertz).
•Standing-Wave Reflectometry (SWR)
SWR injects a high-frequency sine wave signal down the wire. This strategy does not
separate the injected wave from the reflected one. Thus, the combination of the injected
and reflected waves produces a standing wave on the cable [33, 34]. The process to
determine the location and type of the load on which the reflection took place, con-
sists of analyzing the amplitude behavior of the formed standing wave at the minimum
points. The first technique is sensitive to the noise. Another procedure can be used to
locate a fault; it is based to send a set of a stepped-frequency sine signal and observe
the point of minimum and maximum.
•Phase Detection FDR (PDFDR)
PDFDR is similar to FMCW because it separates the injected wave from the reflected
one, but instead of measuring the frequency shift as done in FMCW, it measures the
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phase shift. So, a set of sine waves is injected, which is reflected on the end of the cable
or another discontinuity [34, 35]. After multiplying the reflected signal with a copy of the
injected signal, a two-frequency component signal is obtained: the high-frequency and
DC component. Applying a Fast Fourier Transform (FT) to the DC component, which
varies sinusoidally as the frequency is swept linearly, the length of the cable or the
distance of a defect is obtained. The alternative method of PDFDR is Mixed-Signal
Reflectometry (MSR). The concept of MSR is similar to PDFDR but does not require a
directional coupler to separate the incident wave from the reflected signal. [36] details
the theoretical approach and also presents the block diagram of those methods.
However, FDR methods are expensive because they need high-frequency electrical
components. Moreover, FDR methods can be used on live wires, as long as the test
frequency is not within the frequency range of the existing signals on the wire. They
are also unsuited to complex topology networks due to multiple combinations of shifted
signals, which are complicated to analyze. They are instead intended for significant
discontinuities, which reflect almost all the energy of the signal. Besides, it applies a
time-domain transformation in order to characterize the type of the defect.
1.3.2.2 Reflectometry techniques based on the time domain analysis
Time Domain Reflectometry (TDR) injects a voltage having a very short rise time, typ-
ically a voltage step or a pulse along a wire. Among all the other methods (FDR or
the derivative of TDR), it is the simplest and fastest because the direct analyzes of
the echoes present in the reflected signal allow identifying the defect [4]. For instance,
measuring the round trip time delay between the incident and the reflected echoes
τ and recognizing the velocity of the propagation vp of the wire, allows determining
the position of the fault d (equation (1.9)). Unlike the FDR methods, TDR shows a good
performance in any network (whether point-to-point or complex network). Nevertheless,
soft faults, giving rise to the reflected signal with a small amplitude of reflection, are dif-
ficult to detect [37, 38]. Often, standard TDR satisfied an offline diagnosis that acquires
an interpretation of a person. Moreover, it demands a total interruption of the network
to perform its diagnosis. However, recently, the development of more advanced digi-
tal processing procedures took place. Furthermore, the propagation of high-frequency
signals is more attributed to two phenomena: attenuation and dispersion. First, since
in real life, lossless wires do not exist; therefore, due to the resistance of the wire, the
amplitude of the pulse incident signal is attenuated. It is manifested by the decrease
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of its amplitude during its propagation and thus limits the performance of the diagnosis
regarding cable length. Besides, the fact that a soft defect (arch) has a small reflection
coefficient and the incident signal is attenuated; thus, the reflected signal gets dis-
appeared. Second, the dispersion can be explained by the modification of the phase
constant depending on the frequency; therefore, the propagation velocity changed. In-
deed the precision of the localization of the pics is lost because the dispersion distorts
and flattens the pulse signal. To overcome the last attributed limitations of pulse wave
TDR methods, state-of-arts suggested alternative signal types.
•Sequence TDR (STDR) or Spread Spectrum TDR (SSTDR)
STDR and SSTDR were introduced in 2005 and were the first methods to be feasible
for use on the live wire without interfering with the service signals, considering the strat-
egy of frequency translation that moves the spectral support of the test signal around
a carrier frequency [36, 39–41]. Unlike the standard reflectometry-based methods that
require to use high-frequency signals, they use high-speed digital signals. The princi-
ple of STDR is to inject into the cable a Pseudo Noise (PN) while (SSTDR) also injects
a PN sequence but modulated by a sine wave. Then, the correlation between the mea-
sured reflected wave (a combination of incident and reflected waves) and a copy of the
test PN injected code is calculated. The correlation that is calculated is the impulse
response of the cable; thus, this correlation data provides the distance and the type
of the defect into the wire. Indeed, using the PN sequence as a test signal provides
some advantages. First, the fact that the signal to be injected is very low amplitude,
its statistical properties imply that it does not correlate with the native signals on the
network. Second, while the pulse TDR requires to send a very high power signal over
a short time interval, injecting a low amplitude, PN prevents to circumvent the practical
difficulty of high power injection. So, if we take the case of a Dirac function, the energy
is:
ETDR = A2T , (1.14)
where A is the amplitude of the signal and T is the impulse period. However, the energy
obtained by pulse compression becomes:
ESTDR = A2TxE, (1.15)
where E represents the average power of the signal and Tx is the time duration of this
signal. Thus, for the same amplitude, it is possible to increase the signal strength by
38
1.3. Fault location technique by reflectometry
increasing its time duration. Third, it shows also good feasibility to detect hard faults
and some soft faults that produce significant reflections. In fact, SSTDR is more ac-
curate and precise than STDR because the correlation peaks are sharper. A similar
architectural technique related to as Noise Domain Reflectometry (NDR) [42], uses as
an incident signal the noise or high-speed signals already present in the wire. The con-
cept to locate the distances of faults remains the same, the correlation (multiplier and
an integrator) function between the incident wave and the reflected wave estimates
the time delay; hence, the fault distance. In fact, it avoids the problems of interference
and reduces the overall architecture of a reflectometer but, the location precision and
accuracy depend directly on the bandwidth of the signal on the cable.
•Multi-Carrier signal based reflectometry
The objective of using MC signals is to execute an online diagnosis during the nor-
mal operation of the system. To perform the measurement, Multi-Carrier Reflectometry
(MCR) [43] or Multi-Carrier TDR (MCTDR) [1, 44] uses an arbitrary band of simul-
taneous frequencies with phase aligned. This allows fitting the signal to application
constraints. With MCR, the magnitude of each component in the frequency domain of
the testing signal is controlled independently, which can be reduced or canceled due
to some constraints. Therefore, the MCTDR method is based on controlling the energy
of the spectral distribution of the injected signal. The injected signal xn is defined for a
given system as a sum of sinusoids by adjusting the amplitude and phase of each of
them.
xn =
2√
N
N/2∑
k=1
ck cos
(
2pik
N
n+ θk
)
, (1.16)
where ck and θk are the amplitude and the phase of each sinusoidal component, re-
spectively. The amplitude allows to control the spectrum of the test signal, and is set
to 1 for the non-forbidden band and 0 for the band already used. The phase is calcu-
lated by a specific method to minimize the peak to peak amplitude in the time domain.
Figure 1.8 illustrated an example of the MCTDR signal.
Since the signal bandwidth can be controlled, therefore firstly, it is defined in the
Fourier domain, and then the time domain signal xn is obtained by applying the IFFT.
From the measured reflected signal, an approximation of the impulse response of the
cable is constructed. Yet, the secondary lobes appearing in the autocorrelation function
of the signal mask real echoes in the final result. Therefore post-processing is needed
to remove this distortion. The post-processing may appear in different axes. Under
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Figure 1.8: An example of MCTDR signal. On the left, the spectrum of multi-carrier
signal and on the right, the time domain representation of the signal [44].
the hypothesis that all the coefficients of the injected signal are active (ck 6= 0), a
deconvolution algorithm is applied.
On the other hand, when the bandwidth is split into many sub-carriers, for which a
set of ck = 0, the CLEAN algorithm [1] makes it possible to obtain an approximation
of the reflectogram under assumptions about the shape of the reflectogram. Other-
wise, the concept of Orthogonal Frequency Division Multiplexing (OFDM) is used to
provide more robust results or quality of the diagnosis. This new reflectometry method
is called Orthogonal Multi-tone TDR (OMTDR) [2], which is equivalent to an OFDM
communicating system. The bandwidth of the testing signal is modulated, applying a
Phase-Shift Keying (PSK) of a different order. Basically, it divides the channel band-
width into many sub-carriers independently modulated. However, sub-carriers in these
methods are precisely orthogonal to one another. Thus, they can overlap without inter-
fering. As a result, OMTDR systems can maximize spectral efficiency without causing
adjacent interference against native signals on live wires. To improve the quality of the
measurement, in another word, to remove the presence of the lobes around each peak,
a post-processing module is needed.
It has been found that the MCTDR and the OMTDR reflectometry based methods
perform online diagnosis. Unlike other existing methods, their final result computation
is independent of the network topology. Besides, they extend the TDR to embedded
systems, but the accuracy or quality of the diagnosis is limited, and obtaining inter-
pretable results requires additional processing. Table 1.2 summarizes the advantages
and disadvantages of the aforementioned TDR based methods.
40
1.3. Fault location technique by reflectometry
Ta
bl
e
1.
2:
S
um
m
ar
y
of
TD
R
ba
se
d
m
et
ho
d
sp
ec
ifi
ci
tie
s.
M
et
ho
d
Ty
pe
of
si
gn
al
P
ro
s
C
on
s
P
ul
se
TD
R
S
te
p
or
pu
ls
e
w
av
e.
-
E
as
y
to
in
te
rp
re
t.
-
N
ee
ds
fa
st
ris
e
an
d
fa
ll
tim
e.
-
ap
pl
ic
ab
le
fo
ro
ffl
in
e
di
ag
no
si
s.
N
D
R
U
se
s
th
e
si
gn
al
s
al
re
ad
y
pr
es
en
t
in
th
e
w
ire
(n
oi
se
or
hi
gh
-fr
eq
ue
nc
y)
.
-
N
o
in
te
rfe
re
nc
e
pr
ob
le
m
s.
-
Li
m
ita
tio
n
to
a
so
ft
de
-
fe
ct
.
-
A
m
bi
gu
ity
of
id
en
tifi
ca
tio
n
of
th
e
pe
ak
.
S
TD
R
P
N
se
qu
en
ce
s.
-
Li
ttl
e
in
te
rfe
re
nc
e
w
ith
th
e
ex
is
tin
g
si
gn
al
s.
-
Lo
w
am
pl
itu
de
of
th
e
P
N
.
-
E
as
y
in
te
gr
at
io
n.
-
N
o
fle
xi
bi
lit
y
of
th
e
sp
ec
-
tr
um
.
-
Lo
ss
of
pr
ec
is
io
n.
M
C
TD
R
S
et
of
si
nu
so
id
s
in
th
e
tim
e
do
m
ai
n.
-
Fu
ll
co
nt
ro
l
of
th
e
sp
ec
-
tr
um
.
-
N
o
in
te
rfe
re
nc
e.
-
R
ob
us
tn
es
s
to
no
is
e.
-
A
da
pt
at
io
n
to
th
e
co
m
pl
ex
ne
tw
or
k.
-
N
ee
d
an
av
er
ag
in
g.
-
N
ee
d
a
po
st
-p
ro
ce
ss
in
g.
O
M
TD
R
O
FD
M
ba
se
d
m
od
ul
at
io
n
si
gn
al
.
-
In
cr
ea
se
of
sp
ec
tra
le
ffi
-
ci
en
cy
.
-
In
cr
ea
se
d
tra
ns
m
is
si
on
ra
te
.
-
Po
ss
ib
ili
ty
fo
r
co
m
m
un
i-
ca
tio
n.
-
M
or
e
ac
cu
ra
te
fo
rs
of
t
de
fe
ct
s.
-
N
ee
d
an
av
er
ag
in
g.
-
N
ee
d
a
po
st
-p
ro
ce
ss
in
g.
41
Section , Chapter 1 – Principals of Wire Diagnosis by Reflectometry
1.4 Embedded diagnosis and hardware requirements
Live wire diagnosis is often required to ensure permanent monitoring of the health of
embedded cables. Condition-based maintenance is a modern approach that provides
high reliability and low maintenance cost at the same time. This implies integrating an
embedded diagnosis system into the native environment of the cable network. Usually,
the TDR based method detailed in Section 1.3.2 and Table 1.2 are qualified for online
wire diagnosis; therefore, for embedded diagnosis systems. This real-time operating
system takes into account the entire measurement chain from generation of the signal
up to the location of the fault. It has three main functions; first, the generation of the
test signal, second the acquisition of the reflected signal, and third the post-processing
module for locating the defect, warning the user, or both. Modern embedded systems
use a processor cores together with Field-Programmable Gate Array (FPGA) or Appli-
cation Specific Integrated Circuit (ASIC). In this context, digital signals or the discrete-
time vector of the signal are required. Furthermore, compared to any analog methods
for TDR and FDR reflectometry, the operation in the digital domain is easier and man-
ageable such as the generation of MCTDR or any other signals. Figure 1.9 represents
a typical embedded wire diagnosis system setup.
FPGA
N
U
T
U
S
E
R
xi(t)
xr(t)
xi[n]
xr[n] T-Coupler
Defect
ADC
Cross-correlation
DAC
Signal acquisation
memory
memory
Signal generator
fs
fs
(xi ? xr) [n]Γ[n]
Figure 1.9: Typical embedded wire diagnosis setup. Using a FPGA to generate the
injected signal xi[n], to save the reflected signal xr[n] and finally to apply a cross-
correlation. The conversion from digital to analog and vice-versa is applied by DAC and
ADC respectively. The sampling frequency, fs, is defined by Shannon-Nyquist theory.
The concept of this architecture is that an N-length discrete testing signal xi[n] is
injected periodically:
xi[n] = (xi1,xi2, · · · ,xiN)T, (1.17)
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where T denotes the Transpose of the vector xi[n].
The DAC transforms the discrete-time signal into analog signal xi(t). The period of
the signal is TN = NTs, where Ts = 1fs is the sampling period of the DAC. Then, to make
the necessary connection, the unavoidable T-coupler is used. Its first end is linked to
the DAC of the board, the second end is connected to the NUT, and the third one is
connected to the ADC entry of the board. On reception, the time domain of reflected
signal xr(t), which depends on the impulse response h(t) of the network, is expressed
as follows:
xr(t) =
+∞∑
k=−∞
N∑
n=1
xi[n]
∫ Ts
0
h(τ + NTs + kTN)dτ . (1.18)
Next, the ADC samples the reflected signal xr(t) with a frequency fs, similar to the
DAC, which should respect the Shannon-Nyquist theory. The sampled vector xr[n] is
written as follows:
xr[n] = (xr1,xr2, · · · ,xrN)T, (1.19)
Finally, in order to obtain the wire transfer function and to check the health condition
of the NUT, the similarity is measured in the digital domain between xi[n] and xr[n].
This process is accomplished by a cross-correlation, Γ[n] given in discrete domain by
Γ[n] = (xi ? xr) [n] =
∞∑
m=−∞
x#i [m]xr[m + n], (1.20)
where (?) and (#) denotes the cross-correlation and complex conjugate, respectively.
Lelong, in his thesis [1], explains the cross-correlation technique more specifically. The
correlation or any other post-processing may be applied directly in the FPGA or by
the user (software). Hence, the board can be interfaced with a user or to a personal
computer in order to download and analyze the data acquired by the FPGA.
Indeed, the interesting fact about the performances of reflectometry is related to
detection and location accuracy. More importantly, though, the spatial resolution and
maximal distance to the fault location are responsible for the efficient performance of
the reflectometry. These two factors, especially the spatial resolution, have been the
subject of several research projects and will be discussed in the following.
•The maximal distance to the fault: lmax
Depending on the type of the signal Dirac pulse, sinusoidal, or multi-carrier frequency
signals, a choice of fmin and fmax is required. Taking into consideration the MC signals
and the assumption of generating the signal in the digital domain, the frequency step
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size, ∆f , is dependent on the number of points N and the frequency bandwidth [35].
The maximum range of the system, lmax at which it can detect a defect is calculated by
lmax =
vp
2∆f , where ∆f =
fmax − fmin
N . (1.21)
Thus, as given in equation (1.21), ∆f limits the lmax of the NUT. The factor 2 is related
to the fact that since the signal performs a round trip down the wire, so the maximum
cable length that can be measured is half the allowable range. To use reflectometry in
the analysis of electrical cables, it is necessary to inject signals whose wavelength is
smaller or equivalent to the length of the cable, thus implying the use of high-frequency
or broadband signals.
•The spatial resolution: δs
The resolution of measurement determines the accuracy in detection of the fault po-
sition in the NUT. Thus, the importance of determining the spatial resolution δs. This
factor is related to the bandwidth B of the injected signal, according to [28]:
δs =
vg
B
. (1.22)
The spatial resolution is responsible for the accuracy of defect localization. Based
on equation (1.22), improving the accuracy of reflectometry systems requires the use
of high-frequency signals. The shorter the rise/fall time of the standard TDR, the higher
is the resolution. For MC signals (especially for MCTDR, OMTDR, or FDR methods),
this resolution is limited by the frequency sweep bandwidth. However, for future reflec-
tometry systems, maximizing the δs is a major challenge. Decreasing the pulse width
of a Gaussian signal or in general using high-frequency signals implies the need for
high-frequency DAC or ADC. One of the fundamental tenets of signal processing that
lies at the heart of practically all DAC and ADC devices is the Shannon-Nyquist sam-
pling theory. In the field of data conversion, the number of samples needed to recover a
signal correctly is dictated by its bandwidth. It can be explained that, if the band-limited
signal occupies a bandwidth of B Hz, this latter be reconstructed without error from
uniform samples, if the sampling rate is at least 2B samples/sec.
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1.4.1 Hardware limitation
Reviewing subsequent and more recent literature, some techniques have been pro-
posed to improve the location accuracy, such as the fake oversampling techniques [45],
phase analysis of reflected signal [46], or other frequency domain analysis methods [47].
The most well-known and used is the oversampling technique. It is about increasing the
sampling frequency of the measured signal by a factor Ω. The new sampling frequency
is f ′s = Ωfs and the new sample vector representing the measured signal becomes
of length ΩN. The article [47] explains two alternative methods that use the oversam-
pling technique. The first alternative method of oversampling relies on the incremen-
tal phase-offset shifting technique, which samples the received signal at an arbitrarily
spaced time. The second is the fake oversampling; this will be applied by using a con-
stant frequency offset between the DAC and ADC, which means that fADC = ΩΩ+1fDAC.
These techniques are capable of providing more accurate results of fault’s location, yet
some of them face important synchronization problems, others must determine an in-
terval time to guarantee detection of the defect. Furthermore, the oversampling or high
rate ADC samples an enormous amount of information, which may require a greater
memory size and in real-time increases the complexity and the cost of the diagnosis
system. All of these proposed techniques, based on a different approach, remain using
the Nyquist rate. The application of this rate requires a sampling frequency that is al-
most beyond the limit of the physical capabilities of ADC. Thus, electronically, there is a
need for fast microprocessors, fast sampling systems, or fast FPGA in order to analyze
the result from the reflected signal.
Today, after six decades of formulation of the Shannon-Nyquist theorem, there
are various architectures for ADC design: Delta Sigma, Successive Approximations,
Pipeline, Flash. Not only the technology of ADC architecture can no longer reach the
required rate, but also they start loosing in resolution and are computationally expen-
sive [5, 48, 49]. Nowadays, the practical implementation of live wire diagnosis have
been implemented on an FPGA board driving ADC between 65− 200 MHz [43, 47]. In
Fig. 1.10, we represent a conceptual approach between the conversion rate (speed)
and the resolution for ADC. As we notice, the faster the conversion rate of the ADC,
the smaller the converter resolution gets. Waiting around for ADC technology to catch
up to new applications could take many years. So the question that arises is if a sig-
nal can be sampled at a frequency well below the minimum frequency prescribed by
Shannon. Therefore, we are interested in a sub-Nyquist method that permits to use
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Figure 1.10: A conceptual approach between the conversion rate (speed) and the res-
olution for Nyquist ADCs architectures.
high-frequency signals and to bypass the minimum rate required for sampling.
1.5 Conclusion
In this chapter, we presented the area of application of the cables and their catastrophic
consequences when they are subject to aggressive environmental conditions. Those
factors are responsible for the change in the nature of the healthy wire; hence the ap-
parition of some faults. In a bath-tube curve, we represent the instantaneous damage
rate versus the time phase of different types of defects. Therefore, a monitoring sys-
tem is required to gain some time and money. In this context, the reflectometry method
appears to be the most suitable for detecting and locating one or more defects in wired
networks. Next, a quick overview of wave propagation techniques on the transmission
line helps to better understand some specification of reflectometry systems. We focus
more on reflectometry based methods. We classify those methods into two prominent
families TDR and FDR. We detail each technique separately, and they distinguished
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by the types of injected waveforms and the methods used for the analysis of the re-
flected signal. Also, this chapter indicates the advantages and disadvantages of each
proposed method to perform the online diagnosis. An essential aspect of the reflec-
tometry systems is the ability to run online. To provide greater flexibility and fully digital
processing, MC reflectometry is proving to be a promising approach. We are interested
in embedded diagnosis; therefore, we introduce the architecture setup of the wire di-
agnosis technique. The fact that high-frequency signals results in an improvement of
spatial resolution, hence the fault location accuracy, push us to study the hardware
limitation of the embedded diagnosis.
Finally, by taking into account the mentioned specification of such a measurement
system, it can be noticed that very high-frequency signal acquisition must deal with fast
ADCs, high-speed FPGA circuits, and an enormous amount of data would in compact
memory controllers. Therefore, we close this chapter by a state-of-arts, on the actual
ADC limitation. In this context, we dedicate Chapter 2 to highlight the possibility to
integrate sub-Nyquist sampling techniques.
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CHAPTER 2
COMPRESSIVE SAMPLING
2.1 Introduction
As mentioned previously, to avoid spectral aliasing, the well known Shannon-Nyquist
sampling theorem tells that the nominal sampling frequency required is at least twice
the maximum frequency of the signal. Moreover, the low-pass filter is not sufficient to
avoid the aliasing problems. However, in many applications, this frequency limitation
has many consequences. For example, in a digital image and video cameras, it can be
so high that eventually, too many redundant samples are collected to store or trans-
mit them. In radar [50] and biomedical systems (Wireless Body Sensor Networks [51,
52] or Magnetic Resonance Imaging [53]) where high-speed ADC is needed and that
sometimes is beyond the current state-of-the-art; also, in this case, it gets very expen-
sive. Further research is needed to prove the viability of high data-rate with reasonable
power consumption ADC (e.g., 20 GHz sampling rate with 16 bits resolution) and to
find ways to increase reliability and feasibility of Nyquist sampling systems. Therefore,
academia and industry have an interest in the advancement and implementation of
sub-Nyquist systems. Accordingly, a partial measurement of the signal is applied using
a sampling rate lower than the Nyquist rate. In some way, as shown in Table 2.1, we can
classify two categories of sampling: the Nyquist sampling and sub-Nyquist sampling.
The algorithm of sub-Nyquist systems is applied by a technique called Compressive
Sampling (CS), also called Compressive Sensing. The idea of CS was first introduced
in signal processing by Donoho [6] and Candès [7]. The particularity of CS is that it
combines the sampling and compression into one step by measuring minimum sam-
ples which contain enough information about the signal [54]. In 2004 the idea of CS got
a new level, subsequently as seen in diverse fields. In image processing application
(especially in cameras, medical imaging, and seismic imaging), it shows a success-
ful achievement by reducing the number of measurements, consequently, the power
consumption, the cost, and the complexity of the system [55–58]. Also, compared to
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classical radar systems, it improves the resolution that can be limited by time-frequency
analysis of the signal [59].
Table 2.1: Summary of pros, cons and challenges of Nyquist and sub-Nyquist sampling.
Type Nyquist sampling Sub-Nyquist sampling
Algorithm sub-type Standard A/D converters Compressive Sampling
Pros Simple structure Low sampling rate, signal
acquisition cost
Cons High sampling rate, en-
ergy cost
Sensitive to design imper-
fection
Challenges Reduce sampling rate,
save energy
Improve robustness
The CS exploits additional information about the digitized signal in question in order
to capture it at a frequency below that of the Nyquist rate directly in compressed form
and without loss of any information. The rest of this chapter is organized into two parts.
First, we provide a state-of-the-art of the key mathematical insights underlying the CS.
The second part will focus on the practical side. The data acquisition chain with the CS,
called Analog to Information Converter (AIC), will be studied and the various encoders
proposed in the literature will be presented.
2.2 Methodology of CS
The theory of CS has existed for around 4 decades [54]. It emerged to a new level
in 2004 by David Donoho and Emmanuel Candès [60]. On the contrary to the central
tenets of signal processing, the idea of CS relies on sampling a signal at a frequency
significantly less than the twice by its bandwidth in a uniform or non-uniform way and by
exploiting some characteristic. This leads to shorter acquisition times and decreased
amounts of data. Although the pertinence of this paradigm refers to some conditions
which are directly related to the type of the signals of interest and the sampling pro-
cess. Respectively, the validation of this framework is based mainly on tow fundamen-
tal premises: sparsity and incoherency. Once the required conditions are defined, the
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final step consists of recovering the sub-sampled signal via sparse reconstruction algo-
rithms. Indeed, we can summarize that the applicability of the CS paradigm suggests
very particular acquisition and recovery protocol, as illustrated in Figure 2.1.
vector
κ-sparse
N× 1
Measurement Signal of
vector
=
Measurement
matrix
Φ
×
interest
M×NM× 1y
x N× 1 x N× 1
=
Condition on x
Signal acquisition
Reconstruction x˜s˜
×
matrix
Representation
Ψ s
N×N
x˜ = ΨTs˜
Digital recovery
Sparse
optimization
Figure 2.1: Conceptual illustration of the CS theorem. It contains three different phases:
condition on x phase, signal acquisition phase, and the digital recovery phase. Note
that (T) is the transpose operation.
2.2.1 Sparsity
The sparsity of the signal is at the forefront of the CS theory. A vector is sparse if it can
have a few non-zero coefficients compared to its length. Thus, exploiting the fact that
natural signals such as sound, Gaussian, or Electrocardiograms have a sparse repre-
sentation in time-domain; accordingly, it can be stored only a small number of coeffi-
cients rather than all the signal samples. For instance, suppose that a finite-dimensional
N× 1 column vector of discrete-time signal x in ∈ IRN, is stated as sparse if its pseudo
norm `01 is equal to κ where κ  N. In other words, ||x||0 = κ. However, any signal
x in ∈ IRN that is not sparse in its time domain basis can be sparse in another specific
basis, which is called dictionary. Thus, x is represented as follow:
x = Ψs, (2.1)
1The pseudo norm `0 of a vector is defined as: ||x||0 = #{i : xi 6= 0}, which calculates the total
number of non-zero elements in a vector.
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where Ψ is the N× N dictionary matrix and s, the N× 1 vector, is the sparse coefficient
of x in matrix Ψ. Hence, the κ-sparse signal means that only κ coefficients in s are
non-zero, and the rest (N −κ) are zero or small enough to be ignored. Clearly, x and
s are equivalent representations of the same signal, with x in the time domain and s in
the Ψ domain. Moreover, the degree of sparseness ρ given by:
ρ = κN , (2.2)
It defines the minimum number of samples required to reconstruct the signal correctly.
This implies, the more ρ is small, or equivalently, the more the signal has a sparse
representation, the fewer samples are needed; thereby, the sampling frequency is de-
creased.
Depending on the type of the signal to represent, several compression dictionaries
can be used. It exists some standard compressive-type dictionary that has been pub-
lished in the literature. Images (JPEG and JPEG2000) tend to be compressible in the
wavelet bases and Discrete Cosine Transform (DCT) [61, 62]. In many radar applica-
tions, the testing signals and the target response are often sparse in time domain since
often only a few targets will be present at any given time. Thus, the sparse dictionary Ψ
is its canonical basis, Ψ = IN, and x = s [50, 63]. Furthermore, wide-band signals are
not sparse in the time domain. In the case of audio signals and many communication
signals when a low spectrum is utilized, then the best compatible sparse represen-
tation matrix is in the frequency domain. Thus, the sparsity basis is its Fourier matrix.
However, with the increment of the spectrum utilization of the wide-band signal, the fre-
quency domain may no longer be its sparse representation dictionary. Thus, Chapter 3
is devoted to the choices of dictionaries to overcome this challenge.
2.2.2 Acquisition phase
CS replaces the conventional data acquisition approach into a linear and compressed
measurement. Throughout the acquisition or measurement phase, the signal is directly
sampled without sampling the N data. Before considering the CS case, it is essential to
clarify the data acquisition process with respect to the Nyquist rate, which determines
the sampling frequency fs of ADC. Taking into account the requirement of N samples,
the linear measurement process is represented by an inner product between x and a
collection of vectors {Φn}Nn=1. Which gives, as a result, a measurement yn = 〈Φn,x〉.
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Hence, we can deduce:
y = Φx, (2.3)
where y is an N× 1 observation vector and Φ is the N×N measurement matrix. While
in CS, since fs is much smaller than the Nyquist rate, therefore only M values are
sampled and M < N. In this case, the observation y is an M×1 vector and Φ an M×N
matrix. Together with the sparse dictionary matrix Ψ, the equation (2.3) develop into:
y = Θs, where Θ = ΦΨ, (2.4)
where Θ is the M×N reconstruction matrix, s is the transform of x in the domain Ψ, with
||s||0 = κ and κ < M < N . However, to recover exactly the vector x of length N from
the undersampled measurements y, some criteria should be taken into consideration.
2.2.2.1 Properties
The following paragraphs will present the criteria commonly used in the literature for
the measurement matrix. Said differently, the sensing matrix must obey certain condi-
tions to guarantee that the acquisition phase of the CS will not modify the data in the
compressed signal.
•Incoherency
The incoherency/coherency is applied between two matrices. Based on the mathemat-
ical explanation, the coherence measures the maximum correlation between any two
elements of two different matrices. In CS, the coherence (µ) is calculated between the
N × N sparseness matrix Ψ with ψ1,· · · ,ψN as columns and the M × N measurement
matrix Φ with φ1,· · · ,φN as rows. It is defined as:
µ(Φ,Ψ) =
√
N max
1≤m≤M
1≤n≤N
|φm, ψn|. (2.5)
The CS framework is interested in low coherence (incoherence) between them. More-
over, the lower the coherence is, the less data is required for the reconstruction of
the signal; thereby, the sampling frequency is decreased. Note that, the maximum
incoherency is equal to 1, because as a deduction from linear algebra µ(Φ,Ψ) ∈
[1,
√
N] [64].
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•Restricted Isometry Property (RIP)
Concerning the incoherency, an alternative approach for the robustness and the stabil-
ity of the CS is to check the RIP of the reconstruction matrix Θ. It will permit to evaluate
the CS recovery algorithms. The idea of RIP is applied to ensure that the measurement
matrix preserves the important information for the testing signal [65]. For any κ-sparse
vector x, the RIP states that:
1−  ≤ ||Θx||2||x||2 ≤ 1 + , (2.6)
where  ∈]0, 1[ is the restricted isometry constant. This means that if the measurement
matrix Θ satisfies the RIP, then it implies for two measurement vectors y1 = Θs1 and
y2 = Θs2, that κ-sparse vectors s1 and s2 in IRN will not map to the same vector in IRn
and their distance is approximately preserved. The RIP is a valuable property that guar-
antees the reconstruction of the signal. However, it is difficult to verify whether a matrix
satisfies the RIP, in practice, it is replaced by coherence. Moreover, the equation (2.7)
shows a relation between the RIP and coherency. It implies that when a matrix has a
low coherence, it satisfies the RIP [66].
 ≤ (κ− 1)µ(Φ,Ψ). (2.7)
Indeed, after determining the sparsity matrix Ψ and in order to succeed a proper re-
construction (verifying the RIP), according to the state-of-the-art, Φ must be a random
matrix. Mainly, when the elements of the measurement matrix Φ are generated from
an identical and independently distributed Gaussian law. Admitting the fact that random
matrices have excellent statistical properties [67], much consideration has focused on
designing CS systems using random entries measurement matrices.
2.2.3 Recovery phase
The final phase of the CS is the recovery phase. The original signal is constructed from
the sub-sampled vector y, the measurement matrix Φ, and the sparse representation
domain Ψ. Successively, to recover from the compressed measurement the original
signal or equivalently its sparse coefficient vector s some reconstruction algorithms
are proposed [54]. Those algorithms solve the equation (2.4) based on minimization
techniques. They use either `0, `1, or `2 norms by taking advantage of the fact that the
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solution is sparse. The prior sparse condition about the signal directly drives to use the
`0-norm. Unfortunately, solving `0-norm in the constraint is a nonconvex and NP-hard
problem. The `2-norm, least-squares minimization, will almost never find the κ-sparse
solution; instead, it will result in a non-sparse solution [68, 69]. In the CS literature,
`1-norm minimization is frequently used.
Minimum `1-norm reconstruction, is a convex optimization problem. Considering
the noise-free measurement, equation (2.4), the optimization problem is
s˜ = argmin
s′
||s′||1, such that Θs′ = y. (2.8)
Once the algorithm successfully converges to an estimate s′, the signal of interest can
be easily obtained as x′ = Ψs′. To find the sparsest solution in CS, the reconstruction
algorithms are divided into several groups. The most popular ones are Convex Relax-
ation and Greedy algorithms [54, 68, 69]. Even though Convex Relaxation algorithms,
like Basis Pursuit, provide a successful recovery, it suffers from high implementation
complexity because it solves a convex optimization problem through linear program-
ming.
For this reason, Greedy algorithms were developed, and rely on iterative approxi-
mation. In general, they compute one iteration at a time by adding to the sparse solution
a new atom and provide the least approximation error. Matching Pursuit is the simplest
version of Greedy algorithms, but the disadvantage of this method is that a column of
the measurement matrix can be selected several times during the selection phase. To
circumvent this issue and to improve convergence, among all the Greedy algorithms,
the Orthogonal Matching Pursuit (OMP) has shown an absolute success, especially in
efficiency versus computational load [70]. A more detailed survey about the variety of
algorithms can be found in [54, 69]. Throughout this thesis, we are interested in OMP,
the description of this optimization method is illustrated in Algorithm 1 where Θ† is the
Moore-Penrose pseudoinverse of Θ. Furthermore, it was demonstrated in [71] that s˜
is reconstructed entirely with a very high probability if the number of measurements M
verifies the condition M ≥ Cµ2(Φ,Ψ)κ log N and C is an arbitrary positive constant. In
the literature, there exist other types of reconstruction algorithms.
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Algorithm 1 Orthogonal Matching Pursuit (OMP) Algorithm
Input: Signal y ∈ IRM and matrix Θ ∈ IRM×N
Output: estimated sparse vector s˜ ∈ IRM
1: Set the initial solution s˜0 = 0
2: Set the initial residual r0 = y−Θs˜0 = y
3: Set the initial support S0 = ∅
4: Repeat for j = 1; j := j + 1 till stopping criterion is met
5: Select index imax so that argmax
i
|ΘTi rj−1| for all i /∈ Sj−1
6: Update Sj = Sj−1 ∪ imax
7: Update s˜Sj = Θ
†
Sjy where Θ
†
Sj =
(
ΘTSjΘSj
)−1
ΘTSj
8: Update rj = y−ΘSj s˜Sj
9: Return s˜
2.2.4 Performance metrics
To evaluate the quality of the reconstructed signal, we employ the performance metrics:
Percentage Root-mean-square Difference (PRD) and Signal to Noise Ratio (SNR). The
PRD and SNR evaluate the error between the original signal x and the reconstructed
signal x˜. In [72], a study on electrocardiogram signals classifies the quality of the re-
constructed signal based on the value of the PRD. For example, if some signal has
a PRD between 0 ∼ 2 %, it belongs to the “very good” quality group, and for a PRD
above 9 % it is hard to determine its quality group. Table 2.2 summarizes the different
quality groups of the reconstructed signal as a function of the PRD.
PRD[%] =
||x− x˜||2
||x||2 × 100, (2.9)
SNR[dB] = 20 log10
||x||2
||x− x˜||2 = −20 log10(0.01× PRD). (2.10)
Moreover, the Compression Ratio (CR) and the Compression Factor (CF) are other
metrics mostly used in the evaluation for the performances of the CS. The CF is the
ratio between the numbers of rows and columns of the measurement matrix Φ ∈ IRM×N.
The CR, as expressed in the equation (2.11), is characterized as the percentage of the
length required to represent the signal after compression (M) relative to the length of
the original signal (N).
CR[%] =
N−M
N × 100, (2.11)
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Table 2.2: Different quality classes of reconstruction according to the PRD [72].
PRD[%] (prediction range) Reconstructed signal quality
0 ∼ 2 “Very good”
2 ∼ 9 “Good”
9 ∼ 19 “Not good”
19 ∼ 60 “Bad”
CF = NM . (2.12)
2.3 Analog measurement matrix
In the context of CS, sensing and processing information linearly of an analog signal
at a rate dramatically lower than Nyquist provides several signal acquisition systems.
In the data acquisition chain, an analog encoder is placed before the ADC. Indeed,
the encoder performs a pre-processing of the analog signal so the ADC can digitize
the signal below the Nyquist rate. This combination between the analog encoder and
the low rate ADC is defined as Analog-to-Information Converter (AIC). Nevertheless,
as represented in Figure 2.2, to sample by means of CS, the data acquisition chain
is composed of hardware and software parts. Respectively the first part is the analog
front-end, which is followed by the digital back-end. In the first part, the physical data
converter is placed. It recalls the CS context (e.g., random property) and defines the
measurement matrix Φ. In the second part, sparse reconstruction algorithms are used
to reconstruct the signal.
Obviously, the AIC directly retrieves the useful information of the signal. Moreover,
as aforementioned, the number of data that the AIC must sample depends on the
amount of information contained in the signal. The sparser or more compressible the
signal is, the fewer samples AIC needs.
So far, in the literature, there have been proposed at least eight AIC architectures,
such as the Non-Uniform Sampling (NUS) [73], Random Demodulator (RD) [74–76],
the Modulated-Wideband Converter (MWC) [77], and others [78–82].
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Figure 2.2: A generic overview of sampling by means of CS.
2.3.1 Non-Uniform Sampling (NUS)
The NUS AIC-based architecture uses a sample-and-hold which is followed by a sub-
Nyquist rate ADC. For instance, assume the traditional acquisition chain where the
analog signal is sampled uniformly with a Nyquist rate ADC at a frequency fs. In an-
other word, it digitized an analog signal in a time window T = N∆t where the time
interval between two consecutive samples n and n + 1 is ∆t = 1
fs
and N is the Nyquist
samples. Theoretically, the measurement matrix Φ of this operation is the identity ma-
trix IN ∈ IRN×N and, therefore, the digitized signal x[n] ∈ IRN.
time
time
Non-Uniform Sampling (NUS)
∆t
Uniform rate Sampling
Figure 2.3: NUS protocol. The large circles represent time-domain samples. The NUS
samples at irregularly spaced intervals, though always in multiples of ∆t.
Alternatively, the NUS avoids using high-rate Nyquist ADC by non-uniformly col-
lecting the data and ignoring the rest. The protocol NUS compared to a Nyquist-rate
58
2.3. Analog measurement matrix
sampling is presented in Figure 2.3. The non-uniform sampling digitized the analog
signal at irregular intervals of time. Before the low rate ADC, a Pseudo-Random Bi-
nary Sequence (PRBS) controls the sample-and-hold circuit. Conceptually, it collects
randomly only M samples among the N, with M < N. In this case the measurement
matrix Φ ∈ IRM×N is formed by randomly choosing M lines of the identity matrix I. The
complication of this method relies on hardware implementation that imposes restric-
tions on the fact that the measurement matrix should be completely random so that the
coherency is surely small. Moreover, frequently the NUS might sample two consecutive
data spaced by only ∆t apart, so it still requires to sample at fs. Therefore, the only
difference between the Nyquist rate ADC is the number of samples (M < N).
2.3.2 Random Demodulator (RD)
The RD system is originally designed to capture signals with sparse representation in
the frequency domain; see Figure 2.4 for a block diagram. The RD is a linear architec-
ture proposed in [83] in 2006, and it works as follows. The analog signal is multiplied
with a PRBS, taking values ±1 having a bit rate higher than Nyquist, fp > 2fmax. Since
PRBS occupies a large bandwidth, it spreads randomly the spectrum of each active
frequency component of the testing analog signal, such that those components are
moved throughout the Nyquist zones (especially high frequencies are moved to the
low-frequency band). The objective of the demodulation phase is to not damaged the
signal by the next stages of the chain. A low pass filter with an impulse response h(t)
and a low rate ADC samples the resulting baseband signal where all the necessary
information is assembled.
Concisely, the RD is typically decomposed into three steps: demodulation, filtering,
and uniform sampling. Those three factors specify the measurement matrix Φ. The
mathematical model of the Φ can be modeled as follows:
Φ = HP, (2.13)
where H, a Toeplitz matrix, represents the impulse response of the low-pass filter as
well as the low sampling and P the PRBS.
The PRBS pc(t) modulates the signal using a binary sequence with values ±1:
pc(t) = pn, t ∈
[
n
N;
n+ 1
N
[
∀ n ∈ {0 . . .N− 1}. (2.14)
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PRBS∗ generator
pc(t)
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1
ADC
fp > fs fs-s < fs
y[m]
∗PRBS: Pseudo-Random Bit Sequence
Low-pass
filter
Figure 2.4: The block diagram of the Random Demodulator (RD) on the top, including
the three main steps: modulation with pc(t) with a frequency fp > 2fmax, filtering and
low-rate uniform low-rate sampling with an ADC converter at a frequency fs-s < fs. On
the bottom the frequency representation of each steps. Not that m ∈ {1 . . .M}.
Therefore, in the discrete-time domain, the modulation yields d = Px such that P ∈
IRN×N is a diagonal matrix and pn = ±1 :
P =
p0 . . .
pN−1
 . (2.15)
The anti-aliasing low-pass filter structure depends on the discretized impulse response
of the filter and the sampling process. Therefore, each row of the matrix H ∈ IRM×N
outlines the filtering and sampling.
H =
[h0 · · ·h NM ]1 . . .
[h0 · · ·h N
M
]M
 , (2.16)
where h = [h0 · · ·h N
M
] is a fixed size vector corresponding to the filter coefficients. Ac-
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cordingly, the corresponding measurement matrix for RD, Φ ∈ IRM×N has a diagonal
block structure, where each block is a fixed size vector equal to NM . If the impulse re-
sponse of the h(t) is equal to 1, the Φ elements are formed from the pseudo-random
sequence:
Φ =

[+1 · · · − 1]1
[−1 · · ·+ 1]2 . . .
[−1 · · · − 1]M
 . (2.17)
2.3.3 Modulated Wideband Converter (MWC)
The architecture of MWC is illustrated in Figure 2.5. A K frequency wide-band signal
x(t) enters m channels simultaneously. Every ith channel is similar to RD architecture;
the only difference relies on the periodicity of PRBS. Therefore, the signal x(t) is mul-
tiplied by a unique periodic PRBS pi(t) with a period Tp = 1fp that alternates between
±1 for each of M equal time intervals. Then it is filtered by the low-pass filter h(t) with
cutoff frequency 12Ts-s . Finally, the output signal is sampled at a rate of fs-s =
1
Ts-s
.
ADC
p′1(t)
h(t)
fs-s
x(t) y1[m]
ADC
p′m(t)
h(t)
fs-s
x(t) ym[m]
ADC
p′i(t)
h(t)
fs-s
x(t) yi[m] p1(t) pm(t) p1(t) pm(t)
pi(t)
. . . . . .
Mixer
...
...
x(t)
. . .
t −Ts-s
2
H(f)
1
0
1
−1
Tp
Tp
M
Ts-s
2
. . .
Figure 2.5: The diagram of MWC.
Actually, since the pi(t) is periodic, it has a Fourier expression
pi(t) =
∞∑
l=−∞
cil exp
(
j
2pi
Tp
lt
)
, (2.18)
where cil is the Fourier coefficient. This guarantee with a traditional low rate ADC, the
signal aliases to the same fold points. Moreover, the randomness of the pi(t) within
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one period of each sequence ensures that there is diversity in the amplitude of each
aliased spectrum.
2.3.4 Summary on analog encoder AIC
Table 2.3 summarizes the three different AIC explained previously. It recaps the mea-
surement matrix Φ that the encoder implements, the advantages, the disadvantages,
and the field of application of each encoder. Even though MWC and RD almost have
similar block diagrams, their reconstruction algorithms and signal models are strongly
different. The RD is a single channel uniform sub-sampling design for acquiring mul-
titone signals, whereas the MWC is a multi-channel uniform sub-sampling design for
acquiring multiband signals. Actually, they both have a linear architecture, including
a (PRBS); thus, the measurement-based matrix Φ has the random property which is
adapted for RIP. Furthermore, the RD is robust against noise and quantization errors
and is suitable for signals having a finite set of a pure sinus [84]. Considering these
advantages and since the reflectometry signals is a multitone sinus type signals; there-
fore, in this thesis, we are interested in RD architecture. Its extension to other analog
encoder, such as MWC, can easily be realized.
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2.4 Conclusion
This chapter recalls a new theorem, called CS, that changes the central tenets of digital
signal processing, which relies on Shannon-Nyquist sampling. It confirms that a signal
having a sparse representation in a specific domain can be sampled linearly at a rate
proportional to their sparsity, which is completely smaller than their Nyquist rate. For
this reason, we first explain the importance of sparse signal and some other hypothesis
that the acquisition phase of the signal should satisfy, such as coherency and the RIP.
We then detail the importance of the recovery phase that relies on using some sparse
optimization algorithms. We finally presented the different implementations of existing
analog encoders, AICs, that aim at implementing sub-Nyquist signal acquisition sys-
tems. The AICs are proposed for analog signals that recall the CS context and define
the measurement matrix Φ. In general, the idea of AIC is to spread the high-frequency
components and fold back to low frequencies that can be acquired by a low rate ADC.
Indeed, CS is an alternative solution and has already shown a notable success on
several applications (e.g., Radars, Magnetic resonance imaging, · · · ), but it has multiple
difficult conditions to take in consideration:
• Is any analog encoder simple to implement, which defines the measurement ma-
trix and will be used during the measurement phase? First, random sampling was
introduced that had a limitation on hardware implementation. To facilitate this con-
dition, RD was implemented for multitone signals. Since the reflectometry signals
are multitone sinus type, thus this architecture is the most adapted for our study.
• How to adequately reconstruct the original signal with a few samples? Many al-
gorithms were proposed in the literature. Due to the disadvantages of NP-hard
problem and unsatisfactory results with non-sparse signals of `0 and `2 respec-
tively, those algorithms use `1 norm optimization. Therefore we detail the OMP,
an iterative algorithm, that shows an absolute success as low complexity and
efficient reconstruction algorithm.
• Which condition must the signal satisfy? The sparsity degree of the signal or the
search for a domain or a base allowing a very low degree of sparseness is the
most important. Indeed, the more the signal is sparse, the fewer samples are
needed to rebuild the signal correctly. Generally, Wavelet, Discrete Cosine, or the
Fourier transform domains are the most used. By keeping this in mind and the
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fact that reflectometry signals are complex and MC signal, the determination of
the sparse representation basis is essential. The definition of those matrices will
be the subject of our next chapter.
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CHAPTER 3
SPARSE DICTIONARY FOR
REFLECTOMETRY SIGNALS
3.1 Introduction
In section 2.2.1,we mentioned the importance of the sparsity. It leads to a decisive
compression factor as it should also be noted its relation to the recovery process. As
stated in [54], the recovery by sparse optimization algorithms directly depends on the
sparsity of the signal that we aim to estimate.
Sparseness dictionaries appear in a variety of settings [64]. Although, many natural
signals are sparse in their time domain; therefore, the most common dictionary may
be their unique canonical basis. The fact that among all the reflectometry signals, the
Pulse TDR is the only one considered sparse in his canonical basis; thus, the objective
of this chapter is to introduce the dictionaries where each signal x has a unique set
of expansion coefficient s = Ψ−1x. For this reason, finding a new dictionary is neces-
sary so that a few non-zero coefficients can represent a signal. Beyond the simplistic
sparse model, we will consider two different kinds of reflectometry signals that yield
two different bases. We have shown in chapter 1 that signals with limited bandwidth
or adjustable bandwidth are desirable in reflectometry applications. In that scope, we
have chosen the chirp and the MC signals. Indeed, OMTDR can hardly be regarded as
sparse due to is randomness. First, we study the chirp signal as FDR’s complex signal.
Indeed we will show that the Fractional Fourier Transform (FrFT) leads to a sparse rep-
resentation. Second, we examine the TDR’s real MC signal. In that case, the Discrete
Cosine Chirp Transform (DCCT) allows to have a sparse representation of the MC. The
theoretical approach, as well as some performance metrics for both proposed sparse
basis FrFT and DCCT, are detailed. Since the reflected signal is actually relevant, not
only we study the sparseness of the injected signal, but by devoting it, we also study
the sparsity of the reflected signal.
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3.2 Complex chirp signal
As stationary signals are easily interpreted in their Fourier domain, the frequency do-
main provides a natural alternative representation to the time domain. Owing to the
acquisition and processing implementation, we consider for reflectometry, Discrete
Fourier Transform or Fast Fourier Transform (FT). X(f) is the spectrum of x(t); it in-
forms the frequency power of the signal.
(a) Time domain. (b) Frequency domain.
Figure 3.1: Time and Frequency domain representation of a cosine signal operation at
a frequency f = 8 MHz (x(t) = cos(2pift)). We can notice that the FT of the x(t) has a
sparse representation with only 2 components at |f | = 8 MHz different from zero.
As described in equation (3.1), the FT of sinusoidal cosine or sine signal is easily
determined. Besides, it shows that the FT of the cosine function with operating fre-
quency at f1 is constituted of 2 Dirac at |f | = f1.
x(t) = cos(2pif1t), since cos(2pif1t) =
exp (j2pif1t) + exp (−j2pif1t)
2 ,
X(f) =12
[∫ ∞
−∞
exp (j2pif1t) exp (−j2pift) dt+
∫ ∞
−∞
exp (−j2pif1t) exp (−j2pift) dt
]
=12 [δ(f − f1) + δ(f + f1)] .
(3.1)
This is exemplified in Figure 3.1. Of course, the finite time window of acquisition intro-
duces an artifact with respect to the theoretical result. Yet, even for actual implemen-
tation, the frequency domain of the cosine signal has a sparse representation; hence,
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it is suitable for CS to define it as the sparseness dictionary. However, it will not be
valid in the case of a signal occupying a wide frequency range, such as chirp signal
and MC signal. Figure 3.2 presents that a broadband linear chirp signal with bandwidth
B = 50 MHz does not have a sparse representation either in the time nor in the spec-
tral domain. The time domain expression of a chirp (equation (1.11)) clearly shows that
only two parameters fully characterize such a signal. From the literature, the FrFT ap-
pears to give a sparse representation of the chirp. Therefore, we propose to use the
FrFT that will be detailed in the next section.
(a) Time domain. (b) Frequency domain.
(c) Wigner-Ville distribution.
Figure 3.2: Representation of the linear chirp signal with a frequency range 0-50 MHz.
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3.2.1 Principles of Fractional Fourier Transform (FrFT)
FrFT [86–88] is a linear transformation generalizing the classical continuous Fourier
transform, which essentially projects the time-frequency representation of a signal into
a domain where an arbitrary angle rotates the axes.
 
 
 
 
 
 
Figure 3.3: The (u, v) plane of FrFT rotated by an angle α relative to the original time-
frequency plane (t, f).
The time-frequency representation uses a plane with two orthogonal axes corre-
sponding to the time and frequency (t, f). Whereas, as represented in Figure 3.3, FrFT
rotates the axes (t, f)→ (u, v) with an angle α. Accordingly, the FrFT is defined as:
Fa{x(t)} = Xa(u) =
∫ ∞
−∞
x(t)Ka(t, u)dt, (3.2)
where α = api2 ∈ (−2, 2] is the fractional order and Ka(t, u) is the kernel of the transfor-
mation which is defined as:
Ka(t, u) =

√
1− j cotα exp (jpi(u2 cotα + t2 cotα− 2ut cscα)) if α is not a multiple of pi,
δ(t− u) if α is a multiple of pi,
δ(t+ u) if α + pi is a multiple of 2pi.
(3.3)
Indeed, there exist some particular cases while varying α:
• a = 0 ⇔ α = 0; leads to the time domain representation of the signal. This case
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represents the identity operator, F0 = I.
• a = 1⇔ α = pi2 ; leads to the Fourier transform of the signal; therefore F1 = F .
• Successive application of α is equivalent to a signal transform with an order equal
to the sum of every single order; thus, we can generalize it as fallows: Fa1Fa2 =
Fa1+a2. Since FaF−a = Fa−a = F0 = I, it is clear that FrFT can be inversed
exactly as the FT.
In the ordinary Fourier Transform, the rotation from time to frequency axis is applied
with a constant angle α = pi2 . However, the FrFT considers a variable rotation of the
time-frequency axis by an angle of 0 < |α| < pi. Therefore, the FrFT is interpreted as
a generalization of the Fourier Transform. The inverse property of the FrFT allows to
obtain the signal x(t). It consists of applying an angle −α to the Xa(u). So that F−a can
be expressed as:
x(t) = F−a{Xa(u)} =
∫ ∞
−∞
Xα(u)K−a(t, u)dt. (3.4)
3.2.1.1 The optimal fractional angle of FrFT for complex linear chirp signal
Let’s consider a complex linear chirp with a chirp rate λ and an instantaneous frequency
θ(t) = 2pi(f0 + λt):
x(t) = A exp
(
j
(
2pif0t+ piλt2 + q
))
, (3.5)
where A and q represent the amplitude and the initial phase, respectively. In our case,
A is equal to 1, and q to zero. As mentioned earlier, such a signal has a compact
expression which relies on only two constants. The aim of the FrFT of an arbitrary
angle α of chirp signal x(t) can be written as:
Xa(u) =
∫ ∞
−∞
x(t)Ka(t, u)dt
=
√
1− j cotα exp(jpiu2 cotα)
∫ ∞
−∞
exp [j2pi(f0 − u cscα)t] exp
[
jpi(λ+ cotα)t2
]
dt.
(3.6)
In order to find a relation between the chirp rate λ of the linear chirp signal and the
fractional rotation angle α, let’s consider α = − arccotλ and therefore the equation (3.6)
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yields to [86]:
Xa(u) =
√
1− j cotα exp(jpiu2 cotα)δ
(
u− f0cscα
)
. (3.7)
As we notice, when α = − arccotλ, the FrFT of chirp signal corresponds to an impulse
representation. Referring to the position of the central frequency f0 on Fourier f -axis,
the new location of the peak on the fractional u-axis is at
u = f0cscα , where csc =
1
sinα . (3.8)
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Figure 3.4: This figure provides a different representation of a linear chirp signal. As
the projection angle rotates to the optimal, the FrFT of the chirp signal converges to an
impulse function.
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Wigner-Ville Distribution 1 (WD) of the chirp signal is an impulse function δ(f −λt−
f0), which distributes the instantaneous frequency (θ(t) = 2λt + f0) represented by
the straight forming an angle arctanλ with axis t. Figure 3.2c presents the Wigner-Ville
distribution of the chirp signal with a frequency range 0-50 MHz. Hence, the optimal
rotation angle αopt is defined in equation (3.9). The rotation with an angle αopt of the
u-axis will manage to a have vertical representation of the straight line of chirp in WD;
thus the integral projection of δ(f − λt − f0) onto the u-axis generates an impulse
whose value is equivalent to the squared magnitude of Faopt{x(t)}. Figure 3.4 provides
a different representation of a linear chirp signal. As the projection angle rotates to its
optimal value, the FrFT of the chirp signal converges into an impulse function.
αopt = arctanλ+
pi
2 . (3.9)
Finally, when the fractional order of the FrFT matches the optimal value, the trans-
formed signal at the optimal fractional order will be sparser than any other fractional
order.
As a result, the time-frequency distribution of a linear chirp signal is a straight line
making an angle associated with its chirp-rate in the time-frequency domain, as seen in
Figure 3.4. By applying a variable rotation angle, we notice that for an appropriate value
of αopt, the straight line representation in the time-frequency plane of the linear chirp
is transformed into the most compact form of the signal. Thus, applying this αopt trans-
forms any linear chirp signal into an impulse, where the signal’s energy is concentrated
into the smallest possible interval, and thereby has the sparsest representation.
3.2.2 Application of αopt to injected signal
Considering the linear chirp signal, mostly used for FDR, and choosing to project it in
the FrFT allow access to a domain between temporal and spectral called fractional.
Therefore, we illustrate how the FrFT can be used for complex chirp signal and gives
the sparser signal. The experiments are conducted based on different types of net-
works. In the considered examples, and without loss of generality, the proposed in-
jected signal xi(t) is a complex linear chirp occupying a bandwidth of B = 50 MHz,
1Wigner-Ville Distribution (WD) of a temporal signal x(t) is denoted as : WDx(t, f) =∫∞
−∞ x
(
t+ τ2
)
x∗
(
t+ τ2
)
exp(−j2pifτ)dτ . Moreover, the integral projection of WDx onto the u-axis is
equal to the squared magnitude of the Fa{x(t)}.
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as denoted in equation (3.5) where A is equal to 1, f0 and q are zero. Since we con-
trol all the major characteristics of the injected signal, therefore we first calculate the
value of αopti theoretically. The projection of xi(t) in the FrFT with the calculated angle
αopti = 1.814 rad/s is represented in Figure 3.5. Note that, αopti = aopti pi2 ⇔ aopti = 1.155.
The particular Faopti{x(t)} transforms the non-sparse complex signal to a completely
sparse one, where si has a single active component. Thus, the measurement matrix
for the injected signal is the inverse of F−aopti , because of xi = Faoptisi.
(a) Time domain. (b) FrFT domain.
Figure 3.5: Time domain representation of the injected signal with a bandwidth 0-
50 MHz and the sparse representation of xi(t) using FrFT with the theoretically cal-
culated angle of rotation αopti = 1.815 rad/s. Note that αopti = aopti pi2 .
Besides, the choice of optimal angle is essential for the sparseness degree. There-
fore, on a multiple choice of rotational angle, we simulate and calculate the sparsity
degree based on those α by ||si||1||si||2 , where si is the sparse coefficients representing the
injected signal. Figure 3.6 shows the convergence between the calculated αopti from
equation (3.9) and the simulated one.
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Figure 3.6: In blue the choice of the αoptifor the injected signal. The dashed line in gray
represent the value of the calculated aopti. Note that αopti = aopti pi2 .
3.2.3 Application of αopt to reflected signal
In fact, any wire diagnosis system relies on the study of the reflected signal because
it contains all the information about network health. Therefore a study on that signal is
necessary. Whereas, not only the act of sub-sampling the reflected signal will lead to
lose those hidden information but also it is entirely unknown. Consequently, the sparse
signal representation is firstly applied to the injected signal and later approved for the
reflected one. For instance, in our study, we try to characterize and identify the location
of defects causing a total reflection. Hence, open or short defects are responsible for
a total reflection of the injected signal. Whatever the bandwidth frequency of the signal
is, the rate of variation of the xr(t) is identical to that of xi(t). For once, we suppose that
the reflected signal is sampled periodically according to Shannon-Nyquist frequency;
therefore we calculate the FrFT coefficients sr for different values of α. The sparsity
degree based on those α is assessed by ||sr||1||sr||2 , sr is the sparse coefficients responsible
for the reflected signal. Hence, based on simulation, we verify this hypothesis for a
point-to-point and complex network.
•Point-to-point wire
Considering that the chirp signal is injected into a point-to-point 100 m cable with Zc =
73 Ω and a hard defect (open circuit) at the extremity. Initially, we focus on the choice of
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the optimal angle. Accordingly, we compare the sparsity degree of the reflected signal
with the injected one, as illustrated in Figure 3.7b. The trends marked by the two lines
have roughly the same minimum; hence, the same optimal angle. Equally important,
we notice that the sparsity of the reflected signal is maximized in the FrFT domain when
the fractional order αoptr is equal to 1.82 rad/s (aoptr = 1.159) this value is close to the
calculated αopti. Thus the calculated optimal rotation angle for sparse representation of
the input signal can be applied for the reflected one. As illustrated in Figure 3.7, for the
αopti = αoptr both signals have a few non-zero coefficients.
(a) Time domain.
(b) The sparse degree of the reflected signal
(in blue) compared with the injected one (in
red).
(c) FrFT domain.
Figure 3.7: Time domain representation of the reflected signal in point-to-point wire and
the sparse representation of xr(t) using FrFT while the theoretically calculated angle
of rotation αoptr = 1.82 rad/s.
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•Complex Y-Network
Figure 3.8: The layout of the NUT considered, with a characteristic impedance Zc =
50 Ω. The three lines [B1, B2, B3] are of respective length [24,18,32] meters, where the
extremities of B2 and B3 are charged by Zl  Zc.
The chirp signal is applied to a coaxial Y-branches network with a characteristic
impedance Zc = 50 Ω. The presence of a junction and such a network cause multiple
reflections. This complex network has a junction connecting both lines B2 and B3
to the first one B1, as illustrated in Figure 3.8. The three lines [B1, B2, B3] are of
length [24,18,32] meters, respectively. Each line B2 and B3 is loaded by an impedance
Zl  Zc (hard defect) at its extremity.
The representation of the signal in the so-called fractional Fourier domains and
when applying the optimal rotation angle, the magnitude spectrum of the FrFT is the
most compact. Since the frequency range of the injected signal remains the same
B = 50 MHz, the calculated rotation angle for sparse representation of the input signal
xi(t) will not vary, αopti = 1.815 rad/s. Even though, a complex network causes multiple
reflections, the fact that a hard defect causes a total reflection whatever the frequency
of the signal is, the rate of variation of the xr(t) will be stable. As illustrated in Figure 3.9,
for both αopt angle, the reflected signal remains sparse.
Once the sparse coefficient sr is recovered with the OMP algorithm, the reflected
signal xr = F−aoptisr is reconstructed where Ψ = F−aopti represents the FrFT matrix
relative to the optimal angle calculated for the injected signal. Indeed, other methods,
like augmenting the dictionary length, can be adopted for the selection of the optimal
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(a) Time domain. (b) FrFT domain.
Figure 3.9: Time domain representation of the reflected signal in a Y-Network and the
sparse representation of xr(t) using FrFT while the theoretically calculated angle of
rotation αoptr = 1.818 rad/s.
value of α; however, the proposed approach based on the prior knowledge of the in-
jected signal is preferred due to its simplicity.
On the other hand, generally, the use of high-frequency or high data rate signals
provides better performance for reflectometry. However, other factors than the require-
ment of powerful data processing or high-speed sampling, which limits the perfor-
mances of high-frequency reflectometry are the attenuation and the dispersion. Indeed,
those factors are related to the electrical characteristics of the cable.
•Attenuation impact
According to equation (1.6), the attenuation is related to the linear resistance of the
cable [34]. Besides, the attenuation in any network is more significant when either the
frequency of the incident signal or the propagation distance increases [36]. As for the
dispersion introduces a loss in fault localization accuracy because of the fact that the
high frequency components of the signal propagate at a higher speed than those at
low frequency.
Consequently, some frequency bands can be completely attenuated. In fact, this re-
sults that the reflected signal will lose its sparseness degree. We apply different studies
to prove our hypothesis. Our first study is applied on a point-to-point network with two
different real cases of electrical characteristics (RLCG) wire. Figure 3.10 represents
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Figure 3.10: Attenuations versus the frequency, where α1 and α2 are the attenuations
of a different type for real case wires.
the attenuations α1 and α2 of real case wires versus the frequency. As we notice,
the attenuation of high frequencies in the second wire is more critical than in the first
one. We test on multiple bandwidths of xi, and we estimate the sparse degree κ for
the reflected signal with the transformation applied by the calculated optimal angle
αopti corresponding to the injected signal. Our second study is applied to the previ-
ously proposed complex Y-Network (Figure 3.8) with an attenuation α1. Figure 3.11
and Figure 3.12 illustrate the sparse degree variation of the simple and complex net-
work, respectively. This latter validates our hypothesis. For both point-to-point wire or Y-
Network, increasing the band of the testing signal increases the sparsity degree of the
reflected one. Moreover, the more the attenuation is significant (α2 > α1), the sparse
is the signal; thus, the attenuation is critical since it alters the sparsity of the reflected
signal. As seen previously, the good approximation of the sparsity degree is essential
for the performances of the reconstruction of the signal.
Consequently, as demonstrated, the choice of the FrFT dictionary is adaptable for
both point-to-point and complex-Y network. However, the choice of the cable is es-
sential because the attenuation modifies the characteristic of the initially determined
dictionary by the injected signal — furthermore, the attenuation and the compression
factor results to the increment of the sparsity.
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Figure 3.11: The sparse degree estimation of the reflected signal versus different fre-
quency bands in a point-to-point wire.
Figure 3.12: The sparse degree estimation of the reflected signal versus different fre-
quency bands in complex Y-Network represented in Figure 3.8.
3.3 Real Multi-Carrier (MC) signal
Since the FrFT provides great sparse representation for complex linear chirp signal,
we introduce in this section a new transformation for real MC signals in which a real
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transformation is applied. This latter property is required in some applications to pro-
vide better performance. Considering the MCTDR, which uses a real MC signal, we
introduce the Discrete Cosine Chirp Transform (DCCT) and its inverse [89]. This con-
version process is based on orthogonal real linear chirp transformation. Therefore, the
DCCT, just like the FrFT, is used to convert a non-sparse representation of a signal
in time or frequency domains into a sparse signal. As a matter of fact, the DCCT is a
generalization of the Discrete Cosine Transform (DCT). Also, this transformation uses
real bases (real linear chirps), and it is not a time-frequency transformation, but rather
a frequency chirp-rate transformation.
Here in this section, first, we present the definition and the implementation of the
DCCT. Second, we show the results of the transformation obtained for MCTDR signal.
3.3.1 Principles of Discrete Cosine Chirp Transform (DCCT)
3.3.1.1 Theory
This section is devoted to the development of an orthogonal representation by applying
the DCCT to a discrete real-valued signal, x[n]. Unlike the FT and DCT, the DCCT has
two variables β and f . The kernel in cosine terms of the DCCT
φβ,k[n] = cos
(
βpin2 + kpi(2n + 1)
2N
)
where

0 6 k 6 N− 1,
Λ 6 β < Λ,
0 6 n 6 N− 1.
(3.10)
is characterized by its finite chirp rate β and the discrete frequency 2pikN . Also, the in-
stantaneous frequency of the cosine is
IF(n,k) = piN(βn + k). (3.11)
Therefore the coefficients X[k, β] of the transformation is obtained by
X[k, β] =
N−1∑
n=0
x[n] cos
(
βpin2 + kpi(2n + 1)
2N
)
. (3.12)
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It is obvious to realize that DCCT for β = 0 is the generalization of DCT up to a scalar
factor:
X[k, 0] =
N−1∑
n=0
x[n] cos
(
kpi(2n + 1)
2N
)
. (3.13)
The notable difference between the DCT and DCCT is that while compressing with
DCCT, we need to master the used chirp rates to obtain a sparse representation of the
original signal. The original signal x[n] where 0 6 n 6 N − 1 is obtained by Inverse
DCCT operation:
IDCCT{X[k, β]} = x[n] =
Λ−1∑
β=−Λ
N−1∑
k=0
2X[k, β]
2ΛN cos
(
βpin2 + kpi(2n + 1)
2N
)
. (3.14)
3.3.1.2 Implementation
Since DCCT is the generalization of the DCT, its software or hardware implementation
is similar to DCT and the Fast Fourier transform algorithm (FT).
• DCCT
Referring to equation (3.12), we can write the following equation:
X[k, β] = Re

exp
(
−j pik2N
) 2N−1∑
n=0
[
x[n] exp
(
−j βpin
2
2N
)]
︸ ︷︷ ︸
h[n,β]
exp
(
−j 2pikn2N
)
, (3.15)
where Re represents the real part of the exponential. The factor h[n, β] introduces
the decomposition of the signal with the chirp rate β. Also, when β is null the
above equation is nothing else than the DCT transformation. Defining H[k, β] =
F{h[n, β]} and h[n, β] = 0 for all n ∈ [N, 2N− 1], the equation (3.15) is expressed
as follow:
X[k, β] = Re
{
exp
(
−j pik2N
)
H[k, β]
}
. (3.16)
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• IDCCT
In this transformation, we can use the inverse FT algorithm.
x[n] = Re

1
Λ
Λ/2−1∑
β=−Λ/2
[2N−1∑
k=0
F[k, β] exp
(
j
2pikn
2N
)]
︸ ︷︷ ︸
f [n,β]
exp
(
j
βpin2
2N
)
= Re
 1Λ
Λ/2−1∑
β=−Λ/2
f [n, β] exp
(
j
βpin2
2N
) ,
(3.17)
for F[k, β] = 2NX[k, β] exp
(
j pik2N
)
where F[k, β] = 0 when k ≥ N and f [n, β] is its
inverse FT.
Figure 3.13 shows an example of the DCCT and its inverse representation of the sig-
nal x[n] given below (equation (3.18)), where in this case the calculated Root Mean
Squared Error (RMSE) between the reconstructed signal and the original is close to
0.001%, which is a relatively good approximation based on [89]. Moreover, mainly two
peak locations are expected: β1 = 0.2 and β2 = 0.05. As shown in Figure 3.13b, the
concentration at β2 = 0.05 is more important because of the factor 2 in the equation.
However, the more the signal is complex, the more the identification of the optimal β is
difficult.
x[n] = cos
(
pi
1024(0.2n
2 + 50(2n+ 1))
)
+ 2 cos
(
pi
1024(0.05n
2 + 300(2n+ 1))
)
. (3.18)
We apply the DCCT to MCTDR signal occupying a bandwidth of [0 − 50] MHz. As
we notice in Figure 3.14, the concentration of β for this signal is mainly for β = 1 and
β = −1. Moreover, as illustrated in Figure 3.14d the reconstruction error is on the order
of 0.01 where the RMSE is equal to 0.03%. Such an error is low enough to ensure that
the correlation between the original and the reconstructed signal will converge.
3.3.2 DCCT with CS
In the above section, we detail a study on the DCCT transformation of the MCTDR
type signal. This transformation leads to have a small number of a non-zero coeffi-
cient. Hence, in the general CS measurement expression y = ΦΨs (equation (2.4)), in
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(a) Time domain. (b) DCCT domain.
(c) Reconstructed x[n] by IDCCT. (d) The reconstruction error.
Figure 3.13: Example of the signal x[n] in time and DCCT domain and its reconstruc-
tion.
which s = X[k, β] indicates the amplitude of [k, β] components of x, and Ψ is given by
IDCCT matrix. Moreover, generally, the signal x is made up only of small projections of
chirps where X[k, β] is sparse. However, based on equation (3.14), the basis Ψ is over
parameterized:
Ψ = [ψ(k1, β1) · · · ψ(k1, βV )| · · · |ψ(kU , β1)u · · · ψ(kU , βV )] (3.19)
where k ∈ [k1, · · · ,kU ] represents the frequency and β ∈ [β1, · · · , βV ] represents the
chirp rate. Note that U and V are the numbers of samples of the frequency and the
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(a) Time domain. (b) WD distribution.
(c) DCCT domain.
(d) The reconstruction error.
Figure 3.14: MCTDR signal representation in time and DCCT domain as well as the
reconstruction error.
chirp rate, respectively. Therefore, we have an overcomplete basis Ψ with chirp pa-
rameters, and in order to obtain better resolution performances, we adapt the sparse
reconstruction algorithm OMP to estimate the correct chirp parameters via DCCT basis
independently. In this case, the OMP algorithm loops on three different steps:
• The first step consists of finding non-zero locations of the (k, β) pairs using
DCCT,
• The second step is to update the linear least square solution,
• The third step finds the magnitude of these non-zero pairs.
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These steps will be repeated recursively until a sufficiently small residual is obtained.
Such optimization allows detection of several non-zero locations instead of a single
one, as well as it focuses on significant (k, β) pairs and suppresses the side lobes. Fig-
ure 3.15 shows the original and the recovered DCCT coefficients for the same multi-
carrier signal. It is clear that CS filters the DCCT side-lobes and enhances the per-
formance resolution. Furthermore, since the error between the original MCTDR and
the reconstructed signal by the recovered DCCT coefficients with CS is decreased
(Figure 3.15c), therefore an enhancement of the performance resolution is achieved.
This phenomenon is observed in other articles, where using CS recovery with a proper
transformation dictionary that gives sparsity established a very proper solution [89, 90].
(a) Original DCCT coefficients.
(b) Recovered DCCT coefficients with CS.
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(c) The error between the original MCTDR and the reconstructed
signal by the recovered DCCT coefficients with CS.
Figure 3.15: 3-D plot of DCCT coefficients of MCTDR signal occupying a bandwidth of
[0− 50] MHz.
3.3.3 Simulation results and figure of merit
In this section, we study the DCCT basis on the reflected MCTDR signal for point-to-
point wire and complex Y-Network. Since the reflected signal is entirely unknown and
depends on the characteristic of the NUT, therefore we had proposed a prior study on
the injected signal while using the chirp signal. Such a case requires control on the
injected signal and an estimation of its chirp rate. However, in this case, the limitation
of the reconstruction’s performance is caused by the study on the injected signal and
the use of regular DCCT basis. Therefore, to circumvent those conditions, the recursive
reconstruction algorithm is used. Thus, without specifying any condition, the CS-DCCT
discovers precise peaks at exact locations and correctly reconstructs the reflected sig-
nal. Figure 3.16 shows the results for regular DCCT and the CS-DCCT coefficients,
respectively for the same point-to-point wire detailed earlier. Obviously, the non-zero
(k, β) pairs of the injected signal (Figure 3.15a) are modified in the reflected MCTDR
(Figure 3.16a). This phenomenon is solved by CS-DCCT, which does not require any
information about the sparsity of the signal.
Moreover, the CS-DCCT correctly estimates the peak locations and sufficiently sup-
presses side lobes, which provides a successful reconstruction of the signal (an abso-
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lute error on the order of 10−13). A related example is given in Figure 3.17 for the
complex Y-Network where the proper peaks are easily localized in the (k, β) domain
by CS-DCCT method. Figure 3.18 shows the percentage of reconstructed error as a
function of a various frequency band of MCTDR signal. It shows that for different elec-
trical characteristics of a wire, the reconstructed error increases, but remains in its
minimal cases. Consequently, the updated format of the dictionary is able to have good
reconstruction fidelity and efficiency at the same time.
(a) Original DCCT coefficients.
(b) Recovered DCCT coefficients with CS.
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(c) The error between the original MCTDR and the reconstructed
signal by the recovered DCCT coefficients with CS.
Figure 3.16: 3-D plot of DCCT coefficients of the reflected MCTDR signal occupying a
bandwidth of [0− 50] MHz in point-to-point wire.
(a) Original DCCT coefficients.
89
Section , Chapter 3 – Sparse Dictionary for Reflectometry Signals
(b) Recovered DCCT coefficients with CS.
Figure 3.17: 3-D plot of DCCT coefficients of the reflected MCTDR signal occupying a
bandwidth of [0− 50] MHz in complex Y-Network.
Figure 3.18: Reconstruction error as a function of signal bandwidth for different types
of wires in a point-to-point network.
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3.4 Conclusion
CS relies on sparseness condition of any signal to make possible the requirements
on the sampling rate. Sparsity or compressibility reflects the fact that the information
carried by a particular signal is much smaller than their bandwidth. Most signals are
not sparse in the time domain, so linear transformations are used to make them sparse
in specific equivalent basis. Therefore, in this chapter, we proposed two transformation
bases for two different types of signals for reflectometry. First, we study on chirp signal,
which is the most used in the FDR-based method. We propose the FrFT transformation
that is a generalization of the classical Fourier Transform with an angle parameter α in
the time-frequency plane.
Furthermore, we previously demonstrated that from the theoretically calculated op-
timal angle, the FrFT of chirp signal transforms into an impulse function; thus, a sparse
representation of the signal. Moreover, as we consider that the defects of the wires
are hard faults which cause a total reflection, hence all the study is applied to the in-
jected signal. The simulation by the FrFT in a point-to-point or complex network with
an acceptable attenuation shows good performances in terms of sparsity, computation
time, resolution, and peak locations. However, the degree of sparsity increases while
changing the electrical characteristics (RLCG) of the wire or the type of defects.
Not only FrFT is a complex transformation, but it is also applied to complex type
signals. However, some applications require real transformations to provide better per-
formances. Our second study is applied on real MC signal. We also introduce the
DCCT and its inverse for which the kernel of the transformation is based on orthogo-
nal real linear chirps. Since the error of the reconstructed signal by the regular DCCT
is remarkable, we apply a new algorithm that combines CS and the DCCT. This pro-
posed algorithm combines CS-DCCT and updates the least square solutions at every
iteration. The proposed modification provides a precise peak at every exact location
and correctly estimates the chirp signal parameters. Such adjustment allows to bypass
the initial condition related to the injected signal; it also improves the reconstruction by
decreasing both errors and the computational complexity. As a conclusion, not only we
use the CS to break the Shannon-Nyquist constraint but at the same time to reduce the
reconstruction errors. The next chapter introduces the analog CS idea in the context of
reflectometry-based wire diagnosis systems.
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CHAPTER 4
COMPRESSIVE SAMPLING FOR
REFLECTOMETRY
4.1 Introduction
While dealing with hard faults, which result in significant reflections, reflectometry-
based methods show good performances. However, soft faults, e.g., junctions within
a network, characterized by a feeble reflection, produce echoes that can pass unno-
ticed compared to hard faults. On the other hand, the capacity to accurately detect the
position of a fault along the NUT is a significant challenge. This property is directly
related to the sampling frequency of the components. Unfortunately, nowadays, prac-
tically high-frequency DAC and ADC are physically limited. Moreover, from a commer-
cial point marketing aspect, they become very expensive as either the resolution or the
sampling frequency increases. The solution to overcome this situation was presented
in chapter 2. CS is a technique that can efficiently acquire a signal using relatively
few measurements so that a lower sampling frequency is utilized. There are several
challenges to overcome while applying the CS-based wire diagnosis system. First, as
detailed in chapter 3, according to the type of the injected signal, the reflected probe
signal must be compressible or sparse in some basis. Provided that the reflectometry
signals can have a sparse representation in a particular domain, their coefficients s
can be recovered by solving equation (2.4). Second, there exists a delicate trade-off to
optimize between the compression factor, in other word, the reduction in sampling rate,
and the dynamic range of the compressive sampling.
However, in the current literature, an architectural combination between the AIC
and the wire diagnosis systems does not exist. Thus, in this thesis, a sub-Nyquist ap-
proach, the RD of the AIC-based model architecture is used to determine the low-rate
sampled measurement matrix Φ. This chapter aims to introduce a new architecture for
reflectometry systems, allowing to inject high-frequency signals and bypass the mini-
93
Section , Chapter 4 – Compressive Sampling for Reflectometry
mum rate required for sampling, which is followed by a determination on the choice of
the components. The simulation results of this new approach are investigated for sev-
eral networks. Notably, we analyze the performances and the impact of detecting the
signature of different faults for different sampling frequencies. In parallel, the challenge
between the compression factor and the ability of reconstruction with the optimization
algorithm, OMP will be discussed. Meanwhile, this procedure will be followed by the in-
troduction of an experimental setup intended to the practical validation of our proposed
analytical model for both the AIC and reflectometry techniques.
4.2 Proposed system
CS and AIC have a great interest in reflectometry-based wire diagnosis systems, where
high-frequency signals should be injected in order to improve the spatial resolution.
Moreover, since the spatial resolution and the frequency are inversely proportional,
the higher the frequency of the injected signal, the better the spatial resolution. Be-
sides, the conditions of the sparsity for the reflectometry-based signals were detailed
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Figure 4.1: The proposed compressive sampling architecture of reflectometry with RD.
Where in the digital model of RD, P represents the ±1 values of PRBS and H repre-
sents the impulse response of the low-pass filter as well as the sub-sampling. Not that
m ∈ {1 . . .M} and n ∈ {1 . . .N}.
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in Chapter 3. This consideration opens the opportunity to analyze the high-frequency
reflectometry signals based on CS and AIC, where the actual limitations in the analysis
can be overcome. To this aim, the first uniformly sampling RD AIC-based architecture
is used to interpret the reflectometry-based systems signals. The new proposed low
rate reflectometry based wire diagnosis architecture is presented in Figure 4.1. In this
architecture, the high rate ADC is replaced by an AIC, where the sampling frequency
of the ADC is fs-s, with fs-s < fs. After all, in other words, at a given sampling frequency,
the maximum frequency of the probe injected signal can be increased; hence, the spa-
tial resolution. It offers the possibility to choose an ADC with a better resolution (i.e.
number of bits), or it could be possible to keep the same sampling rate of a traditional
ADC and exploit the compressive sampling to observe on high-frequency signals.
Furthermore, compared to the existing method in the literature working on the im-
provement of the spatial resolution, the proposed architecture is much easily imple-
mented. For example, the time reversal method requires a Vector Network Analyzer
which necessitates some calibration time, and it is hard to implement regarding its
physical size. Moreover, the fake over-sampling, mostly used in the actual literature,
request complex resynchronization mechanisms. Also, once a signature of a fault is
detected, it requires a stable system for a given amount of time in order to finalize the
recomposition procedure.
In our study, the analog front-end of the AIC is realized by the RD. This subsam-
pling methodology is typically decomposed into three steps: modulation, filtering, and
uniform sampling.
•The mixer:
Figure 4.2: The Mixer ADL5391 [91].
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The mixing process of the proposed AIC prototype is carried out by means of Ana-
log Device ADL5391 evaluating board, where the bandwidth is about 2 GHz.
•The filtering:
Figure 4.3: The low-pass filter ADRF6510 [92].
Then, the mixed signal is low-pass filtered by an Analog Device ADRF6510 evalu-
ation board. The ADRF6510 is a dual-channel programmable six order Butterworth 1
low-pass filter, with selectable cut-off frequencies between [1− 30] MHz.
•The uniform sub-sampling:
Figure 4.4: The FPGA board: Red Pitaya.
1A Butterworth filter is a linear filter, characterized to have a gain as constant as possible in its
bandwidth. The generalized frequency response equation representing a nth order of Butterworth filter
is given as: |H(jω)| = 1√
1+(ω/ωc)2n
, where ωc = 2pifc is the cut-off frequency at −3dB.
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The sampling factor CF, which alternatively defines the sampling frequency of ADC,
will be set to 1, 2, or 4. To check the feasibility of the proposed technique for practical
implementation, the ideal goal is to generate the input signal with the FPGA board: Red
Pitaya (mostly used in the laboratory) driving a 10-bit DAC with a maximum sampling
rate of 125 MS/s and a 10-bit ADC where the frequency will vary. However, in order to
be more accurate, the results of our experiments are based on a more reliable archi-
tecture, where the input signal and the Pseudo-Random Bit Sequence is generated by
MATLAB and downloaded to a Tektronix AWG7122C Arbitrary Waveform Generator. In
this case, the sub-sampling of the signal is accomplished by the software before the
reconstruction phase.
(a) With AWG7122C.
(b) With Red Pitaya.
Figure 4.5: Schema-bloc of the implemented reflectometry architecture.
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Additionally, besides the identification of the sparseness matrix, the reconstruction
algorithm is heavily dependent on the determination of the measurement matrix Ψ
from the actual components used to realize the RD. Through equation (2.13), we can
notice that Ψ is related to the PRBS and the impulse response of the anti-aliasing
low-pass filter. Since the random sequence is already controlled, only the estimation of
the impulse response of the anti-aliasing filter is necessary. The concept of validation
by simulation is based on using the Butterworth model low-pass filter proposed by
MATLAB.
4.3 Standard reflectometry-based system for wire di-
agnosis
We have investigated two representative sets of networks: a single cable and a single
junction structure. The analysis shows that due to multiple reflections, the interpretation
of a complex network reflectogram is complicated compared to that of a simple cable.
Moreover, the difficulties of analysis of complex wired networks will be studied in the
elementary case of the Y network. As for the type of injected signal, we mainly work on
MC signals, such as chirp and MCTDR as detailed in Chapter 1. The analysis of the
networks will be performed by the time domain reflectometry in which the detection of
the defect will be driven by the shape of the peaks appeared in reflectogram.
4.3.1 Point-to-point wire diagnosis
To ensure our method on a simple case, we evaluate the detection of hard defects
(open and short circuits) at the extremity of the wire. At some point, a point-to-point
wire is easily interpreted compared to a complex network in which multiple reflections
have occurred. We test a wire of 100 m length assigned a hard fault at its extremity. The
characteristic impedance Zc of the line is equal to 73 Ω. The computed reflectogram is
obtained by the correlation between the reflected and the incident waves (chirp), where
the signal occupies a bandwidth B = 50 MHz, and the number of samples is N = 1024.
A positive amplitude indicates an impedance discontinuity with an module greater than
Zc (Figure 4.6a), whereas a negative amplitude indicates a module impedance discon-
tinuity lower than the characteristic impedance (Figure 4.6b). In this case of Network,
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(a) Open circuit. (b) Short circuit.
Figure 4.6: The normalized reflectogram corresponding to high sampling frequency
fs = fNyq = 2B for a point-to-point system, while the injected signal chirp occupies a
bandwidth B = 50 MHz.
despite the presence of secondary lobes around the peak, it is easy to detect and lo-
cate the open circuit. Moreover, as represented in Figure 4.7, we show the importance
of improvement of spatial resolution by increasing the maximum frequency of the in-
jected signal. Accordingly, an improvement in the precision of the fault localization and
a high spatial resolution is obtained.
Figure 4.7: Influence of the maximum signal frequency on the accuracy of the fault
localization.
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4.3.2 Diagnosis of the state of a Y complex network
The detection of the defects becomes more challenging with the complexity of the wired
network because of multiple reflections’ presence. Thereby, we take an example of a
complex network with one junction. The existing Y-branch network with a characteristic
impedance Zc = 50 Ω consists of three branches. This complex network has a junction
connecting the two lines, B2 and B3 to the first one B1. Each of the branches B1, B2,
and B3 have a respective length of l1 = 24 m, l2 = 18 m and l3 = 32 m. The lines B2
and B3 end with an open circuit. Figure 4.8 shows the Bounce diagram representing
the different reflections in the network.
The injected chirp signal will propagate along the line B1 until it encounters the
impedance discontinuity at the junction. One-third of the signal energy is reflected back
to the injection point. On the other hand, due to the existence of the junction, the trans-
mitted part of the signal is equally divided to propagate in the lines B2 and B3. While
the signal propagates on the line, any impedance mismatches will cause a reflection.
In our case, once the signal reaches the open-circuit at the end of the lines B2 and B3,
it will be reflected. Then, reflected signals propagate back to the junction. Finally, they
get divided respectively at the junction to propagate again into the three lines B1, B2,
and B3 and so on until the total attenuation of the signal.
0m
24 m
36 m
18 m 32 m
64 m
84 m
112m
24m
18m
32m
Reflected signal Multi­reflected signal Reflection point
42 m
Figure 4.8: Bounce layout of the NUT considered, with a characteristic impedance
Zc = 50 Ω. The three lines [B1, B2, B3] are of respective length [24,18,32] meters,
where the extremity of B2 and B3 is charged by Zl  Zc.
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Figure 4.9: The normalized reflectogram corresponding to high sampling frequency
fs = fNyq = 2B for a Y-network system, while the injected signal chirp occupies a
bandwidth B = 50 MHz.
Therefore, the expected reflections are at [24, 18, 32] meters which represent the
impedance mismatching on the junction, B1, at the end of B2 and B3, respectively.
Besides, multiple reflections are also detectable. Hence, the reflected signals traveling
path [B1 + 2×B2, B1 + B2 + B3, · · · ] accounts for the reflection peaks at [60, 74, · · · ]
meters respectively. We note that for the detection of defects, we are mainly interested
in primary echoes which directly give information about the distance and the nature of
the singularity. As for secondary echoes, they are difficult to control and in some cases
constitute a disturbance.
Figure 4.9 represents the corresponding normalized reflectogram, where each peak
is associated to each discontinuity along the cables of the network. The first peak at
24 m corresponds to the junction, the second peak at 42 m (B1 + B2) corresponds to
the open circuit at the end of the branch B2, and the third peak at 56 m (B1 + B3)
corresponds to the open circuit at the end of the branch B3.
Although it is possible to distinguish the defects (open circuit), the presence of side
lobes around each peak remains troublesome. Another key point is to achieve a suf-
ficient accuracy to efficiently distinguish two close defects. For instance, we consider
again the Y-network with three lines [B1, B2, B3] of respective length [24, 18, 21] me-
ters, respectively. The expected peaks corresponding to the junction and the two open
circuits present at the ends of B2 and B3 are at the distances 24 m, 18 m, and 21 m re-
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spectively. However, for a testing chirp signal of fmax = 25 MHz, the defects of the lines
B2 and B3 overlap. Augmentation of the fmax to 50 MHz allows to localize the three cor-
responding faults peaks; hence an improvement of the spatial resolution. Thereby, to
deal with this problem on complexity of hardware implementation without affecting the
actual reflectometry architecture, we are going to introduce in the section below a de-
tailed study on the possibility of the compression (sub-sampling) and the improvement
of the spatial resolution simultaneously.
Figure 4.10: The reflectogram for the chirp signal occupying a bandwidth of B = [25,
50] MHz, where the influence of the maximum frequency of the injected signal on the
detection and localization two nearby faults is represented.
4.4 Implementation of CS methods for reflectometry-
based system for wire diagnosis
In the following section, the performance of different aspects of the application of CS
mathematic methods on acquisition hardware for monitoring the wire diagnosis is pre-
sented. The first part of this section will be devoted to provide the numerical support
that will prove the efficiency of CS in locating multiple faults in point-to-point and com-
plex wiring configurations. In fact, these numerical results will handle high-frequency
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chirp and MCTDR signals while using standard traditional ADC. Notably, in this case,
the influence of data reduction, under-sampling, and the impact of noise are presented.
After that, an experimental study will be conducted in order to validate the method and
highlight its feasibility for real-life practical implementation.
4.4.1 Impact of detection and localization for point-to-point wire
Dealing with the proposed point-to-point network structure in section 4.3.1, we use the
AIC based prototype and evaluate the reconstructed signal and especially the position
of the defect compared to the standard reflectometry systems. In simulation tests, to
asses the performances and limitations of the CS, the frequency of the injected signal
is kept constant while only the compression factor (CF) is changed. Indeed, with the
increase of the CF, the number of points used to reconstruct the signal in question
decreases and the additional noise on these points prevent the convergence of the
reconstruction algorithms.
Accordingly, lets consider as a testing signal a chirp and an MCTDR signals occu-
pying a bandwidth B = 50 MHz with a frequency resolution of ∆f = 50 MHz/1024 =
48.8 KHz. Considering an ADC, a sampling frequency of at least fs = 100 MSa/s is re-
quired for the reflected signal. With this sampling rate, records of 1024 samples can
be acquired. The architectural combination of the reflectometry system and the AIC,
where the high frequency ADC is replaced by different steps of RD, allows sampling the
reflected signal xr(t) below the required sampling frequency. We studied the system
for different sub-sampling frequency, fs-s = fs/K where K is an integer greater than 1
and can be equal to K = [2, · · · , 16]. The relation between the compression factor and
K is determined as:
K = CF
R
where

CF = NM ,
N = number of samples with respect to Nyquist,
M = number of samples with compression,
R = ratio between the sampling and the simulation frequency.
(4.1)
Thus, in the AIC case system, the output of the acquisition record length is shorter due
to the compressive sampling. It can be seen that records of M samples are enough to
allow the correct spectrum reconstruction of the considered signal. Figure 4.11a and
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4.12a show the reconstruction of the sub-sampled reflected signal of length M = 64
instead of N = 1024 for a sampling frequency corresponding to fs-s = fs/K = 12.5 MHz
(K = 8). With the help of the OMP optimization algorithm, the sub-sampled reflected
chirp and MCTDR signals are reconstructed. In order to have a good conversion, first,
we define for both signals the measurement matrix by RD and second the sparseness
matrix. This latter, for the chirp signal, is related to the injected signal characteristics
and defined by the FrFT with a corresponding optimal angle; as highlighted in Chap-
ter 3, the matrix Ψ should be equal to F−1.55. Whereas, for the MCTDR signal, Ψ matrix
is defined as Ψ = CS-IDCCT, which is totally independent and does not require any
initial condition. The resulting SNR = 6 dB for the reconstructed reflected MCTDR sig-
nal decreases compared to the SNR = 7.83 dB of the reconstructed reflected chirp
signal, yet both cases are robust for the detection of the defect on the wire. Moreover,
as illustrated in Figure 4.11b and 4.12b and despite the presence of the secondary
lobes for fs-s = fNyq/8, we can reconstruct and measure the distance of the defect
located in this simulation at 100 m from the point of injection, which is fundamental for
reflectometry. Furthermore, the robustness of the reflectogram and more significantly
the robustness to the noise is a primary prerequisite to consider since the diagnosis
system can be disturbed either by the useful signals of the target system itself or by
parasitic sources. Therefore, we have to assess the quality of the reconstructed signal
via some metrics. SNR is appropriate to measure the difference between the original
and the reconstructed signal. Yet, Signal to Noise and Distortion (SINAD) is interesting
since in reflectometry we are mostly interested by peaks. Besides, calculating decon-
volution (e.g. CLEAN algorithm [1]) between the two signals would also give interesting
information. Based on IEEE Std. 1241.2010 [93], the SINAD is the ratio of the peak am-
plitude representing the defect to the mean value of the root sum square of all other
components, including the artifacts (harmonics) and the noise. SINAD is a good indi-
cation of the overall dynamic performance of the proposed CS-reflectogram system.
The SINAD is expressed in decibels (dB) and determined by the following equation:
SINAD = 20 log
 |Amplitude of the peak|√
1
N (Noise + Harmonics)
 , (4.2)
where N is the number of samples.
Therefore, first, we study the accuracy of the reconstruction for various SNR and
different sampling frequencies. Note that the SNR values are sensitive to the sampling
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frequency and are calculated as in equation (2.10). Figures 4.11c and 4.12c show
the SNR values for different types of reflected signals (noise-free, low-noise: SNR=
20 dB and very noisy: SNR= 10 dB) with various sampling frequencies (far from the
Nyquist frequency). In this study, we apply a number of 100 data set based on the Monte
Carlo method, and these results are consistent with the theory of CS because the
performance of the algorithm degrades for noisy signals. When the sampling frequency
is much lower than that of Nyquist, the reconstruction algorithm does not have enough
information to reconstruct the original signal, which results in a degradation of the SNR.
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(a) Reflected and reconstructed sub-sampled
signal.
(b) Reflectograms, in red (with CS) corre-
sponding to low sampling frequency fs-s = fs8
and in blue (without CS) corresponding to
high sampling frequency fs = fNyq = 2B.
(c) Effect of noise and sampling frequency on
the performance of the reflectogram’s recon-
struction measured by SNR.
Figure 4.11: A study on a chirp signal with
a bandwidth B = 50 MHz for a sampling
frequency fs−s = fs/8 = 12.5 MHz.
(a) Reflected and reconstructed sub-sampled
signal.
(b) Reflectograms, in red (with CS) corre-
sponding to low sampling frequency fs-s = fs8
and in blue (without CS) corresponding to
high sampling frequency fs = fNyq = 2B.
(c) Effect of noise and sampling frequency on
the performance of the reflectogram’s recon-
struction measured by SNR.
Figure 4.12: A study on an MCTDR signal
with a bandwidth B = 50 MHz for a sam-
pling frequency fs−s = fs/8 = 12.5 MHz.
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Second, as shown by the simulation results, the level of both the noise floor and
harmonics increases with the decrease of the sampling frequency; hence, a decrease
in the value of SINAD. In fact, this is probably due to the fact that a smaller amount
of information passes through the filter and the ADC which can be used for the re-
construction. This can be easily observed in Figure 4.13, where the robustness of
the system is studied, by taking in consideration the SINAD versus the sampling fre-
quency of the ADC for chirp and MCTDR signals of bandwidth B = 50 MHz. Obviously,
the SINAD has better performance for a higher sampling frequency. For example, for
chirp signal, when the compression factor is equal to 8 (fs−s = fs/8 = 12.5 MHz) the
SINAD = 28.29 dB which is almost constant compared to a standard reflectometry for
fs = 100 MHz the SINAD = 29.49 dB.
(a) Chirp signal of bandwidth B = 50MHz. (b) MCTDR signal of bandwidthB = 50MHz.
Figure 4.13: The robustness of the fault localization with sampling frequency on the
performance of the reflectogram’s by evaluating the SINAD.
4.4.2 Impact of detection and localization for complex wire
In this section, the feasibility of CS on more complex networks. As in previous sec-
tion, we use the single-junction network of Figure 4.8. In simulation tests, we apply two
various but complementary axes. The first axis is based on interpretation of the re-
constructed reflectogram for different compression factor while keeping the maximum
frequency of the injected signal constant; hence, the limitation of CS is treated. The
second axis relies on the analysis to carry out the RD architecture functionality as the
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wide-band of the acquired signal increases without the need of a wide-band ADC; and
therefore an evaluation on the spatial resolution of the system.
(a) Chirp signal of bandwidth B = 50MHz. (b) MCTDR signal of bandwidthB = 50MHz.
Figure 4.14: Reflected and reconstructed of sub-sampled signal with OMP at fNyq/8.
During the simulation, both the MC chirp and MCTDR signals have been gen-
erated with frequency within the range of [0 - 50] MHz and with a record length of
N = 2048 samples. Part of the injected signal is reflected towards the injection point
when it encounters a discontinuity during its propagation. This latter is then given
to a mixer model, with a PN sequence of the same size. The output of the mixer
is then given to a low-pass filter, modeling the antialiasing filter, with a cut-off fre-
quency depending on the sampling rate. This system allows to sample the reflected
signal xr(t) below the required sampling frequency. Due to downsampling, the record
length is reduced. For compression factors K = [2, 4, 8, · · · , 16] the length is reduced to
M = [1024, 512, 256, · · · , 128] respectively. The output of the ADC model is provided
to the reconstruction OMP algorithm [54, 94], capable of regenerating the original
reflected signal of size N = 2048. Figure 4.14 shows the reconstruction of the sub-
sampled reflected signal for chirp and MCTDR with a factor K = 8 (M = 256 samples)
that has an SNR = 2 dB and SNR = 1 dB, respectively. Compared with the previous
simple case wire, the reconstructed signals have a higher SNR, however it will maintain
the identification and detection of the peaks.
In order to determine the defect on the Y-NUT of Figure 4.8, the cross-correlation is
calculated between the injected and the reconstructed reflected signals. The injected
signal into the network propagates at a speed relative to 0.66 times to the speed of
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light. The wave propagates until it encounters the first junction at a distance of 24 m
from the testing port. Consequently, the discontinuity reflects |1/3| the energy of the
wave to the source and the remaining |2/3| of it on each branch. The first reflection
reaches the origin after 0.21µs, which is the round-trip time to reach the junction. As
for the other part of the wave, it will be transmitted through the network, where part
of it will propagate into the second branch until it reaches the open load located at
42 m from the reference port and then reflects back until it attenuates utterly due to the
attenuation of the network. Similarly, the reflecting-transmitting process will take place
into the third branch, for the part propagating the third branch load located at 56 m from
the reference port. As we notice in Figure 4.15, the simulation results for a compression
factor equal to 8 maintains a precise localization as well as an amplitude for different
peaks of the reflections with an SNR between low and high rate sampling frequency
reflectograms is equal to 5.48 dB for chirp signal and 2.45 dB for MCTDR signal.
(a) Chirp signal of bandwidth B = 50MHz. (b) MCTDR signal of bandwidthB = 50MHz.
Figure 4.15: Reflectograms, in red (with CS) corresponding to low sampling frequency
fs-s = fNyq/8 and high in blue (without CS) corresponding to high sampling frequency
fs-s = fNyq = 2B.
However, the selection of the compression factor has an impact on the performance,
when K is much higher than the required length of the reconstructed signal, the algo-
rithm will not have enough information to reconstruct the demanded signal. First, to
discuss the impact of K on the performances, we establish a simulation for different
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compression factors, and we calculate the relative errors δαr.
δαr =
dCS − dth
|dth| , (4.3)
where dCS is the distance of the peak found after compression and dth represents the
distance of the peak theoretically. The results are shown in Table 4.1, the δαr, as de-
fined in equation (4.3), is the error between the distance of the defect calculated with
the proposed architecture and the actual one. In those simulations, the same sequence
of PN is applied for different compression factors in order to reconstruct the signal hav-
ing the length of N = 512; later, a correlation is applied for the localization of the defect.
We note that for the compression factor 10 the localization of defects is acceptable, be-
low that the defects are invisible (e.g., for fNyq/12 the defect at B2 and B3 is missed).
This limitation can be solved by increasing the length-N of the signal so that we can
increase the compression factor of the ADC.
Table 4.1: The SNRdB for different compression factors and the relative errors δαr of
localization of defects at each point.
SNR[dB] δαrB1 δαrB2 δαrB3
fNyq 30.25 0.021 0.018 0.008
fNyq/2 7.35 0.021 0.018 0.008
fNyq/4 8.69 0.021 0.018 0.008
fNyq/8 6.13 0.021 0.018 0.008
fNyq/10 4.49 0.021 0.018 0.008
fNyq/12 1.2 0.021 None None
fNyq/16 1.78 0.021 None None
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(a) Reflectogram for chirp signal.
(b) Reflectogram for MCTDR signal.
Figure 4.16: Reconstructed reflectogram for four different bandwidths of injected signal
where the sampling frequency is constant fs-s = 50 MHz for the Y-network of branches
length [24, 18, 32] m.
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Let’s now introduce the CS impact by varying the injected signal bandwidth B
while keeping the sampling frequency of a traditional ADC constant. Such a study
at one point will help to observe the importance of improving the spatial resolution
of the reflectogram and in another point will offer to keep the same old reflectome-
try hardware. This study is based on the average of 50 trials of Monte Carlo analysis
and the sampling frequency of ADC embedded in the AIC architecture is maintained
constant to fs = 50 MHz. The injected chirp/MCTDR signal occupies a bandwidth
B = [25, 50, 75, 100] MHz, therefore the compression factor is K = [1, 2, 3, 4] respec-
tively. In these cases, the under-sampled modified reflected signals are of size M = 256
and are given to the reconstruction algorithm so that the original reconstructed signals
of size N = 1024 are regenerated. As we can notice in Figure 4.16, the peaks corre-
sponding to defects become sharper, hence more accurate when the bandwidth occu-
pied by the injected signal is higher. Thus, it results in an improvement of the spatial
resolution of the signal.
Moreover, in order to efficiently detect an accurate localization of the defect, a post-
processing algorithm can be applied. Notably, it is obvious to notice that in the proposed
network, the branches lengths (B2 and B3) are sufficiently determined such that the
high reflections caused on the extremities will not interfere. Therefore, it contributes to
clear identification of defects. However, would it be possible to characterize the defects
on approximately similar length branches?
To answer this question, we will reconsider the Y-network of three lines [B1, B2, B3]
are of respective length [24, 18, 21] m. Unfortunately, the reflections at the end of B2 and
B3 are delayed only by 30 ns (d = 6 m). However, for the injected signal occupying a
bandwidth B = [25, 50, 75, 100] MHz the spatial resolution will vary δs = [8, 4, 2.6, 2] m.
We represent in Figure 4.17, the reconstructed reflectograms for four different band-
width of injected signal where the sampling frequency is maintained constant fs-s =
50 MHz; hence, we remain the same hardware. As we notice, regardless of the fact
that we are respecting the Nyquist criteria for B = 25 MHz, yet the defect at the extrem-
ity of B3 is missed. In fact, this appears to be the same problem as that of any radar
system, where the resolution or in another word the maximum frequency of the testing
signal should be defined as that the radar system is capable of distinguishing between
two nearby adjacent targets. Therefore, as illustrated in Figure 4.17, to deal with this
problem, we consider the alternative high frequency injected signals for which the re-
flected signals are reconstructed by obeying a down-sampling. This analysis shows
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that the concept of CS allows to enhance and clarify the signature of the fault and
make it detectable.
(a) Reflectogram for chirp signal.
(b) Reflectogram for MCTDR signal.
Figure 4.17: Reconstructed reflectogram for four different bandwidths of injected signal
where the sampling frequency is constant fs-s = 50 MHz for the Y-network of branches
length [24, 18, 21] m.
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4.5 Experimental results
(a) MCTDR signal of bandwidthB = 25MHz. (b) PRBS signal.
Figure 4.18: The injected MCTDR and PRBS signals by the AWG.
To prove the capacity of the CS experimentally in precisely locating a hard fault, we
apply it on a simple point-to-point 87 m long wire having electrical characteristics as
follows:
R = 4.637× 10−4 (Ω/m),
L = 3.8006582698× 10−7 (Henry/m),
C = 1.23484257517× 10−10 (Farad/m),
G = 4.02189721899× 10−11 (Siemens/m).
(4.4)
While the AWG7122C functions at 50 MHz, its outputs are configured to generate the
signal MCTDR occupying a bandwidth B = [0 − 25] MHz and the PRBS a frequency
of f = 50 MHz of size N = 2048 samples. Figures 4.18a and 4.18b represent both the
injected and PRBS signals. The reflected signal is then associated with three phases
(modulation, filtering, sub-sampling) implied by the RD. Therefore, we will demonstrate
those phases and try to compare them with the numerical approach.
First, both the reflected and PRBS signals are multiplied using the multiplier ADL5391.
Figure 4.19 illustrates the measured and the numerical multiplied signals in blue and
red, respectively. Since the SNR between them is equal to 15.3 dB, thus the noise
added by the multiplier should not disturb the convergence of the OMP algorithm.
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Figure 4.19: Reflected signal multiplied with the PRBS, with blue by ADL5391 and with
red numerically in MATLAB.
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Figure 4.20: Filtered signal after multiplication at a fc = 12 MHz, where the blue is
filtered by ADRF6510 and the red is numerically filtered using the Butter function of
MATLAB.
Second, the filtering is applied by the ADRF6510 filter with a cut of frequency
fc = 12 MHz. In this specific instance, the compression factor corresponds to 4, be-
cause theoretically fNyq = 2fmax = 50 MHz. In this case, as explained in section 4.2, an
approximation using the Butterworth filter of MATLAB is applied. The current situation
is more complex and will involve more noises. Moreover, it is important to obtain the ex-
act impulse response of the analog filter. As a matter of fact, the fc of the analog filter
corresponds to −0.5 dB. Hence, for analog fc = 12 dB the cut off frequency of MAT-
LAB’s Butterworth filter should be settle to 14.3010 MHz. Figure 4.20 illustrates the two
analog measured and simulated modulated reflected signals with an SNR = 5.33 dB.
Third, by sub-sampling the signal with a factor 4, we will end up with 512 samples.
Finally, based on the advantages of the OMP algorithm and with the choice of the
performance characteristics, the reflected signal of size 2048 is reconstructed and illus-
trated in Figure 4.21. In order to obtain the reflectogram, the final step for wire diagnosis
is to apply the correlation. As noticed in Figure 4.22, the possibility of detecting the de-
fect by only measured signals is missed. However, using the computed approach, the
reflection at 87 m (end of the wire) is detected.
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(a) Reconstructed computed reflected sig-
nal.
(b) Reconstructed measured reflected sig-
nal.
Figure 4.21: Reconstructed signal vs. standard reflected signal.
Figure 4.22: Reflectograms comparison approach between the measured, theoretical,
and standard.
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Figure 4.23: Reflectograms comparison approach between the half measured half the-
oretical, theoretical, and standard.
4.5.1 Impact of the filter
Accordingly, to find the source of the problem and to detect the defect, we apply a con-
cept where half measured and half computed method are exploited. In this particular
case, an analog multiplication and numerical low-pass filtering are examined. The pro-
posed method allows nearly a proper detection with an SNR = 6.9 dB (Figure 4.23).
Hence, we notice the importance of controlling the impulse response of the filter for the
reconstruction algorithm to improve the result. Therefore, the choice of the Butterworth
low-pass filter is replaced by an ideal integrator with cut off frequency fc = 12.5 MHz.
The impulse response and the frequency representation of this filter are represented in
Figure 4.24. The reflectograms of Figure 4.25 shows an improvement of the localization
of the defect; hence an improvement of the SNR of the reconstructed signals. There-
fore, it results an SNR = [20.54, 13.98,=] dB for theoretical operations and half analogical
half numerical operations, respectively. Besides, a small attenuation of the signal can
cause a loss on the peak, especially while testing wires with high attenuation elec-
trical characteristics. However, the choice of the filter needs more maturity and more
time to search the related reasons behind the non convergence of the reconstruction
algorithms.
118
4.6. Conclusion
(a) Temporal domain. (b) Frequency domain
Figure 4.24: The impulse response of perfect integrator in temporal and frequency
domain with cut off frequency fc = 12.5 MHz.
Figure 4.25: Reflectograms comparison approach between the half measured-half the-
oretical, theoretical, and standard.
4.6 Conclusion
We began this chapter by demonstrating the new architecture for wire diagnosis sys-
tem based on reflectometry. This architecture will improve the localization of the defect
in a wired network and was chosen as it presents interesting features for multi-carrier
wideband reflectometry signals. In particular, we detail the experimental approach con-
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ducted on a specifically designed AIC prototype. As followed, the original reflectometry
architecture limitation is explained, especially the importance of the spatial resolution
which refers to the ability to discriminate two close defects. In fact, improving the spa-
tial resolution while preserving highly accurate fault positions in short acquisition and
processing periods, necessitate outperforming ADCs and DACs. Accordingly, an in-
creased complexity of hardware implementation and highly expensive elements are
required.
The proposed architecture offers the possibility to overcome the limitation of ADC,
in terms of limitation of sampling frequency value. To validate the feasibility between
these two domains (Reflectometry and CS), we used the linear complex chirp and
MCTDR signal models and proposed their dictionaries of sparse representation in FrFT
and DCCT, respectively. In the simulation analysis, we suggest two types of networks:
point-to-point and one junction Y-network. In a point-to-point network, the additive noise
impact on the reflected signal is analyzed. The modified reflectometry results are evalu-
ated by measuring the SNR or the SINAD of the reconstructed reflectogram for different
values of the compression ratio. The main result, for both network and signal, is that
this new acquisition scheme allows the detection of multiple reflection peaks caused by
the defects at a sampling frequency 8 times lower than the classical Nyquist rate with
a relative fault location error of 2%. In addition, in order to be more realistic, we pro-
posed a study based on increasing the bandwidth of the injected signal and by keeping
the same sampling frequency. Markedly, those results have proven to be efficient in
enhancing the spatial resolution and returning accurate estimates of fault’s locations.
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GENERAL CONCLUSION AND
PERSPECTIVES
Conclusion
The study conducted in this thesis aims to propose, develop, and assess new hardware
approach for the diagnosis of complex wired networks to meet the need and the prob-
lem of detecting and locating faults appeared on electrical wires. The reflectometry-
based technique for detecting and locating faults in wiring networks and the critical
importance of the hardware limitations of this technique has been explained. In fact, for
online testing wire networks instead of using a Dirac-pulse, multi-carrier wide-band sig-
nals are used. Basically, it will permit controlling the channel bandwidth of the testing
signal so that will not interfere with the native signals operating on the system. While
dealing with such a system, the ability of accurately detecting the position of a fault
along the NUT is a major challenge. This property is directly related to the sampling
frequency of the components. The conventional paradigm in digital signal process-
ing for reconstructing signals from measured data follows Shannon sampling theorem.
This approach guarantees the preservation of the information that is in the signal be-
ing sampled, but the cost is reflected in the number of samples that are required to
represent the signal. Unfortunately, nowadays, mainly, ADC constitute a limitation for
the considered (fsampling, Nbits) couple. Moreover, from a commercial point marketing
aspect, they become very expensive as either the resolution or the sampling frequency
increases.
Therefore, the literature study achieved during the three years of the thesis led
us to find a new and effective data acquisition methods for practical instrumentation
development, which can be used in case of monitoring purpose the wired network with
an increasing the signal bandwidth. The state of the art performed in the first year
permitted developing a conviction of the importance of Compressive Sampling (CS)
methods in fulfilling our aim.
Within this context, using CS ideas need to overcome multiple challenges before
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the actual CS-based reflectometry systems become a reality. Those challenges for
reflectometry systems are chosen precisely and detailed in this thesis:
• The injected and the reflected signals must be compressible, i.e. sparse, in some
basis or dictionaries. Since the MC signals of the reflectometry have a sparse
representation in neither time nor frequency domain, thus time-frequency analy-
sis is needed to obtain an intermediate domain where the signal is sparser than
in time or in frequency. We validate two sparse domains: the FrFT for the com-
plex chirp signal and the CS-DCCT for MCTDR signal. However, the sparsity is
directly related to the electrical characteristics of the NUT. The major difference
between these two transformations is that one of them is based on real chirps
instead of using a transform that depends on complex chirps such as the FrFT.
• The signal recovery algorithms must be able to handle real-world acquisition sce-
narios with sufficient computational efficiency and robust performance for noisy
data. In this approach, the OMP algorithm has been used. Several advantages
exist such as it shows very useful results from the computational complexity point
of view and handles multiple signals in the same base-band; hence, it is one
of the optimal solutions for MC signals. Beside, its computational complexity is
low,hence it is also fast and straightforward to implement.
• The choice of unique AIC-based adapted for reflectometry. This latter is a combi-
nation of hardware and software, offering a powerful method for the acquisition of
a wide-band signal. Meanwhile, this hardware allows us to operate at a rate much
lower than the one required by Shannon-Nyquist. However, there is a tradeoff be-
tween the reduced sampling rate and the resolution of the reconstructed signal
resulted from CS. In the simulation results, several aspects were treated, such as
a point-to-point network, a complex wire network, different electrical characteris-
tics, and a noisy reflected signal.
Both chirp and MCTDR signals show relevant and usable results while using a
sampling frequency 8 times lower than what would be needed by traditional Shannon-
Nyquist sampling theory (SNRchirp = 7.83 dB and SNRMCTDR = 6 dB). The new reflec-
tometry hardware was evaluated, by measuring the SNR of the reflected signal as
well as the SINAD of the reconstructed reflectogram for different values of the com-
pression ratio. Equally important, it has the advantage of improving the performance
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of diagnostic systems by increasing the transmission rate for the same bandwidth —
accordingly, a significant improvement of super-resolution that estimates the locations
of the defects.
As a conclusion, notably, the idea of CS for the new reflectometry systems could
enable shifting the emphasis from expensive hardware of required ADC conversion
to smart signal recovery algorithms. The four main objectives: reconstruction, detec-
tion, localization, and characterization, are performed using a digital algorithm and can
even be performed off-line. Hence the improvement in the performance of the reflec-
tometry architecture and the substantial gain in storage memory are achieved by the
sub-sampling system.
Perspectives
In this thesis, we exploited on adapting CS properties to the problem of fault detec-
tion and location in transmission line networks. In point of fact, efficient and significant
results have been obtained with single as well as multiple faults in different network
structures. With this in mind, an extensive study could be conducted to continue or
handle other features that we were not able to address in our work. Some of these
perspectives are listed in the following:
• While using the CS, in this thesis, we exclusively focused on the reconstruction
of the reflected signal. As a matter of fact, in reflectometry applications, we are
purely interested in the localization of the defect rather than the reflected signal
itself. Consequently, for the future work, without reconstructing the reflected sig-
nal, we plan to detect, classify, and localize the defect by applying a more statis-
tical approach on the dictionaries. The main idea is to seek the possibility from a
small set of random measurements which extracts the necessary information on
the defect. In this case, from one point, a fewer sample can be required for defect
detection instead of signal reconstruction, and from another, the computational
complexity of detection can be reduced compared to reconstruction.
• It will be interesting to implement the CS and reflectometry architecture based
on an FPGA for live testing. However, that idea itself has so many complicated
and challengeable notions. One of this notion is the clocking jitter, especially for
the binary sequence PRBS since the speed of the PRBS is much important than
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the sampling frequency. Thus the noise introduced by jitter may affect the SNR
performances of the systems. Also, it demands much precision, especially on the
unavoidable nonidealities added by the different components of the AIC architec-
ture, whereas it will destroy the analog waveform. Therefore, there is a need to
deal with the robustness of the CS and its sensitivity to the presence of the noise.
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Résumé : La réflectométrie, une tech-
nique utilisée en diagnostic filaire, per-
met la détection et la localisation de dé-
fauts des câbles. Alors que, les Conver-
tisseurs Analogique-Numérique sont in-
dispensables dans les architectures de
la réflectométrie, la nécessité du respect
de la condition de Shannon et le be-
soin d’effectuer des traitements en temps
réel limitent les fréquences maximales
des signaux injectés, ainsi la précision
de localisation. Pour une première fois
dans le système de diagnostic filaire, cette
étude s’inscrit l’échantillonnage comprimé
du signal réfléchi afin d’améliorer ces per-
formances. Pour cela en utilisant les sig-
naux multi-porteuses de la réflectométrie,
nous proposons les dictionnaires adap-
tées induisant la parcimonie. Ainsi, grâce
à l’acquisition comprimée et son encodeur
analogique nous arrivons à reconstruire
le réflectogramme avec une fréquence
d’échantillonnage moins élevée et égale-
ment d’id-entifier les défauts à proximité.
Title: Exploration of Compressive Sampling for Wire Di-
agnosis Systems Based on Reflectometry
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Abstract : Reflectometry, a wire diagno-
sis technique, allows to detect and lo-
calize electrical defects in networks effi-
ciently. In order to achieve a very precise
online diagnosis without altering the func-
tioning of a network, reflectometry meth-
ods should use specific wideband Multi-
Carrier signals, whose generation requires
dedicated numerical tools. The underly-
ing architecture of any reflectometry sys-
tem for the injection of the signal requires
appropriate Digital-to-Analog Converters.
Yet, measuring the reflected signal should
be performed using Analog-to-Digital Con-
verters capable of reaching high sam-
pling frequencies together with sufficient
resolution. Such converter are either ex-
tremely expensive or beyond nowadays
state of the art. In that respect, this study
addresses a new architectural approach
for designing such reflectometry systems
based on Compressive Sampling method
bypassing the Nyquist rate. Thus, thanks
to the compressed acquisition and its ana-
log encoder, we succeed in reconstructing
the reflectogram with a lower sampling fre-
quency and also in identifying nearby de-
fects.
