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Abstract. We study the Maxwell-Dirac equations in a manifestly gauge invariant presentation
using only the spinor bilinear scalar and pseudoscalar densities, and the vector and pseudovector
currents, together with their quadratic Fierz relations. The internally produced vector poten-
tial is expressed via algebraic manipulation of the Dirac equation, as a rational function of the
Fierz bilinears and first derivatives (valid on the support of the scalar density), which allows a
gauge invariant vector potential to be defined. This leads to a Fierz bilinear formulation of the
Maxwell tensor and of the Maxwell-Dirac equations, without any reference to gauge dependent
quantities. We show how demanding invariance of tensor fields under the action of a fixed (but
arbitrary) Lie subgroup of the Poincare´ group leads to symmetry reduced equations. The pro-
cedure is illustrated, and the reduced equations worked out explicitly for standard spherical and
cylindrical cases, which are coupled third order nonlinear PDEs. Spherical symmetry necessitates
the existence of magnetic monopoles, which do not affect the coupled Maxwell-Dirac system due
to magnetic terms canceling. In this paper we do not take up numerical computations. As a
demonstration of the power of our approach, we also work out the symmetry reduced equations
for two distinct classes of dimension 4 one-parameter families of Poincare´ subgroups, one splitting
and one non-splitting. The splitting class yields no solutions, whereas for the non-splitting class
we find a family of formal exact solutions in closed form.
1 Introduction
The significance of the Dirac equation in physics is underlined by the immediate recognition it
received following Dirac’s seminal paper, even before its stunning experimental validation through
its predictions of spectroscopic fine structure, and the discovery of the positron. It is hardly
necessary to stress its subsequent leading role in the development of quantum electrodynamics
as the paradigmatic interacting quantum field theory, which is also the exemplar for the matter
sector of non-Abelian gauge theories and ultimately for the standard model of particle physics.
However, perturbative quantum field theory by construction starts with free particles and only
then builds in interactions, and so effectively uses only trivial, free particle solutions to relativistic
wave equations, specifically the Dirac equation for spin-1/2 fermions. It is surprising that, for
such a major equation in mathematical physics, relatively little is known about classical solutions
of the Dirac equation coupled to electromagnetism - that is, of the full, interacting Maxwell-Dirac
equations - and what role they might play in non-perturbative effects in standard quantum
electrodynamics, or indeed in generalizations of the second quantized theory itself.
In this article we develop a new formulation of symmetry-reduced Maxwell-Dirac equations.
As we explain momentarily, we use a spinor bilinear approach, thereby realizing a long tradition
of regarding the spinor wavefunction as a secondary entity, with its unphysical and unobservable
phase and gauge ambiguities to be exorcised from calculations of measurable quantities. Although
we develop the Fierz bilinear formulation for the general case, experience with other equations
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in physics suggests that, almost without exception, interesting solutions are those which possess
special symmetry properties. Identifying symmetry constraints is therefore likely to be useful in
filtering solution types. It is this strategy which is adopted for the present approach, exploiting
the fact that the bilinear formulation is manifestly gauge invariant, thereby sidestepping ques-
tions of invariant gauge potentials. Moreover, in this setting, it is straightforward in principle
to identify symmetry constraints arising from actions of any admissible spacetime symmetry
transformations. These we take to be associated with an arbitrary (but fixed) Lie subgroup of
the Poincare´ group acting on four dimensional Minkowski space. In this paper we do not take
up numerical computations, but we illustrate the setting up of symmetry reduced equations for
some standard as well as nonstandard cases.
As mentioned, there is a substantial literature on the measurability of spinor wavefunctions,
with historical origins in the ideas of de Broglie, Bohm, and Pauli. In the case of the Dirac theory,
we cite Takabayasi [1] as an exponent of the view that indeed the spinor bilinear quantities should
be regarded as primary, coordinates of a type of relativistic fluid theory. More concretely, study
of spinor bilinears involves the so-called Fierz algebra of their quadratic relations, intensively
studied by, for example, Takahashi [2] and Zhelnorovich [3] (see also Crawford [4] and Kaempffer
[5]). It is this setting which underlies the ‘inversion’ of the Dirac equation for the gauge potential,
which is the starting point of the present work. In the original paper of Eliezer [6], it was noted
that the required manipulation involved finding the inverse of a certain 4 × 4 complex matrix
(the columns being simply the Dirac γ matrices acting on the spinor wavefunction), and a
straightforward calculation showed this matrix to be singular. Surprisingly however, imposing
the additional constraint that the gauge potential should be real, does allow for a unique solution,
and this was exploited by Radford and Booth [7], [8] in two-component notation in their studies of
the Maxwell-Dirac system (see below), and by Booth, Jarvis and Legg [9] in covariant form, with
extensions to higher spacetime dimensions. In the latter paper, Eliezer’s finding was resolved
by pointing out that the the singular complex matrix in fact has full rank, when restricted to
the relevant real subspace. In recent work [10], Inglis and Jarvis have provided an equivalent
inversion formula for the Dirac equation with a non-Abelian gauge potential (with fermions in
doublets of the gauge group SU(2)).
In this paper we point out that the algebraic inversion of the Dirac equation for the potential in
fact allows for a complete gauge invariant reformulation of the Maxwell-Dirac equations. Firstly
there is a natural gauge invariant vector field which acts as a proxy for the gauge potential, from
which the latter can be recovered. Moreover, the Maxwell tensor can also be derived via the curl
of this vector field, and hence ultimately given via the inversion formula in terms of the Fierz
bilinears and derivatives. This leads to a Fierz current reformulation of the full Maxwell-Dirac
equations, summarized in (44)-(50), which we believe to be new.
Our aim is to apply this setting to investigate classical solutions of the resulting nonlinear
coupled systems of partial differential equations. As with almost all significant equations in
physics, interesting solutions are likely to be those with various special symmetry properties,
and so we use this as a filter on their identification. However, in order not to prejudice the
analysis, it is necessary to be quite general in the identification of such symmetric solutions. We
formulate conditions for tensor fields to be invariant with respect to any admissible space-time
symmetry transformations. These we take to be associated with a fixed (but arbitrary) Lie
subgroup of the relativistic Poincare´ group acting in Minkowski space, which have been classified
up to conjugacy class by Patera, Winternitz and Zassenhaus [11] and are 158 in number. Taking
advantage of the gauge invariant presentation to sidestep issues of gauge equivalent fields, it is
then straightforward in principle to set up the symmetry reduced Fierz-Maxwell-Dirac system
of equations for any such symmetry type. In this work we content ourselves with working out
the equations for selected standard cases, such as spherical and cylindrical symmetry, as well as
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two nonstandard cases P11,2 and P˜13,10 obtained from [11]. Each of these has a free continuous
parameter and hence represents an infinite family of symmetries. The reduced equations for these
four cases are presented explicitly at the end of each subsection of section 5. The power of our
systematic approach is illustrated by our ability to extend the study of the Fierz-Maxwell-Dirac
system to these nonstandard symmetries.
In this paper we do not take up numerical computations, but to conclude these introductory
remarks, it is worth reviewing what is known about solutions. Solitons, or highly localized solu-
tions, have been investigated by Wakano [12] and Lisi [13]. Wakano obtained localized solutions
to the Maxwell-Dirac equations when a dominant electrostatic potential A0 was assumed, with
no solutions existing for the case where A0 was negligibly small compared with the three-vector
potential, Ai. Lisi also numerically obtained an approximate localized solution by neglecting
the three-vector potential, arguing that the angular dependence of Ai would break the spheri-
cal symmetry. After reintroducing magnetic interaction via a perturbation and finding that it
had a small effect on angular dependence, the full Maxwell-Dirac system was considered, and a
normalized localized solution was found. Esteban et. al. [14] employed a variational approach
to finding localized solutions, and proved that stationary solutions do exist without making any
approximations to the electromagnetic four vector potential.
Radford [7] performed a reduction and numerical analysis of the Maxwell-Dirac system un-
der the assumption of a spherically symmetric, static Dirac spinor field, finding that localized
compact objects with a shell like structure exist in this regime. At large distances, a shielding
effect from the electrostatic charges dominates, and the field from the central charge distribution
approaches a Coulombic form. Intriguingly, Radford also found that imposing static, spherical
symmetry requires the existence of a magnetic monopole, a conclusion confirmed by the current
study, albeit more generally. A major outcome of our study is that spherical symmetry alone is
enough to require the existence of a monopole, with magnetic charge qm = ∓2π/q. However, we
conclude that it has no effect on the coupled Maxwell-Dirac system, as all of the magnetic terms
cancel out of the equations.
The requirement of magnetic monopoles is not shared by a subsequent study by Booth and
Radford [8] on static cylindrically symmetric solutions. A solution describing a localized Dirac
field with a concentric shell structure surrounding a charged axis, as well as finite linear charge
density was obtained, and was compared to an equivalent “linearized” system, which lacked the
self coupling between the Dirac and Maxwell equations. The relegation of the Maxwell field to
an “external” potential resulted in both the localization of the Dirac field and boundedness of
the charge density being destroyed.
Das and Kay [15] investigated solutions to the Maxwell-Dirac system where the spinor field
was assumed to be the form of a plane wave solution to the free Dirac equation. It was found
that nontrivial solutions only exist when m = 0, with the additional requirement that associated
four vector fields be null. Plane wave solutions were also investigated by Bao and Li [16] as a
test case for their broad numerical scheme for the Maxwell-Dirac system, which yielded exact
results. On the matter of the existence of general solutions, a very formidable global existence
proof to the Cauchy problem for the Maxwell-Dirac equations has been provided by Flato et. al.
[17], extending upon previous work on the matter by Gross [18].
Lastly, we should mention the unpublished work of Legg [19], upon which our current work is
inspired, where Poincare´ subgroup invariant solutions of the manifestly gauge invariant Maxwell-
Dirac equations were investigated. Focusing on transitive Poincare´ subgroups that have four-
dimensional orbits, Legg found that the only one that resulted in a physically interesting solution
was P˜13,10, one of the example subalgebras in the current work, and a reduction of the Maxwell-
Dirac system and closed form solution was subsequently presented. Since the current work
focuses on the reduction aspect, the investigation of the closed form solutions will appear in a
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later work.
The plan of the paper is as follows. Below, in section 2 we give a brief review of the alge-
braic manipulation of the Dirac equation, leading to its inversion for the electromagnetic vector
potential Aµ, as well as an alternative inverted form. This summarizes the work done in [9],
and serves as a guide to the inversion of the non-Abelian Dirac equation, described in [10]. The
section ends with a brief discussion on spinor bilinears and their corresponding Fierz identities.
In section 3, we make use of the Fierz expansion formula to derive the identities necessary
to write the inverted Dirac equation in terms of bilinear tensors only, with no spinors explicitly
visible. A manifestly gauge invariant vector potential Bµ is then defined by simply subtracting
the gauge dependent bilinear term from the Aµ expression. A tetrad composed from the four
mutually orthogonal four vector bilinear fields is then defined, and is used to convert the usual
form of the field strength tensor into one which is manifestly gauge invariant, involving the sum of
the four curl of Bµ and a rational term containing gauge invariant bilinears. The Maxwell-Dirac
system is summarized at the end of the section.
Section 4 begins with a discussion of the Poincare´ group, its generators and associated vector
fields in the two representations applicable to this paper. The invariants and forms of scalar and
vector fields invariant under four example Poincare´ subgroups are then derived by constructing
PDEs from the requirement that the Lie derivative of the fields under the transforming vector
fields be zero, then solving them via the method of characteristics. The four subgroups considered
are the standard spherical and cylindrical symmetries (subgroups P3,4 and P12,8 respectively), and
two nonstandard subgroups P11,2 and P˜13,10 obtained from [11]. In the case of the nonstandard
subgroups, the invariant forms are calculated by cumulatively imposing the symmetry conditions
required for each generator in the subgroup.
Section 5 involves the application of the subgroup symmetric forms calculated in section 4 to
the Maxwell-Dirac system given at the end of section 3, in order to obtain a reduced system for
each case. The reduction of the Fierz identities is considered first, then the gauge invariant vector
potential, which is substituted into the field strength tensor, eliminating the vector potential
from the system entirely. The final step is substitution of Fµν into the inhomogeneous Maxwell
equations, which generally results in a system of equations involving the two four vector fields jµ
and kµ, the two scalar fields σ and ω, and their derivatives up to third order. The reduced Fierz
identities and consistency conditions are considered on a case by case basis. The spherical and
cylindrical symmetries both yield very complicated systems of PDEs, so simplifying assumptions
should be considered before seeking explicit solutions. The P11,2 subgroup forces a trivial solution
to the system, whereas the P˜13,10 case reduces (for one particular parameter choice) to the
problem of solving the algebraic expression (269), which when taking account of (267) yields a
four-parameter family of exact solutions in closed form.
Conclusions and prospects for further study are given in section 6, which is followed by four
appendices. Appendix A contains a list of algebraic identities and definitions that are used
throughout the paper. A list of tensor and vector potential coupling equations, consistency
conditions and inversions resulting from the algebraic manipulation of the Dirac equation is
summarized in appendix B. Appendix C contains a more detailed derivation of the tensor form
of the vector potential than is given in section 3. Lastly, appendix D presents the explicit forms
of the field strength tensor components for the cylindrically symmetric reduction.
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2 Dirac equation inversion and Fierz identities
2.1 Inversion
The Dirac equation is the relativistic wave equation for spin-1/2 particles, such as electrons. For
fermionic particles of charge q interacting with an electromagnetic field, we require solutions to
the Dirac equation form-invariant under a U(1) Abelian gauge transformation, given by
(iγν∂ν − qγ
νAν −m)ψ = 0. (1)
Conventions for Dirac algebra and spinor manipulations are given in appendix A. Our goal is to
isolate the vector potential Aµ. Rearranging gives us
γνψAν = q
−1(iγν∂ν −m)ψ. (2)
We can form a bilinear spinor expression by multiplying by ψγµ from the left. Using the Dirac
identity (279), our expression becomes
ψψAµ − iψσµνψAν = q
−1[iψγµγν(∂νψ)−mψγ
µψ]. (3)
In order to eliminate the second term on the left-hand side, turn to the charge conjugate Dirac
equation, which is similar in form to (1), but with the sign of the charge reversed:
(iγν∂ν + qγ
νAν −m)ψ
c = 0. (4)
The charge conjugate spinor is defined in terms of the regular spinor as [21]
ψc = CψT = iγ2γ0ψT. (5)
Similarly rearranging and left-multiplying by ψcγµ, then applying the appropriate charge conju-
gation identities in appendix A.2, gives
−ψψAµ − iψσµνψAν = q
−1[i(∂νψ)γ
νγµψ +mψγµψ]. (6)
Subtracting (6) from (3) and again using (279), gives us the inverted form of the Dirac equation
Aµ =
1
2q
i[ψ(∂µψ)− (∂µψ)ψ] + ∂νs
µν − 2mjµ
σ
, (7)
where we have used the shorthand notation for Dirac bilinear tensors, listed in appendix A.3.
There is an alternative inverted form for the Dirac equation, which involves left-multiplication
of (1) by ψγ5γ
µ to form bilinears. Following the same steps as above yields the expression
Aµ =
1
2q
i[ψγ5(∂
µψ)− (∂µψ)γ5ψ] + ∂ν
∗sµν
ω
, (8)
which lacks a mass-dependent term. In addition to these inversions, we can derive other expres-
sions by left-multiplying (2) and its charge conjugate analogue by ψΓ and ψcΓ respectively, for
general elements Γ of the Dirac algebra, then adding or subtracting the two equations. Among
the resulting expressions are the continuity equation ∂µj
µ = 0 and the current-field coupling
jνAν . The full list of expressions obtained from “bilinearizing” the Dirac equation is given in
appendix B.
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2.2 Fierz identities
It is well known that quadratic relationships between Dirac bilinears of the form χΓRψ, where
ΓR represents the sixteen basis elements of the Dirac algebra ΓR = {I, γ
µ, σµν , γ5γ
µ, γ5}, can be
derived via a Fierz expansion of the product of two Dirac spinors in this basis
ψχ =
16∑
R=1
aRΓR = (1/4)(χψ)I + (1/4)(χγµψ)γ
µ + (1/8)(χσµνψ)σ
µν
− (1/4)(χγ5γµψ)γ5γ
µ + (1/4)(χγ5ψ)γ5. (9)
Here, aR are the numerical coefficients multiplied by the Dirac bilinears. This expansion is in-
serted into products such as jµkν ≡ ψγµ(ψψ)γ5γ
νψ, for example. Experimenting with different
combinations of bilinears, and combining the resulting equations yields many different interrela-
tionships. Many Fierz identities are summarized in [2] and [4], but the most important for our
purposes are
jνj
ν = −kνk
ν = −mνmν = −n
νnν = σ
2 − ω2, (10)
jνk
ν = jνm
ν = jνn
ν = kνm
ν = kνn
ν = mνn
ν = 0, (11)
ǫµνρσj
ρkσ = mµnν −mνnµ, (12)
sµν =
(σǫµν
ρσ − ωδµν
ρσ)jρkσ
σ2 − ω2
, (13)
∗sµν =
(ωǫµν
ρσ − σδµν
ρσ)jρkσ
σ2 − ω2
. (14)
This method can be extended to the SU(2) spinor doublet case by building into (9) an expansion
over the Pauli matrices, including the 2× 2 identity matrix. Analogous non-Abelian expressions
to (13) and (14) were derived in [10] via the use of such expansions.
3 Manifestly gauge invariant Maxwell-Dirac equations
3.1 Vector potential
In order to avoid arbitrarily fixing the gauge, here we eliminate gauge dependent terms from our
equations entirely, so that our Maxwell-Dirac system is manifestly gauge invariant. We do this
by reformulating (7) and (8) to be entirely in terms of the bilinear tensors listed in appendix A.3,
getting rid of the incongruous [ψ(∂µψ) − (∂µψ)ψ] terms. We can then easily pick off the gauge
dependent parts (mµ and nµ), to define a gauge-invariant vector potential, which we denote Bµ.
A Maxwell-Dirac formalism, completely in terms of manifestly gauge invariant tensors is then
derived.
This approach is in the spirit of Takabayasi [1], whose philosophy regarded a relativistic
quantum mechanical formalism strictly involving only “observables”, such as tensors, as being
preferable to one where somewhat “unphysical” objects such as spinors are explicitly included.
A detailed derivation of Bµ is given in appendix C, but we give a brief overview here.
First, take the sum of the two versions of the inverted Dirac equation (7), (8), and divide by
2
Aµ =
1
4q
{
i[ψ(∂µψ)− (∂µψ)ψ]ω + i[ψγ5(∂µψ)− (∂µψ)γ5ψ]σ
σω
+
∂νsµ
ν
σ
+
∂ν
∗sµ
ν
ω
6
−
2mjµ
σ
}
. (15)
The appropriate tensor forms needed to replace the spinor terms are jν(∂µkν) and m
ν(∂µnν).
Consider the first tensor:
jν(∂µkν) = ψγ
νψ · (∂µψ)γ5γνψ + ψγ
νψ · ψγ5γν(∂µψ). (16)
Fierz expanding both terms and rearranging gives
jν(∂µkν) = (2/3)[ψ(∂µψ)− (∂µψ)ψ]ω− (2/3)[ψγ5(∂µψ)− (∂µψ)γ5ψ]σ− (1/3)k
ν(∂µjν). (17)
We must also consider the Fierz expansion of kν(∂µjν) in order to eliminate it from the expression,
which after rearrangement is given by
kν(∂µjν) = (2/3)[ψγ5(∂µψ)− (∂µψ)γ5ψ]σ− (2/3)[ψ(∂µψ)− (∂µψ)ψ]ω− (1/3)j
ν(∂µkν). (18)
Using these two equations yields the new Fierz identity
jν(∂µkν) = −k
ν(∂µjν) = [ψ(∂µψ)− (∂µψ)ψ]ω − [ψγ5(∂µψ)− (∂µψ)γ5ψ]σ. (19)
In order to eliminate both of the bracketed spinor terms, we require another independent ex-
pression involving them. Such an expression is provided by mν(∂µnν), which in spinor form
is
mν(∂µnν) = (i/4)[ψ
cγνψ ·(∂µψ)γνψ
c + ψcγνψ ·ψγν(∂µψ
c)− ψcγνψ ·(∂µψ
c)γνψ
− ψcγνψ · ψcγν(∂µψ) + ψγ
νψc · (∂µψ)γνψ
c + ψγνψc · ψγν(∂µψ
c)
− ψγνψc · (∂µψ
c)γνψ − ψγ
νψc · ψcγν(∂µψ)]. (20)
Fierz expanding the individual terms, and applying the appropriate charge conjugate and com-
plex conjugate bilinear identities from appendix A, we obtain
mν(∂µnν) = (i/4){2[ψ(∂µψ)− (∂µψ)ψ]σ − 2[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω
+ [ψγν(∂µψ)− (∂µψ)γνψ]j
ν − [ψγ5γν(∂µψ)− (∂µψ)γ5γνψ]k
ν}. (21)
Performing another round of Fierz expansions on the last two terms eventually provides us with
another Fierz identity
[ψγν(∂µψ)− (∂µψ)γνψ]j
ν = −[ψγ5γν(∂µψ)− (∂µψ)γ5γνψ]k
ν
= [ψ(∂µψ)− (∂µψ)ψ]σ − [ψγ5(∂µψ)− (∂µψ)γ5ψ]ω, (22)
which gives us our desired identity
mν(∂µnν) = i[ψ(∂µψ)− (∂µψ)ψ]σ − i[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω. (23)
It can be shown via a similar process that
mν(∂µnν) = −n
ν(∂µmν). (24)
From substitution and rearrangement of (19) and (23), we get the expressions needed to eliminate
spinors from the inverted Dirac equation entirely
[ψ(∂µψ)− (∂µψ)ψ] = −(σ
2 − ω2)−1[jν(∂µkν)ω + im
ν(∂µnν)σ], (25)
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[ψγ5(∂µψ)− (∂µψ)γ5ψ] = −(σ
2 − ω2)−1[jν(∂µkν)σ + im
ν(∂µnν)ω]. (26)
Combining these two identities in the form they appear in (15), we get
{i[ψ(∂µψ)− (∂µψ)ψ]ω + i[ψγ5(∂µψ)− (∂µψ)γ5ψ]σ}(σω)
−1
=
2mν(∂µnν)
σ2 − ω2
−
ijν(∂µkν)
σ2 − ω2
[
σ2 + ω2
σω
]
. (27)
Substituting into (15), we obtain an expression for Aµ exclusively in tensor form
Aµ =
1
4q
{
2mν(∂µnν)
σ2 − ω2
− ijν(∂µkν)
[
σ2 + ω2
σω(σ2 − ω2)
]
+
∂νsµ
ν
σ
+
∂ν
∗sµ
ν
ω
−
2mjµ
σ
}
. (28)
We can improve on this by substituting (25) and (26) into (7) and (8) respectively, then sub-
tracting and rearranging, obtaining a consistency condition for the Dirac equation in tensor form
ijν(∂µkν) = 2mωjµ + σ∂ν
∗sµ
ν − ω∂νsµ
ν . (29)
Substituting this into (28), we obtain after some algebraic manipulation, the final form of the
inverted Dirac equation in tensor form
Aµ =
1
2q
mν(∂µnν) + σ∂νsµ
ν − ω∂ν
∗sµ
ν − 2mσjµ
σ2 − ω2
. (30)
We define the gauge invariant vector potential simply by subtracting the only gauge dependent
part from Aµ
Bµ = Aµ −
1
2q
mν(∂µnν)
σ2 − ω2
=
1
2q
σ∂νsµ
ν − ω∂ν
∗sµ
ν − 2mσjµ
σ2 − ω2
. (31)
The Fierz identities (13) and (14) can be used to eliminate the rank-2 tensors from the Bµ
expression entirely. With a small amount of work, we find that
Bµ = (1/2q){ǫµ
νρσ[(σ2 − ω2)∂ν(jρkσ)− (1/2)jρkσ∂ν(σ
2 − ω2)]
+ δµ
νρσ[(∂νσ)ω − σ(∂νω)]jρkσ}(σ
2 − ω2)−2 − (1/q)mσjµ(σ
2 − ω2)−1. (32)
It is apparent that Bµ is only finite when σ
2 − ω2 6= 0. It is perhaps appropriate to mention
here that a common alternative definition of the pseudoscalar bilinear [4], [1] is ̟ = ψiγ5ψ, so
performing a change of variables, we would have in the denominator σ2 +̟2. Since ̟ is real
[4], implying that ω is purely imaginary, the denominator only vanishes for σ and ω vanishing
independently. Additionally, we have the condition that σ2 − ω2 ≥ 0.
3.2 The tetrad of bilinears
Here we make the claim based on (10) and (11) that the four mutually orthogonal four vector
fields jµ, mµ, nµ and kµ constitute the columns of a tetrad [19]
tµα = (σ
2 − ω2)−1/2[jµ,mµ, nµ, kµ]. (33)
µ = 0, 1, 2, 3 is the spacetime index as usual, and α = 0, 1, 2, 3 labels the columns, with α = 0
denoting the timelike field jµ and α = 1, 2, 3 denoting the spacelike fields, mµ, nµ and kµ
respectively. Gauge transformations can be thought of as rotations in the mµ − nµ plane. The
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coefficient (σ2 − ω2)−1/2 behaves as a normalizing factor. Now consider the contraction of two
tetrads via the µ index
tαµt
µ
β = (σ
2 − ω2)−1


jµj
µ jµm
µ jµn
µ jµk
µ
−mµj
µ −mµm
µ −mµn
µ −mµk
µ
−nµj
µ −nµm
µ −nµn
µ −nµk
µ
−kµj
µ −kµm
µ −kµn
µ −kµk
µ

 = δαβ, (34)
which in matrix notation is simply (ηtTη)t = I, implying that (ηtTη) = t−1. Putting the inverse
tetrad on the right, and labeling the indices appropriately gives us
tµαt
α
ν = (σ
2 − ω2)−1(jµjν −m
µmν − n
µnν − k
µkν) = δ
µ
ν , (35)
an identity which we will find useful in the next section. Taking the derivative of (34) and
rearranging gives
tνα(∂µtνβ) = −t
ν
β(∂µtνα), (36)
which is antisymmetric in α and β. In fact, this is a generalization of (19) and (24), which were
originally derived via the Fierz expansion method. A result of the antisymmetry is that if α = β,
the term vanishes, which tells us that the four vector fields multiplied by the normalizing factor
(σ2 − ω2)−1 are orthogonal to their own partial four derivatives. Substituting the components
of the tetrad for α = β into (36) gives an identity in terms of the unnormalized vectors
jν(∂µjν) = −m
ν(∂µmν) = −n
ν(∂µnν) = −k
ν(∂µkν) = σ(∂µσ)− ω(∂µω), (37)
which is just the derivative of (10).
3.3 Field strength tensor
The electromagnetic field strength tensor is defined as
Fµν = ∂µAν − ∂νAµ. (38)
This is a gauge invariant tensor, but in this form it is not manifestly gauge invariant because
it explicitly contains the gauge dependent term Aµ. The manifestly gauge invariant Fµν was
originally obtained by Takabayasi [1], then again by Legg [19], this derivation mirroring that of
the latter. Replace Aµ using (31)
Fµν = ∂µBν − ∂νBµ +
1
2q
{
∂µ
[
mρ(∂νnρ)
σ2 − ω2
]
− ∂ν
[
mρ(∂µnρ)
σ2 − ω2
]}
. (39)
Our goal is to eliminate the gauge dependent terms mµ and nµ from the expression entirely.
Expanding the derivatives in the bracketed term gives us
∂µ
[
mρ(∂νnρ)
σ2 − ω2
]
− ∂ν
[
mρ(∂µnρ)
σ2 − ω2
]
=
(∂µm
ρ)(∂νnρ)− (∂νm
ρ)(∂µnρ)
σ2 − ω2
+
mρ(∂µnρ)∂ν(σ
2 − ω2)−mρ(∂νnρ)∂µ(σ
2 − ω2)
(σ2 − ω2)2
. (40)
Focusing on the left-hand term, if we insert the identity δσ
ρ between each four vector derivative
in the numerator, then expand using (35), we get
[(∂µm
σ)δσ
ρ(∂νnρ)− (∂νm
σ)δσ
ρ(∂µnρ)](σ
2 − ω2)−1
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= [(∂µm
σ)jσj
ρ(∂νnρ)− (∂µm
σ)kσk
ρ(∂νnρ)− (∂µm
σ)mσm
ρ(∂νnρ)
− (∂µm
σ)nσn
ρ(∂νnρ)− (∂νm
σ)jσj
ρ(∂µnρ) + (∂νm
σ)kσk
ρ(∂µnρ)
+ (∂νm
σ)mσm
ρ(∂µnρ) + (∂νm
σ)nσn
ρ(∂µnρ)](σ
2 − ω2)−2
= (mσnρ −mρnσ)[(∂µjσ)(∂νjρ)− (∂µkσ)(∂νkρ)](σ
2 − ω2)−2
− [mσ(∂µnσ)∂ν(σ
2 − ω2)−mσ(∂νnσ)∂µ(σ
2 − ω2)](σ2 − ω2)−2. (41)
To get to the first term in the last step, we used the tetrad identity (36) to switch the partial
derivatives onto the gauge independent tensors, then factorized. The second term in the last step
follows from using (37) to replace terms like mρ(∂µmρ) with −(1/2)∂µ(σ
2 − ω2), and using and
(36) to place all the derivatives onto the nσ vectors. Substituting (41) into (40), the right-hand
term in (40) cancels out, leaving us with
∂µ
[
mρ(∂νnρ)
σ2 − ω2
]
− ∂ν
[
mρ(∂µnρ)
σ2 − ω2
]
=
(mσnρ −mρnσ)[(∂µjσ)(∂νjρ)− (∂µkσ)(∂νkρ)]
(σ2 − ω2)2
. (42)
Applying the Fierz identity (12), we can eliminate the gauge dependent tensors entirely, giving
us the desired expression
Fµν = ∂µBν − ∂νBµ +
1
2q
ǫσρκτ jκkτ [(∂µjσ)(∂νjρ)− (∂µkσ)(∂νkρ)]
(σ2 − ω2)2
, (43)
the manifestly gauge invariant electromagnetic field strength tensor.
3.4 Maxwell-Dirac equations
In summary, our Maxwell-Dirac system consists of the Fierz identities
jµj
µ = −kµk
µ = σ2 − ω2, (44)
jµk
µ = 0, (45)
the gauge invariant form of the inverted Dirac equation
Bµ = (1/2q){ǫµ
νρσ[(σ2 − ω2)∂ν(jρkσ)− (1/2)jρkσ∂ν(σ
2 − ω2)]
+ δµ
νρσ[(∂νσ)ω − σ(∂νω)]jρkσ}(σ
2 − ω2)−2 − (1/q)mσjµ(σ
2 − ω2)−1, (46)
the manifestly gauge invariant field strength tensor
Fµν = ∂µBν − ∂νBµ +
1
2q
ǫσρκτ jκkτ [(∂µjσ)(∂νjρ)− (∂µkσ)(∂νkρ)]
(σ2 − ω2)2
, (47)
and the inhomogeneous Maxwell equations
∂νF
νµ = qjµ. (48)
We can also use two of the physical constraints obtained from manipulating the Dirac equation
listed in appendix B, the continuity equation and its pseudovector analogue
∂µj
µ = 0, (49)
∂µk
µ = −2imω. (50)
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Because we are using the inverted Dirac equation in the field strength tensor instead of an
“external” electromagnetic field, we are demanding that the charged fermionic field itself be
the source of the field. Substituting into the Maxwell equations yields a self-consistent set of
PDEs describing the behaviour of the fermion field under its own electromagnetic field. In the
next sections, we will consider how the imposition of symmetry under select subgroups of the
Poincare´ group affects this system, and as we shall see, depending on the subgroup we choose,
the complexity of the Maxwell-Dirac system varies dramatically.
4 Symmetry of tensor fields under Poincare´ subgroups
Now that we have obtained our Maxwell-Dirac system, we must consider how we are to go about
finding symmetry reductions. Observing equations (46)-(48), we can see that we have a third-
order non-linear coupled set of PDEs; a very formidable system indeed. It is fortunate that most
physically interesting situations have symmetry under a certain subgroup of the Poincare´ group,
two prime examples being the spherical and cylindrical symmetries. These particular cases were
studied by Radford and Booth [7], [8], with the additional constraint of having a static Dirac
field, which assumes that there must exist a Lorentz frame in which there is no current flow,
jµ = δ0
µj0. Since their work was done in the gauge dependent 2-spinor formalism, a specific
gauge was chosen to remove gauge ambiguity. In this study, we will apply these same symmetries
to the Maxwell-Dirac system, but since we are working with inherently gauge invariant tensor
fields only, we have the advantage of not having to choose any specific gauge arbitrarily, which
could result in a loss of generality.
The situations of spherical and cylindrical symmetry are but two of many possibilities for an-
alyzing the structure of the reduced Maxwell-Dirac system in the presence of symmetries. Given
that we are dealing with relativistic wave equations compatible with the underlying action of
the Poincare´ group of transformations on Minkowski space, appropriate symmetries are therefore
subgroups of the Poincare´ group. The comprehensive classification by Patera, Winternitz and
Zassenhaus [11] (hereafter PWZ), identifies all 158 continuous subgroups of the Poincare´ group
up to conjugacy, and the methods we develop are in principle able to give Maxwell-Dirac sym-
metry reductions for any of these subgroups. At the Lie algebra level, the PWZ scheme uses the
known list Fi, i = 1, 2, ..., 15 of distinct subalgebras of the Lorentz group Lie algebra, to establish
a corresponding classification Pi,j of Poincare´ subalgebras, where the Lorentz part Fi is extended
by an ideal Ni,j containing translation generators for some j = 1, 2, ..., ni. In addition, there
exists a further exceptional set denoted P˜i,j , for certain i, j. Whereas the Pi,j = Fi +Ni,j split
over the translation generators, the P˜i,j = F˜i +Ni,j do not. Although each F˜i is isomorphic to
its counterpart Fi as a Lie algebra, it is non-conjugate to Fi within the Poincare´ Lie algebra, as
its generators are irrevocably “tied up” in linear combinations with the translation generators.
In this paper we work in the context of all admissible symmetry reductions of the Maxwell-
Dirac system, but we illustrate the method with a small selection of test cases. The standard
limits of spherical and cylindrical symmetry (subgroups P3,4 and P12,8 in the PWZ list) exemplify
subgroups arising from three-dimensional geometry, biased towards a particular reference frame.
A subgroup not explicitly covered in this paper, but an interesting extension of the spherical
case is that of the hyperbolic symmetry subgroup SO(2, 1), represented in the PWZ list by P4,4.
This illustrates the case of a simple, but non-compact Lie algebra, and would make an interesting
comparison case to more involved analyses of the SO(3) Maxwell-Dirac symmetry reduction, due
to its algebraic similarity. Finally, we take up two cases (with solvable Lie algebras) which specify
one-parameter families of symmetries. The first, P11,2, features an unusual “screw” generator,
which is a parametric combination of a translation and a rotation about the corresponding axis.
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The second, P˜13,10 is a non-splitting subalgebra, with a parameter fixing the amount of translation
generator entrained in the definition of a certain Lorentz generator in a minimal presentation.
In this section, we will calculate the scalar and vector field forms invariant under each sub-
group, covering the actual Maxwell-Dirac reductions in the next section. As mentioned, the
spherical and cylindrical cases reduce to a complicated system of nonlinear PDEs, there is no so-
lution for P11,2, and for P13,10 the Maxwell-Dirac system reduces to a set of algebraic relations.
Initially, we use the method described by Olver [23] to obtain a reduced set of independent
variables, “invariants” henceforth, jointly invariant under the action of all the generators of
the subgroup. It follows that arbitrary functions of the invariants will also be invariant under
subgroup transformations, that is, they constitute solutions to the PDEs corresponding to a
symmetric infinitesimal group action. Components of the invariant four-vector field must also
be solutions to the PDEs corresponding to invariance under the group action. Such a set of dif-
ferential equations is provided by the Lie derivative [22], which defines the directional derivative
of a tensor field of rank (k, l) along the infinitesimal transformation vector field ξ ≡ ξσ∂σ:
LξT
µ1µ2...µk
ν1ν2...νl = ξ
σ∂σT
µ1µ2...µk
ν1ν2...νl − (∂σξ
µ1)T σµ2...µkν1ν2...νl
− (∂σξ
µ2)T µ1σ...µkν1ν2...νl − ... + (∂ν1ξ
σ)T µ1µ2...µkσν2...νl
+ (∂ν2ξ
σ)T µ1µ2...µkν1σ...νl + ..., (51)
with invariance under ξ imposed by setting
LξT
µ1µ2...µk
ν1ν2...νl = 0. (52)
A scalar field φ is a rank (0, 0) tensor field, and the vector field with upper index Φµ is of rank
(1, 0). Note that “rank” (k, l) in this context refers to the transformation properties as Lorentz
tensor type objects, where k is the number of contravariant (upstairs) indices, and l is the
number of covariant (downstairs) indices. Therefore, a tensor field such as Φµ is of rank (1, 0),
and transforms as a contravariant vector field under Lorentz transformations. The field strength
tensor Fµν is of rank (0, 2), transforming as a tensor with two covariant Lorentz indices. We do
not need to consider tensor fields with k + l > 1 however, since we have shown that Fµν can be
described in terms of scalar and four-vector fields of rank (0, 0) and (0, 1) respectively. Scalar and
vector fields invariant under the transformation vector field ξ must solve the respective PDEs
Lξφ = ξ
σ∂σφ = 0 (53)
LξΦ
µ = ξσ∂σΦ
µ − (∂σξ
µ)Φσ = 0. (54)
Solutions to (53) are calculated by using the method of characteristics to obtain the characteristic
trajectories, which are the group invariants. Arbitrary scalar functions of these invariants solve
(53), as can be confirmed via substitution. Solutions to (54) are obtained along the same lines,
but the situation is complicated by the second term, which mixes some of the vector components.
We can obtain a characteristic system of ODEs involving the Φµ components, from which we
get algebraic expressions that allow us to make an accurate guess as to what forms components
should take for invariance. The guessed solutions are confirmed by substituting into the equations
generated by (54).
4.1 The Poincare´ generators
One of the most important groups in special relativity is the Poincare´ group P , which consists of
the Lorentz group of rotations and boosts, SO(1, 3), as well as the Abelian group of translations
in four dimensions, T (4). Since P is a Lie group, we can take infinitesimal translations and
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rotations, building finite transformations from infinitesimal ones through exponentiation. This
allows us to work with the mathematically simpler Lie algebra of the Poincare´ group, L(P), which
forms a vector space with the generators as the basis. Subalgebras of L(P) are described in terms
of their constituent generators, and are by definition closed under a Lie bracket operation. The
six infinitesimal generators of the Lorentz group are defined by
(lαβ)
µ
ν = δα
µηβν − δβ
µηαν (α, β = 0, 1, 2, 3), (55)
with lαβ = −lβα, and an arbitrary infinitesimal Lorentz transformation on the coordinate frame
is
Λµνx
ν = [I + (1/2)ωαβlαβ ]
µ
νx
ν , (56)
where ωαβ = −ωβα are the six infinitesimal parameters associated with each generator. In
explicit matrix form, the Lorentz generators are
l01 =


0 −1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0

 , l02 =


0 0 −1 0
0 0 0 0
−1 0 0 0
0 0 0 0

 , l03 =


0 0 0 −1
0 0 0 0
0 0 0 0
−1 0 0 0

 ,
l12 =


0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0

 , l13 =


0 0 0 0
0 0 0 −1
0 0 0 0
0 1 0 0

 , l23 =


0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0

 . (57)
The first three generators are boosts along the x, y and z-axes respectively and the bottom three
generators correspond to rotations in the x− y, x− z and y− z planes. Is is easy to show using
(55) that the Lie bracket of the Lorentz algebra is
[lαβ, lγδ] = ηαδlβγ + ηβγlαδ − ηαγ lβδ − ηβδlαγ . (58)
A commonly used representation of these generators is
K1 = −l01, K2 = −l02, K3 = −l03, L1 = l23, L2 = −l13, L3 = l12. (59)
We define the components of the transformation vector field ξX corresponding to generator X ,
to be ξX
µ ≡ Xµνx
ν . In the K − L representation, these vector fields are
ξK1
µ =


x
t
0
0

 , ξK2µ =


y
0
t
0

 , ξK3µ =


z
0
0
t

 ,
ξL1
µ =


0
0
−z
y

 , ξL2µ =


0
z
0
−x

 , ξL3µ =


0
−y
x
0

 (60)
The vector fields ξPν
µ corresponding to the infinitesimal translation operators Pν are simply four
vectors with components δµν that act on the coordinate space additively
Pν · x : x
µ → xµ + εξPν
µ = xµ + εδµν . (61)
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The generators of all of the Poincare´ subalgebras are listed by PWZ [11] using an alternative
representation to that defined above, but which allows convenient extension to larger subgroups
of the conformal group of spacetime transformations, such as the similitude (Weyl) group [11],
[24]. It is important to note that if any extensions of the Maxwell-Dirac symmetry reduction to
the conformal group are undertaken, the physical system must be restricted to massless particles
only. The PWZ Lorentz generators are
B1 = 2L3 = 2l12, B2 = −2K3 = 2l03, B3 = −L2 −K1 = l13 + l01,
B4 = L1 −K2 = l23 + l02, B5 = L2 −K1 = −l13 + l01,
B6 = L1 +K2 = l23 − l02, (62)
with explicit matrix form
B1 =


0 0 0 0
0 0 −2 0
0 2 0 0
0 0 0 0

 , B2 =


0 0 0 −2
0 0 0 0
0 0 0 0
−2 0 0 0

 , B3 =


0 −1 0 0
−1 0 0 −1
0 0 0 0
0 1 0 0

 ,
B4 =


0 0 −1 0
0 0 0 0
−1 0 0 −1
0 0 1 0

 , B5 =


0 −1 0 0
−1 0 0 1
0 0 0 0
0 −1 0 0

 , B6 =


0 0 1 0
0 0 0 0
1 0 0 −1
0 0 1 0

 . (63)
In this representation, it is appropriate to replace t and z with the light cone coordinates l+ ≡ t+z
and l− ≡ t− z. The transformation vector fields for each generator are
ξB1
µ =


0
−2y
2x
0

 , ξB2µ =


−l+ + l−
0
0
−l+ − l−

 , ξB3µ =


−x
−l+
0
x

 ,
ξB4
µ =


−y
0
−l+
y

 , ξB5µ =


−x
−l−
0
−x

 , ξB6µ =


y
0
l−
y

 . (64)
The translation generators in the PWZ representation are
X1 = (1/2)(P0 − P3), X2 = P2, X3 = −P1, X4 = (1/2)(P0 + P3), (65)
where X1 and X4 correspond to translations along the l− and l+ axes respectively. The corre-
sponding (constant) vector fields are
ξX1
µ =


1/2
0
0
−1/2

 , ξX2µ =


0
0
1
0

 , ξX3µ =


0
−1
0
0

 , ξX4µ =


1/2
0
0
1/2

 . (66)
There is another B-generator, a composite of B1 and B2, which is present in the PWZ F5 and
F11 subalgebras of the Lorentz group, as well as the P5,i and P11,i subalgebras of the Poincare´
group
Bϕ = cosϕB1 + sinϕB2, 0 < ϕ < π, ϕ 6= π/2. (67)
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This generator corresponds to a simultaneous rotation around, and boost along the z-axis, the
so-called “screw” group, S(1). The continuous parameter varies the generator from being almost
a pure rotation (ϕ ≈ 0), to an almost pure boost (ϕ ≈ π/2). The extreme cases when ϕ → 0+
and ϕ→ π/2−, meaning Bϕ → B1 and Bϕ → B2, are actually Lorentz subalgebras in their own
right, and are given the PWZ labels F12 and F13 respectively. The explicit matrix form and
vector field for Bϕ are
Bϕ =


0 0 0 −2 sinϕ
0 0 −2 cosϕ 0
0 2 cosϕ 0 0
−2 sinϕ 0 0 0

 , ξBϕµ =


−2z sinϕ
−2y cosϕ
2x cosϕ
−2t sinϕ

 . (68)
4.2 Spherical symmetry (subgroup P3,4)
The condition for scalar and vector fields to be spherically symmetric is that they be invariant
under the action of the SO(3) group, which consists of the three rotation generators L1, L2 and
L3. The Lie derivative of a scalar field invariant under L1 is
LL1φ = ξL1
σ∂σφ = −z∂yφ+ y∂zφ = 0, (69)
which yields the characteristic system
dy
−z
=
dz
y
, (70)
giving us the L1 invariant ρ =
√
y2 + z2. The requirement for invariance under L2 is
LL2φ = ξL2
σ∂σφ = z∂xφ− x∂zφ = 0. (71)
To impose that φ to be jointly invariant under L1 and L2, we require that the solution to (71)
be a function of t, x and ρ. Using the chain rule, we find that the PDE becomes independent
from z explicitly
ρ∂xφ− x∂ρφ = 0. (72)
The characteristic equation is
dx
ρ
=
dρ
−x
, (73)
from which we obtain the joint invariant r =
√
x2 + y2 + z2. Lastly, we require that
LL3φ = ξL3
σ∂σφ = −y∂xφ+ x∂yφ = 0, (74)
which is automatically satisfied by φ(t, r). Now consider the four vector field Φµ invariant under
L1. From (54) for µ = 0− 3, we obtain the following PDEs
LL1Φ
0 = −z∂yΦ
0 + y∂zΦ
0 = 0, (75a)
LL1Φ
1 = −z∂yΦ
1 + y∂zΦ
1 = 0, (75b)
LL1Φ
2 = −z∂yΦ
2 + y∂zΦ
2 +Φ3 = 0, (75c)
LL1Φ
3 = −z∂yΦ
3 + y∂zΦ
3 − Φ2 = 0. (75d)
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Likewise, for L2 we obtain
LL2Φ
0 = z∂xΦ
0 − x∂zΦ
0 = 0, (76a)
LL2Φ
1 = z∂xΦ
1 − x∂zΦ
1 − Φ3 = 0, (76b)
LL2Φ
2 = z∂xΦ
2 − x∂zΦ
2 = 0, (76c)
LL2Φ
3 = z∂xΦ
3 − x∂zΦ
3 +Φ1 = 0, (76d)
and for L3 we get
LL3Φ
0 = −y∂xΦ
0 + x∂yΦ
0 = 0, (77a)
LL3Φ
1 = −y∂xΦ
1 + x∂yΦ
1 +Φ2 = 0, (77b)
LL3Φ
2 = −y∂xΦ
2 + x∂yΦ
2 − Φ1 = 0, (77c)
LL3Φ
3 = −y∂xΦ
3 + x∂yΦ
3 = 0. (77d)
Noticing that Φ0 obeys the same set of PDEs as φ, we can immediately conclude that Φ0 = a(t, r).
By taking the combination xLL1Φ
i+yLL2Φ
i+zLL3Φ
i for i = 1, 2, 3, we simplify the other PDEs
to the algebraic set
zΦ2 − yΦ3 = 0, (78a)
xΦ3 − zΦ1 = 0, (78b)
yΦ1 − xΦ2 = 0, (78c)
giving us the solution Φi = xib(t, r). So SO(3) invariant four vector fields must have the general
form
Φµ =


a(t, r)
xb(t, r)
yb(t, r)
zb(t, r)

 . (79)
4.3 Cylindrical symmetry (subgroup P12,8)
For tensor fields to be cylindrically symmetric, they must be invariant under rotation around,
and translation along, a single axis. Choosing the rotation plane to be x − y, the axis must be
z, so the infinitesimal invariance generators are L3 and P3. The scalar field must satisfy the
relatively trivial PDEs
LP3φ = ξP3
σ∂σφ = ∂zφ = 0, (80)
LL3φ = ξL3
σ∂σφ = −y∂xφ+ x∂yφ = 0. (81)
The first equation tells us that φ is independent of z, and from the second we obtain the invariant
ρ =
√
x2 + y2. Cylindrical symmetry requires that scalar fields be functions of t and ρ only. The
vector fields must satisfy
LP3Φ
µ = ξP3
σ∂σΦ
µ = 0, (82)
as well as equations (77a) to (77d). We can immediately conclude that Φ0 = a(t, ρ) and Φ3 =
d(t, ρ), since they solve the same equations as φ. We can also say that Φ1 and Φ2 are independent
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of z, but due to components mixing, they are not pure functions of t and ρ. From (77b) and
(77c), we obtain the respective characteristic systems
dx
−y
=
dy
x
=
dΦ1
−Φ2
, (83a)
dx
−y
=
dy
x
=
dΦ2
Φ1
, (83b)
obviously implying that
dΦ1
−Φ2
=
dΦ2
Φ1
. (84)
Integrating and taking into account the fact that arbitrary functions of t and ρ are constant
along characteristic curves, we obtain the algebraic constraint
(Φ1)2 + (Φ2)2 = f(t, ρ), (85)
which accepts solutions of the form Φ1 = xb(t, ρ) − yc(t, ρ) and Φ2 = yb(t, ρ) + xc(t, ρ). This
gives us the form of the cylindrically symmetric four vector field
Φµ =


a(t, ρ)
xb(t, ρ)− yc(t, ρ)
yb(t, ρ) + xc(t, ρ)
d(t, ρ)

 . (86)
4.4 P11,2 symmetry (“screw” subgroup)
The Poincare´ subalgebra P11,2 as defined by PWZ consists of the single Lorentz generatorBϕ, and
the three translation generators X1, X2 and X3. In this subsection, we will find the symmetric
form of the fields for the Bϕ generator first, then proceed through the translation generators in
numerical order. The process is a cumulative one, in that once we have derived the form of the
Bϕ invariant fields, we apply the X1 invariance condition to them in this form, resulting in a
more restricted form, and so on.
4.4.1 Bϕ invariant fields
From (68), we can see that the Bϕ invariance condition for a scalar field is
LBϕφ = ξBϕ
σ∂σφ = −2z sinϕ ∂tφ− 2y cosϕ ∂xφ+ 2x cosϕ ∂yφ− 2t sinϕ ∂zφ = 0. (87)
Since we are using the light cone coordinates, we must use the chain rule to rewrite the derivatives
∂tφ = ∂+φ+ ∂−φ, (88)
∂zφ = ∂+φ− ∂−φ, (89)
resulting in the PDE
−l+ sinϕ ∂+φ+ l− sinϕ ∂−φ− y cosϕ ∂xφ+ x cosϕ ∂yφ = 0, (90)
where for simplicity, we have defined ∂+ ≡ ∂/∂l+ and ∂− ≡ ∂/∂l−. From the method of
characteristics, we get the system of six ODEs
dl+
−l+ sinϕ
=
dl−
l− sinϕ
=
dx
−y cosϕ
=
dy
x cosϕ
, (91)
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from which we obtain the six invariants
|L| = |l+l−| = |t
2 − z2|, (92a)
ρ =
√
x2 + y2, (92b)
α = cosϕ ln |l+| − sinϕ arcsin(x/ρ), (92c)
β = cosϕ ln |l+|+ sinϕ arcsin(y/ρ), (92d)
γ = cosϕ ln |l−|+ sinϕ arcsin(x/ρ), (92e)
δ = cosϕ ln |l−| − sinϕ arcsin(y/ρ), (92f)
where we obtain the last four invariants via integration by recognizing that ρ is a constant in the
characteristic system. Not all of these invariants are independent. For example, adding α and
γ, then rearranging gives
|L| = exp
(
α+ γ
cosϕ
)
. (93)
In addition to |L| and ρ, we can construct a neat form for a third invariant from the list α, β, γ,
δ. Consider the combination
α− δ = β − γ = cosϕ (ln |l+| − ln |l−|) + sinϕ [arcsin(y/ρ)− arcsin(x/ρ)]. (94)
After some manipulation, we find that
exp[(α − δ)/ cosϕ] = (l+/l−) exp{τ arctan[(y
2 − x2)/2xy]}, (95)
where τ ≡ tanϕ. Using the logarithmic form of arctan, and introducing polar coordinates in the
x− y plane
y + ix = ρeiχ, (96)
where χ ≡ arctan(x/y), we find that
exp[(α − δ)/ cosϕ] = −(l+/l−)e
−2τχ. (97)
Taking the negative reciprocal of this, we arrive at the form for the new invariant
ζϕ = (l−/l+)e
2τχ, (98)
with the ϕ subscript indicating that the invariant is dependent on the value of the free group
parameter. In summary, by imposing Bϕ invariance, we have gone from the independent variable
set (l+, l−, x, y) to the reduced set (|L|, ρ, ζϕ). Arbitrary scalar functions of the latter set are
solutions to (90), which can be checked via substituting the partial derivatives of φ(|L|, ρ, ζϕ)
∂+φ = l−(L/|L|)∂|L|φ− (ζϕ/l+)∂ζφ, (99a)
∂−φ = l+(L/|L|)∂|L|φ+ (ζϕ/l−)∂ζφ, (99b)
∂xφ = (x/ρ)∂ρφ+ (2τζϕy/ρ
2)∂ζφ, (99c)
∂yφ = (y/ρ)∂ρφ− (2τζϕx/ρ
2)∂ζφ. (99d)
Now the vector field components must satisfy
LBϕΦ
µ = ξBϕ
σ∂σΦ
µ − (∂σξBϕ
µ)Φσ = 0, (100)
18
which for µ = 0− 3 gives us
− l+ sinϕ ∂+Φ
0 + l− sinϕ ∂−Φ
0 − y cosϕ ∂xΦ
0 + x cosϕ ∂yΦ
0 + sinϕ Φ3 = 0, (101a)
− l+ sinϕ ∂+Φ
1 + l− sinϕ ∂−Φ
1 − y cosϕ ∂xΦ
1 + x cosϕ ∂yΦ
1 + cosϕ Φ2 = 0, (101b)
− l+ sinϕ ∂+Φ
2 + l− sinϕ ∂−Φ
2 − y cosϕ ∂xΦ
2 + x cosϕ ∂yΦ
2 − cosϕ Φ1 = 0, (101c)
− l+ sinϕ ∂+Φ
3 + l− sinϕ ∂−Φ
3 − y cosϕ ∂xΦ
3 + x cosϕ ∂yΦ
3 + sinϕ Φ0 = 0. (101d)
The method of characteristics gives us a system of ODEs like (91) for each equation, but with
an extra dΦµ part. Equating these parts gives us an ODE system involving only the vector field
components
dΦ0
− sinϕ Φ3
=
dΦ1
− cosϕ Φ2
=
dΦ2
cosϕ Φ1
=
dΦ3
− sinϕ Φ0
. (102)
Integrating this ODE system, we obtain a list of algebraic constraints on the vector field com-
ponents
A2(|L|, ρ, ζϕ) = (Φ
0)2 − (Φ3)2, (103a)
B2(|L|, ρ, ζϕ) = (Φ
1)2 + (Φ2)2, (103b)
f(|L|, ρ, ζϕ) = τ arcsin(Φ
1/B)− arccosh(Φ0/A), (103c)
g(|L|, ρ, ζϕ) = τ arcsin(Φ
2/B) + arccosh(Φ0/A), (103d)
h(|L|, ρ, ζϕ) = τ arcsin(Φ
1/B)− arcsinh(Φ3/A), (103e)
k(|L|, ρ, ζϕ) = τ arcsin(Φ
2/B) + arcsinh(Φ3/A), (103f)
where we have used the fact that arbitrary functions of the invariants are constants in the
characteristic ODE system. By introducing angular coordinates in the Φ0 − Φ3 and Φ1 − Φ2
planes, we find that f = h and g = k, so we effectively have only four independent constraints.
After some investigation, we find that the f and g angular constraints provide a superfluous level
of detail that can be eliminated by a simple relabeling of functions. Focusing on the quadratic
constraints (103a) and (103b), we find that an appropriate generic form for the four vector field
is
Φµ =


ta(|L|, ρ, ζϕ) + zb(|L|, ρ, ζϕ)
xc(|L|, ρ, ζϕ)− yd(|L|, ρ, ζϕ)
yc(|L|, ρ, ζϕ) + xd(|L|, ρ, ζϕ)
za(|L|, ρ, ζϕ) + tb(|L|, ρ, ζϕ)

 . (104)
Verification can be obtained by substituting into (101a)-(101d), (103a) and (103b). Note that
since the Poincare´ subgroup P11,6 consists of the single Lorentz generator Bϕ, this is the invariant
four vector field form for that subgroup. P11,2 consists of Bϕ, as well as the three translation
generators X1, X2 and X3, the corresponding vector fields being listed in (66).
4.4.2 Bϕ, X1 invariant fields
The condition that scalar fields are simultaneously invariant under Bϕ and X1 is
ξX1
σ∂σφ(|L|, ρ, ζϕ) = ∂−φ(|L|, ρ, ζϕ) = 0, (105)
which upon applying the chain rule and multiplying through by l−, gives the PDE
|L|∂|L|φ+ ζϕ∂ζφ = 0. (106)
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The corresponding characteristic ODE for this equation is
d|L|
|L|
=
dζϕ
ζϕ
, (107)
which can be integrated to yield the {Bϕ, X1} joint invariant
ζ˜ϕ ≡ L/ζϕ = l
2
+e
−2τχ. (108)
So in order to be jointly invariant along the characteristics generated by both Bϕ and X1, the
scalar field φ must be a function of (ρ, ζ˜ϕ) only. Since neither ρ, nor ζ˜ϕ are dependent on l−, it
is obvious that φ(ρ, ζ˜ϕ) solves (105).
For four vector fields to be simultaneously invariant under Bϕ and X1, we require that
LX1Φ
µ = ξX1
σ∂σΦ
µ − (∂σξX1
µ)Φσ = ∂−Φ
µ = 0, (109)
where Φµ are the components of (104). The second term is zero because ξX1
µ is a constant vector
field. Carrying out the derivatives yields the four PDEs
l−(a− b)/2 + t(|L|∂|L|a+ ζϕ∂ζa) + z(|L|∂|L|b+ ζϕ∂ζb) = 0, (110a)
x(|L|∂|L|c+ ζϕ∂ζc)− y(|L|∂|L|d+ ζϕ∂ζd) = 0, (110b)
y(|L|∂|L|c+ ζϕ∂ζc) + x(|L|∂|L|d+ ζϕ∂ζd) = 0, (110c)
− l−(a− b)/2 + z(|L|∂|L|a+ ζϕ∂ζa) + t(|L|∂|L|b+ ζϕ∂ζb) = 0, (110d)
where we have taken the additional step of multiplying through by l−. Adding (110a) to (110d)
and subtracting (110d) from (110a) gives the two respective equations
|L|∂|L|a+ ζϕ∂ζa = −(|L|∂|L|b + ζϕ∂ζb), (111a)
b− a = |L|∂|L|a+ ζϕ∂ζa− (|L|∂|L|b+ ζϕ∂ζb). (111b)
The first equation can be substituted into the second to eliminate either the a or b derivatives
from the right hand side, giving us non-homogeneous PDEs for a and b:
(b− a)/2 = |L|∂|L|a+ ζϕ∂ζa, (112a)
(a− b)/2 = |L|∂|L|b+ ζϕ∂ζb, (112b)
to which we can apply the method of characteristics, giving us the respective ODE systems
d|L|
|L|
=
dζϕ
ζϕ
=
2da
b− a
, (113a)
d|L|
|L|
=
dζϕ
ζϕ
=
2db
a− b
. (113b)
The first two parts of each ODE system again tell us that characteristics lie along curves of
constant ζ˜ϕ = l
2
+e
−2τχ. We can equate the right hand sides of both ODE systems and integrate
to yield the algebraic constraint on the forms of a and b
a(|L|, ρ, ζϕ) + b(|L|, ρ, ζϕ) = f(ρ, ζ˜ϕ), (114)
where f is a constant in this ODE system. This constraint is satisfied if we simply impose that
a and b now be functions of ρ and ζ˜ϕ. Substituting these into the µ = 0 Lie derivative gives
∂−Φ
0 = ∂−[ta(ρ, ζ˜ϕ) + zb(ρ, ζ˜ϕ)] = a/2− b/2 = 0, (115)
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which is satisfied only if a = b. The µ = 3 equation gives the same result, so we conclude that
the form of the Φ0 and Φ3 components is
Φ0 = Φ3 = l+a(ρ, ζ˜ϕ). (116)
Moving on to the µ = 1, 2 PDEs, taking the combinations x(110b)+y(110c) as well as x(110c)
−y(110b) yields the two respective PDEs
|L|∂|L|c+ ζϕ∂ζc = 0, (117a)
|L|∂|L|d+ ζϕ∂ζd = 0. (117b)
Since these equations are of exactly the same form as the scalar field PDE (106), we conclude
that c and d must be functions of (ρ, ζ˜ϕ). Our {Bϕ, X1} invariant four vector field is therefore
of the form
Φµ =


l+a(ρ, ζ˜ϕ)
xb(ρ, ζ˜ϕ)− yc(ρ, ζ˜ϕ)
yb(ρ, ζ˜ϕ) + xc(ρ, ζ˜ϕ)
l+a(ρ, ζ˜ϕ)

 . (118)
Note that this invariant form corresponds to the P11,5 Poincare´ subalgebra.
4.4.3 Bϕ, X1, X2 invariant fields
Scalar fields simultaneously invariant under Bϕ, X1 and X2 must satisfy
ξX2
σ∂σφ(ρ, ζ˜ϕ) = ∂yφ(ρ, ζ˜ϕ) = 0, (119)
which when applying the chain rule, gives us the PDE
y(1/ρ)∂ρφ+ x(2τ ζ˜ϕ/ρ
2)∂ζ˜φ = 0. (120)
For this equation to hold for all x, y, it must be that the derivative terms are zero, implying that
φ is a constant.
For four vector fields invariant under these generators, we require
ξX2
σ∂σΦ
µ − (∂σξX2
µ)Φσ = ∂yΦ
µ = 0, (121)
with Φµ components given by (118). The equation for the µ = 0 and µ = 3 components is
y(1/ρ)∂ρa+ x(2τ ζ˜ϕ/ρ
2)∂ζ˜a = 0, (122)
which has exactly the same form as (120), so a is constant. After applying the chain rule, the
µ = 1 and µ = 2 equations respectively are
c = x2(2τ ζ˜ϕ/ρ
2)∂ζ˜b+ xy(1/ρ)∂ρb− xy(2τ ζ˜ϕ/ρ
2)∂ζ˜c− y
2(1/ρ)∂ρc, (123a)
b = −x2(2τ ζ˜ϕ/ρ
2)∂ζ˜c− xy(1/ρ)∂ρc− xy(2τ ζ˜ϕ/ρ
2)∂ζ˜b− y
2(1/ρ)∂ρb. (123b)
Since it is established that c and b are both functions of ρ and ζ˜ϕ, for these expressions to hold for
all x, y, it must be that b = c = 0. Intuitively speaking, if we imagine the form of a vector field
symmetric under rotations around the z−axis, with x and y components Φ1 and Φ2, including
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the additional requirement of symmetry along y−axis translations forces both components to be
zero. We have determined the form of the {Bϕ, X1, X2} invariant four vector field to be
Φµ =


l+a
0
0
l+a

 , (124)
where a is a constant.
4.4.4 Bϕ, X1, X2, X3 invariant fields
Finally, for full P11,2 symmetry, we require that globally constant scalars satisfy
ξX3
σ∂σφ = −∂xφ = 0, (125)
which they obviously do. Four vector fields must satisfy
ξX3
σ∂σΦ
µ − (∂σξX3
µ)Φσ = −∂xΦ
µ = 0. (126)
Since Φ0 and Φ3 in (124) are already independent of x, (126) is automatically satisfied. We
therefore conclude that (124) is the full P11,2 invariant four vector field form.
4.5 P˜13,10 symmetry
The final example we cover in this paper is the non-splitting P˜13,10 Poincare´ subalgebra, consisting
of the generators B2+λX2 (λ > 0), X1, X3 and X4. The non-splitting aspect is manifested in the
fact that the pure Lorentz generator B2 is “tied up” with the translation generator λX2, where
the non-zero parameter λ determines the relative weight of the translation part. To condense the
notation, we define the abbreviated form of the non-split generator, B˜λ ≡ B2 + λX2, where the
tilde is to emphasize that it is not a pure Lorentz generator. As in the previous subsection, we
will consider the Lorentz-translation generator B˜λ first, then sequentially apply the translation
generators in numerical order.
4.5.1 B˜λ invariant fields
B2 generates hyperbolic rotations in the t − z plane, and X2 generates translations along the
y−axis. Since the individual vector fields point in orthogonal directions, the vector field corre-
sponding to B˜λ is simply the linear combination
ξB2
µ + λξX2
µ ≡ ξB˜λ
µ =


−l+ + l−
0
λ
−l+ − l−

 . (127)
A scalar field φ invariant under the action of B˜λ solves
LB˜λφ = ξB˜λ
σ∂σφ = (−l+ + l−)∂tφ+ λ∂yφ+ (−l+ − l−)∂zφ = 0. (128)
Applying the chain rule (88), (89), this PDE becomes
−2l+∂+φ+ 2l−∂−φ+ λ∂yφ = 0, (129)
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which has the set of characteristic ODEs
dl+
−2l+
=
dl−
2l−
=
dy
λ
. (130)
Integrating these three equations yields the set of invariants
|L| = |l+l−| = |t
2 − z2|, (131a)
α = |l+|e
2y/λ, (131b)
β = |l−|e
−2y/λ, (131c)
If α and β are invariants, then so is
αβ = |l+||l−|e
2y/λe−2y/λ = |L|, (132)
implying that |L| is not independent from the other two. Choosing φ to be an arbitrary function
of α, β and x, we find that (129) is satisfied. For future reference, the partial derivatives of
φ(α, β, x) are
∂tφ = ∂αφ · ∂+α+ ∂βφ · ∂−β = (l+/|l+|)e
2y/λ∂αφ+ (l−/|l−|)e
−2y/λ∂βφ, (133a)
∂yφ = ∂αφ · ∂yα+ ∂βφ · ∂yβ = (2|l+|/λ)e
2y/λ∂αφ− (2|l−|/λ)e
−2y/λ∂βφ, (133b)
∂zφ = ∂αφ · ∂+α− ∂βφ · ∂−β = (l+/|l+|)e
2y/λ∂αφ− (l−/|l−|)e
−2y/λ∂βφ, (133c)
where ∂tl+ = ∂zl+ = ∂tl− = 1 and ∂zl− = −1 are implicit. Invariant vector fields must solve
LB˜λΦ
µ = ξB˜λ
σ∂σΦ
µ − (∂σξB˜λ
µ)Φσ = 0, (134)
which for µ = 0− 3 gives us the set of PDEs
− 2l+∂+Φ
0 + 2l−∂−Φ
0 + λ∂yΦ
0 + 2Φ3 = 0, (135a)
− 2l+∂+Φ
1 + 2l−∂−Φ
1 + λ∂yΦ
1 = 0, (135b)
− 2l+∂+Φ
2 + 2l−∂−Φ
2 + λ∂yΦ
2 = 0, (135c)
− 2l+∂+Φ
3 + 2l−∂−Φ
3 + λ∂yΦ
3 + 2Φ0 = 0. (135d)
Since (135b) and (135c) are the same form as (129), they have the same characteristic solution
as the scalar field: Φ1 = c(α, β, x) and Φ2 = d(α, β, x). Applying the method of characteristics
to the non-homogeneous PDEs (135a) and (135d), we obtain two systems of ODEs exactly like
(130), but with extra dΦµ parts. Equating these parts gives
dΦ0
2Φ3
=
dΦ3
2Φ0
, (136)
which when integrated yields the algebraic constraint
(Φ0)2 − (Φ3)2 = f(α, β, x). (137)
This has the solution
Φ0 = l+a(α, β, x) + l−b(α, β, x), (138a)
Φ3 = l+a(α, β, x) − l−b(α, β, x), (138b)
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which can be checked via substitution. We have determined the form of the B˜λ invariant four
vector field to be
Φµ =


l+a+ l−b
c
d
l+a− l−b

 , (139)
where a, b, c and d are functions of α, β and x. This form can be verified by inserting the
appropriate components into (135a)-(135d), as well as (137).
4.5.2 B˜λ, X1 invariant fields
Scalar fields invariant under both B˜λ and X1 must solve
LX1φ(α, β, x) = ξX1
σ∂σφ(α, β, x) = (1/2)(∂tφ− ∂zφ) = 0. (140)
Applying (133a) and (133c) gives us
(l−/|l−|)e
−2y/λ∂βφ = 0, (141)
but since l−/|l−| = ±1 (l− 6= 0) and e
−2y/λ are positive definite, we require
∂βφ = 0, (142)
implying that φ is independent of β. For the four vector field to be invariant under B˜λ and X1,
we must have
LX1Φ
µ = ξX1
σ∂σΦ
µ − (∂σξX1
µ)Φσ = (1/2)(∂tΦ
µ − ∂zΦ
µ) = 0, (143)
where the components of Φµ are given by (139). The four PDEs obtained after carrying out the
derivatives are
b+ l+(l−/|l−|)e
−2y/λ∂βa+ l−(l−/|l−|)e
−2y/λ∂βb = 0, (144a)
∂tc− ∂zc = 0, (144b)
∂td− ∂zd = 0, (144c)
− b+ l+(l−/|l−|)e
−2y/λ∂βa− l−(l−/|l−|)e
−2y/λ∂βb = 0. (144d)
Since (144b) and (144c) are the same PDEs as in the scalar field case, c and d must both be
independent of β. We can easily decouple (144a) and (144d) by adding or subtracting them.
Adding and discarding the non-zero terms gives
l+∂βa = 0, (145)
which requires ∂βa = 0 everywhere, except possibly at l+ = 0. Ignoring this technicality, we can
say that a must be a function of α and x only. Subtracting the two PDEs and rearranging gives
∂βb(α, β, x) = −b(α, β, x)/β, (146)
which has the solution
b(α, β, x) = b(α, x)/β. (147)
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Our B˜λ, X1 invariant four vector field is therefore
Φµ =


l+a+ (l−/β)b
c
d
l+a− (l−/β)b

 , (148)
where a, b, c and d are functions of α and x.
4.5.3 B˜λ, X1, X3 invariant fields
The invariance condition for scalar fields is now
LX3φ(α, x) = ξX3
σ∂σφ(α, x) = ∂xφ = 0, (149)
implying that φ must be independent of x, a function of the single variable α. The invariance
condition for four vector fields is
LX3Φ
µ = ξX3
σ∂σΦ
µ − (∂σξX3
µ)Φσ = ∂xΦ
µ = 0, (150)
where the components Φµ are given in (148). The four PDEs for each component are
l+∂xa+ (l−/β)∂xb = 0, (151a)
∂xc = 0, (151b)
∂xd = 0, (151c)
l+∂xa− (l−/β)∂xb = 0. (151d)
The middle two equations obviously imply that c and d are functions of α only. Adding the first
and last equations gives
l+∂xa = 0. (152)
Again ignoring the ambiguity at the l+ = 0 point, we conclude that a is a function of α only.
Subtracting the last PDE from the first gives us
(l−/β)∂xb = (l−/|l−|)e
2y/λ∂xb = 0, (153)
implying that that b is a function of α only. The B˜λ, X1, X3 invariant form of the four vector
field is
Φµ =


l+a+ (l−/β)b
c
d
l+a− (l−/β)b

 , (154)
where a, b, c and d are functions of α only.
4.5.4 B˜λ, X1, X3, X4 invariant fields
Lastly, for full P˜13,10 invariance, the scalar field must satisfy
LX4φ(α) = ξX4
σ∂σφ(α) = (1/2)(∂tφ+ ∂zφ) = 0. (155)
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After applying the chain rule and disregarding the non-zero terms, we get
∂αφ = 0, (156)
so φ is a constant. P˜13,10 invariant vector fields must satisfy
LX4Φ
µ = ξX4
σ∂σΦ
µ − (∂σξX4
µ)Φσ = (1/2)(∂tΦ
µ + ∂zΦ
µ) = 0, (157)
where Φµ has components (154). The PDEs for each component are
a+ l+(l+/|l+|)e
2y/λ∂αa+ (L/|L|)e
4y/λ∂αb = 0, (158a)
∂tc+ ∂zc = 0, (158b)
∂td+ ∂zd = 0, (158c)
a+ l+(l+/|l+|)e
2y/λ∂αa− (L/|L|)e
4y/λ∂αb = 0. (158d)
The middle two PDEs are the same as the scalar field case, so c and d are both constants. Adding
the first and last equations and rearranging gives
∂αa(α) = −a(α)/α, (159)
which has the solution
a(α) = a/α, (160)
where the a on the right-hand side is a constant. Finally, subtracting the last PDE from the
first, we find that
∂αb = 0, (161)
so b is a constant. The P˜13,10 invariant form of the four vector field is
Φµ =


(l+/|l+|)e
−2y/λa+ (l−/|l−|)e
2y/λb
c
d
(l+/|l+|)e
−2y/λa− (l−/|l−|)e
2y/λb

 . (162)
5 Maxwell-Dirac symmetry reductions
In this section, we apply the Poincare´ symmetry subgroups from section 4 to the Maxwell-Dirac
equations (44)-(48), and observe how the system reduces under these constraints. By substituting
(46) into (47), and subsequently substituting (47) into (48), we find that the system depends only
on the two four vector fields jµ and kµ, and the two scalar fields σ and ω. Strictly speaking, kµ is
a pseudovector, and ω is a pseudoscalar, which means their sign under a Lorentz transformation
depends on the determinant of the transforming matrix. The sign is negative for improper
transformations, but since we are only dealing with symmetry under Lorentz transformations
connected to the identity, we shall treat kµ as a regular four vector field and ω as a scalar. It
can be shown, at least in the spherical symmetry case, that if one interprets kµ in terms of a
rank-3 tensor Tνσρ fully contracted with a rank-4 Levi-Civita symbol ǫ
µνσρ, and then imposes
the symmetric form of Tνσρ, k
µ has the correct four-vector form for that symmetry group. For
groups other than SO(3), we are assuming that this is the case. The Fierz identities (44) and
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(45) can be used to eliminate two dependent variables, which in our analysis we choose to be
from the kµ four vector field.
Our analysis will proceed as follows. For each symmetry subgroup, we will restate the forms
that the fields must take, then use the Fierz identities to obtain expressions for two of the
dependent functions in kµ in terms of other dependent functions. These expressions are used to
eliminate the two functions from the system entirely, except in the cylindrical case, where this
would unnecessary complicate things. Next, we reduce Bµ (46) for µ = 0− 3 by substituting in
the subgroup-invariant forms for the fields. Due to the length of the calculations in the spherical
and cylindrical cases, we will just state the results, where we find that Bµ has the correct form
for a subgroup-invariant four vector field, with the dependent functions in terms of jµ, kµ, σ and
ω. In order to save space, we introduce the more abbreviated derivative notation ∂tσ ≡ σt and
∂rja ≡ ja,r.
Following this, we reduce Fµν (47) by substituting the subgroup-invariant forms of the fields,
as well as our previously obtained Bµ. In the spherically and cylindrically symmetric cases, the
Bµ components are quite long, so we enlist the aid of Mathematica to carry out the derivatives
and factorization, along with some further manual manipulation. The results of the manual
manipulation can be checked for errors by comparing with the original Mathematica output.
Once the form of Fµν has been obtained, we can substitute it into the Maxwell equations (48),
yielding up to four equations, purely in terms of jµ, kµ, σ and ω only; the Maxwell-Dirac
equations. We shall see that the Maxwell-Dirac system varies wildly in complexity depending
on what the chosen symmetry group is, from a simple algebraic system in the P11,2 case, to the
cylindrical case, which yields a coupled set of third-order, non-linear PDEs too long to easily
write in closed form.
5.1 Spherical symmetry (subgroup P3,4)
5.1.1 Fierz identities
From (79) in section 4.2, jµ and kµ have the form
jµ =


ja
xjb
yjb
zjb

 , kµ =


ka
xkb
ykb
zkb

 , (163)
where ja, jb, ka and kb are all functions of t and r =
√
x2 + y2 + z2, as are σ and ω. Lowering
the index of the four vectors turns the column into a row, and changes the sign of the µ = 1, 2, 3
components. Contracting jµ and kµ with themselves, and using the Fierz identity (44), we get
j2a − r
2j2b = −k
2
a + r
2k2b = σ
2 − ω2. (164)
We can rearrange this to solve for ka
ka = ±
√
r2(j2b + k
2
b )− j
2
a. (165)
Contracting jµ with kµ and using the orthogonality condition (45)
jaka − r
2jbkb = 0, (166)
then substituting (165) and performing some simple algebraic manipulation gives us the identity
kb = ±ja/r. (167)
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Substituting this back into (165) gives the other identity
ka = ±rjb. (168)
We have determined that kµ can be expressed entirely in terms of the dependent functions of jµ
kµ = ±


rjb
(x/r)ja
(y/r)ja
(z/r)ja

 . (169)
5.1.2 Vector potential
Our next step is to substitute our symmetric fields into (46), and simplify for each µ. When
performing the calculations, dealing with each term in the numerator of Bµ separately makes
them much easier to handle. We will briefly outline the calculations for the first two components,
then skip to the symmetric form of Bµ. When µ = 0, the first component is
ǫ0νρσ(σ2 − ω2)∂ν(jρkσ)
= (σ2 − ω2)[∂1(j2k3)−∂1(j3k2)−∂2(j1k3)+∂2(j3k1)+∂3(j1k2)−∂3(j2k1)]
= ±(σ2 − ω2){∂x[(yz/r)jajb]− ∂x[(yz/r)jajb]− ∂y[(xz/r)jajb]
+ ∂y[(xz/r)jajb] + ∂z [(xy/r)jajb]− ∂z[(xy/r)jajb]}
= 0. (170)
The second term in B0 expands in exactly the same way, except the partial derivative operator
acts on σ2 − ω2, so we get
−(1/2)ǫ0νρσjρkσ∂ν(σ
2 − ω2) = 0. (171)
The third term in B0 is
δ0νρσ[(∂νσ)ω − σ(∂νω)]jρkσ = i(j
0kν − jνk0)[(∂νσ)ω − σ(∂νω)]
= ±i[rjajb(∂tσ)ω + (x/r)j
2
a(∂xσ)ω + (y/r)j
2
a(∂yσ)ω + (z/r)j
2
a(∂zσ)ω
− rjajbσ(∂tω)− (x/r)j
2
aσ(∂xω)− (y/r)j
2
aσ(∂yω)− (z/r)j
2
aσ(∂zω)
− rjajb(∂tσ)ω − rxj
2
b (∂xσ)ω − ryj
2
b (∂yσ)ω − rzj
2
b (∂zσ)ω
+ rjajbσ(∂tω) + rxj
2
b σ(∂xω) + ryj
2
bσ(∂yω) + rzj
2
bσ(∂zω)]
= ±i[(j2a/r)− rj
2
b ](x
2/r + y2/r + z2/r)[(∂rσ)ω − σ(∂rω)]
= ±i(σ2 − ω2)[(∂rσ)ω − σ(∂rω)]. (172)
Substituting these terms back into B0 gives, after canceling terms and applying our abbreviated
notation
B0 = [±(i/2)(σrω − σωr)−mσja][q(σ
2 − ω2)]−1. (173)
Now take the µ = 1 case. The first term in B1 is
ǫ1νρσ(σ2 − ω2)∂ν(jρkσ)
= (σ2 − ω2)[−∂0(j2k3) + ∂0(j3k2) + ∂2(j0k3)− ∂2(j3k0)− ∂3(j0k2)
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+ ∂3(j2k0)]
= ±(σ2 − ω2)[(yz/r3)j2a − (2yz/r
2)ja(∂rja) + (yz/r)j
2
b + 2yzjb(∂rjb)
− (yz/r3)j2a + (2yz/r
2)ja(∂rja)− (yz/r)j
2
b − 2yzjb(∂rjb)]
= 0. (174)
Since we had to apply the derivative operators in this case, we must be more careful about the
second term, which is
− (1/2)ǫ1νρσjρkσ∂ν(σ
2 − ω2)
= ±(1/2)[(yz/r)jajb∂t − (yz/r)jajb∂t + (z/r)j
2
a∂y − zrj
2
b∂y − (y/r)j
2
a∂z
+ yrj2b ∂z](σ
2 − ω2)
= ±(1/2)[(2yz/r2)j2a − 2yzj
2
b − (2yz/r
2)j2a + 2yzj
2
b ][σ(∂rσ)− ω(∂rω)]
= 0. (175)
Taking advantage of the abbreviated derivative notation, the third term in B1 is
δ1νρσ[(∂νσ)ω − σ(∂νω)]jρkσ = i(j
1kν − jνk1)[(∂νσ)ω − σ(∂νω)]
= ±i[xrj2b (σtω − σωt) + (xy/r)jajb(σyω − σωy)
+ (xz/r)jajb(σzω − σωz)− (x/r)j
2
a(σtω − σωt)
− (xy/r)jajb(σyω − σωy)− (xz/r)jajb(σzω − σωz)]
= ∓i(x/r)(σ2 − ω2)(σtω − σωt). (176)
Substituting into B1 and making appropriate cancellations gives
B1 = x[∓(i/2r)(σtω − σωt)−mσjb][q(σ
2 − ω2)]−1. (177)
There is a similar result for µ = 2 and µ = 3, but instead of an x, there is a y and z respectively.
We have found that Bµ assumes the form required for a spherically symmetric four vector field
Bµ =


Ba
xBb
yBb
zBb

 , (178)
where Ba and Bb are functions of the invariants, given by
Ba = [±(i/2)(σrω − σωr)−mσja][q(σ
2 − ω2)]−1, (179)
Bb = [∓(i/2r)(σtω − σωt)−mσjb][q(σ
2 − ω2)]−1. (180)
5.1.3 Field strength tensor
Now we turn our attention to Fµν (47), which is antisymmetric with six independent compo-
nents. Since the calculations are quite lengthy, we enlist the computational aid of Mathematica.
Considering the µ = 0, ν = i = 1, 2, 3 components of Fµν first, we find that
ǫσρκτ jκkτ [(∂0jσ)(∂ijρ)− (∂0kσ)(∂ikρ)] = 0, (181)
so the rational term vanishes. We are left with the four-curl term
F0i = ∂0Bi − ∂iB0 = xi[−∂tBb − (1/r)∂rBa], (182)
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which is of the form
F0i = xiFa(t, r), (183)
where the function of the invariants in terms of the bilinear fields is
Fa(t, r) = (1/qr)(σ
2 − ω2)−2{−2m[σja(σσr − ωωr) + rσjb(σσt − ωωt)]
± i[σω(σ2r − σ
2
t + ω
2
r − ω
2
t ) + (σ
2 + ω2)(σtωt − σrωr)]}
+ (1/qr)(σ2 − ω2)−1[m(σrja + σja,r + rσtjb + rσjb,t)
± (i/2)(σttω − σωtt − σrrω + σωrr)]. (184)
Now consider the purely spatial components, Fij . The four-curl term in this case is
∂iBj − ∂jBi = −(xjxi/r)∂rBb + (xixj/r)∂rBb = 0, (185)
leaving us with the rational term only. Expanding the three independent Fij using Mathematica,
we find that
F12 = zFb(t, r), (186a)
F13 = −yFb(t, r), (186b)
F23 = xFb(t, r), (186c)
where
Fb(t, r) = ±
1
2q
(
j4a
r3
−
2j2aj
2
b
r
+ rj4b
)
(σ2 − ω2)−2. (187)
Factorizing, and using the inner product Fierz identity (164), we find that this simplifies to
Fb(t, r) = ±
1
2qr3
. (188)
The spatial components of the field strength tensor become
F12 = −Mz = ±
1
2q
z
r3
, (189a)
F13 = My = ∓
1
2q
y
r3
, (189b)
F23 = −Mx = ±
1
2q
x
r3
, (189c)
implying a magnetic field of the form
M = ∓
1
2q
rˆ
r2
, (190)
where we have unconventionally denoted the magnetic field byM = Mxxˆ+Myyˆ+Mzzˆ to avoid
confusion with the gauge invariant vector potential. We can see that the M -field is radially
pointing and obeys an inverse square law, implying that there is a magnetic monopole at the
origin. Taking the divergence of (190), we find that the only non-zero point is located at r = 0.
Calling the magnetic charge qm and the associated magnetic charge density ρm, we must have
∇ ·M = ρm = qmδ(r), (191)
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the volume integral of the right-hand side being equal to qm. Applying the divergence theorem
to the left-hand side of the volume integral of (191), we find that∫
∇ ·MdV =
∮
M · da = ∓
2π
q
= qm, (192)
which is in agreement with the Dirac quantization condition [25]
qmq/4π = n/2, (193)
for the special case where n = ∓1.
This result follows simply from imposing spherical symmetry on our manifestly gauge in-
variant Dirac and Fierz formalism, and is a generalization of Radford’s formalism [7], in that
the monopole field appears in both the static and non-static cases. We shall see in the next
section that the Fb dependent terms, and hence the magnetic monopole aspect, cancel out of
the Maxwell equations, so monopoles have no effect on the physics of the coupled Maxwell-Dirac
system. In summary, our spherically symmetric field strength tensor is of the form
Fµν =


0 xFa yFa zFa
−xFa 0 zFb −yFb
−yFa −zFb 0 xFb
−zFa yFb −xFb 0

 . (194)
5.1.4 Maxwell equations
Combining the reduced field strength tensor (which was obtained from the inverted Dirac equa-
tion) with Maxwell’s equations (48) results in the full Maxwell-Dirac system. It is easy to show
that for the current symmetry group SO(3), there are only two independent equations
3Fa + r∂rFa = qja (195)
∂tFa = −qjb, (196)
for µ = 0 and µ = i respectively. The Fb terms appear in the µ = i equations, but cancel
out, indicating that despite magnetic monopoles entering into the field strength tensor, they do
not affect the physics of the coupled Maxwell-Dirac system. Carrying out the derivatives with
Mathematica and factorizing manually gives the two Maxwell-Dirac equations in terms of σ, ω,
ja, jb and their t and r derivatives, up to third order. The first equation is
q2ja = −(σ
2 − ω2)−34(σσr − ωωr){−2m[σja(σσr − ωωr) + rσjb(σσt − ωωt)]
± i[(σ2 + ω2)(σtωt − σrωr) + σω(σ
2
r − σ
2
t + ω
2
r − ω
2
t )]}
+ (σ2 − ω2)−2{−2m[(3σjb + rσrjb + rσjb,r)(σσt − ωωt) + (2σrja + 2σja,r
+ 2σja/r + rσtjb + rσjb,t)(σσr − ωωr) + σja(σ
2
r + σσrr − ω
2
r − ωωrr)
+ rσjb(σσtr + σtσr − ωωtr − ωtωr)]± i[2(σσr + ωωr + σ
2/r + ω2/r)(σtωt
− σrωr) + (σωtt − σttω − σωrr + σrrω)(σσr − ωωr) + (σωr + σrω
+ 2σω/r)(σ2r − σ
2
t + ω
2
r − ω
2
t ) + (σ
2 + ω2)(σtωtr + σtrωt − σrωrr − σrrωr)
+ 2σω(σrσrr − σtσtr + ωrωrr − ωtωtr)]} + (σ
2 − ω2)−1{m(σrrja + 2σrja,r
+ σja,rr + rσtrjb + rσtjb,r + rσrjb,t + rσjb,tr + 3σtjb + 3σjb,t + 2σrja/r
+ 2σja,r/r)± i[(1/2)(σωrrr + σrωrr − σrrωr − σrrrω − σωttr − σrωtt
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+ σttωr + σttrω)− (1/r)(σωtt − σttω − σωrr + σrrω)]}, (197)
and the second is
q2rjb = (σ
2 − ω2)−34(σσt − ωωt){−2m[σja(σσr − ωωr) + rσjb(σσt − ωωt)]
± i[(σ2 + ω2)(σtωt − σrωr) + σω(σ
2
r − σ
2
t + ω
2
r − ω
2
t )]}
− (σ2 − ω2)−2{−2m[(σja,r + σrja + 2rσtjb + 2rσjb,t)(σσt − ωωt)
+ (σja,t + σtja)(σσr − ωωr) + σja(σσtr + σtσr − ωωtr − ωtωr) + rσjb(σ
2
t
+ σσtt − ω
2
t − ωωtt)]± i[(σrrω − σωrr − σttω + σωtt)(σσt − ωωt)
+ 2(σσt + ωωt)(σtωt − σrωr) + (σtω + σωt)(σ
2
r − σ
2
t + ω
2
r − ω
2
t )
+ (σ2 + ω2)(σttωt + σtωtt − σtrωr − σrωtr) + 2σω(σtrσr − σttσt + ωtrωr
− ωttωt)]} − (σ
2 − ω2)−1[m(σtrja + σtja,r + σrja,t + σja,tr + rσttjb
+ 2rσtjb,t + rσjb,tt)± (i/2)(σtttω + σttωt − σtωtt − σωttt − σtrrω − σrrωt
+ σtωrr + σωtrr)]. (198)
Note that we still have the freedom to eliminate another field, by applying the Fierz identity
j2a − r
2j2b = σ
2 − ω2. (199)
Additionally, applying spherical symmetry to (49) and (50) we have the two respective physical
constraint equations
ja,t + 3jb + rjb,r = 0, (200)
rjb,t + (2/r)ja + ja,r = ∓2imω. (201)
5.2 Cylindrical symmetry (subgroup P12,8)
5.2.1 Fierz identities
From (86), jµ and kµ take the form
jµ =


ja
xjb − yjc
yjb + xjc
jd

 , kµ =


ka
xkb − ykc
ykb + xkc
kd

 , (202)
where ja, jb, etc. are functions of t and ρ =
√
x2 + y2. From (44), these forms imply
j2a − ρ
2(j2b + j
2
c )− j
2
d = −k
2
a + ρ
2(k2b + k
2
c ) + k
2
d = σ
2 − ω2, (203)
where σ and ω are both functions of t and ρ. Additionally, from (45) we have
jaka − ρ
2(jbkb + jckc)− jdkd = 0. (204)
In the cylindrical case, there are four dependent functions in each four vector field (as opposed to
two in the spherical case), so we can arbitrarily choose to eliminate two of them using the Fierz
identities. Let us choose to solve for ka and kd as a single example. Rearranging (204) gives
ka = [ρ
2(jbkb + jckc) + jdkd]j
−1
a . (205)
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Substituting this into (203) and rearranging, we obtain the quadratic expression for kd
(j2d − j
2
a)k
2
d + 2ρ
2jd(jbkb + jckc)kd + [j
4
a − ρ
2j2a(j
2
b + j
2
c + k
2
b + k
2
c )
+ ρ4(jbkb + jckc)
2 − j2aj
2
d ] = 0, (206)
which has the solution according to the quadratic formula
kd = (−ρ
2jd(jbkb + jckc)± {ρ
4j2d(jbkb + jckc)
2 − (j2d − j
2
a)[j
4
a − ρ
2j2a(j
2
b + j
2
c
+ k2b + k
2
c ) + ρ
4(jbkb + jckc)
2 − j2aj
2
d ]}
1/2)(j2d − j
2
a)
−1, (207)
after canceling out the factor of 2. Algebraic manipulation of the square root argument yields
the simpler form
kd = {−ρ
2jd(jbkb + jckc)± ja[(j
2
a − j
2
d)
2 − ρ2(j2a − j
2
d)(j
2
b + j
2
c + k
2
b + k
2
c )
+ ρ4(jbkb + jckc)
2]1/2}(j2d − j
2
a)
−1, (208)
which can be substituted into (205) to give
ka = {−ρ
2ja(jbkb + jckc)± jd[(j
2
a − j
2
d)
2 − ρ2(j2a − j
2
d)(j
2
b + j
2
c + k
2
b + k
2
c )
+ ρ4(jbkb + jckc)
2]1/2}(j2d − j
2
a)
−1. (209)
Unlike the spherical case, the Fierz identities do not provide a tidy replacement of the components
of kµ, so in our calculation of the reduced Maxwell-Dirac equations, we will retain all of the kµ
dependent functions with the implicit understanding that two of them can be eliminated.
5.2.2 Vector potential
As in the spherical case, we will look at each term in the numerator of in first rational term
in (46) separately, then take the sum. Unlike in the spherical case, we do not show any of the
calculation steps, as they are too lengthy, but not difficult. The four components of the vector
potential are
B0 = {[ρ(jc,ρkd + jckd,ρ − jd,ρkc − jdkc,ρ) + 2(jckd − jdkc)− 2mσja](σ
2 − ω2)
+ ρ(jdkc − jckd)(σσρ − ωωρ) + iρ(jakb − jbka)(σρω − σωρ)}
· [2q(σ2 − ω2)2]−1, (210a)
B1 = x[(jd,tkc + jdkc,t − jc,tkd − jckd,t − 2mσjb)(σ
2 − ω2)
+ (jckd − jdkc)(σσt − ωωt) + i(jbka − jakb)(σtω − σωt)][2q(σ
2 − ω2)2]−1
− y{[jb,tkd + jbkd,t − jd,tkb − jdkb,t + (1/ρ)(ja,ρkd + jakd,ρ − jd,ρka
− jdka,ρ)− 2mσjc](σ
2 − ω2) + (jdkb − jbkd)(σσt − ωωt)
+ (1/ρ)(jdka − jakd)(σσρ − ωωρ) + i(jcka − jakc)(σtω − σωt)
+ iρ(jckb − jbkc)(σρω − σωρ)}[2q(σ
2 − ω2)2]−1, (210b)
B2 = y[(jd,tkc + jdkc,t − jc,tkd − jckd,t − 2mσjb)(σ
2 − ω2)
+ (jckd − jdkc)(σσt − ωωt) + i(jbka − jakb)(σtω − σωt)][2q(σ
2 − ω2)2]−1
+ x{[jb,tkd + jbkd,t − jd,tkb − jdkb,t + (1/ρ)(ja,ρkd + jakd,ρ − jd,ρka
− jdka,ρ)− 2mσjc](σ
2 − ω2) + (jdkb − jbkd)(σσt − ωωt)
+ (1/ρ)(jdka − jakd)(σσρ − ωωρ) + i(jcka − jakc)(σtω − σωt)
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+ iρ(jckb − jbkc)(σρω − σωρ)}[2q(σ
2 − ω2)2]−1, (210c)
B3 = {[ρ2(jc,tkb + jckb,t − jb,tkc − jbkc,t) + ρ(jc,ρka + jcka,ρ − ja,ρkc − jakc,ρ)
+ 2(jcka − jakc)− 2mσjd](σ
2 − ω2) + ρ2(jbkc − jckb)(σσt − ωωt)
+ ρ(jakc − jcka)(σσρ − ωωρ) + i(jdka − jakd)(σtω − σωt)
+ iρ(jdkb − jbkd)(σρω − σωρ)}[2q(σ
2 − ω2)2]−1. (210d)
From inspection, we can see that the gauge invariant vector potential assumes the correct form
for a cylindrically symmetric four vector field
Bµ =


Ba
xBb − yBc
yBb + xBc
Bd

 , (211)
where Ba, etc. are functions of the invariants t and ρ, and are defined as
Ba = {[ρ(jc,ρkd + jckd,ρ − jd,ρkc − jdkc,ρ) + 2(jckd − jdkc)− 2mσja](σ
2 − ω2)
+ ρ(jdkc − jckd)(σσρ − ωωρ) + iρ(jakb − jbka)(σρω − σωρ)}
· [2q(σ2 − ω2)2]−1, (212a)
Bb = [(jd,tkc + jdkc,t − jc,tkd − jckd,t − 2mσjb)(σ
2 − ω2)
+ (jckd − jdkc)(σσt − ωωt) + i(jbka − jakb)(σtω − σωt)][2q(σ
2 − ω2)2]−1, (212b)
Bc = {[jb,tkd + jbkd,t − jd,tkb − jdkb,t + (1/ρ)(ja,ρkd + jakd,ρ − jd,ρka − jdka,ρ)
− 2mσjc](σ
2 − ω2) + (jdkb − jbkd)(σσt − ωωt) + (1/ρ)(jdka
− jakd)(σσρ − ωωρ) + i(jcka − jakc)(σtω − σωt) + iρ(jckb − jbkc)(σρω
− σωρ)}[2q(σ
2 − ω2)2]−1, (212c)
Bd = {[ρ
2(jc,tkb + jckb,t − jb,tkc − jbkc,t) + ρ(jc,ρka + jcka,ρ − ja,ρkc − jakc,ρ)
+ 2(jcka − jakc)− 2mσjd](σ
2 − ω2) + ρ2(jbkc − jckb)(σσt − ωωt)
+ ρ(jakc − jcka)(σσρ − ωωρ) + i(jdka − jakd)(σtω − σωt)
+ iρ(jdkb − jbkd)(σρω − σωρ)}[2q(σ
2 − ω2)2]−1. (212d)
5.2.3 Field strength tensor
We approach the calculation of Fµν as we did the vector potential, in that we calculate the
four-curl of Bµ and the rational term in (47) separately, then sum them together. Obviously,
these calculations would be very time consuming to do by hand, so we use Mathematica to carry
out the expansions, and manually factorizing. Due to the size of these expressions, their explicit
form in terms of jµ, kµ, σ and ω are relegated to appendix D. We can calculate the form of the
four curl of Bµ by substituting (211) into (47), which can in turn be expressed in terms of jµ,
etc. by applying (212a)-(212d). The µ = 0, ν = 1 four curl term is
∂0B1 − ∂1B0 = ∂t(−xBb + yBc)− ∂xBa = −x[∂tBb + (1/ρ)∂ρBa] + y∂tBc, (213)
and if we take account of the rational term, we find that
F01 = −xFa + yFb, (214)
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where Fa, Fb, etc., are functions of t and ρ. The µ = 0, ν = 2 four curl term is
∂0B2 − ∂2B0 = ∂t(−yBb − xBc)− ∂yBa = −y[∂tBb + (1/ρ)∂ρBa]− x∂tBc, (215)
which when including the rational term, gives
F02 = −yFa − xFb. (216)
Now, considering the form of the rational term in F03, we can see that ∂3jσ and ∂3kσ cause the
entire term to vanish, due to z-translation invariance. The ∂3B0 part of the four curl vanishes
for the same reason, so we are left with
F03 = ∂0B3 = ∂tBd = −Fc. (217)
The µ = 1, ν = 2 four curl term is
∂1B2 − ∂2B1 = ∂x(−yBb − xBc)− ∂y(−xBb + yBc) = −2Bc − ρ∂ρBc, (218)
which when including the rational term, is of the form
F12 = Fd. (219)
The rational terms in F13 and F23 are both zero for the same reason as in F03, so we are just
left with the four curl term in both cases. In the µ = 1, ν = 3 case we have
F13 = ∂1B3 = (x/ρ)∂ρBd = xFe, (220)
and when µ = 2, ν = 3, we have
F23 = ∂2B3 = (y/ρ)∂ρBd = yFe. (221)
So our field strength tensor form for cylindrical symmetry is
Fµν =


0 −xFa + yFb −yFa − xFb −Fc
xFa − yFb 0 Fd xFe
yFa + xFb −Fd 0 yFe
Fc −xFe −yFe 0

 , (222)
where the forms of Fa, etc. in terms of j
µ, kµ, σ and ω are given in (377)-(381).
5.2.4 Maxwell equations
Substituting (202) and (222) into (48), it is easy to obtain the four equations
qja = 2Fa + ρ∂ρFa, (223a)
q(xjb − yjc) = x(−∂tFa)− y[−∂tFb + (1/ρ)∂ρFd], (223b)
q(yjb + xjc) = y(−∂tFa) + x[−∂tFb + (1/ρ)∂ρFd], (223c)
qjd = 2Fe − ∂tFc + ρ∂ρFe. (223d)
If we multiply (223b) by x and add (223c) multiplied by y, we obtain
qjb = −∂tFa. (224)
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Likewise, if we take the combination x times (223c) and subtract y times (223b), we get
qjc = −∂tFb + (1/ρ)∂ρFd. (225)
The Maxwell equations for cylindrical symmetry therefore reduces to the set (223a), (223d),
(224) and (225), equations dependent only on functions of t and ρ. These expressions are far
too long to write explicitly, even in the appendix, but the full Maxwell-Dirac equations can be
obtained simply by substituting in the expressions (377)-(381) from appendix D. In addition to
the four Maxwell-Dirac equations, we have the three equations provided by the Fierz identities
(203) and (204), as well as the continuity equations
2jb + ∂tja + ρ∂ρjb = 0, (226a)
2kb + ∂tka + ρ∂ρkb = −2imω, (226b)
obtained by applying the cylindrical four vector forms to (49) and (50).
5.3 P11,2 symmetry (“screw” subgroup)
5.3.1 Fierz identities
From (124), jµ and kµ have the form
jµ =


l+ja
0
0
l+ja

 , kµ =


l+ka
0
0
l+ka

 , (227)
where ja and ka are constants. Scalar fields σ and ω are also constants. Applying these forms
to the inner product Fierz identity (44) results in the expression
σ2 − ω2 = 0, (228)
because our P11,2 invariant four vectors are null. The orthogonality condition (45) results in
0 = 0, providing no further information.
5.3.2 Vector potential
Ignoring the fact that σ2 − ω2 = 0 for the moment, we shall carry out the Maxwell-Dirac
reduction to check what happens. Consider the gauge invariant vector potential (46). Since σ
and ω are constants, all of the derivative terms involving them vanish. The ǫµνρσ∂ν(jρkσ) term
also vanishes due to antisymmetry because the only non-zero derivatives are for ν = 0 when
ρ = 0, σ = 3 and vice-versa. We are left with
Bµ = −
1
q
mσjµ
σ2 − ω2
, (229)
which in explicit component form is
Bµ =


−l+mσja/q(σ
2 − ω2)
0
0
−l+mσja/q(σ
2 − ω2)

 . (230)
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5.3.3 Field strength tensor
The rational term in (47) vanishes due to the antisymmetry of ǫσρκτ and the fact that there are
only two non-zero Bµ components, so we are just left with the four-curl term. The only non-zero
component is F03 = −F30, which is
F03 = ∂tB3 − ∂zB0 = 2mσja/q(σ
2 − ω2), (231)
a constant term. Since the field strength tensor is constant the left-hand side of the Maxwell
equations (48) vanishes, leaving us with the result
ja = 0. (232)
5.3.4 Continuity equations
Now consider the two continuity equations (49) and (50). Applying our P11,2 invariant forms,
we find that
ja = 0, (233a)
ka = −imω, (233b)
the first equation confirming our Maxwell-Dirac result. Let us consider the result σ2 − ω2 = 0
more closely. This can be rearranged to give σ = ±ω, but since ω is pure imaginary and σ is
real, the only case in which they can be equal is when they are both zero. This in turn means
that ka = 0 also. We have thus obtained a closed form solution to the Maxwell-Dirac equations
under P11,2 symmetry, which unfortunately is constrained to be the trivial solution
σ = ω = 0,
jµ = kµ = 0. (234)
Note that this solution was obtained using only the Fierz identities and continuity equations; it
is unnecessary to deal with the full Maxwell-Dirac equations in this case.
5.4 P˜13,10 symmetry
5.4.1 Fierz identities
From (162), the P˜13,10 invariant form of j
µ is
jµ =


(l+/|l+|)e
−2y/λja + (l−/|l−|)e
2y/λjb
jc
jd
(l+/|l+|)e
−2y/λja − (l−/|l−|)e
2y/λjb

 , (235)
where ja, jb, etc. are constants. The axial four vector k
µ has the same form, but with ka
replacing ja, and so on. Remember that λ > 0 is a continuous parameter associated with the B˜λ
generator, with each value representing a different symmetry. Applying the symmetric forms of
jµ and kµ to the Fierz identities (44) and (45) gives
4(L/|L|)jajb − j
2
c − j
2
d = −4(L/|L|)kakb + k
2
c + k
2
d = σ
2 − ω2, (236)
2(L/|L|)(jakb + jbka)− jckc − jdkd = 0, (237)
where L ≡ l+l− Unlike previous examples, we will not apply these immediately to replace
elements of kµ, but wait until the Maxwell-Dirac system has been obtained.
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5.4.2 Vector potential
Since σ and ω are constants, the derivatives of these objects in (46) vanish, leaving us with
Bµ =
ǫµνρσ∂ν(jρkσ)− 2mσj
µ
2q(σ2 − ω2)
. (238)
The four-vectors only vary in the y−direction, so the only non-zero derivatives are for ν = 2
when ρ = 0, σ = 3 or ρ = 3, σ = 0. Setting µ = 0, the first term in the numerator is
ǫ02ρσ∂2(jρkσ) = ǫ
0213∂2(j1k3) + ǫ
0231∂2(j3k1)
= (l+/|l+|)(2/λ)e
−2y/λ(jcka − jakc) + (l−/|l−|)(2/λ)e
2y/λ(jckb − jbkc). (239)
Substituting into (238) for µ = 0, we get
B0 = (l+/|l+|)e
−2y/λBa + (l−/|l−|)e
2y/λBb, (240)
where Ba and Bb are the constants
Ba =
(1/λ)(jcka − jakc)−mσja
q(σ2 − ω2)
, (241)
Bb =
(1/λ)(jckb − jbkc)−mσjb
q(σ2 − ω2)
. (242)
Setting µ = 1 and µ = 2, we find that the first numerator term in (238) vanishes in both cases,
so these components are the constants
B1 = Bc = −
mσjc
q(σ2 − ω2)
, (243)
B2 = Bd = −
mσjd
q(σ2 − ω2)
. (244)
Lastly, we have µ = 3. The first numerator term is
ǫ32ρσ∂2(jρkσ) = ǫ
3201∂2(j0k1) + ǫ
3210∂2(j1k0)
= (l+/|l+|)(2/λ)e
−2y/λ(jcka − jakc)− (l−/|l−|)(2/λ)e
2y/λ(jckb − jbkc), (245)
which when substituting into B3 gives the final component
B3 = (l+/|l+|)e
−2y/λBa − (l−/|l−|)e
2y/λBb. (246)
We have determined that Bµ has the correct form for a P˜13,10 invariant four vector field
Bµ =


(l+/|l+|)e
−2y/λBa + (l−/|l−|)e
2y/λBb
Bc
Bd
(l+/|l+|)e
−2y/λBa − (l−/|l−|)e
2y/λBb

 , (247)
where Ba, etc. are constants, as required.
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5.4.3 Field strength tensor
Consider the rational term in (47). Since the only non-constants in jσ and kσ are e
±2y/λ, the
only non-vanishing derivative is ∂2 ≡ ∂y. In general, the rational term must vanish, because
µ 6= ν, so they cannot both be 2, and either derivative vanishing leads to the entire rational term
vanishing. So the field strength tensor reduces to the four curl of Bµ for this symmetry group
Fµν = ∂µBν − ∂νBµ. (248)
For similar reasons as above, the only non-vanishing elements of Fµν are those where one of the
indices is 2, and the other is either 0 or 3. Setting µ = 0, ν = 2, we get
F02 = ∂0B2 − ∂2B0 = (l+/|l+|)e
−2y/λFa − (l−/|l−|)e
2y/λFb, (249)
where Fa and Fb are the constants
Fa =
(2/λ)(jcka − jakc)− 2mσja
λq(σ2 − ω2)
, (250)
Fb =
(2/λ)(jckb − jbkc)− 2mσjb
λq(σ2 − ω2)
. (251)
Setting µ = 2, ν = 3, we get
F23 = ∂2B3 − ∂3B2 = (l+/|l+|)e
−2y/λFa + (l−/|l−|)e
2y/λFb, (252)
giving us the only other independent non-zero component of Fµν .
5.4.4 Maxwell equations
Setting µ = 0 in (48), we get
∂1F
10 + ∂2F
20 + ∂3F
30 = q
(
l+
|l+|
e−2y/λja +
l−
|l−|
e2y/λjb
)
. (253)
The only non-zero term on the left hand side is ∂2F
20 = ∂yF02, so carrying out the derivative
and rearranging gives us
l+
|l+|
e−2y/λ
{
4
λ2q(σ2 − ω2)
[
1
λ
(jcka − jakc)−mσja
]
+ qja
}
+
l−
|l−|
e2y/λ
{
4
λ2q(σ2 − ω2)
[
1
λ
(jckb − jbkc)−mσjb
]
+ qjb
}
= 0. (254)
Setting µ = 1 gives
∂0F
01 + ∂2F
21 + ∂3F
31 = qjc. (255)
Since the entire left hand side vanishes, we are left with
jc = 0. (256)
Setting µ = 2, we find for the same reason that
jd = 0. (257)
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Lastly, setting µ = 3 gives
∂0F
03 + ∂1F
13 + ∂2F
23 = q
(
l+
|l+|
e−2y/λja −
l−
|l−|
e2y/λjb
)
. (258)
Recognizing that the only non-zero term on the left is ∂2F
23 = ∂yF23, we end up with
l+
|l+|
e−2y/λ
{
4
λ2q(σ2 − ω2)
[
1
λ
(jcka − jakc)−mσja
]
+ qja
}
−
l−
|l−|
e2y/λ
{
4
λ2q(σ2 − ω2)
[
1
λ
(jckb − jbkc)−mσjb
]
+ qjb
}
= 0. (259)
Adding (254) and (259), discarding the non-zero coefficient and applying (256), we get
4
λ2q(σ2 − ω2)
(
−
jakc
λ
−mσja
)
+ qja = 0. (260)
Canceling the common factor ja and rearranging to solve for kc gives
kc =
λ3q2(σ2 − ω2)
4
− λmσ. (261)
Subtracting (259) from (254), applying (256) then discarding the non-zero coefficient and the
common factor jb gives exactly (261). Therefore, the three equations (256), (257) and (261)
constitute the Maxwell-Dirac equations for the P˜13,10 subalgebra.
5.4.5 Fierz-Maxwell-Dirac reduction
From this point on, for simplicity we shall set all of the discontinuous factors L/|L| = 1, choosing
the positive sign. We can further simplify the kc expression if we take into account the partial
conservation of the axial four vector (50). Since the only non-zero derivatives of kµ are ∂2k
0 and
∂2k
3, the left hand side vanishes, so the consistency condition
ω = 0 (262)
must hold. So (261) simplifies to an expression quadratic in σ
kc =
λ3q2σ2
4
− λmσ. (263)
Note that the continuity equation (49) gives the redundant expression 0 = 0, as the left side
vanishes for the same reasons as ∂µk
µ. Now consider the outer parts of the Fierz identity (236).
Setting jc = jd = ω = 0, this becomes
σ2 = 4jajb, (264)
which when substituted into (263) gives
kc = λ
3q2jajb ∓ 2λm
√
jajb. (265)
Additionally, looking at the left hand parts of (236), we can see that setting jc = jd = 0 gives us
−4jajb − 4kakb + k
2
c + k
2
d = 0. (266)
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Setting jc = jd = 0 in the orthogonality Fierz identity (237) gives the additional relationship
jakb = −jbka. (267)
Substituting (265) into (266) gives an algebraic equation of the form
f(ja, jb, ka, kb, kd;λ) = 0, (268)
where the function on the left is
f(ja, jb, ka, kb, kd;λ) = λ
6q4(jajb)
2∓ 4λ4q2m(jajb)
3/2+4(λ2m2− 1)jajb− 4kakb+ k
2
d. (269)
Values of ja, jb, ka, kb and kd which solve (268) for a given λ constitute solutions to the Fierz-
Maxwell-Dirac equations, symmetric under the P˜13,10 Poincare´ subalgebra. Note that we can
still eliminate one of the constants by imposing (267).
6 Conclusions
In this study, we developed a manifestly gauge invariant tensor formalism for the Maxwell-Dirac
system, then explored the reduction of this system under four different symmetry subalgebras of
the Poincare´ group.
Initially, a brief recap of the Dirac equation inversion for an Abelian gauge field Aµ was
given, followed by a short discussion on Fierz identities and bilinear products of spinors. Next,
the inverted Dirac equation was recast into a purely tensorial form, and a gauge-independent
vector potential Bµ was defined by subtracting the gauge-dependent parts from Aµ. Following
a brief discussion on the tetrad of mutually orthogonal vector fields, the electromagnetic field
strength tensor Fµν was recast into a manifestly gauge invariant form, involving only B
µ and
gauge independent tensors. The resulting set of tensorial, manifestly gauge invariant Maxwell-
Dirac equations, Fierz identities and consistency conditions was summarized in the list (44)-(50).
In the next section, the invariants and the forms of four vector fields for a given set of generators
were calculated by finding solutions of the vanishing Lie derivative PDEs via the method of
characteristics. Four example Poincare´ subalgebras were studied in particular: the standard
spherical and cylindrical symmetries, as well as the more unusual splitting P11,2 and non-splitting
P˜13,10 subalgebras of PWZ [11].
The first two subalgebras reduced dependent variables to functions of two independent vari-
ables, whereas the last two reduced dependent variables to constants, because of transitive action
on Minkowski space. The number of independent variables for the different symmetry subalge-
bras had a large impact on the complexity of the reduced Maxwell-Dirac system. For each
subalgebra, the invariant forms were applied to the bilinear tensor fields σ, ω, jµ and kµ, then
the reduced forms of the Fierz identities, gauge invariant vector potential, field strength tensor,
and Maxwell equations were calculated, with the reduced set of Maxwell-Dirac equations and
consistency conditions presented at the end of each subsection.
In the case of spherical symmetry, the Maxwell-Dirac equations took the form of two coupled
PDEs (197) and (198) in terms of the dependent functions ja, jb, σ and ω, as well as their t and r
derivatives up to third order. Additional information is provided in the spherically reduced Fierz
identity (199) and the continuity equations, (200) and (201). Interestingly, magnetic monopoles
appear in the field strength tensor, but ultimately play no part in the coupled Maxwell-Dirac
system.
Cylindrical symmetry resulted in a more complicated system, with the Maxwell-Dirac equa-
tions given implicitly by the set (223a), (223d), (224) and (225), where the field strength tensor
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dependent functions of t and ρ are given explicitly in appendix D. Five more equations are pro-
vided by the three Fierz identities (203) and (204), as well as the two continuity equations (226a)
and (226b).
The first of the PWZ subalgebras, the splitting P11,2, resulted in a strong reduction of the
Maxwell-Dirac system, to the point where the only allowed solution was the trivial one (234),
where all of the tensor fields are zero. This provided a good demonstration of the fact that if a
symmetry is too restrictive, the only solutions are vanishing fields.
The last example was the non-splitting subalgebra P˜13,10, where the Maxwell-Dirac system,
combined with the Fierz identities and continuity equations boiled down to the two algebraic
equations (267) and (268); solutions correspond to finding sets of constants ja, jb, ka, kb and
kd (where one other than kd can be eliminated) that solve this equation for a given type of
symmetry, defined by the continuous parameter λ > 0. Finding such a family of solutions to
this equation is a matter for further study, and is an interesting problem, as it would potentially
extend the types of known solutions beyond massless plane waves and solitons.
Finding numerical solutions to the spherical and cylindrical systems of equations presented in
this paper would also be an interesting exercise, and could be compared to the numerical solutions
of Radford and Booth [7], [8], [20], which were performed in the two-spinor formalism. Maxwell-
Dirac symmetry under the hyperbolic group SO(2, 1) would make a good comparison case in
further studies of the SO(3) spherical symmetry reduction, due to their algebraic similarity. In
the longer term, an exhaustive study of the Maxwell-Dirac symmetry reductions, under the entire
list of Poincare´ subalgebras given by PWZ [11] could be done, as well as subsequent studies of
their solutions.
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A Algebraic Identities
Throughout this paper we use the Levi-Civita symbol, defined as
ǫµνρσ =


+1 if {µ, ν, ρ, σ} is an even permutation of {0, 1, 2, 3}
−1 if is an odd permutation
0 otherwise,
(270)
with the additional property
ǫµνρσ = det(η)ǫ
µνρσ = −ǫµνρσ. (271)
For convenience, we another rank-4 antisymmetric symbol, the shorthand for which is
δµνρσ = i(ηµρηνσ − ηµσηνρ). (272)
A.1 Dirac Identities
{γµ, γν} = 2ηµν (273)
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[γµ, γν ] = −2iσµν (274)
γ5 = γ5 = −(i/4!)ǫµνρσγ
µγνγργσ = iγ0γ1γ2γ3 = −iγ0γ1γ2γ3 (275)
γ25 = I (276)
{γ5, γ
µ} = 0 (277)
[γ5, σ
µν ] = 0 (278)
γµγν = ηµν − iσµν (279)
γµγµ = 4 (280)
γµγ5γµ = −4γ5 (281)
γµγνγλ = ηµνγλ + ηνλγµ − ηµλγν − iǫµνλσγ5γσ (282)
γνγµγν = −2γ
µ (283)
γνγ5γ
µγν = 2γ5γ
µ (284)
γµγνγσγǫ = ηµνησǫ + ηνσηµǫ − ηµσηνǫ − iηµνσσǫ − iηνσσµǫ + iηµσσνǫ + iηµǫσσν
+ iηνǫσµσ + iησǫσνµ − iǫµνσǫγ5 (285)
γǫσµν = iηǫµγν − iηǫνγµ + ǫµνǫσγ5γσ (286)
σµνγǫ = iηνǫγµ − iηµǫγν + ǫµνǫσγ5γσ (287)
γµσσǫγν = iηǫνηµσ − iησνηµǫ + ηǫνσµσ − ησνσµǫ − ǫσǫνµγ5 + iǫ
σǫνλγ5σ
µ
λ (288)
γσσµνγσ = 0 (289)
− ǫλρσǫǫλ
µντ = ηρµησνηǫτ − ηρµηǫνηστ + ηρνηστηǫµ − ηρνηǫτησµ + ηρτησµηǫν
− ηρτηǫµησν (290)
A.2 Charge conjugation identities
C−1γTµC = −γµ (291)
C−1γT5 C = γ5 (292)
C−1σTµνC = σµν (293)
C−1(γµγν)
TC = γνγµ (294)
C−1(γ5γµ)
TC = γ5γµ (295)
The relationship between a charge conjugate bilinear and a regular bilinear, for commuting spinor
fields is
ψcΓχc = −χC−1ΓTCψ, (296)
where Γ is an element of the Dirac algebra. Some particular examples, using the above charge
conjugation identities are
ψcψc = −ψψ (297)
ψcγµψ
c = ψγµψ (298)
ψcσµνψ
c = ψσµνψ (299)
ψcγµγ
ν(∂νψ
c) = −(∂νψ)γ
νγµψ (300)
ψcψ = ψcγ5γµψ = ψ
cγ5ψ = 0 (301)
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(302)
The last identity is due to the fact these expressions equal their own negatives.
A.3 Dirac bilinear notation
The shorthand for gauge-independent Dirac bilinear tensors is as follows:
σ = ψψ (303)
jµ = ψγµψ (304)
sµν = ψσµνψ (305)
∗sµν = ψγ5σ
µνψ (306)
kµ = ψγ5γ
µψ (307)
ω = ψγ5ψ. (308)
With regards to convention, note that some authors define the pseudoscalar bilinear to be ω ≡
ψiγ5ψ. The gauge-dependent bilinear tensors are
mµ + inµ = ψcγµψ (309)
mµ = Re[ψcγµψ] = (1/2)(ψcγµψ + ψγµψc) (310)
nµ = Im[ψcγµψ] = (i/2)(ψγµψc − ψcγµψ). (311)
The last two equations follow from the bilinear complex conjugation identity
(χΓψ)∗ = ψ(γ0Γ
†γ0)χ, (312)
which implies, for Γ = γµ
(ψcγµψ)∗ = ψγµψc. (313)
B Expressions from bilinearization of the Dirac equation
We list here the various expressions resulting from left-multiplying the Dirac equation and its
charge conjugate by ψΓ and ψcΓ respectively (where Γ is an element of the Dirac algebra), then
1) subtracting the charge conjugate equation from the regular equation and 2) adding the charge
conjugate equation to the regular equation.
Γ = ψ:
jνAν =
i
2q
[ψγν(∂νψ)− (∂νψ)γ
νψ]−
mσ
q
(314)
∂νj
ν = 0 (315)
Γ = ψγ5:
∂νk
ν = −2imω (316)
kνAν =
i
2q
[ψγ5γ
ν(∂νψ)− (∂νψ)γ5γ
νψ] (317)
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Γ = ψγµ:
sµ
νAν =
i
2q
[ψσµ
ν(∂νψ)− (∂νψ)σµ
νψ]−
∂µσ
2q
(318)
Aµ =
1
2q
i[ψ(∂µψ)− (∂µψ)ψ] + ∂νsµ
ν − 2mjµ
σ
(319)
Γ = ψγ5γµ:
∗sµ
νAν =
i
2q
[ψγ5σµ
ν(∂νψ)− (∂νψ)γ5σµ
νψ]−
∂µω
2q
−
imkµ
q
(320)
Aµ =
1
2q
i[ψγ5(∂µψ)− (∂µψ)γ5ψ] + ∂ν
∗sµ
ν
ω
(321)
Γ = ψσµν :
δµν
ρσAρjσ =
1
2q
{
iδµν
ρσ[ψγσ(∂ρψ)− (∂ρψ)γσψ]− iǫµν
ρσ∂ρkσ
}
(322)
ǫµν
ρσAρkσ =
1
2q
{
iǫµν
ρσ[ψγ5γσ(∂ρψ)− (∂ρψ)γ5γσψ]− iδµν
ρσ∂ρjσ − 2msµν
}
(323)
Γ = ψγ5σµν :
ǫµν
ρσAρjσ =
1
2q
{
iǫµν
ρσ[ψγσ(∂ρψ)− (∂ρψ)γσψ]− iδµν
ρσ∂ρkσ
}
(324)
δµν
ρσAρkσ =
1
2q
{
iδµν
ρσ[ψγ5γσ(∂ρψ)− (∂ρψ)γ5γσψ]− iǫµν
ρσ∂ρjσ + 2m
∗sµν
}
(325)
C Vector potential in tensor form
This appendix contains a more detailed derivation of the inverted Dirac equation in terms of
bilinear tensors only, to supplement the brief outline contained in section 3.1. Throughout, we
will make heavy use of the identities contained within appendix A.
Given the two different forms of the inverted Abelian Dirac equation
Aµ =
1
2q
i[ψ(∂µψ)− (∂µψ)ψ] + ∂νsµ
ν − 2mjµ
σ
(326)
Aµ =
1
2q
i[ψγ5(∂µψ)− (∂µψ)γ5ψ] + ∂ν
∗sµ
ν
ω
, (327)
we can combine these into a single equation by adding them together and dividing by 2
Aµ =
1
4q
{
i[ψ(∂µψ)− (∂µψ)ψ]ω + i[ψγ5(∂µψ)− (∂µψ)γ5ψ]σ
σω
+
∂νsµ
ν
σ
+
∂ν
∗sµ
ν
ω
−
2mjµ
σ
}
. (328)
The appropriate tensor forms needed to replace the spinor terms in (328) are jν(∂µkν) and
mν(∂µnν). Consider the first
jν(∂µkν) = ψγ
νψ · (∂µψ)γ5γνψ + ψγ
νψ · ψγ5γν(∂µψ). (329)
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Fierz expanding the first term gives
ψγνψ · (∂µψ)γ5γνψ = −(∂µψ)ψ · ω − (1/2)(∂µψ)γσψ · k
σ
− (1/2)(∂µψ)γ5γσψ · j
σ + (∂µψ)γ5ψ · σ, (330)
and the second term gives
ψγνψ · ψγ5γν(∂µψ) = −ψγ5(∂µψ) · σ − (1/2)ψγ5γσ(∂µψ) · j
σ
− (1/2)ψγσ(∂µψ) · k
σ + ψ(∂µψ) · ω. (331)
Combining these, and rearranging the equation gives
jν(∂µkν) = (2/3)[ψ(∂µψ)− (∂µψ)ψ]ω− (2/3)[ψγ5(∂µψ)− (∂µψ)γ5ψ]σ− (1/3)k
ν(∂µjν). (332)
We can see that in order to completely derive this Fierz identity, we need to calculate kν(∂µjν),
and eliminate it by substitution. This is the same situation that arises when calculating the
Fierz identities for jνjν and k
νkν .
kν(∂µjν) = ψγ5γ
νψ · (∂µψ)γνψ + ψγ5γ
νψ · ψγν(∂µψ), (333)
now Fierz expanding the two terms respectively
ψγ5γ
νψ · (∂µψ)γνψ = (∂µψ)ψ · ω − (1/2)(∂µψ)γσψ · k
σ
− (1/2)(∂µψ)γ5γσψ · j
σ − (∂µψ)γ5ψ · σ, (334)
ψγ5γ
νψ · ψγν(∂µψ) = −ψ(∂µψ) · ω − (1/2)ψγσ(∂µψ) · k
σ
− (1/2)ψγ5γσ(∂µψ) · j
σ + ψγ5(∂µψ) · σ. (335)
Adding the terms gives
kν(∂µjν) = (2/3)[ψγ5(∂µψ)− (∂µψ)γ5ψ]σ − (2/3)[ψ(∂µψ)− (∂µψ)ψ]ω
− (1/3)jν(∂µkν), (336)
and substituting this into the jν(∂µkν) identity gives
jν(∂µkν) = [ψ(∂µψ)− (∂µψ)ψ]ω − [ψγ5(∂µψ)− (∂µψ)γ5ψ]σ. (337)
Likewise, substituting this into the kν(∂µjν) identity gives
kν(∂µjν) = [ψγ5(∂µψ)− (∂µψ)γ5ψ]σ − [ψ(∂µψ)− (∂µψ)ψ]ω, (338)
which implies the new Fierz identity
jν(∂µkν) = −k
ν(∂µjν) = [ψ(∂µψ)− (∂µψ)ψ]ω − [ψγ5(∂µψ)− (∂µψ)γ5ψ]σ. (339)
Now we consider mν(∂µnν), which, after applying the derivative and expanding is
mν(∂µnν) = (i/4)[ψ
cγνψ · (∂µψ)γνψ
c + ψcγνψ · ψγν(∂µψ
c)
− ψcγνψ · (∂µψ
c)γνψ − ψ
cγνψ · ψcγν(∂µψ) + ψγ
νψc · (∂µψ)γνψ
c
+ ψγνψc · ψγν(∂µψ
c)− ψγνψc · (∂µψ
c)γνψ − ψγ
νψc · ψcγν(∂µψ)]. (340)
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After Fierz expanding and applying the charge conjugation identity (296), the eight terms re-
spectively are
ψcγνψ · (∂µψ)γνψ
c = −(∂µψ)ψ · σ − (1/2)(∂µψ)γσψ · j
σ
+ (1/2)(∂µψ)γ5γσψ · k
σ + (∂µψ)γ5ψ · ω, (341)
ψcγνψ · ψγν(∂µψ
c) = −(∂µψ)ψ · σ − (1/2)(∂µψ)γσψ · j
σ
+ (1/2)(∂µψ)γ5γσψ · k
σ + (∂µψ)γ5ψ · ω, (342)
ψcγνψ · (∂µψ
c)γνψ = (∂µψ
c)ψ · ψcψ − (1/2)(∂µψ
c)γσψ · ψ
cγσψ
− (1/2)(∂µψ
c)γ5γσψ · ψ
cγ5γ
σψ − (∂µψ
c)γ5ψ · ψ
cγ5ψ, (343)
ψcγνψ · ψcγν(∂µψ) = ψ
cψ · ψc(∂µψ)− (1/2)ψ
cγσψ · ψ
cγσ(∂µψ)
− (1/2)ψcγ5γσψ · ψ
cγ5γ
σ(∂µψ)− ψ
cγ5ψ · ψ
cγ5(∂µψ), (344)
ψγνψc · (∂µψ)γνψ
c = (∂µψ)ψ
c · ψψc − (1/2)(∂µψ)γσψ
c · ψγσψc
− (1/2)(∂µψ)γ5γσψ
c · ψγ5γ
σψc − (∂µψ)γ5ψ
c · ψγ5ψ
c, (345)
ψγνψc · ψγν(∂µψ
c) = ψψc · ψ(∂µψ
c)− (1/2)ψγσψ
c · ψγσ(∂µψ
c)
− (1/2)ψγ5γσψ
c · ψγ5γ
σ(∂µψ
c)− ψγ5ψ
c · ψγ5(∂µψ
c), (346)
ψγνψc · (∂µψ
c)γνψ = −ψ(∂µψ)σ − (1/2)ψγσ(∂µψ) · j
σ
+ (1/2)ψγ5γσ(∂µψ) · k
σ + ψγ5(∂µψ) · ω, (347)
ψγνψc · ψcγν(∂µψ) = −ψ(∂µψ) · σ − (1/2)ψγσ(∂µψ) · j
σ
+ (1/2)ψγ5γσ(∂µψ) · k
σ + ψγ5(∂µψ) · ω. (348)
Adding these together and gathering terms gives
mν(∂µnν) = (i/4){2[ψ(∂µψ)− (∂µψ)ψ]σ − 2[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω
+ [ψγσ(∂µψ)− (∂µψ)γσψ]j
σ − [ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ]k
σ
− ∂µ(ψ
cψ) · ψcψ + ∂µ(ψψ
c) · ψψc + ∂µ(ψ
cγ5ψ) · ψ
cγ5ψ
− ∂µ(ψγ5ψ
c) · ψγ5ψ
c + (1/2)∂µ(ψ
cγσψ) · ψ
cγσψ
− (1/2)∂µ(ψγσψ
c) · ψγσψc + (1/2)∂µ(ψ
cγ5γσψ) · ψ
cγ5γ
σψ
− (1/2)∂µ(ψγ5γσψ
c) · ψγ5γ
σψc}. (349)
Now, using (296), and setting χc = ψ, which implies χ = ψc, we can show that ψcψ = 0,
ψcγ5γσψ = 0 and ψ
cγ5ψ = 0, because they equal their own negatives. The same goes for the
corresponding bilinears with the charge conjugation index switched. Our equation now whittles
down to
mν(∂µnν) = (i/4){2[ψ(∂µψ)− (∂µψ)ψ]σ − 2[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω
+ [ψγσ(∂µψ)− (∂µψ)γσψ]j
σ − [ψγ5γσ(∂µψ)− (∂µψ)γ5γσψ]k
σ
+ (1/2)∂µ(ψ
cγσψ) · ψ
cγσψ − (1/2)∂µ(ψγσψ
c) · ψγσψc}. (350)
We can use the result of the complex conjugation bilinear identity (312), (ψcγµψ)
∗ = ψγµψ
c,
which implies that ψγµψ
c = mµ − inµ. So taking the last two terms from the equation for
mν(∂µnν)
(1/2)∂µ(ψ
cγσψ) · ψ
cγσψ − (1/2)∂µ(ψγσψ
c) · ψγσψc
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= (1/2)∂µ(mσ + inσ)(m
σ + inσ)− (1/2)∂µ(mσ − inσ)(m
σ − inσ)
= 2i∂µ(mσn
σ)
= 0, (351)
by the orthogonality of mµ and nν . Our equation now becomes
mν(∂µnν) = (i/4){2[ψ(∂µψ)− (∂µψ)ψ]σ − 2[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω
+ [ψγν(∂µψ)− (∂µψ)γνψ]j
ν − [ψγ5γν(∂µψ)− (∂µψ)γ5γνψ]k
ν}. (352)
We can eliminate the last two terms via a Fierz expansion process analogous to that of jν(∂µkν)
and kν(∂µjν). The expanded terms on the left are
ψγν(∂µψ) · ψγ
νψ = ψ(∂µψ) · σ − (1/2)ψγν(∂µψ) · j
ν − (1/2)ψγ5γν(∂µψ) · k
ν
− ψγ5(∂µψ) · ω, (353)
(∂µψ)γνψ · ψγ
νψ = (∂µψ)ψ · σ − (1/2)(∂µψ)γνψ · j
ν − (1/2)(∂µψ)γ5γνψ · k
σ
− (∂µψ)γ5ψ · ω. (354)
Subtracting the second term from the first and rearranging gives
[ψγν(∂µψ)− (∂µψ)γνψ]j
ν = (2/3)[ψ(∂µψ)− (∂µψ)ψ]σ
− (2/3)[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω − (1/3)[ψγ5γν(∂µψ)− (∂µψ)γ5γνψ]k
ν , (355)
where we can see that as mentioned before, we must also consider the Fierz expansion of
[ψγ5γν(∂µψ) −(∂µψ)γ5γνψ]k
ν . The two Fierz expanded terms are
ψγ5γν(∂µψ) · ψγ5γ
νψ = −ψ(∂µψ) · σ − (1/2)ψγν(∂µψ) · j
ν
− (1/2)ψγ5γν(∂µψ) · k
ν + ψγ5(∂µψ) · ω, (356)
(∂µψ)γ5γνψ · ψγ5γ
νψ = −(∂µψ)ψ · σ − (1/2)(∂µψ)γνψ · j
ν
− (1/2)(∂µψ)γ5γνψ · k
ν + (∂µψ)γ5ψ · ω. (357)
Subtracting the second term from the first and rearranging gives
[ψγ5γν(∂µψ)− (∂µψ)γ5γνψ]k
ν = −(2/3)[ψ(∂µψ)− (∂µψ)ψ]σ
+ (2/3)[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω − (1/3)[ψγν(∂µψ)− (∂µψ)γνψ]j
ν . (358)
Substituting this into (355) gives the identity
[ψγν(∂µψ)− (∂µψ)γνψ]j
ν = [ψ(∂µψ)− (∂µψ)ψ]σ − [ψγ5(∂µψ)− (∂µψ)γ5ψ]ω, (359)
then subsequently substituting this into (358) gives
[ψγ5γν(∂µψ)− (∂µψ)γ5γνψ]k
ν = −[ψ(∂µψ)− (∂µψ)ψ]σ + [ψγ5(∂µψ)− (∂µψ)γ5ψ]ω. (360)
This provides us with another Fierz identity
[ψγν(∂µψ)− (∂µψ)γνψ]j
ν = −[ψγ5γν(∂µψ)− (∂µψ)γ5γνψ]k
ν
= [ψ(∂µψ)− (∂µψ)ψ]σ − [ψγ5(∂µψ)− (∂µψ)γ5ψ]ω, (361)
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which when substituted into (352) gives its final form
mν(∂µnν) = i[ψ(∂µψ)− (∂µψ)ψ]σ − i[ψγ5(∂µψ)− (∂µψ)γ5ψ]ω. (362)
It can be shown via a similar process, that
mν(∂µnν) = −n
ν(∂µmν). (363)
We can now use the identities (337) and (362) to describe the spinorial objects in the inverted
Dirac equation in terms of tensors alone. From (337), we get
[ψ(∂µψ)− (∂µψ)ψ] = j
ν(∂µkν)ω
−1 + [ψγ5(∂µψ)− (∂µψ)γ5ψ]σω
−1, (364)
and from (362) we get
[ψγ5(∂µψ)− (∂µψ)γ5ψ] = im
ν(∂µnν)ω
−1 + [ψ(∂µψ)− (∂µψ)ψ]σω
−1. (365)
After substitution and rearrangement, we get the required spinor replacement identities
[ψ(∂µψ)− (∂µψ)ψ] = −(σ
2 − ω2)−1[jν(∂µkν)ω + im
ν(∂µnν)σ], (366)
[ψγ5(∂µψ)− (∂µψ)γ5ψ] = −(σ
2 − ω2)−1[jν(∂µkν)σ + im
ν(∂µnν)ω]. (367)
Combining these two identities in the form they appear in (328)
{i[ψ(∂µψ)− (∂µψ)ψ]ω + i[ψγ5(∂µψ)− (∂µψ)γ5ψ]σ}(σω)
−1
= {ω[mν(∂µnν)σ − ij
ν(∂µkν)ω] + σ[m
ν(∂µnν)ω − ij
ν(∂µkν)σ]}
· [σω(σ2 − ω2)]−1
=
2mν(∂µnν)
σ2 − ω2
−
ijν(∂µkν)
σ2 − ω2
(
σ2 + ω2
σω
)
. (368)
Substitute into (328):
Aµ =
1
4q
{
2mν(∂µnν)
σ2 − ω2
− ijν(∂µkν)
[
σ2 + ω2
σω(σ2 − ω2)
]
+
∂νsµ
ν
σ
+
∂ν
∗sµ
ν
ω
−
2mjµ
σ
}
, (369)
which technically, is an expression for Aµ exclusively in tensor form. However, we can simplify
this. Substituting (366) into the original inverted Dirac equation (326) gives
Aµ =
1
2q
{
mν(∂µnν)
σ2 − ω2
− ijν(∂µkν)
[
ω
σ(σ2 − ω2)
]
+
∂νsµ
ν
σ
−
2mjµ
σ
}
, (370)
and substituting (367) into the alternative inverted Dirac equation (327) gives
Aµ =
1
2q
{
mν(∂µnν)
σ2 − ω2
− ijν(∂µkν)
[
σ
ω(σ2 − ω2)
]
+
∂ν
∗sµ
ν
ω
}
. (371)
Adding (370) and (371) and dividing by 2 results in (369), the combined form of Aµ already
obtained. But if we subtract these two and rearrange, we obtain a new identity that we can use
to eliminate ijν(∂µkν)
ijν(∂µkν) = 2mωjµ + σ∂ν
∗sµ
ν − ω∂νsµ
ν . (372)
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Take the ijν(∂µkν) term from (369) and substitute the above identity
− ijν(∂µkν)
[
σ2 + ω2
σω(σ2 − ω2)
]
= −(2mωjµ + σ∂ν
∗sµ
ν − ω∂νsµ
ν)
[
σ2 + ω2
σω(σ2 − ω2)
]
=
−2mσ2ωjµ − 2mω
3jµ − σ
3∂ν
∗sµ
ν − σω2∂ν
∗sµ
ν + σ2ω∂νsµ
ν + ω3∂νsµ
ν
σω(σ2 − ω2)
. (373)
Rearrange the last three terms in (369)
∂νsµ
ν
σ
+
∂ν
∗sµ
ν
ω
−
2mjµ
σ
=
(
ω∂νsµ
ν + σ∂ν
∗sµ
ν − 2mωjµ
σω
)(
σ2 − ω2
σ2 − ω2
)
=
−2mσ2ωjµ + 2mω
3jµ + σ
3∂ν
∗sµ
ν − σω2∂ν
∗sµ
ν + σ2ω∂νsµ
ν − ω3∂νsµ
ν
σω(σ2 − ω2)
, (374)
and adding the previous two equations together gives
− ijν(∂µkν)
[
σ2 + ω2
σω(σ2 − ω2)
]
+
∂νsµ
ν
σ
+
∂ν
∗sµ
ν
ω
−
2mjµ
σ
=
2σ2ω∂νsµ
ν − 2σω2∂ν
∗sµ
ν − 4mσ2ωjµ
σω(σ2 − ω2)
=
2(σ∂νsµ
ν − ω∂ν
∗sµ
ν − 2mσjµ)
(σ2 − ω2)
. (375)
Therefore, our final form of Aµ in tensor form is
Aµ =
1
2q
mν(∂µnν) + σ∂νsµ
ν − ω∂ν
∗sµ
ν − 2mσjµ
σ2 − ω2
. (376)
D Cylindrically symmetric field strength tensor
In this appendix, we present the dependent functions of t and ρ in the cylindrically symmetric
field strength tensor in terms of the jµ, kµ, σ and ω tensor fields. The functions appearing in
F01 = −xFa + yFb and F02 = −yFa − xFb are
Fa = −2[q(σ
2 − ω2)3]−1{(jdkc,t − jckd,t − kdjc,t + kcjd,t − 2mσjb)(σσt − ωωt)
· (σ2 − ω2) + (jckd,ρ − jdkc,ρ − kcjd,ρ + kdjc,ρ)(σσρ − ωωρ)(σ
2 − ω2)
+ (jckd − jdkc)(σσt − ωωt)
2 + (jdkc − jckd)(σσρ − ωωρ)
2 + (2/ρ)(jckd
− jdkc −mσja)(σσρ − ωωρ)(σ
2 − ω2) + i[(jbka − jakb)(σtω − σωt)
· (σσt − ωωt) + (jakb − jbka)(σρω − σωρ)(σσρ − ωωρ)]}
+ [2q(σ2 − ω2)2]−1{(jdkc,tt + 2jd,tkc,t + jd,ttkc − jckd,tt − 2jc,tkd,t
− jc,ttkd + jckd,ρρ + 2jc,ρkd,ρ + jc,ρρkd − jdkc,ρρ − 2jd,ρkc,ρ − jd,ρρkc
− 2mσtjb − 2mσjb,t)(σ
2 − ω2) + (jdkc,t + jd,tkc − jckd,t − jc,tkd
− 4mσjb)(σσt − ωωt) + (jckd,ρ + jc,ρkd − jdkc,ρ − jd,ρkc)(σσρ − ωωρ)
+ (jckd − jdkc)(σ
2
t + σσtt − ω
2
t − ωωtt) + (jdkc − jckd)(σ
2
ρ + σσρρ
− ω2ρ − ωωρρ) + (1/ρ)(3jckd,ρ + 3jc,ρkd − 3jdkc,ρ − 3jd,ρkc − 2mσρja
− 2mσja,ρ)(σ
2 − ω2) + (1/ρ)(3jckd − 3jdkc − 4mσja)(σσρ − ωωρ)
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+ i[(jbka,t + jb,tka − jakb,t − ja,tkb)(σtω − σωt) + (jakb,ρ + ja,ρkb
− jbka,ρ − jb,ρka)(σρω − σωρ) + (jbka − jakb)(σttω − σωtt) + (jakb
− jbka)(σρρω − σωρρ) + (1/ρ)(jakb − jbka)(σρω − σωρ)] + (jdka
− jakd)(jbjc,t − jcjb,t − kbkc,t + kckb,t) + (jckb − jbkc)(jdja,t − jajd,t
− kdka,t + kakd,t)− ρ[(jakb − jbka)(jd,tjc,ρ − jc,tjd,ρ − kd,tkc,ρ + kc,tkd,ρ)
+ (jakc − jcka)(jb,tjd,ρ − jd,tjb,ρ − kb,tkd,ρ + kd,tkb,ρ) + (jakd − jdka)
· (jc,tjb,ρ − jb,tjc,ρ − kc,tkb,ρ + kb,tkc,ρ) + (jbkc − jckb)(jd,tja,ρ − ja,tjd,ρ
− kd,tka,ρ + ka,tkd,ρ) + (jbkd − jdkb)(ja,tjc,ρ − jc,tja,ρ − ka,tkc,ρ + kc,tka,ρ)
+ (jckd − jdkc)(jb,tja,ρ − ja,tjb,ρ − kb,tka,ρ + ka,tkb,ρ)]}, (377)
as well as
Fb = −2[q(σ
2 − ω2)3]−1(σσt − ωωt){(jbkd,t + jb,tkd − jdkb,t − jd,tkb − 2mσjc)
· (σ2 − ω2) + (jdkb − jbkd)(σσt − ωωt) + (1/ρ)(jakd,ρ + ja,ρkd − jdka,ρ
− jd,ρka)(σ
2 − ω2) + (1/ρ)(jdka − jakd)(σσρ − ωωρ) + i[(jcka − jakc)
· (σtω − σωt) + ρ(jckb − jbkc)(σρω − σωρ)]}+ [2q(σ
2 − ω2)2]−1{(jbkd,tt
+ 2jb,tkd,t + jb,ttkd − jdkb,tt − 2jd,tkb,t − jd,ttkb − 2mσtjc − 2mσjc,t)
· (σ2 − ω2) + (jbkd,t + jb,tkd − jdkb,t − jd,tkb − 4mσjc)(σσt − ωωt)
+ (jdkb − jbkd)(σ
2
t + σσtt − ω
2
t − ωωtt) + (1/ρ)(jakd,tρ + ja,tkd,ρ
+ ja,ρkd,t + ja,tρkd − jdka,tρ − jd,tka,ρ − jd,ρka,t − jd,tρka)(σ
2 − ω2)
+ (2/ρ)(jakd,ρ + ja,ρkd − jdka,ρ − jd,ρka)(σσt − ωωt) + (1/ρ)(jdka,t
+ jd,tka − jakd,t − ja,tkd)(σσρ − ωωρ) + (1/ρ)(jdka − jakd)(σtσρ + σσtρ
− ωtωρ − ωωtρ) + i[(jcka,t + jc,tka − jakc,t − ja,tkc)(σtω − σωt)
+ (jcka − jakc)(σttω − σωtt) + ρ(jckb,t + jc,tkb − jbkc,t − jb,tkc)(σρω
− σωρ) + ρ(jckb − jbkc)(σρωt + σtρω − σtωρ − σωtρ) + (jakd − jdka)
· (jbjb,t + jcjc,t − kbkb,t − kckc,t) + (jbkb + jckc)(ja,tjd − jajd,t + ka,tkd
− kakd,t) + (j
2
b + j
2
c )(jd,tka − ja,tkd) + (k
2
b + k
2
c )(jakd,t − jdka,t)}. (378)
The function in F03 = −Fc is
Fc = 2[q(σ
2 − ω2)3]−1(σσt − ωωt){2(jcka − jakc −mσjd)(σ
2 − ω2)
+ ρ(jcka,ρ + jc,ρka − jakc,ρ − ja,ρkc)(σ
2 − ω2) + ρ(jakc − jcka)(σσρ
− ωωρ) + ρ
2(jckb,t + jc,tkb − jbkc,t − jb,tkc)(σ
2 − ω2) + ρ2(jbkc − jckb)
· (σσt − ωωt) + i[(jdka − jakd)(σtω − σωt) + ρ(jdkb − jbkd)(σρω − σωρ)]}
− [2q(σ2 − ω2)2]−1{2(jcka,t + jc,tka − jakc,t − ja,tkc −mσtjd −mσjd,t)
· (σ2 − ω2) + 4(jcka − jakc −mσjd)(σσt − ωωt) + ρ(jcka,tρ + jc,tka,ρ
+ jc,ρka,t + jc,tρka − jakc,tρ − ja,tkc,ρ − ja,ρkc,t − ja,tρkc)(σ
2 − ω2)
+ 2ρ(jcka,ρ + jc,ρka − jakc,ρ − ja,ρkc)(σσt − ωωt) + ρ(jakc,t + ja,tkc
− jcka,t − jc,tka)(σσρ − ωωρ) + ρ(jakc − jcka)(σtσρ + σσtρ − ωtωρ
− ωωtρ) + ρ
2(jckb,tt + 2jc,tkb,t + jc,ttkb − jbkc,tt − 2jb,tkc,t − jb,ttkc)
· (σ2 − ω2) + ρ2(jckb,t + jc,tkb − jbkc,t − jb,tkc)(σσt − ωωt) + ρ
2(jbkc
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− jckb)(σ
2
t + σσtt − ω
2
t − ωωtt) + i[(jdka − jakd)(σttω − σωtt) + (jdka,t
+ jd,tka − jakd,t − ja,tkd)(σtω − σωt) + ρ(jdkb,t + jd,tkb − jbkd,t − jb,tkd)
· (σρω − σωρ) + ρ(jdkb − jbkd)(σρωt + σtρω − σtωρ − σωtρ)]} (379)
The function F12 = Fd is
Fd = −[2q(σ
2 − ω2)2]−1{(2jbkd,t + 2jb,tkd − 2jdkb,t − 2jd,tkb + jakd,ρρ
+ 2ja,ρkd,ρ + ja,ρρkd − jdka,ρρ − 2jd,ρka,ρ − jd,ρρka − 4mσjc)(σ
2 − ω2)
+ 2(jdkb − jbkd)(σσt − ωωt) + (jakd,ρ + ja,ρkd − jdka,ρ − jd,ρka)(σσρ
− ωωρ) + (jdka − jakd)(σ
2
ρ + σσρρ − ω
2
ρ − ωωρρ) + (1/ρ)(jakd,ρ + ja,ρkd
− jdka,ρ − jd,ρka)(σ
2 − ω2) + (1/ρ)(jdka − jakd)(σσρ − ωωρ) + ρ(jbkd,tρ
+ jb,tkd,ρ + jb,ρkd,t + jb,tρkd − jdkb,tρ − jd,tkb,ρ − jd,ρkb,t − jd,tρkb − 2mσρjc
− 2mσjc,ρ)(σ
2 − ω2) + ρ(jdkb,ρ + jd,ρkb − jbkd,ρ − jb,ρkd)(σσt − ωωt)
+ 2ρ(jbkd,t + jb,tkd − jdkb,t − jd,tkb − 2mσjc)(σσρ − ωωρ) + ρ(jdkb
− jbkd)(σtσρ + σσtρ − ωtωρ − ωωtρ) + i[2(jcka − jakc)(σtω − σωt)
+ ρ(jcka,ρ + jc,ρka − jakc,ρ − ja,ρkc)(σtω − σωt) + 3ρ(jckb − jbkc)(σρω
− σωρ) + ρ(jcka − jakc)(σtωρ + σtρω − σρωt − σωtρ) + ρ
2(jckb − jbkc)
· (σρρω − σωρρ) + ρ
2(σρω − σωρ)(jckb,ρ + jc,ρkb − jbkc,ρ − jb,ρkc)]
·+(jakd − jdka)(j
2
b + j
2
c − k
2
b − k
2
c )− ρ[(jakb − jbka)(jbjd,ρ − kbkd,ρ)
+ (jakc − jcka)(jcjd,ρ − kckd,ρ) + (jbkd − jdkb)(jbja,ρ − kbka,ρ) + (jckd
− jdkc)(jcja,ρ − kcka,ρ) + (jdka − jakd)(jbjb,ρ + jcjc,ρ − kbkb,ρ − kckc,ρ)]}
+ 2[q(σ2 − ω2)3]−1(σσρ − ωωρ){(ja,ρkd + jakd,ρ − jdka,ρ − jd,ρka)(σ
2 − ω2)
+ (jdka − jakd)(σσρ − ωωρ) + ρ(jdkb − jbkd)(σσt − ωωt) + ρ(jbkd,t
+ jb,tkd − jdkb,t − jd,tkb − 2mσjc)(σ
2 − ω2) + i[ρ(jcka − jakc)(σtω − σωt)
+ ρ2(jckb − jbkc)(σρω − σωρ)]}. (380)
Lastly, the function in F13 = xFe and F23 = yFe is
Fe = −2[q(σ
2 − ω2)3]−1(σσρ − ωωρ){(jcka,ρ + jc,ρka − jakc,ρ − ja,ρkc)
· (σ2 − ω2) + (jakc − jcka)(σσρ − ωωρ) + (2/ρ)(jcka − jakc −mσjd)
· (σ2 − ω2) + ρ(jckb,t + jc,tkb − jbkc,t − jb,tkc)(σ
2 − ω2) + ρ(jbkc − jckb)
· (σσt − ωωt) + i[(jdkb − jbkd)(σρω − σωρ) + (1/ρ)(jdka − jakd)(σtω
− σωt)]} + [2q(σ
2 − ω2)2]−1{(2jckb,t + 2jc,tkb − 2jbkc,t − 2jb,tkc + jcka,ρρ
+ 2jc,ρka,ρ + jc,ρρka − jakc,ρρ − 2ja,ρkc,ρ − ja,ρρkc)(σ
2 − ω2) + 2(jbkc
− jckb)(σσt − ωωt) + (jcka,ρ + jc,ρka − jakc,ρ − ja,ρkc)(σσρ − ωωρ)
+ (jakc − jcka)(σ
2
ρ + σσρρ − ω
2
ρ − ωωρρ) + (1/ρ)(3jcka,ρ + 3jc,ρka
− 3jakc,ρ − 3ja,ρkc − 2mσρjd − 2mσjd,ρ)(σ
2 − ω2) + (1/ρ)(3jcka
− 3jakc − 4mσjd)(σσρ − ωωρ) + ρ(jckb,tρ + jc,tkb,ρ + jc,ρkb,t + jc,tρkb
− jbkc,tρ − jb,tkc,ρ − jb,ρkc,t − jb,tρkc)(σ
2 − ω2) + ρ(jbkc,ρ + jb,ρkc − jckb,ρ
− jc,ρkb)(σσt − ωωt) + 2ρ(jckb,t + jc,tkb − jbkc,t − jb,tkc)(σσρ − ωωρ)
+ ρ(jbkc − jckb)(σtσρ + σσtρ − ωtωρ − ωωtρ) + i[(jdkb,ρ + jd,ρkb − jbkd,ρ
52
− jb,ρkd)(σρω − σωρ) + (jdkb − jbkd)(σρρω − σωρρ) + (1/ρ)(jdka,ρ + jd,ρka
− jakd,ρ − ja,ρkd)(σtω − σωt) + (1/ρ)(jdkb − jbkd)(σρω − σωρ)
+ (1/ρ)(jdka − jakd)(σtρω + σtωρ − σρωt − σωtρ)]}. (381)
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