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I N T R O D U C T I O N
The patent system as it exists today was devised as a way to encour-
age innovation in an increasingly technological society. In return for
the exclusive right to exploit their invention commercially for a lim-
ited period of time, inventors have to divulge all technical details of
their invention. These patent documents are then made publicly avail-
able at the patent offices and as such become part of the collective
knowledge of a society.
Patenting has a long history (Frumkin, 1945), and throughout the
years the patent offices around the world have amassed millions of
patent documents, collections that have to be organised in a well-
designed taxonomy if they are to be usable for patent searchers. One
widely used taxonomy is the International Patent Classification (IPC),
a complex hierarchical category structure which covers all areas of
technology. The IPC is a manually constructed taxonomy, which has
been updated and refined over the last 40 years and is used in the
patent offices of over 90 countries. It currently comprises five levels,
of increasingly fine granularity: sections, classes, subclasses, groups
and subgroups.
Patent classification as we define it in this thesis is the task of as-
signing one or more IPC labels to a patent document. IPC labels are
used in various processes at the patent offices: During the examina-
tion phase when an examiner tries to find similar patents in order
to determine if an invention is novel (prior-art search); during the
preclassification phase when an application is routed towards the rel-
evant examiner; and during reclassification of the patent documents
in the patent database when the labels are updated to the newest
version of the IPC.
Increased globalization and changes in company patenting policies
have led to a surge in the number of patent filings in the last two
decades (Blind et al., 2004), which has overwhelmed the patent of-
fices and created a backlog of patent applications waiting to be ex-
amined. Automating at least part of the classification process would
considerably reduce the workload of the patent examiners. This need
has been recognized in the patent community, and there have been
some attempts to draw academic interest to the problems of patent
classification (Krier and Zaccà, 2002; Iwayama and Fujii, 2003; Kando
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and Leong, 2000). The most recent initiative was the foundation of
the Information Retrieval Facility (IRF)1, a research platform that pro-
moted collaborations between the Information Retrieval and Machine
Learning communities on the one hand, and the patent community
on the other hand. As part of its mission the IRF has organized several
CLEF-IP patent classification tracks2 which investigated the problem
of patent classification from a text classification perspective. The aim
was to abstract away from day-to-day practicalities and examine the
properties of patent classification as a text classification task.
Around the same time (and initially funded by same source) the
Text Mining for Intellectual Property (TM4IP) project, which this
thesis is a product of, started at the Radboud University Nijmegen.
The aim of the TM4IP project was to re-examine the use of phrasal
features for information retrieval and text classification and more spe-
cifically in the patent domain. This research direction was motivated
by one of the unique characteristics of patent texts which make it
very difficult for automated processing: The use of ‘patentese’ in pat-
ent documents.
Patentese (or ‘legalese’) refers to the obscure style of writing used
in patent documents. The primary goal of a patent writer is to se-
cure the broadest possible legal scope and protection for the inven-
tion described, rather than communicating information to the reader.
Consider the following excerpt:
The invention relates to a chair, having a seat (1) that is
aligned substantially horizontally, comprising a seat panel
(2) for receiving the buttocks of a person. The invention
further provides at least two leg rests (3), (4) that connect
to the seat panel (2) and can be inclined relative to the seat
panel (2) at an angle α. Both leg rests (3), (4) are supported
on a rocker (21) that is disposed below the same and is at
least indirectly connected to the seat panel (2), wherein
upon downward pivoting one of the two leg rests (3) the
rocker (21) effects an upward lifting of the other leg rest (4)
relative to the leg rest (3) having been downward pivoted.
This is an – almost unrecognisable – description of a dentist
chair. The long, syntactically complex sentences pose big problems
for linguistic processing methods such as syntactic parsing. As re-
gards text classification, the use of a large number of highly spe-
cific terms (sometimes even invented by the applicant themselves
(Atkinson, 2008)) and acronyms (Kando and Leong, 2000) leads to
1 The IRF has ceased operations in 2012. For more information see http://en.
wikipedia.org/wiki/Information_Retrieval_Facility
2 Information on the tracks and data sets can be found at http://www.ifs.tuwien.ac.
at/~clef-ip/index.html.
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an extremely sparse feature space.3 While high-frequency terms do
exist in the patent domain these are often generic terms, like for
example ‘means’, ‘invention’, ‘device’. Generic terms carry little se-
mantic information by themselves, but often appear in multi-word
terms (Verberne et al., 2010a) which may be category-specific, and as
such might make for useful features for classification. Another com-
plicating factor is that the patent domain is not a well-delineated field
with a domain-specific terminology, but rather spans all technological
fields for which inventions can be patented, which leads to a large
number of homonyms and even more confusability of the generic
terms.
With this state of affairs the idea of generating (informative) fea-
tures that encapsulate more context, i.e. phrasal features, seems a
plausible approach to improve patent classification. This thesis ad-
dresses two research issues: research on feature selection for text clas-
sification in general (see section 1.2.1), and the use of phrasal features
in the field of patent classification in particular (see section 1.2.2).
1.1 main research objective
In this thesis, we aim to investigate the use of phrases as informative
features in patent (text) classification. First, we will examine what
content and structure phrasal features should have to be optimal (text)
classification features. In the second part of the thesis we focus on the
improvements that can be gained by using phrasal features when
dealing with two important aspects of patent classification, namely
variation over time, and classification on different levels of the IPC.
In the course of the TM4IP project we (mostly) restricted ourselves
to English, as the documents in English comprised the main bulk of
the patent data available. Section 2.4.5 deals with generalizability to
other languages. Please note that in all experiments we train and test
classifiers on the whole patent corpus; we do not restrict ourselves to
one technological field. We do this to maximise the generalizability
of our findings and to avoid bias for a particular field, like for ex-
ample the chemical domain where long strings of letters are used to
represent formulas.
In the following section we first briefly discuss the previous work
done on phrases as text classification features. Second, we give a sum-
mary of the different aspects that characterize patent classification.
3 Please note that in this thesis the term ‘sparseness’ will be used to refer to two
different problems: Feature sparseness refers to the problem of a high-dimensional
feature space, in which many of the coefficients that make up the document vectors
are zero. Data sparseness refers to the relative lack of training material, i.e. data points,
for a category.
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1.2.1 Phrasal features for text classification
The use of phrases as (additional) text classification features attrac-
ted a lot of attention from the Machine Learning and Information
Retrieval communities in the nineties.
Fagan (1987) was the first to conduct an extensive study on the
usefulness of phrase indexing for Information Retrieval purposes. He
found that adding phrases can improve retrieval performance, but
that both syntactic and statistical phrases yield inconsistent improve-
ments. Mitra et al. (1997) performed a similar study and found that
the difference in effectiveness between the two types is almost negli-
gible, since there is a significant overlap between the sets of phrases
generated by the two methods.
Some studies focused on using NLP methods such as PoS-tagging
and/or syntactic parsing to select and normalize phrases which are
then added as index terms (Strzalkowski, 1995; Pohlmann and Kraaij,
1997). Strzalkowski (1995) found that when weighting schemes are
updated to account for the different types of terms, adding syntactic
terms can improve retrieval. Pohlmann and Kraaij (1997) found that
extracted noun phrases (in the form of adjective-Noun and noun-
noun modifier pairs) yielded the best retrieval performance. A con-
cise overview of studies on different types of phrases for Information
Retrieval can be found in Ferrández (2011).
In the field of text classification similar investigations were carried
out. Most of these studies found that using phrasal features did not
significantly improve and sometimes even caused classification per-
formance to deteriorate compared to unigram-only approaches (Bek-
kerman and Allan, 2003), both for statistical (Lewis, 1992; Fürnkranz,
1999) and syntactic phrases (Lewis, 1992; Apté et al., 1994; Larkey,
1998). The general consensus was that phrases were just too sparse
to ever achieve high enough frequencies so as to make informative
features during the classification process. However, with the advent
of bigger corpora and more computer power, new possibilities have
opened up and the topic has been revisited in the last decade (Bek-
kerman and Allan, 2003). While recent results are not yet conclusive
on the usefulness of phrasal features, there are some indications that
the beneficial impact of phrases could largely depend on the type of
text genre to be classified (Özgür and Güngör, 2012). A more detailed
overview of previous research on the use of phrases as text classifica-
tion features will be given in section 2.2.1.1.
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1.2.2 Patent classification
Patent classification has some unique properties that set it apart from
other types of text classification. We have already referred to the prob-
lem of ‘patentese’, the arcane writing style used to describe inventions
in patent documents, which poses severe problems for patent pro-
cessing. Another unique property is the fact that a patent document
is not a homogenous text, but rather a well-structured combination
of different text sections, each with their own (legal) purpose and as-
sociated writing style. The four sections are (1) title, (2) abstract, (3)
claims and, (4) description. The abstract and description are usually
considered to be the most informative for patent classification.
Furthermore, patent documents are associated with bibliographic
(meta) data such as applicant name, inventors’ names, priority and
filing dates, etc. and may contain citations to other (relevant) patent
documents for which the IPC label(s) are known. It has been found
that these kinds of metadata may considerably improve classification
accuracy (Richter and MacFarlane, 2005). Please note that since our
focus lies on the impact of phrasal features for text classification, we
do not use this metadata in our classification experiments.
Some of the information in patent documents is not textual, but is
contained in non-textual elements such as tables, formulas and fig-
ures. Recently some research has focussed on (robustly) extracting
the relevant information from these elements (Piroi et al., 2012) but it
remains a largely unexplored field. It is a well-known problem that
patent documents from categories like Chemistry or Mechanics tend
to contain a lot of diagrams, figures, etc., which leads to poor model-
ling of these classes by a text-based classification algorithm (Benzineb
and Guyot, 2011). For the experiments presented in this thesis we did
not extract any information from non-textual elements beyond what
could be accomplished through regular text processing methods us-
ing regular expressions.
A last well-known characteristic of patent classification is the size
and complexity of the IPC taxonomy. As previously mentioned, the
IPC comprises five levels, each of increasingly fine granularity, and
consequently with an increasing number of categories: The latest in-
stantiation of the IPC (IPC-2014.01) comprises eight sections, about
130 classes, about 640 subclasses, around 7,400 main groups, and ap-
proximately 64,000 subgroups. To illustrate the different levels of spe-
cificity, consider the ‘A42B 1/12’ subgroup category which groups
designs for bathing caps. Within the IPC tree it falls under section A
"Human necessities", class 42 "Headwear", subclass B "Head coverings",
and finally main group 1 "Hats; caps; hoods". While most of the experi-
ments reported in this thesis will focus on classification on class level
(chapter 2,3 and 4), chapter 5 focusses exclusively on the subclass and
subgroup levels.
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1.3 research questions and thesis outline
Based on our research objective, we formulate the following four
individual subquestions which will be addressed in chapters 2
through 5. In the first half of the thesis, chapters 2 and 3, we will
focus on the construction and information content of different types
of phrases:
RQ 1. Given the difficult language used in patents, which method
of generating phrases renders the most informative phrasal features
for patent classification: syntactic parsing or a statistical approach?
In chapter 2 we compare the effectiveness of three different
types of phrasal features for patent classification on class level in
the CLEF-IP 2010 corpus. More specifically, we compare bigrams,
Standford dependency triples (de Marneffe and Manning, 2008),
and aboutness-based AEGIR dependency triples (Oostdijk et al.,
2010). Each representation captures different levels of information
in the original text: Bigrams capture local co-occurrences, while
syntactic triples can cover long-distance co-occurrences. For syntactic
triples, we investigate which level of syntactic detail is best for patent
classification: a full syntactic analysis or a simplified aboutness-based
analysis.
RQ 2. Can the classification performance achieved by using stat-
istical phrasal features be further improved by (a) allowing features
to capture local co-occurrences over larger distances; (b) feature
selection based on linguistic criteria?
In chapter 3 we build on the findings of chapter 2 and investigate
how the most informative co-occurrences are encoded by comparing
the effect of bigram and skipgram features. Furthermore, we look at
the impact of performing additional (linguistic) filtering based on
the parts of speech of the words in the phrases.
The second half of the thesis, chapters 4 and 5, focuses on the
impact of phrasal features in two specific issues related to patent
classification, i.e., the development of patent categories over time
(horizontal dimension) and classification at different levels in the IPC
hierarchy (vertical dimension).
RQ 3. How does the feature space in a patent corpus evolve over
time, and what are the consequences for the effectiveness of the –
inherently sparse – phrasal features?
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Chapter 4 investigates how concept drift is manifested in the
CLEF-IP 2011 corpus, and examines the impact that concept drift
has on classification accuracy over time. We then examine if the
improvements observed in chapters 2 and 3 hold up in light of this
ever-present temporal variation.
RQ 4. How feasible is classification on the lowest level in the IPC
hierarchy and to what extent can phrases help?
In chapter 5 we examine the challenges of classifying on the highly
detailed subgroup level in two sets of patent documents, and com-
pare hierarchical and flat classification approaches on this level. We
explore whether phrasal features have a larger impact on classifica-
tion accuracy at subclass or subgroup level. The classification experi-
ments were conducted on the CLEF-IP 2010 and WIPO-alpha patent
data sets.
1.4 corpora used
All experiments reported in this thesis were conducted on the fol-
lowing collections of patent documents which are publicly available:
(1) The CLEF-IP 2010 data set which features patent documents pub-
lished by the European Patent Office (EPO); (2) the WIPO-alpha
benchmark data set which only contains documents published by the
World Intellectual Property Organisation (WIPO); and (3) the CLEF-
IP 2011 data set which features a combination of EPO and WIPO
documents.
Table 1.1: Patent data sets used
corpus
# of # of # of docs used in
patent doc patents in subset chapter
CLEF-IP 2010 2.6 M 1.3 M
532,264 2 & 3
991,805 5
CLEF-IP 2011 3.5 M 1.5 M 1,004,022 4
WIPO-alpha 75,250 75,250 22,113 5
The data in all corpora have been curated and contain relatively
few OCR- and character conversion-related errors. As the corpora
have been extracted from real-life patent databases, all IPC labels have
been manually assigned by patent professionals. Although concerns
have been raised on the consistency of the labelling in large patent
corpora (Eisinger et al., 2013; Benzineb and Guyot, 2011), we treat the
existing labelling as Gold Standard labels.
For all classification experiments except those reported in section
2.4.5, we only used English abstracts from patent documents. Since all
7
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corpora contained documents in a well-defined XML format, we are
confident our extraction process has caused only a negligible number
of errors. Our decision to classify only abstracts was motivated by
a number of reasons: (1) Of the four sections in a patent document
(title, abstract, claims and description), the abstract section is the most
suited for linguistic processing (like performed in chapter 2 and 3) as
it has shorter sentences on average; yet, abstracts contain still enough
textual data to be useful for NLP tasks (Verberne et al., 2010a). (2)
Although Verberne et al. (2010b) discovered that using both the de-
scription and abstract gives a small but significant improvement in
classification results over using abstracts only, the results found in
Koster et al. (2011) indicate that when enough training material is
available, the number of data points, i.e. training documents, is more
conducive to improving classification performance than the number
of features per document. (3) The focus of this thesis is on study-
ing the relative improvements gained by using phrasal features for a
(patent) text classification task, rather than to devise the best-scoring
patent classification strategy.
1.5 the linguistic classification system
All classification experiments reported in this thesis were conducted
using the Balanced Winnow algorithm as implemented in the Lin-
guistic Classification System LCS (Koster et al., 2003). The LCS is a
generic framework for the classification and routing of full-text doc-
uments.4 It incorporates multiple classification algorithms such as
SVM light, Naive Bayes and (Balanced) Winnow, as well as several
feature selection procedures. One of the advantages of the LCS is that
it is geared towards multilabel classification: For example, in the eval-
uation module the user is able to define confidence thresholds and
other criteria to determine the number of labels that should be re-
turned, which allows for an easy and flexible evaluation of the (multi-
label) patent classification experiments.
4 See http://www.phasar.cs.ru.nl/LCS/
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T E X T R E P R E S E N TAT I O N S F O R PAT E N T
C L A S S I F I C AT I O N
Reformatted from: D’hondt, E., Verberne, S., Koster, C., & Boves, L.
Text Representations for Patent Classification. Computational Linguist-
ics, 39(3):755-775, 2013.
Abstract
With the increasing rate of patent application filings, auto-
mated patent classification is of rising economic importance.
This chapter investigates how patent classification can be im-
proved by using different representations of the patent doc-
uments. Using the Linguistic Classification System (LCS), we
compare the impact of adding statistical phrases (in the form
of bigrams) and linguistic phrases (in two different dependency
formats) to the standard bag-of-words text representation on
a subset of 532,264 English abstracts from the CLEF-IP 2010
corpus. In contrast to previous findings on classification with
phrases in the Reuters-21578 data set, we found that for pat-
ent classification the addition of phrases results in significant
improvements over the unigram baseline. The best results were
achieved by combining all four representations, and the second
best by combining unigrams and lemmatized bigrams. In this
chapter we present extensive analyses of the class models (a.k.a.
class profiles) created by the classifiers in the LCS framework,
to examine which types of phrases are most informative for
patent classification. It appears that bigrams contribute most
to improvements in classification accuracy. Similar experiments
were performed on subsets of French and German abstracts to
investigate the generalizability of these findings.
2.1 introduction
Around the world, the patent filing rates in the national patent offices
have been increasing year after year, creating an enormous volume of
texts, which patent examiners are struggling to manage (Benzineb
and Guyot, 2011). To speed up the examination process, a patent
application needs to be directed to patent examiners specialized in
the subfield(s) of that particular patent as quickly as possible (Smith,
2002). This pre-classification is done automatically in most patent of-
fices, but substantial additional manual labor is still necessary. Fur-
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thermore, since 2010, the International Patent Classification1 (IPC) is
revised every year to keep track of recent developments in the various
subdomains. Such a revision is followed by a reclassification of por-
tions of the existing patent corpus, which is currently done mainly
by hand by the national patent offices (Held et al., 2011). Both pre-
classification and re-classification could be improved, and a higher
consistency of the classifications of the documents in the patent cor-
pus could be obtained, if more reliable and precise automatic text
classification algorithms were available (Benzineb and Guyot, 2011).
Most approaches to text classification use the bag-of-words (BOW)
text representation, which represents each document by the words
that occur in it, irrespective of their ordering in the original document.
In the last decades much research has gone into expanding this rep-
resentation with additional information, such as statistical phrases2
(n-grams) or some forms of syntactic or semantic knowledge. Even
though (statistical) phrases are more representative units for classes
than single words (Caropreso et al., 2001), they are so sparsely distrib-
uted that they have limited impact during the classification process.
Therefore, it is not surprising that the best scoring multi-class, multi-
label3 classification results for the well-known Reuters-21578 data set
have been obtained using a BOW representation (Bekkerman and Al-
lan, 2003). But the limited contribution of phrases in addition to the
BOW-representation does not seem to hold for all classification tasks:
Özgür and Güngör (2010) found significant differences in the impact
of linguistic phrases between short newswire texts (Reuters-21578),
scientific abstracts (NSF), and informal posts in usenet groups (Min-
iNg): Especially the classification of scientific abstracts could be im-
proved by using phrases as index terms. In a follow-up study, Özgür
and Güngör (2012) found that for the three different data sets, dif-
ferent types of linguistic phrases have most impact. The authors con-
clude that more formal text types benefit from more complex syn-
tactic dependencies.
In this chapter, we investigate if similar improvements can be found
for patent classification and more specifically, which types of phrases
are most effective for this particular task. In this chapter we investig-
ate the value of phrases for classification by comparing the improve-
1 The International Patent Classification (IPC) is a complex hierarchical classification
system comprising sections, classes, subclasses, and groups. For example, the "A42B
1/12" class label which groups designs for bathing caps, falls under section A "Hu-
man necessities", class 42 "Headwear" , subclass B "Head coverings", group 1 "Hats;
caps; hoods". The latest edition of the IPC contains eight sections, about 120 classes,
about 630 subclasses, and approximately 69,000 groups. The IPC covers inventions
in all technological fields in which inventions can be patented.
2 By a phrase we mean an index unit consisting of two or more words, generated
through either syntactic or statistical methods.
3 Multi-class classification is the problem of classifying instances into more than two
classes. Multi-label signifies that documents in this test set are associated with more
than one class, and must be assigned a set of labels during classification.
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ments that can be gained from extending the BOW representation
with (1) statistical phrases (in the form of bigrams); (2) linguistic
phrases originating from the Stanford parser (see Section 2.3.2.2); (3)
aboutness-based4 linguistic phrases from the AEGIR parser (Section
2.3.2.3); and (4) a combination of all of the above. Furthermore, we
will investigate the importance of different syntactic relations for the
classification task, and the extent to which the words in the phrases
overlap with the unigrams. We also investigate which syntactic re-
lations capture most information in the opinion of human annotat-
ors. Finally, we perform experiments to investigate if our findings are
language-dependent. We will then draw some conclusions on what
information is most valuable for improving automatic patent classi-
fication.
2.2 background
2.2.1 Text representations in classification
Lewis (1992) was the first to investigate the use of phrases as index
terms for text classification. He found that phrases generally suffer
from data sparseness and may actually cause classification perform-
ance to deteriorate. These findings were confirmed by Apté et al.
(1994). However, with the advent of increasing computational power
and bigger data sets, the topic has been revisited in the last two dec-
ades (Bekkerman and Allan, 2003).
In this section we will give an overview of the major findings in pre-
vious research on the use of statistical and syntactic phrases for text
classification. Except when mentioned explicitly, all the classification
experiments reported here were conducted using the Reuters-21578
data set, a well-known benchmark of 21,578 short newswire texts for
multi-class classification into 118 categories (a document has an aver-
age of 1.24 class labels).
2.2.1.1 Combining unigrams with statistical phrases
For an excellent overview of the work on using phrases done up to
2002, see Bekkerman and Allan (2003); Tan et al. (2002).
Because they contain more specific information, one might think
that phrases are more powerful features for text classification. There
are two ways of using phrases as index terms: either index terms
only or in combination with unigrams. However, all experimental
results show that using only phrases as index terms leads to a de-
crease in classification accuracy compared to the BOW baseline (Bek-
kerman and Allan, 2003). Both Mladenic and Grobelnik (1998) and
4 The notion of aboutness refers to the conceptual content expressed by a dependency
triple. For a more detailed description, see section 2.3.2.3.
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Fürnkranz (1998) showed that classifiers trained on combinations of
unigrams and n-grams composed of at most three words performed
better than classifiers that only use unigrams; no improvement was
obtained when using larger n-grams. Since trigrams are sparser than
bigrams, most of the subsequent research has focussed on optimizing
the combination of uni- and bigrams using different feature selection
techniques.
2.2.1.2 Feature selection
Obviously, unigrams and bigrams overlap: Bigrams are pairs of uni-
grams. Caropreso et al. (2001) evaluated the relative importance of
unigrams and bigrams in a classifier-independent study: Instead of
determining the impact of features on the classification scores, they
scored all unigrams and bigrams using conventional feature evalu-
ation functions to find the features that are most representative for
the document classes. For the Reuters-21578 data set, they found that
many bigram features scored higher than unigram features. However,
these (theoretical) findings were not confirmed in subsequent classi-
fication experiments.
When the bigram/unigram ratio for a fixed number of features is
changed to favour bigrams, classification performance tends to go
down. It appears that the information in the bigrams does not turn
the unigrams redundant.
Braga et al. (2009) used a Multinomial Naive Bayes classifier to
investigate classification performance with uni- and bigrams by com-
paring multiview classification, (the results of two independent clas-
sifiers trained with unigram and bigram features are merged) with
monoview classification (unigrams and bigrams are combined in a
single feature set)5. They found that there is little difference between
the output of the mono- and multiview classifiers. In the multiview
classifiers, the unigram and bigram classifiers make similar decisions
in assigning labels, although the latter generally yielded lower con-
fidence values. Consequently, in the merge the unigram and bigram
classifiers affirm each other’s decisions, which does not result in an
overall improvement in classification accuracy. The authors suggest
to combine unigrams only with those bigrams for which it holds that
the whole provides more information than the sum of the parts.
Tan et al. (2002) proposed to select highly representative and mean-
ingful bigrams based on the Mutual Information scores of the words
in a bigram compared to the unigram class model. They selected only
the top 2% of the bigrams as index terms, and found a significant
improvement over their unigram baseline, which was low compared
to state-of-the-art results. Bekkerman and Allan (2003) failed to im-
prove over their unigram baseline when using similar selection cri-
5 The difference between multiview and monoview classification corresponds to what
is called late and early fusion in the pattern recognition literature.
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teria based on the distributional clustering of unigram models. Craw-
ford et al. (2004) were not able to improve e-mail classification when
using the selection criteria proposed by Tan et al. (2002).
2.2.1.3 Combining unigrams with syntactic phrases
Lewis (1992) and Apté et al. (1994) were the first to investigate the
impact of syntactic phrases6 as features for text classification. Dumais
et al. (1998) and Scott and Matwin (1999) did not observe a significant
improvement in classification on the Reuters-21578 collection, when
noun phrases obtained with a shallow parser were used instead of
unigrams. Moschitti and Basili (2004) found that neither words aug-
mented with word sense information, nor syntactic phrases (acquired
through shallow parsing) in combination with unigrams improved
over the BOW baseline. Syntactic phrases appear to be even sparser
than bigrams. Therefore, it is not surprising that most articles con-
cluded that classifiers using only syntactic phrases perform worse
than the baseline, except when the BOW baseline is low for that par-
ticular classification task (Mitra et al., 1997; Fürnkranz, 1999).
Deep syntactic parsing is a computationally expensive process, but
thanks to the increase in computational power it is now possible to
use phrases acquired through deep syntactic parsing in classification
tasks. Nastase et al. (2007) used Minipar to generate dependency
triples which are combined with lemmatized and unlemmatized uni-
grams to classify the 10 most frequent classes in the Reuters-21578
data set. Their criterion for selecting triples as index terms is docu-
ment frequency > 2. The small improvement over the lemmatized
unigram baseline was not statistically significant. Özgür and Güngör
(2010, 2012) achieve small but significant improvements when com-
bining unigrams with a subset of the dependency types from the
Stanford parser on three different data sets, including the Reuters-
21578 set. They find that separate pruning levels (based on the tf-idf
score of the index units) for the unigrams and syntactic phrases influ-
ence classification accuracy. Which dependency relations prove most
relevant for a classification task depends greatly on the language use
in the different data sets: The informal MiniNG data set (usenet posts)
benefits a little from "simple" dependencies such as part, denoting a
phrasal verb, for example write down, while classification in the more
formal Reuters-21578 (newswire) and NSF (scientific abstracts) data
sets is more improved by using dependencies on phrase and clause
level (adjectival modifier, compound noun, prepositional attachment;
and subject and object, respectively). The highest-ranking features for
the NSF data set are compound noun (nn), adjectival modifier (amod),
subject (subj), and object (obj), respectively. Furthermore, they ob-
6 The concept "syntactic phrase" can be given several different interpretations, such as
noun phrases, verb phrases, predicate structures, dependency triples, etc.
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serve that splitting up more generic relator types (such as prep) into
different, more specific, subtypes increases the classification accuracy.
2.2.2 Patent classification
It is not possible to draw far-reaching conclusions from previous re-
search on patent classification, because there is no tradition of using
a "standard" data set, and a standard split of patent corpora in a
training and test set. Furthermore, there are differences between the
various experiments in (1) task definitions (mono-label versus multi-
label classification); (2) the granularity of the classification (depth in
the IPC hierarchy); and (3) the choices of (sub)sets of data. Fall and
Benzineb (2002) give an overview of the work done in patent classific-
ation research up to 2002 and of the commercial patent classification
systems available; see Benzineb and Guyot (2011) for a general intro-
duction to patent classification.
Larkey (1999) was the first to present a fully automated patent
classification system, but she did not report her overall accuracy res-
ults. Larkey (1998) used a combination of weighted words and noun
phrases as index terms to classify a subset of the USPTO database,
but found no improvement over a BOW baseline. The weights were
calculated as follows: Frequency of a word or phrase in a particu-
lar section times the manually assigned weight (importance) given to
that section. The weights for each word or phrase were then summed
across sections. Term selection was based on a threshold for these
weights.
Krier and Zaccà (2002) organized a comparative study of various
academic and commercial systems for patent classification for a com-
mon data set. In this informal benchmark Koster et al. (2001) achieved
the best results, using the Balanced Winnow algorithm with a word-
only text representation. Classification is performed for 44 or 549 cat-
egories (which correspond to different levels of depth in the then used
version of the IPC), with around 78% and 68% precision at 100% re-
call, respectively.
Fall et al. (2003) introduced the WIPO-alpha data set, attempting
to create a common benchmark for patent classification. Using only
words as index terms, they tested different classification algorithms
and found that SVM outperform Naive Bayes, k-NN, SNoW, and
decision-based classifiers. They achieved P@3-scores7 of 73% and 59%
on 114 classes and 451 subclasses, respectively. They also found that
when using only the first 300 words from the abstract, claims, and
description sections, classification accuracy is increased compared to
using the complete sections. The same data set was later used by
Koster and Seutter (2003), who experimented with a combined rep-
7 Precision at rank 3 signifies the percentage correct labels in the first three labels by
the classifier to a given document.
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resentation of words and phrases consisting of head-modifier pairs8.
They found that head-modifier pairs could not improve on the BOW-
baseline: The phrases were too sparse to have much impact on the
classification process.
Starting in 2009, the IRF9 has organized CLEF-IP patent classifica-
tion tracks in an attempt to bridge the gap between academic research
and the patent industry. For this purpose the IRF has put a lot of ef-
fort into providing very large patent data sets10, which have enabled
academic researchers to train their algorithms on real-life data. In
the CLEF-IP 2010 classification track the best results were achieved
by Guyot et al. (2010). Using the Balanced Winnow algorithm, they
achieved a P@1-score of 83%, while classifying on subclass level. They
used a combination of words and statistical phrases (collocations of
variable length extracted from the corpus) as index terms and used
all available documents (in English, French, and German) in the cor-
pus as training data. In the same competition, Derieux et al. (2010)
came second (in terms of P@1). They also used a mixed document
representation of both single words and longer phrases, which had
been extracted from the corpus by counting word co-occurrences.
Verberne et al. (2010b) and Beney (2010) experimented with a com-
bined representation of words and syntactic phrases derived from an
English and French syntactic parser, respectively. They both found
that adding syntactic phrases to words improves classification accu-
racy slightly. Beney (2010) remarks that this improvement may be
language-dependent. As a follow-up, Koster et al. (2011) investig-
ated the added value of syntactic phrases. They found that attributive
phrases, that is, combinations of adjective or nouns with nouns, were
by far the most important syntactic phrases for patent classification.
On a subset of the CLEF-IP 2010 corpus11 they also found a small, but
significant, improvement when adding dependency triples to words.
2.3 experimental set-up
In this chapter, we investigate the relative contributions of different
types of terms to the performance of patent classification. We use four
different types of terms, namely lemmatized unigrams, lemmatized
bigrams (see section 2.3.2.1), lemmatized dependency triples obtained
with the Stanford parser (see section 2.3.2.2) and lemmatized depend-
ency triples obtained with the AEGIR parser (see section 2.3.2.3). We
will leave term (feature) selection to the preprocessing module of
8 Head-modifier pairs were derived from the syntactic analysis output of the EP4IR
syntactic parser.
9 Information Retrieval Facility, see www.irf.com.
10 The CLEF-IP 2009, CLEF-IP 2010 and CLEF-IP 2011 data sets which can be obtained
through the IRF. The more recent data sets subsume the older sets.
11 The same data set as will be used in this chapter. For a more detailed description,
see section 2.3.1.
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the Linguistic Classification System (LCS) which we used for all ex-
periments (see section 2.3.3). However, we will analyze the relation
between unigrams and phrases in the class profiles in some detail
(see section 2.4.2, 2.4.3).
2.3.1 Data selection
We conducted classification experiments on a collection of patent doc-
uments obtained from the CLEF-IP 2010 corpus,12 which is a subset
of the larger MAREC patent collection. The corpus contains 2.6 mil-
lion patent documents, which roughly correspond to 1.3 million indi-
vidual patents, published between 1985 and 2001.13 The documents in
the collection are encoded in a customized XML format and may in-
clude text in English, French, and German. In addition to the standard
sections of a patent document (title, abstract, claims, and description
section), the documents also include meta-information on inventor,
date of application, assignee etc. Because our focus lies on text rep-
resentation, we did not include any of the meta-data in our document
representations.
The most informative sections of a patent document are generally
considered to be the title, the abstract, and the beginning of the de-
scription (Benzineb and Guyot, 2011). Verberne and D’hondt (2011)
showed that using both the description and the abstract gives a small,
but significant, improvement in classification results on the CLEF-IP
2011 corpus, compared to classification on abstracts only. However,
the effort involved in parsing the descriptions is considerable: Be-
cause of the long sentences and the dense word use, a parser will have
much more difficulty in processing text from the description section
than from the abstracts. The titles of the patent documents also pose
a parsing problem: These are generally short noun phrases that con-
tain ambiguous PP-attachments which are impossible to disambigu-
ate without any domain knowledge. This leads to incorrect syntactic
analyses and, consequently, noisy dependency triple features. Since
we are interested in comparing classification results for different text
representations, and not in comparing results for different sections,
we opted to use only the abstract sections of the patent document in
the current chapter.
From the corpus, we extracted all files that contain both an abstract
in English and at least one IPC class14 in the <classification-ipcr> field.
We extracted the IPC classes on the document level; this means that
12 This test collection is available through the IRF (http://www.ir-
facility.org/collection).
13 Note the difference between a patent and a patent document: A patent is not a
physical document itself, but a name for a group of patent documents that have the
same patent ID number.
14 For our classification experiments we use the codes on the class level in the IPC8
classification.
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we did not include the documents where the IPC class is in another
file than the English abstract. In total, there were 121 different classes
in our data set. Most documents have been assigned 1 to 3 different
IPC classes (on class level). On average, a patent abstract in our data
set has 2.12 class labels. Previous cross-validation experiments on the
same document set showed very little variation (standard deviation
< 0.3%) between the classification accuracies in different training-test
splits (Verberne et al., 2010b). We therefore decided to use only one
training and test set split.15
The final data set contained 532,264 abstracts, divided into two sets:
(1) a training set (425,811 documents) and (2) a test set (106,453 docu-
ments). The distribution of the data over the classes is in accordance
with the Pareto Principle: 20% of the classes cover 80% of the data,
while 80% of the classes comprise only 20% of the data.
2.3.2 Data preprocessing
Preprocessing included cleaning up character conversion errors like
(1) and removing claims and images references (2), and list references
(3) from the original texts. This was done automatically, using the
following regular expressions (based on Parapatics and Dittenbach
(2009)):
s/;gt&/>/g (1)
s/(\([ ]*[0-9][0-9a-z,.; ]*\))//g (2)
s/(\([ ]*[A-Za-z]\))//g (3)
We then used a perl script to divide the running text into sentences,
by splitting on end-of-sentence punctuation such as question marks
and full stops. In order to minimize incorrect splitting, the perl script
was supplied with a list of common English abbreviations and a list
containing abbreviations and acronyms that occur frequently in tech-
nical texts, derived from the Specialist lexicon.16
2.3.2.1 Unigrams and Bigrams
The sentences in the abstract documents were converted to single
words by splitting on whitespaces and removing punctuation. The
words were then lemmatised using the AEGIR lexicon. Bigrams were
created through a similar procedure. We did not create bigrams that
spanned sentence boundaries. This resulted in approximately 60 mil-
lion unigram and bigram tokens for the present corpus.
15 The data split was performed using a perl script which randomly shuffles the doc-
uments and puts them into a train set and test set, while ensuring that the class
distribution of the examples in the train set approximates that of the whole corpus.
It can be downloaded as part of the LCS distribution.
16 The lexicon can be downloaded at
http://lexsrv3.nlm.nih.gov/Specialist/Summary/lexicon.html.
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2.3.2.2 Stanford
The Stanford parser is a broad-coverage natural language parser that
is trained on newswire text, for which it achieves state-of-the-art per-
formance. The parser has not been optimized/retrained for the patent
domain.17 In spite of the technical difficulties (Parapatics and Ditten-
bach, 2009) and loss of linguistic accuracy for patent texts reported
in Mille and Wanner (2008), most patent processing systems that use
linguistic phrases use the Stanford parser, because its dependency
scheme has a number of properties that are valuable for Text Min-
ing purposes (de Marneffe and Manning, 2008). The Stanford parser
collapsed typed dependency model has a set of 55 different syntactic
relators to capture "semantically contentful" relations between words.
For example, the sentence "The system will consist of four separate
modules" is analyzed into the following set of dependency triples in
the Stanford representation:
det(system-2, The-1)
nsubj(consist-4, system-2)
aux(consist-4, will-3)
root(ROOT-0, consist-4)
num(modules-8, four-6)
amod(modules-8, separate-7)
prep_of(consist-4, modules-8)
The Stanford parser was compiled with a maximum memory
heap of 1.2 GB. Sentences longer than 100 words were automatic-
ally skipped. Combined with failed parses this led to a 1.2% loss of
parser output on the complete data set. Parsing the entire set of ab-
stracts took one and a half weeks on a computer cluster consisting of
60 2.4GHz cores with 4 GB RAM per core. The resulting dependency
triples were stripped of the word indexes and then lemmatised using
the AEGIR lexicon.
2.3.2.3 AEGIR
AEGIR18 is a dependency parser, which was designed specifically for
robust parsing of technical texts. It combines a hand-crafted grammar
with an extensive word-form lexicon. The parser lexicon was com-
piled from different technical terminologies, such as the SPECIALIST
lexicon and the UMLS.19 The AEGIR parser aims to capture the about-
17 For retraining a parser, a substantial amount of annotated data (in the form of syn-
tactically annotated dependency trees) is needed. Creating such annotations is a very
expensive task and beyond the scope of this work.
18 AEGIR stands for Accurate English Grammar for Information Retrieval.. Using the AGFL
compiler (found at http://www.agfl.cs.ru.nl/) this grammar can be compiled into
an operational parser. The grammar is not freely distributed.
19 The Unified Medical Language System contains a widely-used ter-
minology of the biomedical domain and can be downloaded at
http://www.nlm.nih.gov/research/umls/.
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ness of sentences. Rather than outputting extensive linguistic detail
on the syntactic structure of the input sentence as in the Stanford
parser, AEGIR returns only the bare syntactic–semantic structure of
the sentence. During the parsing process, it effectively performs nor-
malization at various levels, such as typography (for example, upper
and lower case, spacing), spelling (for example, British and American
English, hyphenation), morphology (lemmatization of word
forms), and syntax (standardization of the word order and transform-
ing passive structures into active ones).
The AEGIR parser uses only eight syntactic relators and returns
fewer unique triples than the Stanford parser. The parser is currently
still under development; for this chapter we used the version AEGIR
v.1.7.5. The parser was constrained to a time limit of maximum three
seconds per sentence. This caused a loss of 0.7% of parser output on
the complete data set. Parsing the entire set of abstracts took slightly
less than a week on the computer cluster described above. The AEGIR
parser has several output formats among which its own dependency
format. The example sentence used to illustrate the output of the
Stanford parser is analyzed as follows:
[system,SUBJ,consist]
[consist,PREPof,module]
[module,ATTR,separate]
[module,QUANT,four]
2.3.2.4 Lemmatisation
Table 2.1 shows the impact of lemmatisation (using the AEGIR lex-
icon) on the distribution of terms for the different text representations.
Lemmatization and stemming are standard approaches to decreasing
the sparsity of features; stemming is more aggressive than lemmat-
ization. Özgür and Güngör (2009) showed that — when using only
words as index terms — stemming (with the Porter Stemmer) appears
to improve performance; however, stemming dependency triples did
not improve performance.
We opted to use a less aggressive form of generalisation: Lemmat-
ising the word forms. We found that the bigrams gain20 most by lem-
matising the word forms, resulting in a higher token/type ratio. From
Table 2.1 it can be seen that there are fewer triple tokens than bigram
tokens: While all the (high-frequency) function words are kept in the
bigram representations, both dependency formats discard some func-
tion words in their parser output. For example, the AEGIR parser
does not create triples for auxiliary verbs; and in both dependency
formats, the prepositions become part of the relator. Consequently,
20 By "gain" we mean the decrease in number of types for the lemmatized forms com-
pared to the non-lemmatized forms, which will result in higer corresponding token/-
type ratios.
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the parsers will output fewer but more variable tokens, which results
in lower token/type ratios and a lower impact of lemmatisation.
Table 2.1: Impact of lemmatisation on the different text types in the training
set (80% of the corpus)
# tokens # types (terms) TTR
(lem.)
raw lemmatised gain
unigram 48,898,738 160,424 142,396 1.12 343.39
bigram 48,473,756 3,836,212 3,119,422 1.23 15.54
Stanford 35,772,003 8,750,839 7,430,397 1.18 4.81
AEGIR 31,004,525 – 5,096,918 – 6.08
2.3.3 Classification experiments
The classification experiments were carried out within the framework
of the Linguistic Classification System (LCS) (Koster et al., 2003). The
LCS has been developed for the purpose of comparing different text
representations. Currently, three classifier algorithms are available:
Naive Bayes, Balanced Winnow (Dagan et al., 1997), and SVM-light
(Joachims, 1999). Verberne et al. (2010b) found that Balanced Win-
now and SVM-light yield comparable classification accuracy scores
for patent texts on a similar data set, but that Winnow is much faster
than SVM light for classification problems with a large number of
classes. The Naive Bayes classifier yielded a lower accuracy. We there-
fore only used the Balanced Winnow algorithm for our classification
experiments, which were run with the following LCS configuration,
based on tuning experiments on the same data by Koster et al. (2011):
• Global term selection (GTS): Document frequency minimum is
2, term frequency minimum is 3. Although initial term selection
is necessary when dealing with such a large corpus, we deliber-
ately aimed at keeping as many of the sparse phrasal terms as
possible.
• Local term selection (LTS): Simple Chi Square (Galavotti et al.,
2000). We used the LCS option to automatically select the most
representative terms for every class, with a hard maximum of
10,000 terms per class.21
21 Increasing the cut-off to 100,000 terms resulted in a small increase in accuracy (F1
values) for the combined representations, mostly for the larger classes. Because the
patent domain has a large lexical variety, a large amount of low-frequency terms in
the tail of the term distribution can have a large impact on the accuracy scores. Since
we are more interested in the relative gains between different text representations
20
2.3 experimental set-up
• After LTS the selected terms of all classes are aggregated into one
combined term vocabulary, which is used as the starting point
for training the individual classes (see Table 2.3).
• Term strength calculation: LTC algorithm (Salton and Buckley,
1988) which is an extension of the TF–IDF measure.
• Training method: Ensemble learning based on one-versus-rest
binary classifiers.
• Winnow configuration: We performed tuning experiments for
the Winnow parameters on a development set of around 100,000
documents. We arrived at using the same setting as Koster et al.
(2011), namely α = 1.02, β = 0.98, θ+ = 2.0, θ− = 0.5 with a
maximum of 10 training iterations.
• For each document the LCS returns a ranked list of all possible
labels and the attendant confidence scores. If the score assigned
is higher than a predetermined threshold, the document is as-
signed that category. The Winnow algorithm has a default (nat-
ural) threshold equal to one. We configured the LCS to return a
minimum of one label (with the highest score, even if it is lower
than the threshold) and a maximum of four labels for each doc-
ument.
• The classification quality was determined by calculating the Pre-
cision, Recall, and F1 measures per document/class combina-
tion, see for example Koster et al. (2003), on the document level
(micro-averaged scores).
Table 2.2 shows the impact of our global term selection criteria for
the different text representations. This first feature reduction step is
category-independent: The features are discarded on the basis of the
term and document frequencies over the corpus, disregarding their
distributions for the specific categories. We can see that the token/-
type ratio of the Table 2.1 is mirrored in this table: The sparsest syn-
tactic phrases lose most terms. Although the Stanford parser output
is the sparsest text representation, it has the largest pool of terms to
select from at the end of the GTS process.
The impact of the second feature reduction phase is shown in Table
2.3. During local term selection, the LCS finds the most representative
and the corresponding top terms in the class profiles, than in achieving maximum
classification scores, we opted to use only 10,000 terms for efficiency reasons.
22 For the BOW baseline, the GTS criteria resulted in a too small term set that could
then be used as a starting point for the local term selection process for the indi-
vidual classes. In such cases, the LCS has a back-off mechanism which automatic-
ally (re)selects terms that were initially discarded during GTS. In other words, the
baseline classifier used terms that do not comply with the criteria in the GTS as de-
scribed in the text. In the combination runs, enough terms remained after GTS and
no unigrams or phrases that did not match the GTS criteria were selected.
21
2.4 results and discussion
Table 2.2: Impact of global term selection (GTS) criteria on the different text
types in the training set (80% of the corpus)
total # # of terms % of terms
of terms selected in GTS removed in GTS
unigram 142,396 58,42322 58.97
bigram 3,119,422 1,115,170 64.25
stanford 7,430,397 1,618,478 78.22
AEGIR 5,096,918 1,312,715 74.24
terms for each class by selecting the terms whose distributions in
the sets of positive and negative training examples for that class are
maximally different from the general term distribution. We can see
that in the combined runs only around 50% of the selectable unigrams
(after GTS) are selected as features during LTS. This means that the
phrases replace at least a part of the information contained in the
possible unigrams.
Table 2.3: Impact of local term selection (LTS) criteria in the training set (80%
of the corpus)
# of terms # of terms
after GTS after LTS
baseline uni 58,42322 69,476
unigrams + uni 58,423 23,753
bigrams bi 1,115,170 300,826
unigrams + uni 58,423 26,630
stanford triples stanford 1,618,478 424,204
unigrams + uni 58,423 29,348
AEGIR triples AEGIR 1,312,715 409,851
2.4 results and discussion
2.4.1 Classification accuracy
Table 2.4 shows the micro-averages of Precision, Recall, and F1 for
five classification experiments with different document representa-
tions. To give an idea of the complexity of the task we have included a
random guessing baseline in the first row.23 We found that extending
a unigram representation with statistical and/or linguistic phrases
23 The script used to calculate the baseline can be downloaded at
http://lands.let.ru.nl/~dhondt/. We used a weighted randomization that takes the
category label distributions and label frequency distributions into account.
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gives a significant improvement in classification accuracy over the
unigram baseline. The best performing classifier is the one that com-
bines all four text representations. When adding only one type of
phrase to unigrams, the unigrams + bigrams combination is signific-
antly better than the combinations with syntactic phrases. Combining
all four representations boosts recall, but has less impact on precision.
Table 2.4: Classification results on CLEF-IP 2010 English abstracts, with
ranges for a 95% confidence interval. Bold figures indicate the best results
obtained with the five classifiers. (P: Precision; R: Recall, F1: F1-score).
P R F1
weighted random guessing 6.09%
±0.14
6.04%
±0.14
6.06%
±0.14
unigrams 76.27%
±0.26
66.13%
±0.28
70.84%
±0.27
unigrams + bigrams 79.00%
±0.24
70.19%
±0.27
74.34%
±0.26
unigrams + Stanford triples 78.35%
±0.25
69.57%
±0.28
73.70%
±0.26
unigrams + AEGIR triples 78.51%
±0.25
69.18%
±0.28
73.55%
±0.26
all 79.51%
±0.24
71.11%
±0.27
75.08%
±0.26
The results are similar to Özgür and Güngör (2012)’s findings for
scientific abstracts: Adding phrases to unigrams can significantly im-
prove classification. The text in the patent corpus is vastly differ-
ent from the newswire text in the Reuters corpus. Like scientific ab-
stracts, patents are full of jargon and terminology, often expressed
in multi-word units (MWE), which might favor phrasal representa-
tions. Moreover the innovative concepts in a patent are sometimes
described in generalized terms combined with some specifier (to en-
sure larger legal scope). For example, a hose might be referred to as
a watering device. The term hose can be captured with a unigram rep-
resentation, but the multi-word expression cannot. However, the dif-
ference with the results on the Reuters-21578 data set (discussed in
section 2.2.1.1) may not completely be due to genre differences: Bek-
kerman and Allan (2003) remark that the unigram baseline for the
Reuters-21578 task is difficult to improve upon, because in that data
set a few keywords are enough to distinguish between the categor-
ies (Bekkerman and Allan, 2003).
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2.4.2 Unigram versus phrases
In this section we investigate whether adding phrases suppresses,
complements or changes unigram selection. To examine the impact of
phrases in the classification process, we analyzed the class profiles24
of two large classes (H04 – Electric Communication Technique; and
H01 – Basic electric elements) that show significant improvements in
both Precision and Recall25 for the bigram classifier compared to the
unigram baseline. We look at (1) the overlap of the single words in
the class profiles of the unigram and combined representations; and
(2) the overlap of the single words and the words that make up the
phrases (hereafter referred to as parts) within the class profile of one
text representation.
2.4.2.1 Overlap of unigrams
The class profiles in the baseline unigram classifier contained far
fewer terms ( < 20%) than the profiles in the classifiers that com-
bine unigrams and phrases. This could be expected from the data in
Tables 2.2 and 2.3.
Unigrams are the highest ranked26 features in the combined rep-
resentation class profiles (see Table 2.5). Furthermore, words that are
important terms for unigram classification, also rank high in the com-
bined class profiles: On average, there is an 80% overlap of the top
1000 most important words in unigram and combined representation
class profiles. This decreases to 75% when looking at the 5,000 most
important words. This shows that the classifier tends to select mostly
the same words as important terms for the different text representa-
tion combinations. The relative ranking of the words is very similar in
the class profiles of all the text representations. Thus, adding phrases
to unigrams does not result in replacing the most important unigrams
for a particular class and the improvements in classification accuracy
must derive from the additional information in the selected phrases.
2.4.2.2 Overlap of single words and parts of bigrams
Like Caropreso et al. (2001), we investigated to what extent the parts
of the high-ranked phrases overlap with words in the unigrams + bi-
grams class profile. We first looked at the lexical overlap of the words
and the parts of the bigrams in the H01 unigrams + bigrams class
profile. Interestingly, we found a relatively low overlap between the
24 A class profile is the model built by the LCS classifier for a class during training.
It consists of a ranked list of terms that contribute most to distinguishing members
from a class from all other classes.
25 H04: P: + 3.09%; R: + 1.83%; H01: P: + 3.61%; R: + 5.14%.
26 The rank of a term is based on the decreasing order of mass assigned to that term in
the class profile. (See section 2.4.2.2.)
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words and the parts of the phrases: For the 20 most important bi-
grams, only 11 of the 32 unique parts of the bigrams overlap with the
100 most important single word terms; in the complete class profile
only 56% of the 10,387 parts of the bigrams overlap with the 9,064
words in the class profile. This means that a large part of the bigrams
contain complementary information not present in the unigrams in
the class profile.
To gain a deeper insight into the relationship between the bigrams
and their parts, we also looked at the mass of the different terms
in the class profiles. The mass of a term for a certain class is the
product of its TF–IDF score and its Winnow weight for that class;
"mass" provides an estimate of how much a term contributes to the
score of documents for a particular class. We can divide the terms
into three main categories:
(a) mass(partA) > mass(partB) > mass(bigram);
(b) mass(partA) > mass(bigram) > mass(partB);
(c) mass(bigram) > mass(partA) > mass(partB).
50% of the top 1000 highest ranked bigrams fall within category (b)
and typically consist of one part with high mass accompanied by a
part with a low mass, which can be a function word (for example
a_transmitter), or a general term (for example device in optical_device).
The highest ranked bigrams can be found in category (a) where two
highly informative words are combined to form very specific con-
cepts, for example fuel_cell. These are specifications of a more general
concept that is typical for that class in the corpus. The bigrams in this
category are similar to those investigated by Caropreso et al. (2001);
Tan et al. (2002). Though highly ranked, they only make up a small
subset (22%) of the important bigram features.
The bigrams in category (c) (27%) are typically made up from low-
ranked single words, such as mobile_station. Interestingly, most bi-
gram parts in this subset do not occur as word terms in the unigram
and bigram class profiles, but occur in the negative class profiles (a
selection of terms that are considered to describe anything but that
particular class). The complementary information of bigrams phrases
(compared to unigrams) is contained in this set of bigrams.
2.4.3 Statistical versus linguistic phrases
Results in section 2.4.1 indicate that bigrams are most important ad-
ditional features, but the experiment combining all four represent-
ations showed that dependency triples do complement bigrams. In
this section we examine what information is captured by the differ-
ent phrases and how this accounts for the differences in classification
accuracy.
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2.4.3.1 Class profile analysis
We first examined the differences between the statistical phrases and
the two types of linguistic phrases to discover what information con-
tained in the bigrams leads to better classification results. We per-
formed our analysis on the different class profiles of B60 ("Vehicles
in general"), a medium-sized class, which most clearly shows the ad-
vantage of the bigram classifier compared to the classifiers with lin-
guistic phrases.27
All four class profiles with phrases contain roughly the same set of
unigrams (between 78% to 91% overlap) that occur quite high in the
corresponding unigram class profile. The AEGIR class profile con-
tains 10% more unigrams than the other combined representation
class profiles; these are mainly words that appear in the negative class
profile of the corresponding unigram classifier. Like in class H01, the
relative position of the words remains the same. The absolute posi-
tion of the words in the list, however, does change: Caropreso et al.
(2001) introduced a measure for the effectiveness of phrases as terms,
called the penetration, that is, the percentage of phrases in the top k
terms when classifying with both words and phrases.
Table 2.5: Penetration of the bigrams and triples in the B60 class profiles (in
% of terms at given rank)
rnk10 rnk20 rnk50 rnk100 rnk1000
bigrams 3.0 4.0 48.0 45.0 70.5
stanford 0.0 1.0 24.0 26.0 48.0
AEGIR 0.0 0.5 20.0 25.0 44.9
bi-
grams
2.0 2.0 34.0 36.0 43.2
all
representations
stan-
ford
0.0 0.0 4.0 6.0 13.0
AEGIR 0.0 0.0 2.0 4.0 18.0
Comparing the penetration levels at the various ranks for the dif-
ferent classifiers, we can see that the classification results correspond
with the tendency of a classifier to select phrases in the top k terms.
Interestingly, we see a large disparity in the phrasal features that are
selected by the combination classifier. The preference for bigrams is
mirrored by the penetration levels of the unigrams + bigrams classi-
fier which has selected more bigrams at higher ranks in the class pro-
file than the classifiers with the linguistic phrases. This is in line with
27 Precision is 77.34% for unigrams+bigrams, 75.67% for unigrams+Stanford, 73.47%
for unigrams+AEGIR, and 77.38% for unigrams+bigrams+Stanford+AEGIR. The Re-
call scores are essentially equal for all three, that is, 68.81%, 68.38%, 69.7% and 70.18%
respectively.
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the findings of Caropreso et al. (2001) that penetration levels are a
reasonable way to compute the contribution of n-grams to the quality
of a feature set. On average, the linguistic phrases have much smal-
ler weight in the class profiles than the bigrams and, consequently,
are likely to have a smaller impact during the classification process.
For the combination run, however, it seems that a long tail of small-
impact features does improve classification accuracy.
Linguistic analysis of the top 100 phrases in the profiles of class B60
shows that all classifiers select similar types of phrases. We manually
annotated the bigrams with the correct syntactic dependencies (in the
Stanford collapsed typed dependency format) and compared these
with the syntactic relations expressed in the linguistic phrases. The
results are summarized in Table 2.6.
Table 2.6: Distribution of the top 100 statistical and syntactic phrases in the
B60 class profiles.
grammatical relation bi-
grams
stan-
ford
AE-
GIR
combina-
tion
noun–noun
compounds
41 48
6228 4428
adjectival modifier 11 8
determiner 34 28 27 41
subject 6 4 6 9
prepositions 2 4 1 2
<other> 7 8 4 4
It appears that noun phrases and compounds such as circuit board
and electric device are by far the most important terms in the class
profiles. Interestingly, phrases that contain a determiner relation, for
example the device are deemed equally important in all four different
class profiles. It is unlikely that this is a semantic effect, that is, that
the determiner relation provides additional semantic information to
the nouns in the phrases, but rather it seems an artefact of the abund-
ance of noun phrases which occur in patent texts. We also looked into
the lexical overlap between the parts of the different types of phrases.
We found that the selected phrases encode almost exactly the same in-
formation in all three representations: There is a 80% overlap between
the parts of the top 100 most important phrases. This decreases only
to 75% when looking at the 10,000 most important phrases.
So, given that the class profiles select the same set of words and
contain phrases with a high lexical overlap, how do we explain the
marked differences in classification accuracy between the three differ-
28 As mentioned in section 2.3.2.3 the AEGIR parser uses a more condensed depend-
ency output format. The Stanford’s nn and amod are collapsed into the attributive
(ATTR) relation.
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ent representations? These must stem from the different combinations
of the words in the phrasal features. To examine in detail how the
features created through the different text represenations differ, we
conduct a feature quality assessment experiment against a manually
created reference set.
2.4.3.2 Human quality assessment experiment
To gain more insight in the syntactic and semantic relations that are
considered most informative by humans, we conducted an experi-
ment in which we asked human annotators to select the five to ten
most informative phrases29 for 15 sentences taken at random from
documents in the three largest classes in the corpus. We then com-
piled a reference set consisting of 70 phrases (4.6 phrases per sen-
tence) which were considered as ’informative’ by at least 3 out of 4
annotators. Of these, 57 phrases were noun–noun compounds and 11
were combinations of an adjectival modifier with a noun. None of the
annotators selected phrases containing determiners.
We created bigrams from the input and extracted head–modifier
pairs30 from the parser output for the sentences in the test set. We
then compared the overlap of the generated phrases with the refer-
ence phrases. We found that bigrams overlap with 53 of the 70 refer-
ence phrases; Stanford triples with 62 phrases and AEGIR triples with
57 phrases. Although three data points is not enough to compute a
formal measure, it is interesting to note the correspondence with the
number of terms kept for the three text representations after Local
Term Selection (see Table 2.3). The fact that the text representation
with the smallest number of terms after LTC and with the smallest
overlap with ’contentful’ phrases in a text as indicated by human an-
notators still yields the best classification performance suggests that
not all ’contentful’ phrases are important or useful for the task of
classifying that text. This finding is reminiscent of the fact that the
’optimal’ summary of a text is dependent of the goal with which the
summary was produced (Nenkova and McKeown, 2011).
Only 15% of the phrases extracted by the human annotators contain
word combinations that have long-distance dependencies in the ori-
ginal sentences. This suggest that the most meaningful phrases are ex-
pressed in local dependencies, that is, adjacent words. Consequently,
syntactic analysis aimed at discovering meaning expressed by long-
distance dependencies can only make a small contribution. A further
analysis of the phrases showed that the smaller coverage of the bi-
grams is due to the fact that some of the relevant noun–noun combin-
ations are missed because function words, typically determiners or
29 "Phrase" was defined as a combination of two words that both occur in the sentence,
irrespective of the order in which they occur in the sentence.
30 Head–modifier pairs are syntactic triples that are stripped of their grammatical rela-
tions.
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prepositions, occur in between the nouns. For example, the annotat-
ors constructed the reference phrase rotation axis for the noun phrase
the rotation of the second axis. This reference phrase cannot be captured
by the bigram representation. When intervening function words are
removed from the sentences, the coverage of the resulting bigrams on
the reference set rises31 to 59 phrases (more than AEGIR, and almost
as many as Stanford). Despite the fact that generating more phrases
does not necessarily lead to better classification performance, we in-
tend to use bigrams stripped of functions words as additional terms
for patent classification in future experiments.
The analysis also revealed an indication why syntactic phrases may
lead to inferior classification results: Both syntactic parsers consist-
ently fail to find the correct structural analysis of the long and com-
plex noun phrases such as ‘an implantable, inflatable dual chamber shape
retention tissue expander’ which are frequent in patent texts. Phrases
like this contain many compounds in an otherwise complex syntactic
structure, namely
[an [implantable, inflatable [[dual chamber] [shape retention]
[tissue expander]]]].
For a parser it is impossible to parse this correctly without know-
ing which word sequences are actually compounds. That knowledge
might be gleaned from the frequency with which sequences of nouns
and adjectives occur in a given domain. For the time being, the Stan-
ford parser (and the AEGIR parser to a lesser extent) will parse any
noun phrase by attaching the individual words to the right-most head
noun, resulting in the following analysis:
[an [implantable, [inflatable [dual [chamber [shape [retention
[tissue expander]]]]]]]].
This effectively destroys many of the noun–noun compounds,
which are the most important features for patent classification (see
Table 2.6). Bigrams are less prone to this type of ’error’.
These findings are confirmed when looking at the overlap of the
word combinations: Although there is high lexical overlap between
the phrases of the different representations (80% overlap of the parts
of phrases in section 2.4.3.1), the overlap of the word combinations
that make up the phrases is much lower: Only 33% of the top 1000
phrases are common between all three representations.
31 This result is language-dependent: English has a fairly rigid phrase-internal word or-
der but for a more synthetic language with a more variable word order, like Russian,
bigram coverage might suffer from the variation in the surface form.
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2.4.4 Stanford versus AEGIR triples
The performance with the unigrams + Stanford triples is not signi-
ficantly different from the combination with AEGIR triples. Because
the AEGIR triples are slightly less sparse (see Table 2.1), we expec-
ted that these would have an advantage over Stanford triples. How-
ever, most of the normalization processes that make the AEGIR triples
less sparse concern syntactic variation on the clause level. But as was
shown in section 2.4.3, the most important terms for classification in
the patent domain are found in the noun phrase, where Stanford and
AEGIR perform similar syntactic analyses. Although Stanford’s de-
pendency scheme is more detailed (see Table 2.6), the noun-phrase
internal dependencies in the Stanford parser map practically one-to-
one onto AEGIR’s set of relators, resulting in very similar dependency
triple features for classification. Consequently, there is no normaliz-
ation gain in using the AEGIR dependency format to describe the
internal structure of the noun phrases.
2.4.5 Comparison with French and German patent classification
We found that phrases contribute to improving classification on Eng-
lish patent abstracts. However, the improvement might be language-
dependent since compounds are treated differently in different lan-
guages. A compounding language like German might benefit less
from using phrases than English. To estimate the generalizability of
our findings, we conducted additional experiments in which we com-
pared the impact of adding bigrams to unigrams for both French and
German.
Using the same methods described in section 2.3.1 and 2.3.2, we
extracted and processed all French and German abstracts from the
CLEF-IP10 corpus, resulting in two new data sets which contained
86,464 and 294,482 documents, respectively. Both data sets contained
the same set of 121 labels and had label distributions similar to the
English data set. The sentencing script was updated with the most
common French and German abbreviations to minimize incorrect sen-
tence splitting. The resulting sentences were then tagged using the
French and German versions of the TreeTagger.32 From the tagged
output, we extracted the lemmas and used these to construct uni-
grams and bigrams for both languages. We ran the experiments with
the LCS using the settings reported in 2.3.3.
The results show a much smaller but still significant improvement
for using bigrams when classifying French patent abstracts and even
a deterioration for German. Due to the difference in size between the
English and French data set it is difficult to draw hard conclusions on
which language benefits most from adding bigrams. It is clear how-
32 http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
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Table 2.7: Classification results on CLEF-IP2010 French and German ab-
stracts, with ranges for 95% confidence intervals.
P R F1
French
unigrams 70.65%
±0.68
61.40%
±0.73
65.70%
±0.70
unigrams+
bigrams
72.31%
±0.67
62.58%
±0.72
67.09%
±0.69
German
unigrams 76.44%
±0.34
65.82%
±0.38
70.73%
±0.37
unigrams+
bigrams
76.39%
±0.34
65.41%
±0.38
70.47%
±0.37
ever that our findings are not generalizable to German (and probably
other compounding languages).
2.5 conclusion
In this chapter we have examined the usefulness of statistical and lin-
guistic phrases for patent classification. Similar to Özgür and Güngör
(2010)’s results for scientific abstracts, we found that adding phrases
to unigrams significantly improves classification results for English.
Of the three types of phrases examined in this chapter, bigrams have
the most impact, both in the experiment that combined all four text
representations, and in combination with unigrams only.
The abundance of compounds in the terminology-rich language
of the patent domain results in a relatively high importance for the
phrases. The top phrases across the different representations were
mostly noun–noun compounds (for example watering device), fol-
lowed by phrases containing a determiner relation (for example the
module) and adjective modifier phrases (for example separate module).
The information in the phrases and unigrams overlaps to a large
extent: Most of the phrases consist of words that are important uni-
gram features in the combined profile and that also appear in the
corresponding unigram class profile. However, when examining the
H01 class profiles, we found that 27% of the selected phrases con-
tain words that were not selected in the unigram profile (see section
2.4.2.2).
When comparing the impact of features created from the output
of the aboutness-based AEGIR parser with those from the Stanford
parser, we found the latter resulted in slightly (but not significantly)
better classification results. AEGIR’s normalization features are not
advantageous (compared to Stanford) in creating noun-phrase in-
ternal triples, which are the most informative features for patent clas-
sification.
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The parsers were not specifically trained for the patent domain
and both experienced problems with long, complex noun phrases
consisting of sequences of words that can function as adjective/ad-
verb or noun and that are not interrupted by function words that
clarify the syntactic structure. The right-headed bias of both syntactic
parsers caused problems in analyzing those constructions, yielding
erroneous and variable data. As a consequence, parsers may miss
potentially relevant noun–noun compounds and noun phrases with
adjectival modifiers. Because of the highly idiosyncratic nature of the
terminology used in the patent domain it is not evident whether this
problem can be solved by giving a parser access to information about
the frequency with which specific noun–noun, adjective–noun, and
adjective/adverb–adjective pairs occur in technical texts. Bigrams, on
the other hand, are less variable (as seen in Table 2.1) and therefore
yield better classification results. This is the more important since the
dependency relations marked as important for understanding a sen-
tence by the human annotators consist mainly of pairs of adjacent
words.
We also performed additional experiments to examine the gener-
alizability of our findings for French and German: As could be ex-
pected, compounding languages like German which express complex
concepts in ’one word’ do not gain from using bigrams.
In line with Bekkerman and Allan (2003) we can conclude that with
the large quantities of text available today, the role of phrases as fea-
tures in text classification must be reconsidered. For the automated
classification of English patents at least, adding phrases and more
specifically bigrams significantly improves classification accuracy.
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S E L E C T I O N F O R PAT E N T C L A S S I F I C AT I O N
Reformatted from: D’hondt, E., Verberne, S., Weber, N., Koster C. &
Boves, L. Using skipgrams and PoS-based feature selection for patent
classification. Computational Linguistics in the Netherlands Journal, 2:52-
70, 2012.
Abstract
Until recently, phrases were deemed suboptimal features for
text classification because of their sparseness (Lewis, 1992). In
recent work (Koster et al., 2011; D’hondt et al., 2013), how-
ever, it was found that for classifying English patent documents,
combining phrasal and unigram representations leads to signi-
ficantly better classification results, because phrases are better
suited to catch the Multi-Word Terms (MWT) abundant in the
terminology-rich technical patent texts.
In this chapter, we consider the task of patent classification
of English abstracts at the class level (about 120 classes) of the
International Patent Classification (IPC). We compare (a) the im-
pact of two types of phrases to capture meaningful information
(bigrams and skipgrams); and (b) the impact of performing ad-
ditional filtering of the classification features, based on their
Part of Speech (PoS). For this purpose we performed a series of
classification experiments using different phrasal text represent-
ations and feature selection to determine which representation
is most beneficial to English patent classification. We further
investigated which type of information (as captured by the PoS-
filtered skipgrams) has most impact during classification.
The results show that combining unigrams and PoS-filtered
skipgrams leads to a significant improvement in classification
scores over the unigram baseline. Additional experiments show
that the most important phrasal features are bigrams and ad-
ditional useful phrases can be captured by allowing at most
2 skips in the skipgram approach. Deeper analysis revealed
that the noun-noun combinations and – to a lesser extent – the
adjectival-noun combinations are the most informative phrasal
features for patent classification.
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3.1 introduction
Patent classification is a large-scale, unbalanced, multi-class, multi-
label text classification problem. Most studies seeking to improve
patent classification have focussed on exploiting the hierarchical
structure of the IPC1, the clustering possibilities offered by patent
metadata or the imbalance of data in the classes. Relatively little at-
tention, however, has gone to another salient aspect of patent text
classification: the language use in patents.
Patents are written in patentese: a version of English wrought
with genre-specific formulations, terminological Multi-Word Terms
(MWT2), simplex terms (Kando and Leong, 2000) and generic terms.
The latter are especially interesting: in trying to keep the patent’s
coverage as broad as possible, while being specific enough to claim
novelty, a patent attorney will describe the invention in generic terms:
this results in (complex) noun phrases that consist of a generic noun
with a function indicator, for example, ‘fastening device’ to indicate
any kind of screw, nail, rope, etc, or ‘means establishing fluid com-
munication’ to mean ‘valve’ (Lawson, 1997).
Because of their peculiar language use, patents pose an interesting
problem for text classification: the abundance and variety of technical
jargon – patents cover every possible technological field, from flower
cutting devices to rocket launchers – results in a large term vocabu-
lary with many very specific, low-frequency terms. The components
that make up the generic terms are used in many different combina-
tions across the different categories and are themselves too general to
be clear indicators of specific categories. The combinations, however,
can be salient features for the categories. Because of the existence of
generic terms and the large number of Multi-Word Terms in the ter-
minologies, it seems that phrasal3 features might be of aid to patent
classification.
The use of phrasal features for text classification has been hotly
debated: Lewis (1992) did extensive research on using phrasal fea-
tures for text classification, but found no improvements due to their
sparseness. This was later confirmed by Apté et al. (1994) and for a
long time, the prevailing idea in the text classification community was
1 The International Patent Classification (IPC) is a complex hierarchical classification
system comprising sections, classes, subclasses and groups. For example, the ‘A42B
1/12’ class label which groups designs for bathing caps, falls under section A “Hu-
man necessities", class 42 “Headwear" , subclass B “Head coverings", group 1 “Hats;
caps; hoods". The latest edition of the IPC contains eight sections, about 120 classes,
about 630 subclasses, and approximately 69,000 groups. The IPC covers inventions
in all technological fields in which inventions can be patented.
2 A Multi-Word Term (MWT) is a term that is composed of more than one word.
The exact semantics of a Multi-Word Term differ per knowledge area and cannot be
inferred directly from its parts (SanJuan et al., 2005; Frantzi et al., 1998).
3 By a phrase we mean an index unit consisting of two or more words, generated
through either syntactic or statistical methods.
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that phrasal features have no impact on text classification. However,
with the advent of larger data sets and faster algorithms this has been
re-examined (Bekkerman and Allan, 2003).
Recently, Özgür and Güngör (2010) and Özgür and Güngör (2012)
found that for certain text genres adding dependency triples4 can
lead to significant improvements in classification accuracy. The im-
pact differed between genres and, interestingly, could be attributed
to different dependency triple types (grammatical relations) for the
different genres. In the case of scientific abstracts (the genre in their
studies which is most closely related to patent texts) they found a
large and significant improvement by adding noun-phrase internal
dependency triples to unigrams.
Koster et al. (2011) found a similar result for patent classifica-
tion: classification accuracy improved significantly when dependency
triples were added to the unigrams. Here too, the most important
triples were those that contained a noun-noun compound or a noun
with an adjectival modifier.
D’hondt et al. (2013) used the same data set and classification al-
gorithm as Koster et al. (2011) to compare the impact of bigrams and
two types of dependency triples. They found that adding phrases
always leads to significant improvements in classification accuracy,
but bigrams are by far the most powerful phrasal features. Deeper
analysis showed that although linguistic parsers output some inform-
ative features, they struggle with the syntactic structures in the long,
complexly embedded noun phrases and, consequently, make consist-
ent errors that result in many noisy, low-frequency triples. Analysis of
the high-ranking bigrams brought more flaws to light: It was found
that some salient phrases are missed because of function words. A
phrase like ‘divide and conquer’ is cut up into somewhat less mean-
ingful features divide_and and_conquer in the bigram approach. Fur-
thermore, even in the best-scoring classifier they found an abundance
of phrasal features that are made up of nouns and function words (e.g.
the_device), which contribute little or limited semantic content to the
unigram features.
In this chapter, we build on the results found in D’hondt et al.
(2013). Our goal is twofold: First we want to examine a new text rep-
resentation which overcomes the limits of the bigram representation.
Skipgrams (cf. Section 3.2.1) are less bound by the specifics of the sur-
face text and might more effectively capture meaningful phrases from
the long and complexly embedded noun phrases in patent texts.
However, the skipgram representation has drawbacks as well: The
combinatory possibilities of the skipgrams will lead to a large in-
crease in the number of features, many of which will be combinations
4 A ‘dependency triple’ is a triple [word,relation,word] obtained by unnesting a
dependency tree. For example, the sentence ‘John smokes’ can be described as
[John,SUBJ,smoke].
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of nouns and frequent function words like determiners and preposi-
tions. So even though more meaningful phrases are captured by the
skipgram representation, it is not unlikely that these would drown
in a sea of noisy, semantically uninformative terms. Consequently, a
fair comparison between the different text representations must be
coupled with a stricter feature selection, to ensure that we only se-
lect those n-gram features that capture the MWT and generic phrases
which are so important in patent texts. This brings us to our second
goal: experiment with PoS filtering of the features, that is, we only al-
low those phrases whose components are nouns, adjectives or verbs.
In this way we will attempt to find optimal features for phrase-based
automatic classification of English patent texts.
In this chapter, we will perform classification experiments using
different text representations, namely (a) unigrams; (b) bigrams and
(c) skipgrams. The phrasal features will be used in isolation as well as
in combination with the unigrams. We will also experiment with PoS
filtering on the phrases and words to select the features that have the
most aboutness5 and combine these in new classification experiments.
In the analyses we will further investigate (1) the differences
between bigrams and skipgrams in the class profiles; (2) the impact of
allowing wider skips in phrases; and (3) which subtypes of features
(based on PoS combinations) contain the most important information
for patent classification.
3.2 background
For an extensive overview of the previous literature on the use of
statistical and linguistic phrases as features for text classification, see
D’hondt et al. (2013) and the references therein.
3.2.1 From bigrams to skipgrams
The skipgram representation originates from the field of speech pro-
cessing, but was introduced into (text) language modelling by (Gu-
thrie et al., 2006). It is a combinatorial representation in which n-
grams are formed (bigrams, trigrams, etc.) but in addition to allowing
adjacent sequences of words, the representation also allows tokens to
be ‘skipped’. Skipgrams for a given skip distance k allow a maximum
of k words skipped to construct the n-gram. Therefore, ‘3-skip-n-gram’
results include 3 skips, 2 skips, 1 skip, and 0 skips (the latter are typ-
ical n-grams formed from adjacent words).
5 The notion of aboutness originates from the library science domain and refers to the
conceptual content of a unit of text, stripped of all pragmatic and syntactic detail.
For a detailed explanation of the aboutness concept and how it relates to text cat-
egorization, see Koster et al. (2011).
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Guthrie et al. (2006) compared the coverage of 4-skip-2-grams and
regular bigrams, as well as 4-skip-3-grams and regular trigrams. They
found that – in case of bigrams – allowing up to 4 skips increased
the number of relevant phrases (i.e. bigrams that occur in an unseen
test document) with 5 percentage points (raising coverage to 85%). In
other words, the skip-2-gram method does uncover relevant phrases
that could not be found through the bigram method. In the case of
trigrams they found a similar but less pronounced effect. As can be ex-
pected, the combinatorial explosion of skip-2-grams results in many
noisy, low-frequency phrases, but in additional experiments it was
shown that the skipgram phrases are not too variable and can still be
used to model context.
Ptaszynski et al. (2011) looked at the usability of skipgrams with
more skips and compared these to a regular n-gram approach in lan-
guage modelling. Their pattern extraction system allows for k-skip-
n-grams where k equals sentence length. Their aim is to extract fre-
quent patterns, which they define as occurring at least two times in
the corpus. They find that skipgrams are good phrasal features for
modelling language in sparse data sets: While the number of frequent
n-grams decreases rapidly with the increase in number of elements
(larger n-grams), the number of frequent patterns increased for skip-
2-grams (compared to unigrams) and then gradually decreased for
larger skip-n-grams, providing approximately 5 to 20 times more fre-
quent patterns for the different test sets.
Siefkes et al. (2004) examined a variant of skipgrams called Ortho-
gonal Sparse Bigrams (OSB) which is primarily aimed at reaching the
same coverage as regular skipgrams but with less redundancy in the
feature space. OSBs are created by moving a window of size k over
a string of words, creating bigrams by taking two out of the k words,
under the condition that the right-most one is always present. For ex-
ample: for a sequence of words T with t1 to tN words, the first set of
bigrams created with a window size of w = 5, would consist of (t1,
t5), (t2, t5), (t3, t5), and (t4, t5). The features resulting from the process
described above are orthogonal to each other in the sense that they
all span different axes in feature space. Unlike ‘regular’ skipgrams,
OSBs contain information on the number of skips as part of the skip-
gram. Using OSBs resulted in a much smaller feature space (2.4 times
smaller than that of the best scoring n-gram baseline) and achieved
a 30% decrease in error rates over a regular skipgram baseline in a
spam filtering task using the Winnow classifier.
In addition, skipgrams have been used in a number of NLP applic-
ation such as irony detection (Reyes et al., 2012), machine translation
(Lin and Och, 2004) and plagiarism detection (Hartrumpf et al., 2010).
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3.2.2 Feature selection of phrasal features for text classification
The combinatorial explosion (Ptaszynski et al., 2011) of features raises
the problem of selecting only those features that are truly represent-
ative for a class in text classification. While standard feature selection
methods like TF-IDF, Information Gain, etc., are applicable to phrasal
features, these features generally have low frequencies and as such
might be discarded too easily by the standard feature selection meth-
ods, especially when combined with unigram features. In this section
we give an overview of the different approaches reported in the lit-
erature that are specifically aimed at selecting phrasal features: (a)
based on the unigram models of the phrase components; (b) through
human selection; and (c) based on linguistic criteria.
3.2.2.1 Phrase selection based on unigram model scores of the components
Braga et al. (2009) used a Multinomial Naive Bayes classifier to in-
vestigate classification performance with uni- and bigrams by com-
paring multi-view classification, (the results of two independent clas-
sifiers trained with unigram and bigram features are merged) with
mono-view classification (unigrams and bigrams are combined in a
single feature set).6 They found that there is little difference between
the output of the mono- and multi-view classifiers. In the multi-view
classifiers, the unigram and bigram classifiers make similar decisions
in assigning labels, although the latter generally yielded lower con-
fidence values. Consequently, in the merge the unigram and bigram
classifiers affirm each other’s decisions, which does not result in an
overall improvement in classification accuracy. The authors suggest
to combine unigrams only with those bigrams for which it holds that
the whole provides more information than the sum of the parts.
Tan et al. (2002) proposed to select highly representative and mean-
ingful bigrams based on the Mutual Information scores of the words
in a bigram compared to the unigram class model. They selected only
the top 2% of the bigrams as index terms, and found a significant
improvement over their unigram baseline, which was low compared
to state-of-the-art results. Bekkerman and Allan (2003) failed to im-
prove over their unigram baseline when using similar selection cri-
teria based on the distributional clustering of unigram models.
3.2.2.2 Phrase selection through human selection
König and Brill (2006) developed an interactive system in which top
ranking features from a skipgram-based classifier were presented to
human annotators who selected the most discriminating patterns.
These patterns were then added to a unigram representation of the
6 The difference between multi-view and mono-view classification corresponds to
what is called late and early fusion in the pattern recognition literature.
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texts and the classifier was re-run. The system achieves significantly
better results than runs with features selected through statistical fea-
ture selection, but the human interaction, although automatized as
much as possible, still requires considerable effort.
A related study extracted phrases by capturing frequently occur-
ring keyword combinations within short segments using a rule-based
algorithm (Ghanem et al., 2002). These were then filtered through a
terminology list supplied by human domain experts for one run, and
through a list of keywords extracted from evidence files (written by
domain experts) that were supplied with the training data. The al-
gorithm yielded improved results, but the experiments were done
only on a specific and not widely used data set.
3.2.2.3 Linguistic selection
Pinna and Brett (2012) use Part-of-Speech-grams (PoS-grams) to ex-
tract meaningful phrases from corpora for corpus linguistic purposes.
A PoS-tagged text corpus can be seen as a sequence of pairs (token,
PoS-tag). A PoS-gram is a sequence of PoS-tags drawn from such a
PoS-tagged corpus. Hence, in each slot of the PoS-gram, any word
can occur as long as it belongs to the PoS category of that particular
slot (Pinna and Brett, 2012).
Luo et al. (2011) used PoS-based term selection of unigrams and bi-
grams to examine the impact of different PoS categories and PoS com-
binations for Chinese text classification. They found that for unigrams
nouns are by far the most effective terms. In the case of bigrams, noun-
verb combinations proved to be the most effective phrases.
3.3 experimental set-up
3.3.1 Data Selection
Our experiments were conducted on a subset of the CLEF-IP 20107
corpus, which is a subset of the MAREC patent collection. It contains
2.6 million patent documents, which pertain to a total of about 1.3 mil-
lion patents (each patent can consist of multiple patent documents).
The patents included in the corpus have been published between 1985
and 2001.
The documents are encoded in a customized XML format and may
contain text in English, French and/or German. They consist of the
following text sections: title, abstract, claims and description. They
also include meta-information, such as inventor, date of application,
assignee, etc. Because our focus lies on text classification, we disreg-
ard the meta-data. We only use the abstract section for our experi-
ments. Although previous research Verberne et al. (2010b) has shown
7 Available through the IRF at http://www.ir-facility.org/collection
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that adding text from the description section to abstracts leads to a
small but significant improvement over classifying abstracts only, we
are more interested in comparing the relative gains between the dif-
ferent text representations. Therefore, the restriction to abstracts will
not change our findings but reduce the amount of data to a more
manageable level.
The classification is carried out on the class level in the IPC-8 hier-
archy. Consequently, only documents having at least one IPC class in
the <classification-ipcr> field have been used. The selection is further
narrowed down by only choosing documents containing an English
abstract. Filtering based on these criteria leaves us with 532,264 ab-
stracts, divided into 121 classes. The majority of these documents
have one to three class labels, with an average of 2.12 labels per doc-
ument.
For classification, these documents have been split in a train set of
425,811 (80% of the corpus) and a test set of 106,453 (20%) documents,
respectively.8
3.3.2 Data Preprocessing
3.3.2.1 General preprocessing
General preprocessing of the texts in the training and test files in-
cluded cleaning up character conversion errors and removing refer-
ences to claims, image references and in-text list designators from the
original texts. This was done automatically using regular expressions.
We then ran a Perl script to divide the running text into sentences, by
splitting on end-of-sentence punctuation such as question marks and
full stops. In order to minimize incorrect splitting of the terminology-
rich technical texts, the Perl script was supplied with a list of com-
mon English abbreviations and a list containing abbreviations and
acronyms that occur frequently in technical texts, derived from the
Specialist lexicon.9
3.3.2.2 Part-of-Speech tagging
The preprocessed sentences were then tagged using an in-house Part-
of-Speech (PoS) tagger (van Halteren, 2000).10 The tagger was trained
on the annotated subset of the British National Corpus and uses
the CLAWS-6 tag set.11 We chose this particular tagger because it
is highly customizable to new lexicons and word frequencies: Lan-
8 No cross-validation has been carried out, based on the results of Verberne et al.
(2010b), who demonstrated that for this corpus there is little variance between dif-
ferent train/test splits (with a standard deviation of less than 0.3%).
9 Both the splitter and abbreviation file can be downloaded from http://lands.let.
kun.nl/~dhondt/.
10 Tokenization was performed by the tagger.
11 http://ucrel.lancs.ac.uk/claws6tags.html
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guage usage in the patent domain can differ greatly from that in
other genres. For example, the past participle said is often used to
modify nouns as in ‘for said claim’. While this usage is very rare and
archaic in general English where said is most often used as a perfect or
past tense verb, it is a very typical modifier in patent language. Con-
sequently, for tagging text from the patent genre, a PoS tagger must
be updated to account for these differences in language use, so as to
output more accurate and better informed tags and tag sequences. For
this experiment, we have adapted the tagger to use word frequency
information and associated PoS tags from the patent domain, taken
from the AEGIR lexicon.12 However, we have not retrained the tagger
on any annotated patent texts. Such annotations are very expensive
to make and were not possible within the scope of this work. Con-
sequently, the tagger is still only trained on the labelling sequence
distribution of the original training texts, i.e. the British National Cor-
pus.
To ease later filtering, the detailed CLAW-6 tag set, containing 148
tags, was mapped to a more basic set of only 10 Part-of-Speech (PoS)
tags, which resembles the set used in the AEGIR lexicon. More spe-
cifically, this means that all noun-related tags (N∗) were mapped to
N, all verb-related tags (V∗) to V and adjectives (JJ) to A. The conver-
sion table can be found in Appendix 3. Please note that this approach
does not distinguish between main and auxiliary verbs. The high fre-
quencies of the latter ensure that they are removed during local term
selection (see section 3.3.4).
3.3.2.3 Lemmatisation
We used the AEGIR lexicon to lemmatize all words in the tagger
output based on their PoS tag. In a final step we performed de-
capitalization and removed all remaining punctuation except for “-”.
The special punctuation rule for “-” is present because the hyphen fre-
quently connects two words which, together, form one unit of sense
(e.g. data-driven in the example sentence). Therefore, we deemed it
useful to treat the resulting sequence as one word. A sentence like
‘Performance of data-driven processing increased greatly.’ results in
the following output:
3.3.2.4 Feature generation
Unigrams were extracted from the lemmatised tagger output. For
the filtered unigram variant, we only selected lemmas with a noun
12 The AEGIR lexicon is part of the AEGIR parser, a hybrid dependency parser that is
designed to parse technical text. For more information, see Oostdijk et al. (2010).
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performance N
of PREP
data-driven A
processing N
increase V
greatly X
(N), adjective (A) or verb (V) tags.13 For our sample sentence the
respective output is given below:
(1) performance, of, data-driven, processing, increase, greatly
(2) performance, data-driven, processing, increase
Bigrams, i.e. pairs of adjacent words, were created by a Python script
that extracted bigrams with zero skips from the tagger output. Like
Guthrie et al. (2006), we only created intra-sentential bigrams. For
the filtered bigram variant, we selected bigrams that contain combin-
ations of nouns, adjectives and verb tags. The respective unfiltered
and filtered output for the example sentence is given below:
(3) performance_of, of_data-driven, data-driven_processing, pro-
cessing_increase, increase_greatly
(4) data-driven_processing, processing_increase
Skipgrams were created by a similar Python script. In these experi-
ments we opted to use 2-skip-2-grams since this range covers the most
informative phrases without increasing the feature space too much
(see section 3.5.2). As for bigrams, we only allow intra-sentential skip-
grams. Furthermore, no information about what words have been
skipped or how many of them have been skipped is encoded in the
resulting Skipgrams. For the filtered skipgram variant, we only se-
lected skipgrams consisting of nouns, adjectives and verb combina-
tions. The respective skipgrams generated for our example sentence
are given below:
(5) performance_of, performance_data-driven, perform-
ance_processing, of_data-driven, of_processing, of_increase,
data-driven_processing, data-driven_in-crease, data-
driven_greatly, processing_increase, processing_greatly,
increase_greatly
(6) performance_data-driven, performance_processing, data-
driven_-processing, data-driven_increase, processing_increase
13 We opted not to include adverbs in the feature selection, based on the results of
Koster et al. (2011) which showed adverbs are not informative features for patent
classification.
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3.3.3 Feature Statistics
A summary of the statistics for the different representations after fea-
ture creation is given in Table 3.1 below.
Table 3.1: Corpus statistics for the text representations.
Representation #Tokens #Types #Tokens/
#Types
% of
Hapaxes
uni-
grams
un-
filtered
60,583,174 355,589 170.37 47.81
filtered 34,441,600 311,976 110.40 47.74
bi-
grams
un-
filtered
58,539,569 4,066,190 14.40 48.68
filtered 18,016,900 2,391,233 7.53 49.12
skip-
grams
un-
filtered
169,695,978 11,789,369 14.39 49.44
filtered 50,565,821 7,392,686 6.84 49.90
As can be expected, the more variable and sparse phrases have
a much lower token/type ratio than the unigrams. The impact of
PoS filtering is much smaller for the unigrams than for bigrams and
skipgrams. Filtering out the high-frequency function words does not
reduce the number of unigram features (types) much, but does – pre-
dictably – lower the token/type ratio. In case of the phrasal features,
PoS filtering has a slightly bigger effect on bigram features than on
skipgrams, reducing the number of features by 42% and 37% respect-
ively. The lowered token/type ratios of the filtered phrases are caused
by filtering out phrases containing function words. As function words
appear frequently, types containing them tend to be instantiated by
many tokens.
3.3.4 Classification Experiments
Classification was done using the Linguistic Classification System
(LCS, cf. Koster et al. (2003)). Within this framework one may se-
lect a classifier from the following set: Naive Bayes, SVM Light and
Balanced Winnow. Earlier work (Verberne et al., 2010b) has shown
that for patent classification, SVM Light and Balanced Winnow per-
form similarly well, both outperforming Naive Bayes. Of those two,
Balanced Winnow offers the higher speed and, more importantly,
human-readable class profiles14. Following D’hondt et al. (2013) we
therefore choose to use Balanced Winnow.
14 For each class, the Winnow algorithm outputs a set of the discriminating terms and
their associated winnow weights for that class.
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We also use the same LCS configuration as D’hondt et al. (2013) and
Koster et al. (2011) which was based on experiments on two different
development sets:
• Global Term Selection: minimal document frequency = 2, min-
imal term frequency = 3.
• Local Term Selection: Simple Chi Square (Galavotti et al., 2000),
selecting the 10,000 most representative term per class.
• After local term selection all of the remaining terms are com-
bined into one common vocabulary which is then used as a
starting point for training the individual classes, i.e. aggrega-
tion of term vocabularies.
• Term Strength Calculation: LTC algorithm, a variant of the TF-
IDF algorithm (Salton and Buckley, 1988).
• Training Method: Ensemble learning based one-versus-rest bin-
ary classifiers. This means that there is not one classifier as-
signing all the class labels, but every class has its own binary
classifier. Each of these classifiers independently assigns a score
to every given document, representing the confidence that this
document belongs to that class. To each document is assigned
at least one and at most four of these class labels (if the classifier
confidence score is greater than the threshold of 1.0).
• Winnow Configuration: α = 1.02, β = 0.98, θ+ = 2.0, θ− = 0.5,
with a maximum of 10 training iterations. We refer to Koster
and Beney (2007) for more details on these parameters.
3.4 results
In this section we present the classification results, both from the
isolation (one text representation only) and combination (unigrams +
phrasal representation) runs. The combination runs were done using
filtered unigrams. We also performed similar runs for all unigram-
phrase combinations using unfiltered unigrams, but the results were
nearly identical to the runs reported here.
Like D’hondt et al. (2013) and Koster et al. (2011) we found consist-
ent improvements in classification accuracy when phrasal features are
added to unigrams in the combination runs. Interestingly, all classifi-
ers trained on phrases only (except the filtered bigrams) also outper-
form the F1 score of the unigram baseline. To our knowledge, this is
unprecedented. This shows the pervasiveness of (linguistic) phrases
in the patent texts, whether they be generic terms or Multi-Word
Terms. Experiments on the same data sets in Koster et al. (2011) that
only used dependency triples as features achieved much lower scores
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Table 3.2: Classification scores of isolation runs, micro-averaged (95 % conf.
value)
Terms % Precision % Recall % F1
unigrams
unfiltered 76.62 ±0.25 66.68 ±0.28 71.31 ±0.27
filtered 76.74 ±0.25 66.58 ±0.28 71.30 ±0.27
bigrams
unfiltered 79.31 ±0.24 67.52 ±0.28 72.94 ±0.27
filtered 78.46 ±0.25 64.39 ±0.29 70.73 ±0.27
skipgrams
unfiltered 79.39 ±0.24 69.07 ±0.28 73.87 ±0.26
filtered 79.60 ±0.24 67.04 ±0.28 72.78 ±0.27
Table 3.3: Classification scores of combination runs, micro-averaged (95 %
conf. value)
Terms (filtered unigrams +
)
%
Precision
% Recall % F1
unfiltered bigrams 79.36 ±0.24 71.00
±0.27
74.95
±0.26
filtered bigrams 79.74 ±0.24 70.60
±0.27
74.89
±0.26
unfiltered skipgrams 79.42 ±0.24 71.13
±0.27
75.04
±0.26
filtered skipgrams 80.16 ±0.24 71.54
±0.27
75.60
±0.26
than the unigram baseline (which is comparable to ours). We hypo-
thesize that the syntactic parser’s treatment of complex noun phrases
(as discussed in section 4.1) had an adverse effect on the effectiveness
of phrases in that experiment.
The impact of using bigrams as opposed to skipgrams is less clear:
When we consider the scores of the unfiltered phrases in the isola-
tion runs, we can see that the precision does not change significantly,
which implies that the features capture similar information. The ma-
jor difference lies in the recall which, unsurprisingly, correlates with
the data spread, recorded in Table 3.1. Since the skipgram represent-
ation has most features, it achieves higher recall scores. The much
sparser filtered bigrams and filtered skipgrams have the lowest recall
scores.
When we consider the impact of performing PoS filtering on the dif-
ferent text representations, we can see some interesting results: First,
filtering unigrams has absolutely no effect on classification accuracy.
Manual inspection of the resulting class profiles also showed that in
both filtered and unfiltered profiles the same terms were selected.
Filtering the phrases in the isolation runs has little impact on preci-
sion but limiting the data causes a drop in recall scores. The filtered
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bigram run has the lowest recall score of all the isolation runs. We
suspect that our approach of PoS filtering is too strict for the bigram
representation: Any meaningful phrase that is split up by at least one
function word, like for example ‘divide and conquer’ is completely dis-
carded in this approach.
In the combination runs, however, there is a marked difference in
the impact of PoS filtering for bigrams and skipgrams. The overall
bigram performance does not improve, while filtering the skipgrams
leads to improvements both in precision and recall, signifying that
more discriminative features were found. This results in the unigram
+ filtered skipgram run to significantly outperform all other runs.
3.5 in-depth analysis
3.5.1 The impact of skipgrams versus bigrams
In this section we investigate why filtered skipgrams outperform
filtered bigrams in the combination runs. More specifically, we will
investigate whether the skipgram representation creates new, more
informative terms that replace regular bigrams in the class profiles,
or whether the improvement in classification accuracy is caused by a
long tail of skipgram features that give additional information to the
same set of features as can be found in the unigram+filtered bigram
class profile.
To get a better understanding of the differences, we examined the
class profiles of the different classes in the unigrams+filtered bigrams
and unigrams+filtered skipgrams runs. A class profile is the model
created for an individual class during the training phase. It consists of
the set of features that best distinguish that particular class from the
rest of the corpus. These features are ranked according to the weight
assigned by the Winnow algorithm during training.
We first examined to what extent the global term sets, i.e. the full
set of terms that occur in the 121 class profiles, of the two filtered
combination runs overlap. The results are given in table 3.4 which
shows feature counts for different subsets of the global term sets. It
is organised as follows: The rows distinguish between the different
feature representations, i.e. unigrams and phrases. The columns show
whether the features:
1. occur only in the term set of the unigrams+filtered bigrams run
(column ‘UniBi-only’); or
2. occur both in the term set of the unigrams+filtered bigrams and
in the term set of the unigrams+filtered skipgrams run (column
‘UniBi∩UniSkip’); or
3. occur only in the term set of the unigrams+filtered skipgrams
run (column ‘UniSkip-only’).
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In short, the union of columns UniBi-only and UniBi∩UniSkip de-
scribes the global term set of the unigrams+filtered bigrams run. The
union of columns UniBi∩UniSkip and UniSkip-only describes the
term set of the unigrams+filtered skipgrams runs.
Table 3.4: Feature counts in the global term sets of the unigrams+filtered bi-
grams run (col. ‘UniBi-only’ & ‘UniBi∩UniSkip’) and the unigrams+filtered
skipgrams run (col. ‘UniBi∩UniSkip’ & ‘UniSkip-only’).
UniBi-only UniBi∩UniSkip UniSkip-only
# of unigrams 19,223 29,212 0
# of phrases 136,223 199,469 230,956
The table shows some interesting data: Firstly, in the global term set
of the combined filtered skipgram run more phrases (skipgrams) are
selected, both in absolute numbers and relative to the number of uni-
grams. This means that during term selection and training, skipgram
phrases prove more informative features than unigrams. Secondly,
less than 50% of the phrasal features in the combined skipgram run
occur in the bigram runs. In other words, less than half of the se-
lected terms are regular bigrams. The nature of the other selected
terms is less clear. As was shown in Table 3.1, there are around three
times more skipgram features than bigram features in the corpus. It
is likely that the new features are phrases with one or two skips. We
will hereafter refer to this particular subset of skipgram features as
‘novel (non-bigram) features’.
Table 3.4 gives evidence that these novel (non-bigram) features ac-
tually replace some of the bigram features: The left-most cell in the
‘phrase’ row shows that 136,223 of the 335,692 (136,223+199,469) reg-
ular bigrams which were deemed informative phrasal features in the
combined bigram run, are not selected in the combined skipgram
run. Since these terms were present in the corpus in the combined
skipgram run, the fact that they were not selected suggests that other,
novel (non-bigram) phrases were better at distinguishing between cat-
egories during the training phase.
This raises the question where these novel (non-bigram) skipgram
features are situated in the (ranked) class profiles. If they replace bi-
gram features with a large Winnow weight, that is, high ranks in the
class profiles, we can conclude that allowing skips in the skipgram
representation creates more informative phrases that are better at dis-
tinguishing between categories than bigram features. If, on the other
hand, the novel (non-bigram) features are located at lower rankings
in the class profiles, it would seem that the most effective features can
be captured by the bigram representation, and that the non-bigram
skipgram phrases merely provide additional information.
To answer this question we first looked at the distribution of novel
(non-bigram) phrases in the top k phrasal features extracted from the
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class profiles of the combined filtered skipgram run (figure 3.1). This
figure shows where these novel (non-bigram) terms are situated in
the class profiles and whether there is a trend in the distributions
that holds for all 121 classes.
Figure 3.1: Percentage of non-bigram terms in top k phrasal terms for the
unigram+filtered skipgram combination run, averaged over 121 classes.
Figure 3.2 shows (a) the cosine similarities between the top
k unigram terms extracted from the class profiles from the uni-
grams+filtered bigram run and unigrams+filtered skipgrams run;
and (b) the cosine similarities between the top k phrasal terms (bi-
grams and skipgrams) from the same runs. This gives us an overview
of how the class profiles differ at different rankings and whether this
is caused by differences in the selection of unigram or phrasal fea-
tures. Both figures show the averages and standard deviations over
all 121 classes.
Figure 3.1 shows that, on average, only 1 of the top 10 phrasal fea-
tures in the unigrams+filtered skipgram class profiles is a feature that
did not occur in the bigram class profiles. In other words, the highest
ranking phrasal terms in the skipgram class profiles are mostly bi-
grams. The high standard deviation shows that this does not hold for
all classes. We did a further analysis of those classes that select more
novel non-bigram features at higher ranking, but found no correla-
tion with class size or classification performance. In general, we can
conclude that novel non-bigram features are more frequent at lower
rankings and continue to replace bigrams at lower levels in the class
profile.
In Figure 3.2 we see a similar pattern: Looking at the cosine similar-
ities of the bigrams and skipgrams in the combined run class profiles,
we see a high similarity between the selections of the higher ranking
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Figure 3.2: Cosine similarities of top k unigram and phrasal terms in class
profiles from combination runs, averaged over 121 classes
terms. At lower levels in the ranking, the average cosine similarity
drops steadily. The drop in cosine similarity scores between the top
100 and top 500 mirrors the increase of non-bigram features at the
same ranks in Figure 3.1. This shows that the differences between the
class profiles are not due to reordering of the available bigrams, but
caused by a difference in selected features.
Figure 3.2 also shows that the increase in classification performance
in the unigram+filtered skipgram run is a direct consequence of the
selection of different phrasal features and not caused by an interac-
tion of these features with the selection of the unigrams. The cosine
similarity of the unigrams in the class profiles of the unigram+filtered
bigrams and unigram+filtered skipgrams is relatively high and re-
mains stable for lower ranked terms. This indicates that in both runs,
nearly the same unigrams were selected in the class profiles of the 121
categories. In other words, the selection of different features in the
two runs does not have an impact on the selection of the unigrams.
The small standard deviation shows consistent behaviour across the
121 different categories.
We can conclude that the improvement in classification accuracy of
the unigrams+filtered skipgrams run is a direct consequence of the
selection of new terms, which were not available to or not selected
by the unigrams+filtered bigrams classifier. These terms replace the
bigram terms to a certain extent, but are mostly found at lower rank-
ings in the class profiles, indicating that although the most meaning-
ful phrases are captured through the bigram approach, by allowing
more skips additional qualitative phrasal features can be found.
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3.5.2 The impact of allowing wider skips
The results reported in section 3.4, showed that filtered 2-skip-2-
grams significantly outperform a classifier trained on bigram features
in the combination runs. In the previous section, we found that the ad-
ditional phrases created through the skipgram approach are features
that are sufficiently meaningful and informative for a classifier to se-
lect them instead of more general unigrams. We furthermore found
evidence that phrases created through the skipgram method replace
bigram features, at least at lower rankings in the class profiles.
In this section, we investigate where these informative phrases are
situated in the surface text, and if allowing wider skipgrams, that is,
skipgrams with more skips, might have a positive impact on classific-
ation accuracy. To do so, we ran additional experiments in the isola-
tion runs with a variable number of skips. Note that 1-skip-2-grams
incorporate 0-skip-2-grams (i.e. bigrams), 2-skip-2-grams incorporate
1-skip-2-grams as well as 0-skip-2-grams and so on. The results can
be seen in figure 3.3.
Figure 3.3: Classification accuracy (precision, recall and F1) for filtered k-
skip-2-grams
The increase in F1 scores is clearly caused by the improvements
in recall of the different k-skip-2-grams. We find the biggest improve-
ment between zero and two skips. This implies that the most effective
phrases –after bigrams– consist of words separated by at most two
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function words or modifiers. For more skips the increase in accur-
acy tapers off. Clearly, ‘wider’ phrases have less impact during the
classification process. Since we find parallel effect in the filtered and
unfiltered skipgram runs, it appears that the lack of increase is not
caused by the number of features available – for unfiltered skipgrams
wider skips lead to a rapid increase in the number of features – but
by a property of the newly generated wider skipgram phrases.
3.5.3 Optimal features
In section 3.4 we found that –for skipgrams at least– PoS filtering
based on the ‘aboutness’ of terms (as captured by the PoS tags) leads
to the best classification results. In this section we describe additional
experiments to determine which subtype of information contained in
the filtered skipgrams has most impact on classification and whether
further, more stringent feature selection can lead to bigger improve-
ments in classification accuracy.
In the filtered skipgram experiments, we allowed all combinations
of nouns (N), verbs (V) and adjectives (A) as phrasal features. In table
3.5 we give an overview of the frequency with which the six possible
combinations that occur in this feature set. We do not take the order-
ing of the phrase elements into account when dividing the features
into different combination categories. For example, we consider both
‘john_smoke’ and ‘smoke_cigarette’ to be instances of NV combina-
tions.
Table 3.5: Distribution of subtypes of filtered skipgrams
Tag #Tokens #Types TTR % of filtered
skipgrams terms
All filtered
skipgrams
50,565,821 7,392,686 6.84 100
NN 14,025,274 2,153,128 6.51 29.1
AN 12,976,938 2,254,880 5.76 30.5
NV 13,998,047 1,574,830 8.89 21.3
AV 4,801,841 798,498 6.01 10.8
AA 1,584,446 430,288 3.68 5.8
VV 3,179,273 179,676 17.69 2.4
Table 3.5 shows a clear division in the data between frequent
phrases which contain at least one noun (N) and the much less fre-
quent adjectives and verbs combinations. On the basis of these fre-
quencies, we performed a series of classification experiments for the
four largest combination categories. In these experiments we used all
filtered skipgram features minus the features from that PoS combin-
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ation category. By comparing the relative drops in classification ac-
curacy (compared to the filtered skipgram baseline) we expect to see
which features contribute most to the overall classification accuracy.
Results are given in table 3.6 which shows the differences with the
filtered skipgram baseline, the classification scores and correspond-
ing confidence intervals for the different runs.
Table 3.6: Classification scores for the four PoS combination experiments
Terms % Precision % Recall % F1
Filtered skipgrams
baseline
79.60
±0.24
67.04
±0.26
72.78
±0.26
Filtered skipgrams
noNN
-1.84 (77.76)
±0.25
-4.13 (62.91)
±0.29
-3.23 (69.55)
±0.28
Filtered skipgrams
noNA
-1.03 (78.57)
±0.25
-2.76 (64.28)
±0.29
-2.07 (70.71)
±0.27
Filtered skipgrams
noNV
-0.66 (78.94)
±0.25
-2.15 (64.89)
±0.29
-1.56 (71.23)
±0.27
Filtered skipgrams
noVA
+0.02 (79.62)
±0.24
-0.24 (66.80)
±0.28
-0.13 (72.65)
±0.26
The classification results of the PoS combination experiments
clearly show that NN and AN combinations make up the most im-
portant features in the classification experiments. This is in line with
the findings by Koster et al. (2011) and D’hondt et al. (2013) that
noun-noun compounds and adjectival modifier-noun combinations
have the most impact during classification. We also find some simil-
arity to the results discussed in Özgür and Güngör (2012) where the
features that contributed most when classifying scientific abstracts
were noun-noun compounds and nouns with adjectival modifiers.
Given the impact of these features, we wanted to examine if select-
ing only these phrases would yield comparable results to the filtered
skipgrams experiments. We therefore performed a second experiment
with only these two subtypes, i.e. NN and NA, both in an isolation
and a combination run. The results are shown in table 3.7.
In the isolation runs, limiting the data to NN- and NA-features only
leads to a significant decrease in classification accuracy, compared to
allowing all filtered skipgram combinations. In the combination runs
we find a similar but insignificant deterioration in classification res-
ults. Selecting only noun-noun and adjective-noun combinations dis-
cards too many other lower impact terms. However, with only around
15% of the number of initial15 (unfiltered) skipgram terms, we were
able to achieve a similar accuracy to the best-scoring classifier, i.e.
unigram+filtered skipgrams.
15 By initial we mean the number of types in the corpus, i.e. the number of features
available before the Global and Local Term Selection are carried out by the LCS.
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Table 3.7: Classification scores for the combination and isolation runs with
NN and NA phrases
Terms %
Precision
% Recall % F1
Filtered skipgrams 79.69
±0.24
67.03
±0.28
72.81
±0.27
OnlyNNandNA 78.86
±0.25
64.82
±0.29
71.16
±0.27
Unigrams + filtered
skipgrams
80.17
±0.24
71.33
±0.27
75.49
±0.26
Unigrams + onlyNNandNA 79.88
±0.24
71.06
±0.27
75.21
±0.26
3.6 conclusion
In this chapter we investigated different approaches to generate and
select phrasal features to improve the classification of abstracts from
English patent texts on the class level of the International Patent Clas-
sification (IPC). We performed classification experiments using uni-
grams, bigrams and 2-skip-2-grams features and found that phrases
make for informative features for patent classification. In the isol-
ation runs, we found that (unfiltered) phrases outperform the uni-
gram baseline, which – to our knowledge – is unprecedented. In the
combination runs, where we added phrasal features to unigram fea-
tures, we saw significant improvements in classification accuracy over
the unigram baseline. These improvements stemmed mostly from in-
creased recall.
We further investigated the impact of Part-of-Speech (PoS) filtering
on the different text representations. We ran additional experiments
with a filtered set of features that consisted of only nouns (N), ad-
jectives (A), verbs (V), or combinations thereof in case of the phrasal
features. PoS filtering of unigrams and bigrams has no positive effect
on classification accuracy. In case of the latter, we suspect that too
many features are discarded by the strict filtering. For the skipgrams,
PoS filtering proved effective: In the combination run, adding filtered
skipgrams led to an improvement both in precision and recall, which
indicates that more discriminative terms were selected.
An extensive analysis of the class profiles of the combined filtered
skipgram run shows that the most important two-word phrases for
classification can be captured by bigrams, and that the additional
phrases generated through the skipgram approach can be found at
lower positions in the ranked class profiles. The skipgram features re-
place some of the unigram and bigram features, indicating that more
informative phrases are generated through the skipgram approach.
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We performed additional experiments to determine if more inform-
ative phrases can be extracted from patent texts by allowing wider
skips in the skipgrams. We found that most effective phrases can be
captured by skipgrams with zero (bigrams) upto two skips.
An additional analysis of the relative impact of different PoS com-
binations in the filtered skipgrams showed that noun-noun and adjec-
tive-noun combinations make up the most important features for
patent classification. This confirms previous findings by Koster et al.
(2011) and D’hondt et al. (2013) that noun-noun compound and ad-
jectival modifier-noun combinations have the most impact during pat-
ent classfication.
We can conclude that adding phrases to unigrams results in sig-
nificant improvements in classification accuracy for English patent
classification. We found that the most effective two-word phrases for
patent classification consist of words that lie at most two words apart
in the surface texts and capture noun-noun compounds or adjectival
modifier-noun combinations.
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Abstract
In this chapter, we quantify the existence of concept drift in
patent data, and examine its impact on classification accuracy.
When developing algorithms for classifying incoming patent ap-
plications with respect to their category in the International Pat-
ent Classification (IPC) hierarchy, a temporal mismatch between
training data and incoming documents may deteriorate classific-
ation results. We measure the effect of this temporal mismatch
and aim to tackle it by optimal selection of training data.
To illustrate the various aspects of concept drift on IPC class
level, we first perform quantitative analyses on a subset of Eng-
lish abstracts extracted from patent documents in the CLEF-IP
2011 patent corpus. In a series of classification experiments, we
then show the impact of temporal variation on the classification
accuracy of incoming applications. We further examine what
training data selection method, combined with our classifica-
tion approach yields the best classifier; and how combining dif-
ferent text representations may improve patent classification.
We found that using the most recent data is a better strategy
than static sampling but that extending a set of recent train-
ing data with older documents does not harm classification per-
formance. In addition, we confirm previous findings that using
2-skip-2-grams on top of the bag of unigrams structurally im-
proves patent classification. Our work is an important contribu-
tion to the research into concept drift for text classification, and
to the practice of classifying incoming patent applications.
4.1 introduction
Like most large-scale text corpora that are collected over a longer
period of time, patent corpora are subject to temporal variation. The
constant introduction of new technologies and their corresponding
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vocabularies in the various technical fields leads to shifts in the un-
derlying distribution of words over time (Tsymbal, 2004).
Let us illustrate with an example: Consider the category ‘Tele-
phonic Communication’ (H04M).1 In the 1970s a typical granted pat-
ent in this category could describe an automatic answering machine,
complete with cassette deck, magnetic tape and turn buttons. A typ-
ical 2012 patent in the same category may cover a new type of smart
phone with camera and a touch screen. Although new patents are still
filed for answering machines, such systems will be digital and un-
likely to contain many of the components of their 1970s predecessors.
This example shows that the contents of the H04M category have
evolved over time: It covers different concepts expressed with differ-
ent words. This category-internal shift has corpus-wide consequences:
In 2012 the ‘Telephonic Communication’ (H04M) category is more
similar to the ‘Electric Digital Data Processing’ (G06F) category than
it was in the 1970s. Another aspect of temporal change is the rise and
decline of certain categories: The recent explosion of innovation in the
smart phone industry has infused the H04M category with many pat-
ent application filings in the last decade, while other fields such as
‘Methods for Organic Chemistry’ (C07B) have experienced a slower
innovation rate in the last few years, and consequently seen a decline
in the number of patent applications per year.
Such shifts in the words that characterize a category and the relat-
ive size of categories in (text) collections are known as concept drift.
The term was first introduced by Schlimmer and Granger (1986)
and refers to a non-stationary learning problem over time (Žliobaite˙,
2009).
One way to model the text classification process is by means of
the noisy channel model (Schlimmer and Granger, 1986). This is a
probabilistic model which assumes that the observed phenomena are
generated by one or more hidden sources, and sent through a chan-
nel that may distort the signals. In our case, the observed phenomena
are the documents and the hidden sources are characterized by the
distribution of the features (words) that make up the documents. A
source generates texts pertaining to one specific category or ‘concept’.
If the sources are stationary, the distribution of the features that char-
acterize a concept is stable over time, so that sets of training and test
documents would have the same feature distribution, irrespective of
1 H04M is a language-independent symbol in the International Patent Classification
(IPC), a complex hierarchical classification system comprising sections, classes, sub-
classes, groups and subgroups. Each level in the hierarchy has a different granular-
ity. (Certain aspects of) a smart phone would fall under section H ‘Electricity’, class
04 ‘Electric Communication Technique’, subclass M ‘Telephonic Communication’, group 1
‘Substation equipment’, subgroup 725 ‘Cordless Telephone’. The revised version of the
IPC (IPC8) used in the CLEF-IP 2011 corpus contains eight sections, 129 classes, 639
subclasses, 7,352 groups and 61,847 subgroups (Benzineb and Guyot, 2011). The IPC
covers all technological fields in which inventions can be patented. In the experi-
ments reported in this chapter we opted to classify on class level.
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the time when the documents were generated. In real-life classifica-
tion tasks, however, we see (systematic2) changes in the sources over
time, so that a classifier trained with texts generated by the source at
time T1 may not match very well with text generated at time T2. All
research focussed on concept drift basically has the same goal: Redu-
cing the impact of the mismatch between the feature distributions in
the train and in the test data.
As first proposed by Kelly et al. (1999), the presence of concept drift
may be observed in three ways:
1. The distributions of category labels, i.e. the (relative) number of
documents assigned to the different categories, generated by
the various sources, may change over time. In the example given
previously this refers to the growth of the H04M category over
time relative to other categories.
2. The term distributions that characterize the sources may change
over time when new terms are introduced and older terms
become obsolete, for example the introduction of the phrase
‘touch screen’ in the H04M category.
3. Through shifts in term distributions the source similarity
between categories may also change over time, e.g. the H04M
and G06F categories have become more similar over time.
Concept drift has received a lot of interest in the last decades in
various research fields dealing with large amounts of (incoming) data
(Žliobaite˙, 2009), such as recommender systems (Koychev, 2000), ad-
aptive information filtering of news feeds (Lebanon and Zhao, 2008),
classification of scientific articles (Mourão et al., 2008), etc., but to our
knowledge concept drift has received almost no attention in the con-
text of (English) patent classification. In fact, most of the current re-
search on improving automated patent classification generally treats
corpora of patent documents as static wholes, where the training data
distribution and the test data distribution are similar.
This approach is naive at best: The patent domain is prone to
change, since a patent (application) can only be granted if it brings
a novel element or implementation to its technical field(s). In a real-
life setting there is often a mismatch between the test data (incoming
patent applications), and the training data available in the corpus, es-
pecially in fast-paced categories where rapid innovation occurs. In
previous work (Verberne et al., 2010b), we noticed that a two-year
gap between the training data and the test document set can already
2 A difficult problem in handling concept drift is distinguishing between true concept
drift and random noise. In the beginning of gradual drift (see section 4.2), when
only few instances generated by the new version have been seen, it is difficult to
distinguish between random noise and a genuine change in the data distribution
that characterizes the source.
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cause a large drop in classification accuracy. In this chapter we will
investigate this phenomenon in more detail, while taking some of the
unique properties of the patent domain and patent classification task
into account.
First, patent classification is a multi-label, highly imbalanced clas-
sification problem: In the CLEF-IP 2011 patent corpus, which was
used for this chapter, 20% of the categories comprise 80% of the doc-
uments. For a large subset of the categories few new patent applic-
ations are submitted, which may mean less temporal variation, but
surely means little training data. Where most patent classification re-
search has focussed on improving the classification accuracy of the
larger classes, this is not defensible in a real-life setting: Incoming pat-
ent applications must be routed to the correct examiner(s), no matter
how small the relevant categories may be. It is therefore important to
investigate whether concept drift has a different impact in large and
small categories. Please note that in this chapter we only study tem-
poral variation at class level. While there is a demand to classify on
lower levels in the IPC hierarchy (Benzineb and Guyot, 2011), the data
sparseness in the subgroup categories poses problems for low-level
classification even with static sampling. Spreading out the training
data with respect to different time stamps would create sparseness
problems which would render it impossible to draw conclusions on
temporal variation.
Second, the language use in patents is quite different from most
other text genres. Patents are written in so-called patentese: a version
of English with long sentences in complex syntactic constructions, full
of genre-specific formulations and using a large vocabulary of Multi-
Word Terms.3 In previous research (D’hondt et al., 2013; D’hondt
et al., 2012) we found that for classifying abstracts4 of patent applic-
ations written in English, extending a bag-of-words representation
with phrasal features significantly improves classification accuracy,
as phrases can capture the most important Multi-Word Terms. How-
ever, in these experiments we completely ignored concept drift. We
suspect that phrasal features — perhaps even more than words —
can be subject to temporal variation and therefore careful selection
of the phrasal features may improve classification of incoming patent
applications.
Using a subset of data from the CLEF-IP 2011 patent corpus, con-
sisting of 360,000 English patent abstracts dating from 1981 to 2004
3 A Multi-Word Term (MWT) is a term that is composed of more than one word.
The exact semantics of a Multi-Word Term differ per knowledge area and cannot be
inferred directly from its parts (SanJuan et al., 2005; Frantzi et al., 1998).
4 (Full) patent documents consist of four different sections, e.g. the title, abstract,
claims and description section, each with their own particular language use. We
opted to only use abstracts as they are the easiest to process and contain the most
concise descriptions of the inventions patented. We imagine our findings may easily
extend to the other sections of the document.
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that had at least one IPC category label on class level, we will invest-
igate:
1. how concept drift is manifested in the corpus;
2. whether classification accuracy improves when using
temporally-aware sampling, compared to static sampling5
in training the classifiers;
3. what the optimal trade-off is between recency and training win-
dow size when selecting training data;
4. whether the finding in other work that adding phrasal fea-
tures significantly improves classification still holds for our
temporally-sensitive selection of training data.
In this chapter we will present quantitative analyses of the distribu-
tion of the categories and their characteristic terms (features) as well
as results from classification experiments. From these results we will
draw conclusions on what data selection methods are most suitable
for training patent classifiers. We expect that these insights will be
of interest to the patent community as a whole, as well as to other
prospective researchers who want to examine automated text classi-
fication on large, imbalanced data sets that were collected over a long
time period.
The remainder of this chapter is structured as follows. Section 4.2
describes related work on concept drift in text classification tasks. In
section 4.3 we present general information on the corpus and the clas-
sification algorithm used in our experiments and analyses. Section 4.4
illustrates the three ways in which concept drift occurs in the CLEF-IP
2011 patent corpus (subset). In section 4.5 we investigate the impact
of concept drift on patent classification accuracy. Section 4.6 examines
the trade-off between the recency effect and training window size. In
section 4.7 we examine the effect of adding phrasal features. Conclud-
ing remarks are given in section 4.8.
4.2 related work : concept drift in text classification
In this overview, we will limit ourselves to research on concept drift
done in the context of text classification. For a detailed overview on
concept drift spanning multiple fields of research, please see the ex-
cellent introduction by Žliobaite˙ (2009) and a shorter overview by
Tsymbal (2004).
In the literature, most researchers distinguish between three types
of drift, depending on the rate and periodicity of the change.
5 The term ‘static sampling’ used in this chapter reflects this stationarity assumption.
It refers to a method of dividing a document corpus in a train and test set without
taking the time stamps of the documents into account.
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1. Sudden concept drift:6 In sudden concept drift there is a clear mo-
ment when the distribution in the corpus changes substantially.
The primary aim of systems dealing with sudden drift is to ac-
curately detect shifts and react according to this trigger by chan-
ging the training set selection to only include the instances that
match the new distribution, and retraining the systems. Typical
examples where sudden concept drift plays a role are adaptive
filtering (Scholz and Klinkenberg, 2007) where users’ interest
may change suddenly and spam filtering (Fawcett, 2003), where
spammers actively try to get around existing spam filtering sys-
tems.
2. Gradual concept drift: In gradual concept drift the data distri-
bution in the corpus changes continuously over time, though
not necessarily at a constant rate. Consequently, there is no
clear event that signals change. It has been suggested that
gradual drift is best handled by moving windows (of fixed
size) on the data (Kuncheva, 2004). Prime examples of real-life
gradual drift in textual data can be found in email categoriza-
tion (Carmona-Cejudo et al., 2011) and classification of scientific
articles in the ACM Digital Library and the Medline medical
collections (Mourão et al., 2008).
3. Recurring drift: In recurring concept drift, an older version of
a source, which recently was less active, can suddenly become
more prominent, thus changing the data distribution back to
an earlier state. For recurring concept drift problems, a suit-
able technique is to keep old classifiers in store and measure
their performance on incoming test data. Recurring drift can be
found in news classification (Forman, 2006).
In text classification applications concept drift is often handled by
applying one or more of the following techniques:
• instance selection, which entails selecting parts of the training
data that are relevant to the current status of the source. This
is most commonly done by sliding time windows of fixed or
adaptive size over the most recently arrived instances. Windows
of adaptive size are usually determined by so-called ‘triggers’,
i.e. changes in the training set distribution over time, or drops
in classification accuracy on incoming test data;
• instance weighting, which refers to approaches that use the abil-
ity of some classification algorithms like Support Vectors Ma-
chines to give some training documents more weight during
training (Klinkenberg, 2004);
6 Also known as ‘concept shift’.
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• combining classifiers trained on different (training) data sets in
dynamic ensembles.
The choice of technique(s) depends on the type of drift in the cor-
pus. In the following paragraphs we will give an overview of some
of the work done on concept drift in various text classification tasks
and show how the drift type and task characteristics determine which
techniques are best used. Please note that we will only focus on those
tasks where temporal variation takes place on content level, that is,
in changes in the distribution of words, overlap between categories,
etc., rather than in the form of changes in the interest of users: Much
work has been done on tracking user interest in the context of im-
proving adaptive information filtering, recommender systems, spam
filtering etc. Although these problems also deal with corpora that
contain temporal variation, the real shift lies in the (abrupt) changes
in user interest, not in the intrinsic content changes in the corpora.
Moreover, modelling user interest is often a one-class classification
problem: Whether or not the content is relevant for a particular user.
In contrast, we discuss classification research that deals with the in-
trinsic content changes within and between (multiple) categories.
Email classification is a multi-class classification problem with typ-
ically 10 to 100 categories, depending on the data set used. Emails
are mostly fairly short text fragments and contain a lot of metadata
such as sender information, time stamp, etc. Although the overall
structure of an email folder hierarchy may change considerably over
time, content-wise an email corpus tends to change more gradually:
For example, in emails concerning a work-related project, collaborat-
ors may come and go but the project topic will not shift completely
from one day to another. Segal and Kephart (1999) proposed an in-
cremental learner that recalibrates the TF-IDF vectors of the various
categories with each incoming email. As time goes by, some term
features on the TF-IDF vectors may become obsolete, which results in
increasingly lower TF-IDF values, but are never completely discarded.
Rather than using the full training set, Carmona-Cejudo et al. (2011)
implemented adaptive window and controlled forgetting techniques
using the Drift Detection Method (DDM) (Gama et al., 2004), which
signals drift based on the performance of the most recent model on
incoming data. They found that using instance selection instead of
all available data results in significant improvements on the ENRON
email dataset (Klimt and Yang, 2004).
News classification has significantly different properties than email
classification. While the number of categories usually remains con-
stant over time, the category content changes very fast. For some-
thing to be ‘news’ it must be different from what was relevant in
the same category the day before. What sets news classification apart
from other text classification tasks — like patent classification — is
the fact that it has recurring themes. Consider the papal resignation
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in 2013: At the first mention on the 28th of February, it dominated
international news for a couple of days. At that time point, term fea-
tures like ‘pope’, ‘vatican’, ‘religion’, etc., were strong predictors of
the ‘international news’ category in a news corpus. Media attention
died down after a while and was only rekindled a week later when
the next papal conclave was due to start. At that point the term fea-
tures related with the papal resignation became relevant again for
the ‘international news’ category. Lebanon and Zhao (2008) used the
Reuters RCV1 dataset (Lewis et al., 2004) which consists of 800,000
documents spanning one year of new stories to track changes in class-
internal feature distributions of the three most popular categories.
Using models of the local likelihood of word appearance, they illus-
trated the existence of concept drift in the corpus, but do not specify
which type. Forman (2006) used the same corpus to perform the Daily
Classification Task, in which incoming news stories are classified into
four categories, i.e. sports (GSPO), goverment & social issues (GCAT),
economics (ECAT) and money markets (M13). It is assumed that only
a fraction of the incoming text documents per day are labelled, while
the rest of the documents are unlabeled and require automatic la-
beling. Forman wants to leverage the knowledge inherent in older
classification models, while at the same time giving the most weight
to the most recent training models (i.e. that day’s training set). This is
achieved by expanding the feature vectors of the training documents
with labels given to those documents by older classifiers. Although
there is a clear improvement of these extended features when using
oracle data, i.e. manually checked labels assigned by older classifi-
ers, the real-life results show that these features cannot adequately
deal with the data sparseness of the very small training sets. Šilic´
and Bašic´ (2012) performed experiments using a logistic regression
classifier on a 248 K corpus, comprising seven categories, from the
French newspaper Le Monde to illustrate concept drift. Using a much
higher granularity (years rather than days) than Forman (2006) they
discovered incremental (gradual) concept drift in the corpus.
A third multi-class text classification task is the automatic classifica-
tion of web documents. This task differs from news classification in that
the temporal dimension is less explicit in document creation: While
news reports often build on facts from previous news reports, web
documents more often are stand-alone descriptions of a certain topic.
Liu and Lu (2002) experimented on a dataset of 1838 web documents
extracted from yahoo.com, with 83 (hierarchical) categories in total on
topics from ‘science’, ‘computers and internet’ and ‘society and cul-
ture’. They present an adaptive classifier based on updating weights
of terms that are most representative for a category. They find that
an evolutionary maintenance of the feature sets is essential for keep-
ing accuracy scores constant over time. Like Segal and Kephart (1999)
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they do not remove older terms from the models, but rather demote
them.
The text classification task most closely related to patent classifica-
tion is the classification of technical documents, which also contain large
numbers of technical terms. A fair amount of work has been done
on this topic by Mourão et al. (2008); Rocha et al. (2013); Salles et al.
(2010) who focussed on concept drift in text classification on large col-
lections of scientific and medical articles, i.e. the ACM Digital Library
which contains 30K articles over 23 years, divided in 11 categories;
and the Medline dataset which contains 861K articles over 16 years
in seven categories, respectively. In Mourão et al. (2008) temporal as-
pects of the document collections are examined and quantified. The
authors illustrate the existence of (gradual) concept drift and find
that the optimal trade-off between recency and training set size is
category-dependent. In Rocha et al. (2013) the authors describe the
Chronos algorithm which performs example selection of document
batches (per year) in the training data, based on the descriptiveness
of features in training and test documents. In Salles et al. (2010), tem-
poral weighting of examples and classification scores is incorporated
in the Rocchio, k-NN, and Naive Bayes learning algorithms. Cohen
et al. (2004) examines automated classification of biomedical docu-
ments in the TREC 2004 Genomics triage task. They notice a clear
drop in classification accuracy between the cross-validation results
on the training set and the test accuracy, which is caused by concept
drift. Further analysis shows that the concept drift is not caused by an
influx of new terms in the more recent data, but by shifts in category
overlap.
To our knowledge, only one previous study has explicitly invest-
igated temporal variation in patent classification (Ma et al., 2009) al-
though the effect of temporal gaps between training and test mater-
ial has also been noticed in CLEF-IP contributions (Verberne et al.,
2010b). In the context of the classification and retrieval tracks or-
ganised by the Japanese patent office (Nanba et al., 2008, 2010), Ma
et al. (2009) evaluated temporal differences in Japanese (full) patents
from the NTCIR-5 patent data set7 which contains 2.4 million pat-
ents from 1993 to 1999. They find that vocabulary use in two pat-
ents from one category is much more similar if the patents are close
to each other in time than when there is a large time gap between
them, and that newly introduced terms in recent years are most likely
domain-specific terms. The authors then propose an approach using
min-max-modular Support Vector Machines, in which (prior) know-
ledge on meta-data like the time stamps and IPC class labels of patent
documents is used to decompose the classification task into a series
of two-class subproblems. The temporally-aware version of their al-
7 The data set can be obtained at http://research.nii.ac.jp/ntcir/permission/
ntcir-5/perm-en-PATENT.html
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gorithm effectively splits up training data per year. The algorithm
then creates an ensemble of two-class subclassifiers on these batches
and uses these to score the most recent documents in the 1998-1999
test set. The scores from the various subclassifiers are then mapped
onto one score per category for each document. They find that select-
ing training documents on the basis of time stamp outperforms static,
i.e. temporally unaware, selection. However, the biggest improvement
in classification accuracy is achieved when the classification problem
is split into subproblems based on IPC category information8 in ad-
dition to temporal information. It should be noted they define patent
classification as a mono-label classification task, and classify at the
highest level of the IPC hierarchy, i.e. sections (eight categories) only.
4.3 method
4.3.1 Winnow algorithm
The classification experiments presented in this chapter were car-
ried out within the framework of the Linguistic Classification Sys-
tem (LCS) (Koster et al., 2003).9 The LCS has been developed for the
purpose of comparing different text representations. Currently, three
classifier algorithms are available in the LCS: Naive Bayes, Balanced
Winnow (Dagan et al., 1997), and SVM-light (Joachims, 1999). Koster
and Beney (2009) found that Balanced Winnow and SVM-light give
comparable classification accuracy scores for patent texts on a data set
similar to ours, but that Winnow is much faster than SVM-light for
classification problems with a large number of features and categor-
ies. We therefore only used the Balanced Winnow algorithm for our
classification experiments, which were run with the following LCS
configuration, based on tuning experiments on data from the same
corpus, by Koster et al. (2011) and D’hondt et al. (2013):
• Global term selection (GTS): Document frequency minimum is
2, term frequency minimum is 3. Although initial term selection
is necessary when dealing with such a large corpus, we deliber-
ately aimed at keeping as many of the sparse phrasal terms as
possible.
• Local term selection (LTS): We used the simplified Chi Square,
as proposed by Galavotti et al. (2000) to automatically select
the most representative terms for every category, with a hard
maximum of 10,000 terms per category.10
8 This corresponds to a hierarchical classification approach.
9 http://www.phasar.cs.ru.nl/LCS/
10 In D’hondt et al. (2013), we found that increasing the cut-off to 100,000 terms resulted
in a small increase in accuracy (F1 values) for the combined representations, mostly
for the larger categories. Because the patent domain has a large lexical variety, a
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• After LTS, the selected terms of all categories are aggregated into
one combined term vocabulary, comparable to the Round-Robin
strategy proposed by Forman (2004). This combined vocabulary
is used as the starting point for training the individual categor-
ies.
• Term strength calculation: LTC algorithm (Salton and Buckley,
1988) which is an instance of the TF–IDF measure.
• Training method: Ensemble learning based on one-versus-rest
binary classifiers.
• Winnow configuration: We used the same setting as Koster et al.
(2011); D’hondt et al. (2013), namely α = 1.02, β = 0.98, θ+ = 2.0,
θ− = 0.5 with a maximum of 10 training iterations.
• For each document the LCS returns a ranked list of all pos-
sible category labels and the corresponding Winnow scores. If
the score assigned to a category is higher than a predetermined
threshold, the document is assigned that category. We used the
natural threshold of the Winnow algorithm equal to one. We
configured the LCS to return a minimum of one label (with the
highest score, even if it is lower than the threshold) and a max-
imum of four labels for each document. These values are based
on the average number of classes per patent in the training data.
4.3.2 Evaluation measures
The classification quality of the various classifiers was evaluated us-
ing the F-measure metric (F1), which is equal to the harmonic mean
of recall and precision. The F1 score can be computed in two ways:
Micro-averaged or Macro-averaged. The micro-averaged score is an av-
erage over all the document-category tuples, in which each document
is given equal weight. Given the data imbalance in the patent corpus,
micro-averaged F1 scores will give us insight in the performance of
the larger categories. The macro-averaged F1 score, on the other hand,
gives equal weight to each category and is therefore a good measure
to see classifier performance on the smaller categories.
4.3.3 Corpus selection
We chose to use the CLEF-IP 2011 corpus as it is a large-scale patent
corpus which spans several decades. From the corpus we extracted
large amount of low-frequency terms in the tail of the term distribution can have
a large impact on the accuracy scores. Since we are more interested in the relative
gains between different text representations and the corresponding top terms in the
category profiles, than in achieving maximum classification scores, we opted to use
only 10,000 terms for efficiency reasons.
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Figure 4.1: Data distribution of English abstracts in CLEF-IP 2011 corpus,
in # of documents per year. The (red) box shows the data subset used in
subsequent analyses and classification experiments.
all English abstracts from documents that have one or more category
labels on IPC class level. This led to a total of 1,004,022 English ab-
stracts. For each document we also extracted the unique filing date
(priority date) of the patent application in the system. We opted for a
fine granularity, i.e. binning the documents per year, because this en-
abled us to examine the differences in drift rates between the various
categories in more detail.
The distribution of the number of documents as a function of time
in the corpus is shown in Fig. 4.1. There is a clear imbalance in the
number of documents available for different years. In order to avoid
a bias for a specific time period, we opted to select an equal number
of documents for each year. This resulted in a subset from the data
ranging from 1981 up to 2004, depicted by the (red) box in Fig. 4.1.
The subset is divided into different batches, each batch containing
15,000 documents and spanning one year. Each batch is sampled ac-
cording to the category label distribution for that year in the corpus.
In total, the subcorpus used in the remainder of this chapter consists
of 360,000 documents.
4.3.4 Preprocessing
General preprocessing of the extracted texts in the subcorpus in-
cluded removing XML tags, cleaning up character conversion errors
and removing references to claims, image references and in-text list
designators from the original texts. This was done automatically us-
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ing regular expressions. We then ran a Perl script to divide the run-
ning text into sentences, by splitting on end-of-sentence punctuation
such as question marks and full stops. In order to minimize incorrect
splitting of the texts, the Perl script was supplied with a list of com-
mon English abbreviations and a list containing abbreviations and
acronyms that occur frequently in technical texts,11 derived from the
Specialist lexicon.12
Previous research (D’hondt et al., 2013) has shown that patent clas-
sification accuracy increases when unigram features are combined
with phrasal features in a bag-of-words approach. In D’hondt et al.
(2012) we found that filtering the resulting features on Part-of-Speech
(PoS) information, i.e. only allowing nouns, verbs or adjectives (or
combinations thereof), significantly raises the performance compared
to using all phrasal features. In the case of unigrams, PoS filtering has
no significant effects on classification performance, but it does result
in a smaller (and more manageable) feature set. We found that com-
bining both representations yielded the best classification accuracy
scores.
The preprocessed sentences were therefore tagged using an in-
house PoS tagger (van Halteren, 2000).13 The tagger was trained
on the annotated subset of the British National Corpus and uses
the CLAWS-6 tag set.14 We chose this particular tagger because it
is highly customizable to new lexicons and word frequencies: Lan-
guage usage in the patent domain can differ greatly from that in other
genres. For example, the past participle said is often used to modify
nouns as in ‘for said claim’. While this usage is very rare and archaic in
general English where said most often occurs as a simple past tense or
past participle, it is a very typical modifier in patent language. Con-
sequently, for tagging text from the patent genre, a PoS tagger must
be updated to account for these differences in language use, so as
to output more accurate and better informed tags and tag sequences.
For the following experiments, we have adapted the tagger to use
word frequency information and associated PoS tags from the patent
domain, taken from the AEGIR lexicon.15 However, we have not re-
trained the tagger on any annotated patent texts. Such annotations
are very expensive to make and were not possible within the scope
of this work. Consequently, the tagger is still only trained on the la-
bel sequences in the original training texts, i.e. the British National
Corpus.
11 Both the splitter and abbreviation file can be downloaded from https://sites.
google.com/site/ekldhondt/downloads
12 The lexicon can be downloaded at http://lexsrv3.nlm.nih.gov/Specialist/
Summary/lexicon.html.
13 Tokenization was performed by the tagger.
14 http://ucrel.lancs.ac.uk/claws6tags.html
15 The AEGIR lexicon is part of the AEGIR parser, a hybrid dependency parser that is
designed to parse technical text. For more information, see Oostdijk et al. (2010).
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Table 4.1: Example output: PoS-filtered words and PoS-filtered 2-skip-2-
grams for the expression ‘processes for preparing said compound’.
words (PoS-filtered) 2-skip-2-grams (PoS-filtered)
process (N) process_prepare (N_V)
prepare (V) process_say (N_A)
say (A) prepare_say (V_A)
compound (N) prepare_compound (V_N)
say_compound (A_N)
From this data we generated two text representations using the fil-
tering and lemmatisation procedure described in D’hondt et al. (2012):
PoS-filtered words (only allowing nouns, verbs and adjectives), and
PoS-filtered 2-skip-2-grams (only allowing combinations of nouns,
verbs and/or adjectives). Through this process, for the phrase ‘pro-
cesses for preparing said compound’ the terms presented in Table 4.1 are
generated.
4.4 illustrating concept drift in the patent corpus
In this section we investigate the existence of concept drift in the
CLEF-IP 2011 patent corpus by looking at the three ways in which
drift may manifest itself: (a) changes in category distributions over
time (section 4.4.1), (b) category-internal feature shifts (section 4.4.2),
and (c) category similarity over time (section 4.4.3). All analyses in the
remainder of this chapter are on the class level in the IPC taxonomy;
therefore, we need to distinguish between 121 categories.
4.4.1 Category distributions
First we examined the distributions of the category labels in sub-
sequent years in the CLEF-IP 2011 corpus.16 Fig. 4.2 shows the pro-
portions of label occurrences for the different categories over time.
The figure shows a gradual change of category sizes in the corpus.
Category sizes do not change abruptly between consecutive years,
but over a longer time period certain categories grow substantially,
e.g. H04 Electric Communication Techniques, while others decline, e.g.
C08 Organic Macromolecular Compounds. However, most categories re-
main more or less the same relative size over time. The size imbalance
(discussed in section 4.1) between the categories is also clearly visible:
16 Unlike the statistics shown in sections 4.4.2 and 4.4.3, Figure 4.2 comprises data
from the entire CLEF-IP 2011 (starting from 1981), rather than the subcorpus de-
scribed above. However, the subcorpus was created through random sampling at
the different time points, and consequently has the same underlying category label
distribution.
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Figure 4.2: Category label distribution (proportions) of English abstracts in
CLEF-IP 2011 corpus. Each band depicts a different category over time.
The majority of the 121 categories contain few documents. In this cor-
pus there are no categories that first shrink and then revive at a later
point in time, which would be an indication of recurring concept drift.
Instead, once a category starts to shrink or grow, it continues to do so.
Additional analysis showed that for those documents that have mul-
tiple labels, there are no substantial changes in label combinations
over time in the corpus.
What does this entail for classification in this corpus? A gradual
change means that – at least for sampling purposes – the differences
in category distributions are fairly small between consecutive years.
This suggests that it is safe to use documents which are a few years
older than the incoming new documents to train classifiers.
4.4.2 Terms used within the categories
Second, we investigated the changes within the term sets per cat-
egory. It appeared that, except for the smallest categories, where data
sparseness prevented a detailed analysis, all categories showed sim-
ilar emergence and fate of the terms (per year). We use the H01 Basic
Electric Elements category to illustrate the phenomenon. We chose that
category because it is large and stable in terms of size, and the pat-
tern of emergence and fate of terms for this category is representative
for the majority of the categories.
We took all terms occurring in the subcollection of documents for
category H01 (not ranked in any way). For each term, we extracted
from the corpus the year in which the term occurred for the first time
for this category. Then we counted the number of terms originating
per year. In Fig. 4.3, the differently coloured bands indicate the num-
ber of terms per year of the first appearance in the subcorpus. The
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Figure 4.3: Terminology shift in the H01 category in CLEF-IP 2011 subcor-
pus.
bands show the number of terms originating in each year, but hold
no information on the fate of individual terms. In other words, a term
that occurs only in the 1981 and 1998 batches, will affect the height of
the orange (second to lowest) band only in those years on the X-axis;
the absence in the other years cannot be seen in this graph. The blue
terms (lowest band) represents the number of ‘stable’ terms, that is,
terms which appear in all years and remain in the corpus constantly.
Fig. 4.3 reveals some interesting facts: First, a substantial amount
of terms (on average 28%, i.e. the ‘stable’ terms in the blue band)
reappears in the term sets for each year. These terms are a mixture
of (stable) category-specific terms and more general terms that occur
frequently in technical documents. Second, each year around 20% of
the terms are newly introduced in the corpus. These terms can be
seen in the top band for that year. This discovery is reminiscent of the
category-specific terms discussed by Ma et al. (2009) (see section 4.2).
Only a small portion of these novel terms reappear in the subsequent
year(s). The only exception to this observation is the broad orange
band of terms introduced in 1981. These are the terms in the 1981
batch that do not re-appear in all subsequent years. One reason why
this band is so broad is because 15,000 documents is a relatively small
sample given the large number of categories in the subcorpus (121).
With larger batches a larger proportion of the terms from 1981 band
would have been present in all years, and considered as stable terms.
We also examined the changes in the term distribution in 10 smaller
categories and some fast growing categories (A61; not shown here).
In all cases we found an overall pattern similar to the one shown in
Fig. 4.3. In small categories there tends to be a smaller number of
‘stable’ terms (blue band). Furthermore, while each year introduces
novel terms, these are unlikely to re-appear in subsequent years. Both
phenomena are clear indications of data sparseness. For growing cat-
egories such as A61, we find – unsurprisingly – a strong correlation
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between the number of new terms and category size. Moreover, there
is a stronger tendency to inherit terms from previous years: New
terms are added, rather than that they replace older ones.
What does this show us about concept drift in the patent corpus?
For any term set in a given year, the majority of the terms have already
been introduced into the corpus at an earlier stage, i.e. can be found in
older training data. This also points to gradual drift. When selecting
training data for the most up-to-date classifier, the overlap with the
data distribution of previous years is relatively large, so that includ-
ing older training documents will – likely – not harm classification
accuracy. If the band of ‘stable’ terms (blue) were broader, the data
distributions over time would be so similar that static sampling could
be applied.
The quick disappearance of many newly introduced terms may
have two causes: (a) most of these new terms are hapaxes, i.e. words
that occur only once in the corpus and are thus of little importance; or
(b) these terms are the ‘fashionable’ terms of that year and are evid-
ence of concept drift. While (a) is certainly valid: 71% of the novel
terms in 2004 are hapaxes, the fact that some of these terms reappear
in subsequent years reveals that a subset of these new terms are per-
sistent additions to the language used to describe this category. All
bands introduced after 1981 become thinner over time and do not in-
crease at a later stage, which shows that there is no recurring concept
drift in this corpus. These results suggest that it is beneficial to to
update classifiers from time to time.
4.4.3 Category similarity
In this section we analyze the change of category similarities over
time, which are caused by changes in the term distributions in the
individual categories. For each category c in each year i, we created a
subcorpus d by concatenating all documents with that category label
c in that year i. We then created a term vector Vd which contains
all terms that appear in this subcorpus, weighted by their TF-IDF
weights. These weights are calculated as follows: (a) term frequency
is the raw term frequency of the term t in the subcorpus f(t,d); (b)
document frequency is the number of subcorpora in which term t ap-
pears, divided by the total number of subcorpora (D). TF-IDF weights
are then calculated using formula 4.1.
tfidft,d = f(t,d) ∗ log2(
|D|
|{d D : t  d}|
) (4.1)
For each category, we then calculated the cosine similarity between
the term vector of that category and the term vectors of the 120 other
categories in the corpus, at the different time points in the corpus.
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This yielded 121*120 time series, i.e. cosine similarity scores over
time, for which we compute a linear fit function. If the gradient was
not significantly different from zero, the categories did not become
more (dis)similar over time. Given the very large number of tests,
one would expect a substantial number of pairs for which the gradi-
ent would be non-zero at the p = 0.05 level. We were not able to
find interesting patterns for particular categories, but we did find sys-
tematic behaviour related to category size, which is illustrated here
for the H01 category “Basic Electric Elements”, which we also used to
demonstrate the change in the use of terms.
Figure 4.4 shows the category similarities over time of the four
largest categories in the corpus with the H01 category. As we can
see, overall cosine similarity scores are rather low, which indicates
that it is easy to distinguish between at least these four categories.
Furthermore, the category similarities remain more or less constant
over time. In other words, the larger categories do not become more
or less similar to H01 over time. Interestingly, even A61, a category
which grows over time, does not become more similar to H01.
Figure 4.4: Cosine similarity between H01 category and H04, G06, A61 and
G01 categories in CLEF-IP 2011 subcorpus
Figure 4.5 shows the similarities between four intermediate cat-
egories and the H01 category. We can see that for the smaller cat-
egories, there is some change in category similarity over time. Some
categories become more similar, others more dissimilar to the H01
category: Consider G11 “Information Storage”, which started out some-
what similar to H01, but becomes more dissimilar over time. In gen-
eral, we found that there was a lower average category similarity
between smaller categories and H01 compared to the larger categor-
ies described above. We assume that this is a consequence of the data
sparseness in the smaller categories, which causes more internal vari-
ation (compared to the stable H01 category).
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Figure 4.5: Cosine similarity between H01 category and G11, C09, H03 and
H05 categories in CLEF-IP 2011 subcorpus
4.4.4 Summary: concept drift in the patent corpus
We can conclude that there is gradual concept drift in the patent cor-
pus. Both in the class distributions and term distributions, we see
no evidence of abrupt changes, but rather gradual shifts in category
sizes and in the terms used to describe patents in a category. Change
takes place over many years and is not recurring. However, it should
be noted that more abrupt changes may exist at lower levels in the
classification hierarchy. IPC classes themselves consists of different
subclasses, groups and subgroups in some of which ground-breaking
innovation that introduces new concepts or terminology may cause
more abrupt changes. The category-internal changes do not lead to
substantial changes in category similarity over time.
4.5 impact of time distance on classification perform-
ance
In the previous section we illustrated the gradual changes that oc-
cur over time in the data distribution(s) in the corpus. In this sec-
tion we examine how these changes may cause mismatch between
training set and test set distributions that might affect classification
accuracy. For this purpose we examine the difference between static
and temporally-aware sampling. We will discuss the impact of tem-
poral variation for the larger and smaller categories, and examine the
position of novel terms in the classifier models (class profiles.17)
We examined the impact of (increasing) temporal distance through
a series of experiments in which classifiers were trained on one year
(15,000 documents), and then tested on all subsequent years in the
17 For each category, the Winnow algorithm outputs a set of the discriminating terms
and their associated weights for that category.
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corpus. In short, the training set remained constant, and we varied
the test years. In these experiments there are multiple test sets, each
comprising 15,000 documents, which may differ between themselves
in difficulty. Therefore, we added a static sampling classifier as ref-
erence. This classifier was trained on 15,000 documents sampled ran-
domly from all documents leading up to the test year. For example,
the training material for the static sampling classifier used to test with
the 1992 test set, was randomly selected from all available documents
between 1981 and 1991. Please note that for the 1982 test set, the train-
ing sets of the baseline and the 1981 classifiers coincide.
Figure 4.6: Black line: Classification performance on yearly batches with
a classifier trained with 15,000 randomly selected documents. Yellow line:
Classification performance with a classifier trained with 15,000 documents
from the year 1981 (F1 accuracy scores, micro-averaged).
Fig. 4.6 shows the classification accuracy (F1, micro-averaged) of
both the static sampling classifiers and the classifier trained on the
documents from the year 1981 on the test sets consisting of the doc-
74
4.6 recency versus training window size
uments from each of the years 1982 till 2004. The figure shows that
some test years are easier to classify than others. For example, for
the 2003 and 2004 test set both classifiers achieve significantly higher
scores than for the 1997 test set. Further analysis showed that this is a
consequence of the relative growth of some of the large categories and
the near disappearance of some smaller categories in the 2003 and
2004 batches (see also section 4.4.1). Despite the variation between the
test sets, we can clearly see a recency effect: The bigger the time dis-
tance between training and test set, the more classification accuracy
drops. Interestingly, the classification accuracy of the 1981 classifier
drops below the static sampling classifier score immediately. On the
1989 test set, the difference between classifiers becomes significant.
Fig. 4.7 shows that classifiers trained on more recent data show
similar behaviour as the classifier trained with the 1981 data: When
the time distance between training and test set is small, these clas-
sifiers score better than the static sampling classifier. This effect is
short-lived, however. All individual classifiers outperform the static
classifier in the first couple of years, but then drop below the static
classifier.
Analysis of the macro-averaged results (not shown here) showed
similar effects of the time distance between the training and test data,
although the recency effect lasts even shorter for the smaller categor-
ies. This means that the smaller categories are often so sparse that
even though novel terms are introduced into the corpus each year,
they occur too infrequently to aid classification performance. We can
conclude that the effects of temporal variation are not clearly visible
due to data sparseness in the small categories.
We also examined the effect of the novel terms in categories that
are large enough to show a recency effect. Table 4.2 shows the top-
ranking terms in the 1981, 1991 and 2001 class profiles of the B60
“Vehicles in general” and H03 “Basic Electronic Circuitry” categories. For
these categories each more recent classification model (class profile)
achieved consistently better results on the 2004 test set. By comparing
them side by side we can get a snapshot of the change of individual
terms over time. The table shows that most of the top ranking terms
(ranked on Winnow weight) are the ‘stable’ terms that we discussed
in Section 4.4.2. Exceptions are designated in italics. These terms were
introduced in the late eighties, early nineties. Analysis of the most
recent terms, i.e. terms that are introduced in the last five years, show
that these are typically situated at much lower ranks (> 1000) in the
class profiles.
4.6 recency versus training window size
In the previous section we found that classifiers trained on the most
recent data achieve the highest classification accuracy. It should be
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Table 4.2: Snapshots of the class profiles of the categories B60 (Vehicles in
general) and H03 (Basic electronic circuitry), trained on 1981, 1991 and 2001
data, respectively. Terms that are not in the ‘stable’ set are italicized.
rank 1981 1991 2001
1 vehicle vehicle vehicle
2 tyre tyre tyre
3 brake tread airbag
4 rim passenger automobile
5 car trailer windscreen
6 trailer automobile tread
7 rear car roof
8 wheel wheel car
9 automotive windscreen pneumatic
10 elastomeric roof hybrid
(a) Top ranking terms for B60 profile
1981 1991 2001
successive input oscillator
gate coding interleave
transistor radio gain
logic transistor decode
encoder conversion viterbi
cascade value filter
amplifier stage bias
tage amplifier digital
input cascade circuit
radio fall error
(b) Top ranking terms for H03 profile
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Figure 4.7: Impact of recency for classifiers trained with documents from
1981, 1984, 1988, 1992, 1996 and 2000 (F1 accuracy scores, micro-averaged).
(cf. caption of Fig. 4.6 for details.)
noted, however, that training samples of 15,000 documents are relat-
ively small, considering the large number of categories (121) in the
subcorpus. Especially for the smaller categories too little training ma-
terial is available to adequately capture time effects. We expect that
more data will give better results. In order to get better classifica-
tion results, we should therefore extend the training sample, i.e. the
window size over the training data, so that potentially informative
terms become frequent enough in the training set to get through ini-
tial term selection and actively play a role during training. By extend-
ing the training window we also inevitably introduce older terms,
which might be irrelevant or even cause nuisance, into the data dis-
tribution.
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Figure 4.8: Training sample size and recency effect of training data on 2004
test set. From left to right the training sets are increased by 15,000 documents
per step. In Recent2Old additional documents become older at each step.
In Old2Recent additional documents become more recent. At step 23 the
training sets of Old2Recent and Recent2Old are identical.
We performed a series of experiments in which we increased the
number of documents in the training data with one year, i.e. 15,000
documents, for each new classifier, while the test set (the 2004 batch)
remained constant. We did this in two ways. In the Recent2Old condi-
tion, we increased the number of training documents in the original
classifier trained with data from the year 2003 by successively adding
data from previous years to the training set. In the Old2Recent con-
dition we started with the classifier trained with data from 1981, and
successively added data from later years. Fig. 4.8 shows the classifica-
tion accuracy results of the two sets of classifiers on the 2004 test set.
The figure contains both the micro- and macro-averaged values.
Fig. 4.8 shows that for the same amount of training data, i.e. the
same number of batches, a classifier
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trained on more recent documents significantly18 outperforms a clas-
sifier trained on older data. In other words, given enough training
material a recency effect can be seen in the smaller categories as well.
In general we can conclude that adding more data improves classi-
fication accuracy, but starting with the most recent batch will lead to
ceiling performance faster.
In case of the micro-averaged scores the classification accuracy of
the Recent2Old run stabilizes fairly quickly (at around 5 batches, i.e.
75,000 documents). After this point, we can find no significant im-
provement in classification scores when adding more data. Perhaps
equally interestingly, we do not see a negative effect of adding po-
tentially irrelevant data to the training set. This may be thanks to the
error-driven training strategy in the Winnow classifier.
When looking at the macro-averaged values, i.e. non-weighted av-
erage of the category scores, we see a slower accuracy increase as the
size of the training set grows, but the same stabilization, this time at
around 10 batches (150,000 documents). This is the amount of doc-
uments needed to fully populate the feature space for the smaller
categories.
We can conclude that when selecting data to train patent classifiers,
the most recent data is the best. However, for an error-driven classifier
such as Winnow adding older data does not have a negative effect. At
around 150,000 training documents, the macro-averaged scores show
that the performance of even the classifiers of the smaller categories
stabilizes.
4.7 impact of text representations
In previous research (D’hondt et al., 2013; D’hondt et al., 2012) we
explored the use of different text representations to capture relevant
information in patent texts. We found that, given enough training
data, adding certain phrasal features — more specifically PoS-filtered
2-skip-2-grams — significantly improves classification accuracy over
unigram-only runs. However, the training material in those experi-
ments was acquired through static sampling. In this section we in-
vestigate this effect in the light of concept drift.
Phrasal features are much sparser than words, and consequently
have a less well-defined distribution. Given the changes of word fea-
tures over time reported in section 4.4.2, it is quite possible that tem-
poral distance will have a larger effect on phrasal features. Still, in
the previous section we have seen that the smaller categories in the
corpus suffer from data sparseness, and the recency effect is much
18 For the macro-averaged results, we used Wilcoxon paired rank tests to compare
the improvement of individual category accuracy scores (F1) in the two runs. There
was significant improvement (p < 0.05) of the Recent2Old scores compared to the
Old2Recent scores, for all data points except those of classifiers at step 23.
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more apparent in the larger categories. Adding more (distinguishing)
features to the feature space might help smaller categories to achieve
higher accuracy over time.
We conducted a set of experiments in which we compared classifi-
ers trained on words only and on words combined with skipgrams.
The choice of training and test material is similar to the procedure
described in section 4.6. Figures 4.9 and 4.10 show the interaction
between text representations (words-only versus words+skipgrams)
and recency on classification accuracy, for the micro-averaged and
macro-averaged F1 scores, respectively.
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Figure 4.9 (previous page): Micro-averaged F1 scores show the impact of com-
bining text representations (words-only vs words+skipgrams) and the re-
cency effect of training data on the 2004 test set. From left to right, train-
ing sets are increased by 15,000 documents per step, either with older (Re-
cent2Old) or newer (Old2Recent) data. Significance of differences between
results from the words-only and words + skipgrams runs is calculated
with ranges for 95% confidence intervals, both for the Recent2Old and
Old2Recent data selection. The grey line indicates the training window size
where results from two classifiers become significantly different. Left of grey
line, differences are insignificant; right of grey line, differences are signific-
ant.
Figure 4.9 shows clearly that — for the micro-averaged scores,
which are dominated by the large categories — adding phrases to the
words in the most recent documents quickly (after 45,000 documents)
leads to significant improvements in classification accuracy over the
words-only run. In the Old2Recent runs, significant improvement of
the words+skipgrams representation over the words-only representa-
tion is only achieved with a window size of 18 batches (270,000 doc-
uments). This suggests that only the most recent phrases have a pos-
itive impact on classification accuracy, while phrases in older batches
have no (significant) impact.
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Figure 4.10 (previous page): Macro-averaged F1 scores which show the im-
pact of combining text representations (words-only vs words+skipgrams)
and the recency effect of training data on the 2004 test set. Significance
of differences between results is calculated with Wilcoxon signed-rank test
(p < 0.05,n = 121). The grey lines indicates sample sizes where differences
between the runs become (in)significant (cf. caption of Fig. 4.9 for details).
We find a similar, though less pronounced, effect for the phrasal fea-
tures when considering the macro-averaged accuracy scores in Figure
4.10. For smaller categories adding more recent phrases leads to signi-
ficant improvements, although more training data is needed. Interest-
ingly, for the first two windows (n=1 and n=2) the words+skipgrams
runs performed significantly worse than their words-only counter-
parts. We suspect that with so little training material, no term selec-
tion took place and all terms were used for training. Consequently,
vague and noisy phrasal terms like have_be, which normally do not
make it through term selection, may have deteriorated classification
accuracy.
We can conclude that for phrases — as for words — more training
data is always better, and starting from the most recent data gives the
best results. Temporal variation has a stronger effect on phrasal fea-
tures, because of their relative sparseness compared to words. Given
enough data, both the performance of smaller and larger categories
can be improved by adding phrasal features.
4.8 conclusion
In this chapter we quantified the existence of concept drift in a large
patent corpus and we investigated its impact on classification accur-
acy. We will now summarize our findings and consider their prac-
tical implications for building patent classification systems that can
adequately deal with novel patent applications.
In the CLEF-IP 2011 patent corpus, we found evidence of slow but
continuous changes (gradual drift) over time in the data distribution
of all categories in the corpus. This drift is manifested in three ways:
(a) The relative proportions of the categories change over time; (b)
within the categories the feature distribution changes over time as
new words are added each year; and (c) the (dis)similarities between
the different categories in the corpus are not systematically affected
by the category-internal changes.
Ignoring the temporal variation affects patent classification accur-
acy: We found that classification models built on older data quickly
become less powerful as the temporal distance between training set
and test set increase. When comparing temporally aware sampling
with static sampling, classifiers trained on the most recent data out-
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performed the static sampling classifiers. However, we also found that
the addition of older data (which may contain irrelevant terms) is not
harmful to classification accuracy.
How does this translate to the practice of building an effective clas-
sifier for handling incoming patent applications?
• More training data will result in higher classification accuracy,
as long as you start with the most recent data and go back in
time. Note however that the patent corpus is highly imbalanced.
Consequently, smaller categories need more data (and therefore
a wider time window) to obtain good models.
• This approach might depend on the classification algorithm:
The mistake-driven Winnow algorithm is very robust against
data imbalance and can deal with the noise created by adding
older (and perhaps irrelevant) terms in the training data set.
• The concept drift in the patent corpus is monotonic and not
recurring: Consequently, older classification models become ob-
solete and can be discarded.
• Drift is very gradual. Unlike a news corpus in which ever-
changing content prompts the need for an online classifier that
is updated on a daily basis, patent classifiers can easily be
trained in batches covering longer periods of time.
• Classification accuracy can be improved by combining uni-
gram terms with more informative text representations. We con-
firmed the finding in previous work that PoS-filtered 2-skip-2-
grams adequately capture Multi-Word Terms which are useful
classification features. While the effect of adding phrasal fea-
tures to unigrams is short-lived – since phrasal feature are more
inherently more sparse, they are more easily affected by tem-
poral variation – adding phrasal features from the most recent
training data can significantly improve classification perform-
ance.
In the current chapter we have focussed exclusively on the (relative)
re-usability of content features throughout changing feature distribu-
tions. However, if one were to go beyond that, two promising avenues
of research could be identified which we offer up as suggestions to
the community for further research:
First, the problem of dealing with unseen terms in incoming pat-
ents: In section 4.4.2, we found that each year on average around 20%
novel terms are introduced in the corpus. Although many of these
terms are hapaxes and disappear quickly, some remain and become
part of the vocabulary that characterizes a category. If these terms
could be integrated into the classification models, they might im-
prove classification performance. But since newly introduced terms
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were absent from the training they cannot make their contributions.
We envision an approach in which the incoming test documents are
split into documents with seen and unseen vocabulary and use clas-
sification results obtained with the documents with seen vocabulary
to build models that include the unseen terms. Even if the number
of new terms is small, combining the results of classification of docu-
ments with seen and unseen vocabulary might improve overall clas-
sification.
Second, in this chapter we only used the full-text of the abstracts
in patent documents. However, patent documents come with rich
metadata, i.e. information on the context of the invention. This in-
formation is fully grounded in time. While the use of metadata is not
without problems for patent classification (Richter and MacFarlane,
2005), it would be worthwhile to investigate how information on the
changes of assignee, inventor, patent examiner, etc. may aid patent
classification in a time context. It should be mentioned, however, that
the most potentially effective metadata are very sparse and are there-
fore probably best used in a separate classifier.
We expect that the insights formulated in this work will be of in-
terest to the patent community as a whole, and may serve as the
starting point for future research on this topic.
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Abstract
In the past decade research into automated patent classifica-
tion has mainly focused on higher levels of International Patent
Classification (IPC) hierarchy. The patent community has ex-
pressed a need for more precise classification to better aid cur-
rent preclassification and retrieval efforts (Benzineb and Guyot,
2011). In this chapter we investigate the three main difficulties
associated with automated classification on the lowest level in
the IPC, i.e. subgroup level. In an effort to improve classific-
ation accuracy on this level we (1) compare flat classification
with a two-step hierarchical system which models the IPC hier-
archy; and (2) examine the impact of combining unigrams with
PoS-filtered skipgrams on both the subclass and subgroup level.
We present experiments on English patent abstracts from the
well-known WIPO-alpha benchmark data set as well as from
the more realistic CLEF-IP 2010 data set. We find that the
flat and hierarchical classification approach achieve similar per-
formance, but that only the latter is feasible given the complex-
ity of real-life data sets. Additionally, we find that combining
unigram and skipgram features leads to similar and highly sig-
nificant improvements in classification performance (over uni-
gram-only features) on both the subclass and subgroup level,
but only if sufficient training data is available.
5.1 introduction
In the last decades, patents have gained an enormous economic im-
portance. Patent filing rates increase every year, and patent attorneys
and examiners of the various patent offices are straining to deal with
the large number of applications submitted every day. In this setting
automating (part of) the process by which incoming applications are
processed, has great economic value (Krier and Zaccà, 2002). Auto-
matic patent classification, that is, automatically assigning relevant
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category labels from the International Patent Classification (IPC) tax-
onomy (see below) to an incoming document, may be an invaluable
asset in both the preclassification and examination phase of the patent
granting process.
During the preclassification stage, a patent application is examined
by a person who has a general knowledge about all technology fields,
and –most importantly– has expert knowledge of the patent clas-
sification system. This expert then routes the application to the re-
spective department(s) that specialize in the technical fields relevant
to the invention described in the application (Tikk et al., 2007). At
the European Patent Office (EPO) there have been attempts to auto-
mate this process (Krier and Zaccà, 2002), but due to low accuracy
scores, preclassification is currently limited to the higher (more ab-
stract) levels of the IPC taxonomy.
In the examination phase, a patent examiner will perform a high-
precision, interactive search to find documents that describe inven-
tions similar to the one described in the application, in a bid to de-
termine the existence of prior art for this invention. Prior-art quer-
ies usually consist of field-specific terminology with specialized (low-
level) IPC labels as query terms. In this phase, a finegrained, con-
sistent and high-quality patent classification is indispensable (Smith,
2002). The research presented in this chapter aims to implement, im-
prove and evaluate automated classification on lower (more specific)
levels in the taxonomy, thus allowing more specific suggestions dur-
ing the pre-classification and examination process.
In most patent offices, incoming patents are categorized and in-
dexed using the International Patent Classification (IPC) system, a
complex hierarchical category structure which covers all areas of tech-
nology. The IPC is a manually constructed taxonomy, which has been
updated and refined over the last 30 years and is used in the patent
offices of over 90 countries. It currently comprises five levels, of in-
creasingly fine granularity: sections, classes, subclasses, groups and
subgroups. The latest instantiation of the IPC (IPC-2014.01) comprises
eight sections, about 130 classes, about 640 subclasses, around 7,400
main groups, and approximately 64,000 subgroups.
Most of the previous research on automatic patent classification
has focussed on classification at the higher levels in the IPC hierarchy,
i.e. class and subclass levels. State-of-the-art classification results are
around 65% accuracy on class level, and 53% on subclass level (Tikk
et al., 2007). With about 130 and about 640 different categories, re-
spectively, classification at the class and subclass level is challenging,
but computationally feasible for most classification algorithms.
The more detailed group and subgroup levels are generally
deemed too difficult to classify properly for three reasons:
First, the categories on the lower levels generally show a large
amount of overlap (Widodo, 2011) and only part of the information
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in the document is potentially useful in distinguishing a category
from related categories. Let us illustrate this with an example: sub-
class A47C comprises chairs, sofas, beds, and subclass A47J holds kit-
chen equipment. On subgroup level the differences between categories
are more subtle; they correspond to a small difference in the imple-
mentation or use of the invention, e.g. subgroup A47C 17/12 covers
sofas changeable to beds by tilting or extending the arm-rests, while sub-
group A47C 17/14 holds sofas changeable to beds by removing parts only.
Consequently, the overlap of textual features between categories is
likely to be much larger on the lowest level than on higher levels in
the hierarchy.
The issue of overlapping categories is further complicated by the
peculiar language use in patents. To increase the scope of legal
protection, patent attorneys deliberately use obfuscating language
to describe the inventions, so that a mundane object like, for ex-
ample, a pump becomes a fluid transportation device. The abundance
of vague terms in the patent corpora makes it extra hard to distin-
guish between categories that already have a high overlap. In previ-
ous research, D’hondt et al. (2013) found that adding more precise
(phrasal) features such as skipgrams1 to unigram (word) features im-
proves classification at the IPC class level. It is not known if skipgrams
would also capture the supposedly more subtle differences on the
lower levels in the hierarchy.
Second, the large number of categories on lower levels in the IPC
results in a computationally expensive classification task with severe
scalability issues (Benzineb and Guyot, 2011). A common approach
to deal with a large number of categories in a multilevel taxonomy,
which are characterized by fine-grained distinctions, is a hierarchical
classification method (as opposed to flat classification) (Dumais et al.,
1998). Hierarchical classifiers can consists of one integrated classifier
that is trained with knowledge of the structure of a taxonomy (Cai
and Hofmann, 2004) or a set of classifiers that predict category labels
in individual nodes of a (predefined) taxonomy (Silla and Freitas,
2011). Integrated and distributed hierarchical classifiers can be im-
plemented in many different ways. In this chapter we will use the
most common architecture of a distributed classifier: the ‘Local clas-
sifier per parent node approach’ proposed by Silla and Freitas (2011).
In this architecture each parent node in the category hierarchy cor-
responds with a multi-class classifier, which is trained to distinguish
between the child nodes. The training material for a classifier is se-
lected through the ‘siblings’ policy: when training a classifier to dis-
tinguish one daughter, e.g. subclass ‘A01B’ from all other daughters
(subclasses) in the same ‘world’, i.e. class ‘A01’, all examples of ‘A01B’
1 ‘Skipgrams’ are sequences of N words in a text, in which up to M intervening words
may be deleted. Thus, a 2-skip-2-gram is a sequence of two words (bigram) that are
no more than two words apart in a text.
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are selected as positive training material, while the examples with la-
bels ‘A01L’, ‘A01D’, ... serve as negative training material.
In the test phase it is common to use a top-down class-prediction
approach: when a document is classified by a hierarchical system, the
output of the classifier at the parent nodes influences the classification
conducted at the child nodes at the next level of the hierarchy. The
classification process can be accelerated substantially if the procedure
at the next lower level is limited to the daughters of the categories
that had the highest probability of being correct at the higher levels.
When applied to the group and subgroup level in patent classifica-
tion, where on average a group comprises 12 subgroups, reducing
the classifiers on lower levels to the most promising mother nodes
simplifies the classification procedure substantially, when compared
to the 64,000 subgroups that a flat classifier must distinguish.
Another advantage of a hierarchical classifier may be that, given
the different training sets and the differences in overlap between cat-
egories, classifiers on lower levels might be able to select different and
more focused features than classifiers that operate on a higher level
of a taxonomy. Consider a system that needs to distinguish between
‘clothes’ and ‘gardening tools’ on a higher level, and –within the
‘clothes’ category– between ‘bikinis’ and ‘swimming trunks’ on the
lower level. Terms such as ‘water’, ‘cover’, ‘texture’ will be informat-
ive features for the high-level classifier, but less so for the low-level
classifier. We would expect the latter classifier to select more features
that focus on the (smaller) differences between the categories, such as
‘man’ versus ‘woman’, ‘top’, etc.
A drawback of top-down hierarchical classifier systems is that they
are susceptible to the propagation of error problem (Li et al., 2007): an
erroneous hard decision at an upper level will propagate down the
hierarchy, making it impossible to arrive at the correct low-level cat-
egory label. Several solutions have been proposed to counter the er-
ror propagation, of which the most common is to backtrack when the
classification scores on lower levels become too low. However, as is
well known from syntactic parsing, backtracking mechanisms quickly
become unwieldy. As a consequence it is claimed that single-level
(flat) methods are more efficient than hierarchical methods, but that
hierarchical methods are generally more accurate (Chen and Chang,
2012).
The third reason classification on group and subgroup levels is gen-
erally deemed too difficult is that the relative sparseness in the num-
ber of documents per category (Fall and Benzineb, 2002) creates train-
ing difficulties. Most data sets available for research in text classific-
ation have a certain degree of skewness of their distribution. In the
patent domain, where technological categories move with different
evolutionary speed –which entails shifts in the number of applica-
tions per category over time (D’hondt et al., 2014), we found that
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a small proportion of the categories comprise the bulk of the docu-
ments (D’hondt et al., 2013). The impact of the skewness of the distri-
bution of documents over categories on a specific classification task
is difficult to predict, and may depend on the type of classifier that is
being used.
We hypothesize that the scalability issues mentioned by Benzineb
and Guyot (2011) and the large degree of overlap between subgroups
mentioned by Widodo (2011) can both be addressed by using hier-
archical, rather than flat, classifiers. In this chapter we examine the
impact of flat and hierarchical approaches on the classification of ab-
stracts of patent applications on the deepest (subgroup) level in the
IPC hierarchy. In addition, we investigate the impact of different text
representations (unigrams versus skipgrams) on the classification per-
formance. By performing experiments on two data sets of different
size we will also address the issues caused by the skewness of the
distributions in data sets that are available for scientific research.
In concrete terms, this chapter attempts to answer two fundamental
questions:
1. How do flat and hierarchical classification methods compare
in classifying on the subgroup level with the WIPO-alpha set?
For both methods we use the Balanced Winnow classification al-
gorithm. Following Chen and Chang (2012) we simplify the five-
level hierarchical classification problem in the IPC hierarchy to
a two-level problem: subclass and subgroup. To avoid the prob-
lem of the propagation of error, we do not make a selection of
top-n categories on the subclass level, but we will consider all
possible branches in the classification tree. As proposed by Du-
mais et al. (1998), we convert classification scores to posterior
probabilities for class membership. The posteriors from the sub-
class and subgroup levels are then combined to obtain class
membership probabilities at the subgroup level.
2. Can we improve the classification on subgroup level by adding
phrasal features to unigram features? Since previous research
(D’hondt et al., 2013) indicated that phrasal features are only ef-
fective given a large amount of training data, we conducted this
analysis not only on the (relatively small) WIPO-alpha corpus,
but also on the larger CLEF-IP 2010 corpus.
By virtue of the fact that we perform experiments on two data
sets of different size we will be able to shed light on the interaction
between, and the relative importance of, the three problems with pat-
ent classification mentioned in the literature: too large a number of
categories, sparseness of documents per category and high similarity
between categories.
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5.2 related work
For a detailed overview of the literature concerning the impact of dif-
ferent text representations on patent classification, we refer the reader
to D’hondt et al. (2013). Here, we will focus on the use of flat or hier-
archical classifiers.
An extensive overview of the various methods used for hierarch-
ical classification in multiple application domains can be found in
Silla and Freitas (2011). In this section we will limit ourselves to ap-
proaches to text classification in the patent domain.
As mentioned in the introduction, methods for hierarchical text
classification fall into two subgroups: (1) A method that consists of
one integrated classifier that uses the (hierarchical) relations between
the categories as additional information next to textual content, and
(2) a multi-level approach with different sets of classifiers on different
levels in a taxonomy. In subsections 5.2.1 and 5.2.2, we discuss liter-
ature about applying both types of methods to classification in the
patent domain. In section 5.2.3 we describe an approach for combin-
ing classification scores in hierarchical classification, which has not
yet been used in the patent domain before.
5.2.1 Training one classifier with information from the hierarchy
Cai and Hofmann (2004) propose a hierarchical classification method
based on Support Vector Machines (SVM). Their method does not per-
form classification in two or more steps, but encodes the hierarchical
information in the description of categories and then performs flat
classification. Cai and Hofmann (2004) do this by extending the mul-
ticlass SVM algorithm with the possibility of representing each cat-
egory with an attribute vector instead of a single category label. They
encode the hierarchical relationships between the categories as attrib-
utes for the categories. They compare their hierarchical implementa-
tion of SVM to standard (flat) SVM in classification on the main group
level for the WIPO-alpha collection. They find that their hierarchical
approach gives similar accuracy to the standard SVM approach, but
with the hierarchical approach the incorrectly assigned categories are
closer to the correct categories in the taxonomy than with the stand-
ard approach.
Wang et al. (2011) combine a top-down hierarchical classifier (as
will be presented in section 5.2.2) with a metaclassifier to arrive at
more balanced rankings on the lowest level in a hierarchy. The meta-
classifier takes meta-samples as features. These samples are feature vec-
tors that encode information on the ‘path’ through the hierarchy to
arrive at a low-level category, rather than the textual content of that
category. They collect such information as the scores of the related
base-classifiers, the number of nodes on a path, the average scores of
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nodes along a path, etc., in a sparse vector. Wang et al. (2011) evaluate
their method on the Li et al. (2007) data set, and find that it achieves
a similar accuracy as flat classification systems.
5.2.2 Two-step classification
In the NTCIR-6 track, a special task was devoted to the two-level clas-
sification taxonomy used in the Japan Patent Office. The category set
in the first level is an extension of IPC, in the form of a set of them-
atic categories. For example, the theme 2C088 is about ‘Pinball game
machines’ (Li et al., 2007). The categories on the second level denote
the ‘viewpoint’ of the invention. Examples of viewpoints are purpose,
means, function and effect. Each theme has a set of viewpoints and
each viewpoint may consist of several elements, which are organised
in a tree structure. For example, the theme 2C088 has a viewpoint
AA ‘Machine detail’, which has the element AA01 ‘vertical pinball
machines’ (Li et al., 2007). The viewpoints with their elements are en-
coded as so-called ‘F-terms’ in the patent. Li et al. (2007) compared
flat classification of F-terms using SVM to hierarchical classification
using a variant of SVM called H-SVM (Cesa-Bianchi et al., 2006). They
find that their method for hierarchical classification performed much
worse than what they could achieve with flat classification. They sug-
gest that the hierarchical relations among the classes are too complic-
ated for the H-SVM algorithm.
Another branch of hierarchical classification systems explicitly ex-
ploits the hierarchical properties of the IPC taxonomy. Tikk et al.
(2007) propose a taxonomy-driven architecture for text classification
called HITEC. They model the tree structure of the class hierarchy as
a neural network. The categorization of an incoming document is per-
formed from the top of the hierarchy downward. Going from top to
bottom in the hierarchy, each level is followed by a so-called ‘author-
ization layer’. The classifier determines the classification score of the
document for all active category nodes at each level. Based on this
score, the authorization layer decides which categories on the next
level are activated. In doing so, the authors use a novel relaxed greedy
algorithm: Rather than activating only the category with the highest
relevance score at each level, the system allows multiple categories to
be active if their label scores are above a given threshold and within a
given margin of variation from the highest label score. By thus widen-
ing the search, the authors expect to counter the propagation of error.
However, the classification scores from the higher levels are not taken
into account in calculating the classification scores for the lower levels.
Consequently, the final rankings are based solely on the similarities
between the test documents and the category models on the lowest
levels, which might suffer from the fact that very few training doc-
uments are available for a large proportion of the categories. Tikk
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et al. (2007) evaluate their method on the WIPO-alpha set. They clas-
sify documents on three levels: class, subclass and main group. They
obtain excellent results with 53.25% accuracy at the subclass level,
which is 12 percentage points higher than the best-scoring setting re-
ported in the reference paper by Fall and Benzineb (2002). On the
main group level, Tikk et al. (2007) achieve an accuracy of 36.89%.
Chen and Chang (2012) extend the work done by Tikk et al. (2007)
and are — to our knowledge — the first to classify on subgroup level.
They develop a three-phase classification method which combines flat
SVM classifiers at two different levels of the IPC hierarchy, namely
subclass and subgroup level, with a k-NN classifier on the subgroup
level. Their method takes four parameters k1− k4. In the first phase,
a test document is classified on subclass level and a predetermined
number of category labels are returned (variable k1). These subclass
categories are then pooled together to form a large ‘world’ in which a
classifier is trained, this time on subgroup level. In the second phase,
a predetermined number of category labels on subgroup level are
returned (variable k2). The classifier that is needed for the first step
can be built beforehand, but the classifier for the second step is vari-
able and must be learned dynamically after the top-k1 subclasses
have been identified. In the third phase of the algorithm by Chen and
Chang (2012), each subgroup from the top-k2 of subgroups is split in
k3 clusters of documents using K-means clustering. Then, cosine sim-
ilarity is calculated between the test document and the mean of each
cluster. A k-NN classifier with K = k4, is used to choose the most
similar subgroup for the test document, i.e. the subgroup category
with the most occurrences in the k4 most similar document clusters.
In a pretest phase, Chen and Chang (2012) examine “almost all com-
binations” (p.11) of the parameters k1− k4 to determine the optimal
combination with the highest accuracy. For this pretest, they use a
subset of 400 documents from the test data. Their best-scoring setting
(k1 = 11,k2 = 37,k3 = 5,k4 = 169) achieves a 36.07% accurracy at the
subgroup level.2 Since they did not use a held-out development set
for parameter tuning, these results can be considered an upper bound
for classification performance with their three-phase method. For the
sake of comparison, Chen and Chang (2012) also re-implemented the
HITEC classifier by Tikk et al. (2007) and, using this system, they
achieve 30.2% for the same test set on subgroup level.
5.2.3 Combining the classification scores on different levels in the hierarchy
As we saw in the previous two subsections, none of the approaches
in previous work on hierarchical patent classification combine the
scores of classifiers on different levels. The common approach is to let
2 They also report the accuracy of their algorithm without the third step (k1 = 11,k2 =
1): 20.2%.
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the output of the high-level classifier determine which classifiers on
lower levels are activated (Tikk et al., 2007), or what training material
should be selected to train a classifier on the lower level (Chen and
Chang, 2012). In both cases, individual category scores do not have a
direct impact on lower levels in the hierarchical classifier.
If we look outside the patent domain, however, we can find meth-
ods that combine classifier scores from different levels in a hierarchy.
An example of this in a text classification task is Dumais et al. (1998)
who perform web page classification on a small two-level corpus of
(summarized) web pages, which consists of 13 categories on the first
level, and 150 categories on the second level. In order to be able to
combine scores from different classifiers they first derive posterior
probabilities from SVM output scores. They then proceed to compare
the impact of (1) thresholding on higher levels in the hierarchy (ef-
fectively minimizing the number of categories to be examined at the
lower level) with (2) combining higher and lower level probabilities
through multiplication, and then thresholding on the final probabilit-
ies. Both methods achieve similar final rankings (of the top N results).
Dumais et al. (1998) also compare the hierarchical systems with a flat
(baseline) classification system. They find that hierarchical methods
significantly outperform that baseline system.
5.3 data selection and processing
5.3.1 Data selection
In this section we describe the two patent corpora used for the exper-
iments presented in section 5.5 and 5.6. The WIPO-alpha data set is a
well-known benchmark for patent classification, which was first made
available by the World Intellectual Property Organization (WIPO) in
2002. Although it is a clean and often used data set, it is fairly small
compared to present standards. We therefore opted to run a second
series of experiments on the CLEF-IP 2010 data set, which is more
representative of a real-life patent corpus.
5.3.1.1 WIPO-alpha data set
The English WIPO-alpha collection3 consists of 75,250 patent doc-
uments (46,324 for training and 28,926 for testing) with their IPC
category labels on subgroup level.4 The documents were published
between 1998 and 2002, and are labelled with the 7th version of the
IPC.
3 The collection can be downloaded at http://www.wipo.int/classifications/ipc/
en/ITsupport/Categorization/dataset/index.html
4 Since IPC labels are hierarchical, i.e. contain information on parent nodes in the label,
we can easily extract subclass labels from the subgroup labels.
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From each patent document we extracted the abstract section, using
the information in the XML source. Since some subgroups have little
to no training data, we used the same data selection criteria as Chen
and Chang (2012):5 We only selected subgroups that have a minimum
of seven training documents. This selection step resulted in a corpus
of 22,113 documents (12,883 for training and 9230 for testing). The cor-
pus statistics after document selection in Table 5.1 show that there is a
large variation in the number of documents (abstracts) in the different
categories, both on subclass level and subgroup level. Moreover, 628
of the 1140 categories on subgroup level contain fewer than 10 docu-
ments. Having only seven documents as positive examples for train-
ing a classifier is on – or below – the lower bound of what is needed
to construct a useful category model. But even with this lenient cri-
terion we were forced to discard more than 70% of the documents in
the WIPO-alpha collection.
Table 5.1: Corpus statistics on the WIPO-alpha corpus after sample selection
# of
cat
av. # doc in cat
(stdev)
av. # daughters
(stdev)
Subclass 339 38.00 (53.19) 3.366 (4.36)
Subgroup 1140 11.30 (7.18) n.a.
All documents in the WIPO-alpha collection come with one
primary (subgroup) category label (determining the field of applica-
tion in which the invention is novel) and may have several secondary
categories. In the following experiments we only take the primary cat-
egory labels into account, thus rendering it a mono-label, multi-class
hierarchical classification problem.
5.3.1.2 CLEF-IP 2010 data set
The CLEF-IP 2010 data set7 is a subset of the MAREC corpus,8 and
was released as part of the CLEF-IP 2010 classification and prior-art
retrieval tracks. It features 2.6 million patent documents from the
European Patent Office (EPO). These three million documents with
content in English, German and French pertain to over one million
patents,9 from 1976 to 2002.
5 Unlike Chen and Chang (2012), we used the official training/test split as determined
by the EPO. Our category selection was based on frequency counts over the training
set only.
6 128 subclasses only have one subgroup daughter in the training set.
7 Available at http://www.ifs.tuwien.ac.at/~clef-ip/download/2010/index.
shtml#data
8 Available at http://www.ifs.tuwien.ac.at/imp/marec.shtml
9 Unlike the WIPO-alpha data set, the CLEF-IP data set contains documents that refer
to the same patent but in various stages of the granting process. Consequently, some
of the extracted abstracts may be similar to each other.
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As with the WIPO-alpha corpus, we first extracted all abstracts
from the patent documents, and then applied data selection on the
corpus. We used more stringent selection criteria than for the WIPO-
alpha set: only subgroups with a minimum of 50 documents were
included in the corpus subset. This cut-off was arbitrarily chosen to
avoid data sparseness in the subgroup categories on the one hand,
while on the other hand minimizing the number of one-daughter sub-
class worlds. The resulting subset was then divided into training/test
corpora with the same ratio as the WIPO-alpha split (60/40), with the
additional criterion that all subgroups in the training set must contain
at least twenty documents. This resulted in a corpus subset of 991,805
documents, and a training and test set of 595,080 and 396,725 docu-
ments, respectively. Statistics on the CLEF-IP corpus after sample se-
lection are given in Table 5.2. It shows that in the fairly large CLEF-IP
data set the distribution is very skewed. When making the train/test
split we tried to minimize the number of categories that might suffer
from data sparseness. We therefore chose a split where only 493 of
the 19,411 subgroup categories contain fewer than 30 training docu-
ments. For the CLEF-IP corpus it also holds that fairly lenient data
selection criteria in designing a classification experiment result in dis-
carding almost 70% of the documents. Please note the size difference
between the two corpora: Even after data selection there is – on aver-
age – 6 times more data available for a category on subgroup level in
the CLEF-IP 2010 corpus than there is for a subclass category in the
WIPO-alpha corpus.
Table 5.2: Corpus statistics on the CLEF-IP 2010 subset corpus after sample
selection
# of
cat
av. # doc in cat
(stdev)
av. # daughters
(stdev)
Subclass 575 8,028.4 (20,512.2) 33.810 (63.4)
Subgroup 19,441 237.5 (434.8) n.a.
Patent documents in the CLEF-IP 2010 data set may contain mul-
tiple labels, and – unlike the WIPO-alpha set – have no information
on primary versus secondary labels. We therefore included all labels,
rendering the CLEF-IP experiments a multi-label, multi-category clas-
sification task. In consequence, the similarity between categories on
both levels is likely to be higher since categories may share some
training documents.
10 39 subclasses only have one subgroup daughter in the CLEF-IP 2010 subset.
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5.3.2 Text preprocessing and feature generation
While the WIPO-alpha corpus is a fairly clean text corpus, and re-
quires little preprocessing effort, the CLEF-IP 2010 corpus contains
several data conversion errors which were solved using regular ex-
pressions.
After removing all XML markup from the extracted abstracts, we
ran a Perl script to divide the running text into sentences, by split-
ting on end-of-sentence punctuation such as question marks and full
stops. In order to minimize incorrect splitting of the technical texts
that contain many acronyms and abbreviations, the Perl script was
supplied with a list of common English abbreviations and a list con-
taining abbreviations and acronyms that occur frequently in technical
texts,11 derived from the Specialist lexicon.12
The sentences in the WIPO-alpha and the CLEF-IP corpora were
then further processed to generate lemmatized unigrams and skip-
grams. In previous research (D’hondt et al., 2013; D’hondt et al.,
2012) we found that classification accuracy (on class level) is more
improved by adding skipgrams which are filtered for specific parts of
speech than by adding bigrams or dependency triples generated by a
parser.
To generate unigram and skipgram features the preprocessed sen-
tences were tagged using an in-house PoS tagger (van Halteren,
2000).13 The tagger’s statistical language models have been trained
on the annotated subset of the British National Corpus. We opted for
this particular tagger because it is highly customizable to new lex-
icons and word frequencies, which is essential when dealing with the
patent domain: The language usage in patent documents can differ
greatly from that in other genres. For example, the past participle
said is often used to modify nouns as in ‘for said claim’. While this
usage is very rare and archaic in general English, it is a very typical
modifier in patent language. Consequently, a PoS tagger must be up-
dated to account for these differences in language use. To this end we
adapted the tagger with word frequency information and associated
PoS tags from the AEGIR lexicon.14 We did not retrain the N-gram
language model of the tagger, since no PoS-tagged patent texts are
available for that purpose. The words in the tagged output were also
lemmatized using the AEGIR lexicon.
11 Both the splitter and abbreviation file can be downloaded from https://sites.
google.com/site/ekldhondt/downloads
12 The lexicon can be downloaded at http://lexsrv3.nlm.nih.gov/Specialist/
Summary/lexicon.html.
13 Tokenization was performed by the tagger.
14 The AEGIR lexicon is part of the AEGIR parser, a hybrid dependency parser that is
designed to parse technical texts, with a focus on patent text. For more information,
see Oostdijk et al. (2010).
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From the tagged output, we then generated two text representa-
tions using the filtering and lemmatisation procedure described in
D’hondt et al. (2012): PoS-filtered words (only allowing nouns, verbs
and adjectives), and PoS-filtered 2-skip-2-grams (only allowing com-
binations of nouns, verbs and/or adjectives). In the experiments de-
scribed in this chapter, unigrams will refer to the PoS-filtered words
only, while unigrams + skipgrams will refer to the combination of PoS-
filtered words and PoS-filtered 2-skip-2-grams.
5.4 classification algorithms
In this section we first describe the training algorithm of the clas-
sifiers in both the flat and hierarchical classification approach. Sec-
tion 5.4.2 describes our approach to hierarchical classification on sub-
group level in the IPC hierarchy.
5.4.1 Balanced Winnow algorithm
We opted to use the Balanced Winnow classification algorithm im-
plementation in the Linguistic Classification System (LCS), because
it has been shown in previous work to be very fast and effective for
large-scale text classification problems and to yield state-of-the-art
results on text classification problems with many categories (Koster
et al., 2011; D’hondt et al., 2013; D’hondt et al., 2012).
Preceding the actual training there is a two-step term selection
phase in which the most informative terms are selected for each cat-
egory. In the first step (global term selection) selection is based on
global frequency information, i.e. a term must appear in at least three
documents in the training set; and at least twice in those documents.
In the second step (local term selection), we used the LTC algorithm
(Salton and Buckley, 1988) to calculate TF-IDF scores for the features
per category. We then selected the top 1000 most informative features
per category and aggregated them into the initial category models
(a.k.a. class profiles).
(Balanced) Winnow is a mistake-driven learning algorithm, akin to
the perceptron algorithm. The effect of learning during training is
determined by four parameters: a promotion parameter α, a demo-
tion parameter β, and two threshold parameters θ+ and θ−, which
determine a threshold ‘beam’.
In Balanced Winnow, each feature is given two weights (w+ and
w−), the sum of which is the Winnow weight. The terms are initial-
ized with their winnow weights set to their TF-IDF scores. During
training the weights w+ and w− are only updated when a mistake
occurs in classifying the training documents. The algorithm distin-
guishes two types of mistakes: (1) True label is not found; and (2)
Wrong label is assigned. In the former case, the weights w+ of the
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active features are promoted by multiplying them with α, while the
weights w− of the active features are demoted by multiplying them
with β (thus increasing the final Winnow weights of the active fea-
tures). In case of error (2), the weights w+ of the active features are
demoted by multiplying them with β, and and the weights w− are
promoted by multiplication with α. The ‘beam’ determined by the
θ parameters delineates an area where correct labelling are still con-
sidered a type 1 error, which leads to more weight updates.
In the test phase, when classifying a document d, the term vector
representing d is checked against each category model, a.k.a. class
profile, in the classifier and assigned a Winnow score for that category.
This score is the sum of the Winnow scores for the individual terms
in the term vector. In Section 5.4.3, we describe how we tuned the
Winnow parameters.
5.4.2 Hierarchical classifiers
5.4.2.1 System architecture of the hierarchical classifiers
Following Chen and Chang (2012) our hierarchical approach to clas-
sification operates in a downwards two-level hierarchy: On the first
level, there is one classifier trained on a corpus-wide training set, an-
notated with IPC subclass information. In case of the WIPO-alpha
data set, this classifier distinguishes between 339 different (subclass)
categories; for the CLEF-IP 2010 data set it distinguishes between 575
different (subclass) categories. Hereafter we will refer to these classi-
fiers as the subclass classifiers.
On the second level, for each subclass category a separate classifier
is trained, which differentiates between the subgroup daughters in
that subclass world.15 A subgroup classifier is trained only on the train-
ing data available in a particular subclass world, and yields classi-
fication scores for the different subgroup categories in that world. As
was shown in Tables 5.1 and 5.2, the number of daughters in different
subclass worlds can vary greatly. In our system the patent documents
are always assigned a label on subgroup level; we do not assign la-
bels on the intermediate group level. Figures 5.1 and 5.2 illustrate the
architectures of the hierarchical and flat classifier, respectively.
5.4.2.2 Normalisation and converting scores to probabilities
During the test phase a vector representing a test document is first
scored by the subclass classifier and then by each of the subgroup
classifiers. To arrive at a final ranking of subgroup labels, the scores of
the classifiers on the two levels must be combined in a way that takes
15 Please note that subclass worlds are the default context for training subgroup clas-
sifiers. In section 5.5 we will also report additional experiments where subgroup
categories were trained in larger contexts, i.e. class and section worlds.
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Figure 5.1: Structure of hierarchical classifier
Figure 5.2: Structure of flat classifier
into account the differences in scoring ranges between the various
classifiers.
We achieve this by transforming the Winnow scores of each docu-
ment for each category into an estimate of the posterior probability
that the document belongs in a given category. For that purpose we
used the sigmoid transformation proposed by Platt (1999). In the case
of the subclass classifier for the WIPO-alpha set, each document ob-
tains 339 Winnow scores for as many subclasses, only one of which
is correct. This leads to a substantial imbalance in the data for the
logistic regression (for each relevant ‘1’ score there are 338 ‘0’ scores)
which we accounted for by the error weighting in King and Zeng
(2001) which we integrated in the implementation for finding the sig-
moid proposed in Lin et al. (2007).
Although the transformation of Winnow scores to probabilities by
means of a continuously non-decreasing function cannot alter the
rank order of the subclasses, it can increase or shrink the distance
between the values assigned to subclasses. This becomes relevant
when combining the probability scores derived from the subclass clas-
sifier with the probability scores from the different subgroup classifi-
ers to achieve a final ranking on subgroup level.
To avoid a bias caused by the differences in score ranges between
the subclass and the various subgroup classifiers – the subclass clas-
sifier scores generally span a wider range then those given by the
subgroup classifiers – we decided to normalize the Winnow scores
before transforming them to posterior probabilities. This was done
using Batch Normalization: For each classifier we calculated a lin-
ear function through which the Winnow scores for the training docu-
ments were mapped into the range [0.0, 10.0]. These linear functions
were calculated by running a 5-fold cross-validation over the training
data available for that classifier, and then mapping the complete set
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of scores into a range of 0 to 10 with the (original) maximum and
minimum Winnow score in the complete set as anchor values.
A second bias that we wished to avoid is caused by the differ-
ence in the amount of training data on the two different levels: From
Tables 5.1 and 5.2 it can be seen that the average number of docu-
ments available for training subclass classifiers is much larger than
the number of documents for training subgroup classifiers. From this
we can conjecture that the subclass classifier and the correspond-
ing sigmoid function trained on subclass data are potentially bet-
ter (in)formed than the individual classifiers and the corresponding
sigmoids for the different subclass worlds. This hypothesis was con-
firmed by initial analyses of the score distributions for categories on
subgroup level. As mentioned above, Winnow scores from the sub-
group classifiers are generally not widespread, and we found that –
even after normalization – the scores of relevant and irrelevant cat-
egories were quite similar. Consequently, the sigmoids fitted on this
data may not yield accurate transformations from Winnow scores to
posterior probabilities. We experimented with different definitions of
the ’worlds’ for training subgroup classifiers in which more training
data was available, but we did not find significant improvements in
the eventual classification performance.
We therefore decided to finetune the balance between the subclass
and subgroup probability estimates to arrive at an optimal final rank-
ing on subgroup level. We assigned weights by raising the subclass
probabilities to power γ and the subgroup probabilities to power δ,
respectively. For both data sets we performed full grid searches16 on
subsets from the cross-validation folds in the training procedure. In-
terestingly, similar patterns emerged for both data sets: To reach op-
timal ranking, the subclass probabilities should be raised to a relat-
ively high power, while the subgroup probabilities should be raised
to a very low power.17 We arrived at the optimal balance by raising
the subclass probabilities to the power of 1.5 (γ) , and the subgroup
probabilities to the power of 0.2 (δ).
5.4.3 Tuning
The classification parameters for the subclass classifiers, the subgroup
classifiers and the flat classifier were determined individually by tun-
ing through 5-fold cross-validation on a subset of the training data.
16 γ ∈ {0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0}, δ ∈ {0.1,0.2,0.3,0.4,0.5}. For the WIPO-alpha hier-
archical classifier, we optimized on success@rnk1. In case of the (multi-label) CLEF-
IP classifier, we optimized on the F1 accuracy score.
17 By raising them to a high power, subclass probabilities ‘shrink’, i.e. result in lower
probabilities which increases the distance between the high-scoring and intermediate
labels. For the subgroup classifiers on the other hand, intermediate probabilities
(from 0.6 onwards) are transformed into extremely high scores (between 0.9 and
1.0).
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Table 5.3: Winnow parameters for hierarchical and flat classifiers for the
WIPO-alpha data set, determined after 5-fold cross-validation tuning.
subclass (hierar) subgroup (hierar) subgroup (flat)
α 1.06 1.03 1.06
β 0.91 0.98 0.91
θ+ 2.0 2.0 2.0
θ− 1.0 1.0 1.0
Table 5.4: Winnow parameters for hierarchical and flat classifiers for the
CLEF-IP 2010 data set, determined after 5-fold cross-validation tuning
subclass (hierar) subgroup (hierar) subgroup (flat)
α 1.02 1.02 -
β 0.98 0.98 -
θ+ 2.0 2.0 -
θ− 0.5 0.5 -
All subgroup classifiers use the same parameters. These are the para-
meters that yielded to the best overall results in an oracle experiment
with 5-fold cross validation.18 The resulting parameter settings are in
Tables 5.3 and 5.4. With the exception of θ− the parameters for the
subclass and subgroup classifiers in both corpora are very similar.
Note that we do not report any parameters for a flat subgroup clas-
sifier on the CLEF-IP 2010 data set: As mentioned in the introduction,
the complexity of a 19,441-category (multilabel) classification prob-
lem causes severe scalability issues (Benzineb and Guyot, 2011). Even
on a Quad-Code Processor with 126 GB memory we were not able to
complete this classification task.
5.5 flat versus hierarchical classification methods
In this section we investigate which classification approach is best
suited to classify documents on the subgroup level of the IPC. Since
we were not able to construct a flat classifier on subgroup level for the
CLEF-IP 2010 data set, our analysis will be limited to the WIPO-alpha
data set. In this section we will only consider unigram features; the
relative merit of the different text representations will be discussed
in section 5.6. For the sake of comparison we have included the most
18 In an oracle setting documents are only tested against subgroup classifiers from the
relevant subclass world(s).
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recently reported results, i.e. from Chen and Chang (2012) who also
performed subgroup classification on the WIPO-alpha set. It should,
however, be noted that our train/test split differs slightly from theirs,
which makes direct comparison impossible.
Table 5.5 summarizes the success@rank scores for the odd numbers
of the top 11 ranks of both the flat and hierarchical classifiers on the
official test set of the WIPO-alpha corpus. The scores are calculated
over the final rankings of 1140 subgroup category labels.
Table 5.5: Classification results of hierarchical and flat classifiers on sub-
group level for WIPO-alpha test set using only unigram features.
success@rnk 1 3 5 7 9 11
Hierarchical
classification
31.5% 46.8% 54.5% 59.5% 63.1% 65.8%
Flat
classification
31.8% 46.6% 53.9% 57.9% 61.0% 63.6%
Chen & Chang,
two-step
classification
20.2%
Chen & Chang,
with additional
3rd step
36.1%
The results show that the flat and hierarchical classifiers achieve
similar accuracy. We determined the significance of the differences
from the confidence intervals: Given the sample size, i.e. number of
documents in the test set, the 95% confidence interval for the suc-
cess@rnk1 is ± 0.95% for both the flat and the hierarchical classifier.
We find that only from rank 9 onwards, the results do no longer fall
in each other’s confidence intervals, i.e. the differences are significant.
Our two-step classifier outperforms the two-step classifier of Chen
and Chang (2012) by a large margin. With their additional third step
they reach a higher performance (36.1%). However, since this result
was obtained with a system that was tuned on the test set (see Sec-
tion 5.2), it cannot be claimed that their three-phase method performs
better than our two-step method. We will return to this finding later
on in the discussion.
Unlike Dumais et al. (1998), we find similar performance for the
flat and hierarchical approach – at least until rank 9 – , while we had
expected the hierarchical approach to outperform its flat counterpart:
Both approaches suffer from the same problem with sparse training
material on subgroup level, but the flat classifier has a more complex
classification task (1,140 vs. 11 categories on average for the subgroup
classifiers in the hierarchical approach).
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In the remainder of this section we analyse the performance of the
hierarchical classifier by analysing the performance of its individual
components. First, we consider the subclass classifier on the first level
in the hierarchy. This classifier achieved 50.7% success@rnk1, which
is similar to the state-of-the-art classification results on subclass level
reported by Tikk et al. (2007) and better than the subclass classifier
of Chen and Chang (2012).
The 339 individual subgroup classifiers are trained on significantly
less data than the SUBCLASS classifier. We evaluated these subgroup
classifiers in ‘oracle runs’, i.e. runs in which the documents were only
tested against subgroup models within the correct subclass world,
effectively assuming a perfect classification on the first level in the
hierarchy. The results of these experiments are given in in Table 5.7.
Please note that the last three lines show the performance of differ-
ent sets of subgroup classifiers, grouped according to the number of
daughters present in the subclass world.
Table 5.6: success@rnk scores for subclass and subgroup classifiers in the
hierarchical classifier on the WIPO-alpha set.
success@rnk 1 3 5 7 9 11
subclass
classifier
50.7% 70.0% 76.9% 80.5% 82.7% 84.3%
Chen & Chang
subclass
classifier19
43.3% 67.5% 76.0% 81.5% 85.8% 88.5%
Table 5.7: success@rnk1 scores for oracle runs on the WIPO-alpha set.
oracle runs suc-
cess@rnk1
chance
level
all subgroup categories 58.3% 26.9%20
subgroup categories with 1 sister 87.0% 50.0%
subgroup categories with 2 sisters 68.6% 33.3%
subgroup categories with > 3
sisters
56.3% 25.0%
In general, the subgroup classifiers seem to be of good quality and
perform quite well (in an oracle setting). So given the good perform-
ance in smaller, contained worlds, how do we account for the relat-
19 Please note that these results are reported over a different test set (400 documents)
and consequently are indicative for but not directly comparable to the other reported
scores.
20 We calculated the micro-averaged chance level (in an oracle setting) by summing up
the chance level of all documents (in the relevant subclass world) and then averaging
over the number of documents.
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ively low accuracy (see Table 5.5) when the subgroup classifiers are
used in the hierarchical setting where a document is scored by all
subgroup classifiers?
First, there is the well-known problem of propagation of error:
Table 5.6 shows that for 50% of the test documents the highest scor-
ing subclass category is the correct one. For an additional 20% of the
test documents the correct subclass category can be found at rank 2
or 3, while for another 30% the correct labels lie scattered at lower
ranks. Given the difficulties in fitting sigmoids to subgroup classifier
output (reported in section 5.4.2.2), the probability estimates on the
subgroup level may not be sufficiently powerful to repair the ‘errors’
made by the subclass classifiers.
Second, there are reasons for doubting whether classification at the
subgroup level is at all feasible: Eisinger et al. (2013) point out that
in quite some cases patent documents should have additional labels
on the subgroup level, and that the labels that have been manually
assigned by the patent examiners are to some extent arbitrary. Given
the inconsistencies in the manually assigned labels on a level with
fine-grained distinctions between categories, it is extremely unlikely
that an automatic system can reproduce the manual labels with 100%
accuracy.
Third, our manner of training may have introduced overlap
between the class profiles:21 Analysis of the class profiles of the sub-
group categories in the flat and hierarchical classifiers show that class
profiles in the flat classifier generally contain more terms, and more
specifically, they contain more ‘negative terms’. Terms with high neg-
ative Winnow weights characterize those unigram features that de-
scribe the rest of the corpus, not the category itself. They are espe-
cially useful in countering the positive weights of features that occur
in many documents. Since the subgroups classifiers are trained in isol-
ation, i.e. each in their own (small) subclass world with no informa-
tion on the rest of the corpus, the models often do not contain enough
negative terms to distinguish between categories in the testing phase.
The lower amount of negative terms (compared to positive terms)
in the subgroup profiles for the hierarchical classifier indicates the
lack of negative training material for the subgroup categories in the
subclass worlds. Given the high number of single-daughter worlds
(see table 5.1) this is not surprising. We therefore hypothesized that
training in larger contexts is better for optimal performance in a
hierarchical system. To examine this hypothesis we performed ad-
ditional experiments in which subgroup classifiers were trained in
larger ‘worlds’, i.e. the classifiers for individual subgroup categories
were trained against all other subgroup categories in the same class
21 Class profiles are the category models which comprise the most relevant terms for
each category with their corresponding Winnow weights
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(C) or section (S) in the IPC hierarchy. Table 5.8 shows corpus statist-
ics on these larger worlds.
Table 5.8: Corpus statistics for subclass, class and section worlds in the
WIPO-alpha training set after sample selection
#
of
cat
av. size
(stdev) in #
doc
av. #
daughters
(stdev)
# of categories with
1 subgroup
daughter
Subclass 339 38.00
(53.19)
3.36
(4.36)
128
Class 107 120.40
(179.48)
10.65
(15.08)
18
Section 8 1610.38
(945.85)
142.5
(77.8588)
0
Table 5.9: Classification results for WIPO-alpha test set after different train-
ing data selection. The first row is the same as the first row of Table 5.5
succes@rnk 1 3 5 7 9 11
trained on SC
world
31.5% 46.8% 54.5% 59.5% 63.1% 65.8%
trained on C
world
32.0% 47.4% 55.1% 60.0% 63.3% 66.1%
trained on S world 32.1% 48.4% 55.9% 60.5% 63.8% 66.4%
Although the different data selection criteria result in larger class
profiles (with a higher ratio of negative terms compared to positive
terms), Table 5.9 only shows marginal and non-significant improve-
ments between the different runs. Analysis of the class profiles of the
categories trained in the class and section worlds shows that the ad-
ded terms tend to have low Winnow weights and have relatively little
impact on classification performance.
So, even with more negative training data, the hierarchical classifier
does not rise above the performance level of the flat classifier. We
must conclude that the overlap between the categories on the lowest
levels and the small number of training documents in many ’worlds’
are an insurmountable problem in the WIPO-alpha training/test set.
It might be argued that the classification at subgroup level should
not be approached by means of a classifier that relies on some kind of
training, simply because of the lack of sufficient amounts of training
data. Chen and Chang (2012) obtained a substantial improvement on
the subgroup level by using a kNN classifier. We conducted a large
number of experiments in which we used the features selected for the
Winnow classifier in two different kNN classifiers, TiMBL (Daelemans
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et al., 2010) and sklearn (Pedregosa et al., 2011). However, we were not
able to obtain a better classification accuracy than with the Balanced
Winnow algorithm.
As mentioned above, the WIPO-alpha set is hardly representative
of a real-life task. The CLEF-IP 2010 corpus is much larger, both in
number of documents and in number of categories that must be dis-
tinguished on subclass and subgroup level. While flat classification
on such a set is not feasible, we expect that the hierarchical approach,
which is much more scalable, will yield similar results (as a hypo-
thetical flat one), since that was the case for the WIPO-alpha corpus.
Furthermore, the larger amount of data opens possibilities to exam-
ine the impact of more precise text representations, which might help
to solve the problem of the high overlap between the subgroup cat-
egories.
5.6 the impact of phrasal features
In this section we examine the impact of different text representations
on classification accuracy for different levels of the IPC hierarchy. For
this series of experiments we will use the CLEF-IP 2010 corpus in
addition to the WIPO-alpha data set, since the data sparseness in
the WIPO-alpha corpus is especially problematic for the inherently
sparse skipgram features. Furthermore, the CLEF-IP 2010 corpus is
much more representative for the patent classification task than the
WIPO-alpha benchmark, both in terms of the number of documents
and the number of categories available.
Our goal is twofold: (1) We will examine the (relative) improve-
ments of adding skipgrams for the subclass and subgroup classifiers.
Our hypothesis is that on the subgroup level, in which the categor-
ies tend to overlap more, the more precise distinctions provided by
the phrasal features will have a larger impact than on the subclass
level. (2) We will compare the effects of adding features for both the
CLEF-IP 2010 and the WIPO-alpha set in order to obtain a better
understanding of how much training material is needed for phrasal
features to be effective. It should be noted that in this section we use a
different evaluation measure than in the previous section: Up to now
we have reported success@rnk for the sake of comparison with Chen
and Chang (2012). Since the CLEF-IP 2010 set is a multi-label set with
a varying number of relevant categories per document, this measure
is no longer adequate. We will therefore report our results using the
well-known Precision, Recall and F1-measures. Relevant output rank-
ings from classification experiments discussed in the previous section
have been (re-)evaluated using these metrics.22
22 Since we defined the classification task on the WIPO-alpha set as a monolabel task
where the classifier must return one label, the reported (micro-averaged) scores will
always yield equal Precision and Recall scores.
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As was shown in Table 5.2 our train/test split consists of 595,080
and 396,725 documents, respectively, with 575 categories on subclass
level, and 19,441 on subgroup level. Unlike the WIPO-alpha docu-
ments each document in the CLEF-IP 2010 set may have multiple rel-
evant category labels. In the case of multi-label classification, the LCS
can return a flexible number of categories per document. This is de-
termined by three parameters: (1) a threshold that puts a lower bound
on the classification score (in this case probability) for a class to be
selected, (2) the maximum number of classes selected per document
(‘maxranks’) and (3) the minimum number of classes selected per doc-
ument (‘minranks’). Setting minranks = 1 assures that each document
is assigned at least one category, even if all categories have a score or
probability below the threshold. We used the cross-validation folds
to determine the optimal evaluation configuration, which resulted in
the following setting: minranks= 1, threshold = 0.8 and maxranks = 8
and 20 for the subclass and subgroup classifiers respectively.
First we study the impact of adding skipgrams on subclass level.
Table 5.10 shows the Precision, Recall and F1-scores for the CLEF-IP
2010 test set (left-hand side), and WIPO-alpha data set (right-hand
side), respectively. Please note that these scores cannot be directly
compared as they are (a) based on different data sets with a differ-
ent number of categories to be distinguished; and (b) a substantially
different classification problem: classifying the WIPO-alpha set is a
mono-label classification task, while the CLEF-IP 2010 set is multi-
label. The scores should rather be seen as an indication of the diffi-
culty of classifying on a certain level in the IPC hierarchy.
Table 5.10: Classification results of unigrams-only and unigrams+skipgrams
classifiers on subclass level for the CLEF-IP 2010 corpus and the WIPO-
alpha corpus.
CLEF-IP WIPO-alpha
P R F1 P = R = F1
unigrams 63.9% 62.3% 63.1% 50.7%
unigrams + skipgrams 66.6% 67.3% 66.9% 51.9%
For both the WIPO-alpha and CLEF-IP 2010 test sets we can see
an improvement of classification performance on subclass level when
skipgrams are added. We determined the significance of the differ-
ences between the unigrams and unigrams+skipgrams using the con-
fidence intervals: Given the sample sizes, i.e. number of documents in
the respective test sets, the 95% confidence interval for the F1 values is
± 0.15%, and ± 1.02% for the CLEF-IP 2010 and the WIPO-alpha sub-
class classifiers, respectively. From this we can conclude that adding
skipgrams leads to a significant improvement in the CLEF-IP 2010 set,
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but not in the WIPO-alpha set. As there is much more training ma-
terial per category available in the CLEF-IP 2010 data set, compared
to WIPO-alpha, the inherently sparse skipgram features attain high
enough frequencies to aid in the classification process.
Table 5.10 shows the results for the subgroup rankings of the hier-
archical classifiers, also for the CLEF-IP 2010 and WIPO-alpha test
set.
Table 5.11: Classification results of unigrams-only and unigrams+skipgrams
hierarchical classifiers on subgroup level for the CLEF-IP 2010 corpus and
the WIPO-alpha corpus.
CLEF-IP WIPO-alpha
P R F1 P = R = F1
unigrams 45.1% 27.7% 34.3% 31.5%
unigrams + skipgrams 52.7% 30.3% 38.4% 32.5%
Here too we find a significant improvement for the combined run
for the CLEF-IP 2010 set, but not for the WIPO-alpha set. (With con-
fidence intervals of ± 0.15%, ± 0.95% for the F1-scores of the CLEF-IP
2010 and WIPO-alpha set, respectively.)
If we compare the (relative) improvements in F1-scores of the com-
bined runs with the unigrams runs for both the CLEF-IP subclass
and subgroup classifiers, we find a similar improvement (around 4
percentage points) on both levels. We can therefore conclude that
combining unigrams and skipgrams is beneficial for classification per-
formance on any level in the IPC hierarchy. However, our initial hy-
pothesis that skipgrams would have more impact on lower – and sup-
posedly more overlapping – levels in the hierarchy is not confirmed.
Close analysis of the class profiles does reveal that on average skip-
grams occur at higher ranks in the subgroup class profiles than in the
subclass class profiles. It seems that these features fill up the feature
space when the unigram features are not sufficiently discriminative.
Therefore, the hypothesis that skipgrams are more important on sub-
group than on subclass level cannot be rejected either. It may be that
even the CLEF-IP corpus is too small to allow for a decisive test.
As regards the second research question: The relative improve-
ments between the classification results for the CLEF-IP 2010 and the
WIPO-alpha sets clearly confirms our hypothesis that adding phrasal
features is only effective when enough training data is available. For
the CLEF-IP set the skipgrams lead to a highly significant improve-
ment on subgroup level, despite the fact that there is much less train-
ing material available than on subclass level. This suggests that an av-
erage number of 142 training documents per category is enough train-
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ing data to see an impact of skipgram features, despite the skewed
distribution of the number of documents per category.
5.7 conclusion
In this chapter we examined the feasibility of performing classifica-
tion on subgroup level of the IPC taxonomy. This task is generally
considered too difficult because of three problems reported in the
literature: (a) The overlap between categories is too large, and differ-
ences are too subtle to be captured adequately. (b) The number of
categories is too large which leads to scalability issues. (c) The data
sparseness (in the number of documents per category) at the lowest
level is too severe to build adequate classification models.
In our research we focussed on two main questions which address
these difficulties: (1) Can we circumvent the problems of overlap and
the number of categories by using a hierarchical approach to classi-
fication on subgroup level and how does it compare to a flat classi-
fication approach? (2) Can we improve the classification on subgroup
level by adding phrasal features, namely skipgrams, to unigram fea-
tures and how does the impact correlate with the granularity of the
different levels in the IPC hierarchy? We performed classification ex-
periments on the WIPO-alpha benchmark set, as well as on the much
larger and more realistic CLEF-IP 2010 data set.
Our hierarchical approach consisted of a two-step top-down classi-
fication system with a subclass classifier on the top level, and a set
of subgroup classifiers –each trained within a subclass world– on the
lower tier. The scores of the individual classifiers were converted to
probabilities, which were then combined in a weighted scheme. To
minimize the propagation of error, and effectively allow high-scoring
subgroup categories to move up in the final ranking, we did not
define any cut-off thresholds on the subclass level during the testing
process.
Regarding the first research question, we found that the flat and
hierarchical approach achieve similar accuracy scores on the WIPO-
alpha set (31.5% and 31.8% success@rnk1 respectively). This shows
that when it becomes infeasible to train a flat (text) classifier because
the number of categories that must be distinguished is too large, a
hierarchical classifier might be a good alternative for classification
on the lowest level(s) of a taxonomy. Using a hierarchical approach
we were able to transform a 19,441-category problem into smaller,
manageable subproblems, and perform subgroup classification for a
900K corpus with encouraging accuracy.
Regarding the second research question, we were able to replica-
te the improvements of combining unigrams with skipgrams which
were previously observed in D’hondt et al. (2013); D’hondt et al.
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(2012). We did not observe a difference in the effect size of adding
skipgrams to unigrams between the different IPC levels.
The difference in size between the two WIPO-alpha and CLEF-
IP corpora gave us insight in the problems caused by data sparse-
ness on subgroup level. Our best-scoring approach (hierarchical ap-
proach with unigram+skipgram features) achieved 32.5% F1 accuracy
for subgroup classification on the WIPO-alpha set (monolabel) and
38.4%, on the CLEF-IP 2010 set (multilabel). Since skipgrams are in-
herently sparse, a sufficiently large amount of training data must be
available before phrasal features attain high enough frequencies to
aid in the classification process. We found that – for classification on
subgroup level in the CLEF-IP 2010 set – an average of 142 documents
per category was enough to see a significant impact of adding skip-
gram features. We conjecture that with less training material available,
case-based methods such as kNN might be preferred for classification
on the lowest levels of the IPC taxonomy, even if our attempts to use
kNN-based subroup classifiers in WIPO-alpha were not successful.
An interesting pattern that we observed in both the WIPO-alpha
and CLEF-IP hierarchical classifiers was the low weight given to the
subgroup probabilities in the weighting of the probability estimates
to reach optimal ranking. The fact that this occurs independent of the
amount of training data available – as described in section 5.3.1.2 we
took care to avoid data sparseness problems when selecting a subset
from the CLEF-IP data set – seems a strong indication that no matter
how much training material is available, (model-based) classification
on the subgroup level is a hazardous undertaking. We suspect, how-
ever, that the small numbers of documents in some subgroups are less
of a problem than the reliability and completeness of the manually as-
signed labels, which serve both for supervising the training and as a
reference in the evaluation of the classifier output.
As a final recommendation for future work in the patent classific-
ation field, we would like to promote the use of the CLEF-IP sets
as future benchmarks: While we found that the WIPO-alpha set is
a clean and usable data set, the CLEF-IP data set presents a more
realistic task, both in the number of categories as in the amount of
training data available. Especially the latter is of great importance for
further research focussing on (sub)group levels.
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S U M M A RY A N D C O N C L U S I O N S
In this thesis, we investigated the use of phrases as informative fea-
tures in patent (text) classification. Our work consists of two main
parts: In the first part, i.e. chapters 2 and 3, the focus lay on what con-
tent and structure phrasal features should have to be optimal (text)
classification features. We examined several approaches to generate
and select phrasal features, and looked at how phrasal features com-
pare to unigram features in the class profiles of various classifiers.
In the second part which spans chapters 4 and 5 we examined the
applicability of phrasal features in a more practical context: We fo-
cused on the improvements that can be gained by using phrasal fea-
tures when dealing with two important aspects of patent classifica-
tion, namely variation over time, and classification on different levels
of the IPC.
In this chapter we summarize our findings for the issues addressed
in the core chapters. We end this chapter with a general conclusion
on the usefulness of phrasal features in text classification.
6.1 summary of the findings
6.1.1 Chapter 2: Text Representations for Patent Classification
In chapter 2, we examined the usefulness of three different types of
phrases as features for patent (text) classification, in order to answer
the following research question:
RQ 1. Given the difficult language used in patents, which method
of generating phrases renders the most informative phrasal features
for patent classification: syntactic parsing or a statistical approach?
The three phrasal representations under examination were bigrams,
Standford dependency triples (de Marneffe and Manning, 2008), and
aboutness-based AEGIR dependency triples (Oostdijk et al., 2010),
which capture different degrees of detail in their representation of
the information in a text. To generate the syntactic phrasal features,
we parsed 532,264 English abstracts extracted from the CLEF-IP 2010
corpus with (1) the Stanford Dependency Parser and; (2) the AEGIR
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dependency parser. Both the unigrams and resulting phrasal features
were then lemmatised using the AEGIR lexicon.
In a series of classification experiments, we investigated the relat-
ive contributions of the different types of phrasal features on clas-
sification performance on IPC class level, compared to a unigram
baseline. We found that adding phrasal features to the unigram fea-
ture set always improves classification accuracy, but that the impact
differs between the different representations. Of the three types of
phrases, bigrams proved the most informative both in the run where
only one type of phrases was added to the unigram set, as well as
in the ‘combination run’, which combined all four representations.
Deeper analysis showed that although the linguistic parsers output
some informative features, they struggle with the complex syntactic
structures of the long, embedded noun phrases. While bigrams are
ignorant of the syntactic structure, they benefit from the fact that the
most informative (phrasal) features for patent text classification are
either noun-noun compounds or nouns with an adjectival modifier,
which often occur adjacent to each other. Through an additional hu-
man quality assessment experiment we found that noun-noun and
adjective-noun combinations are considered the most informative
phrasal descriptors by humans as well, and that most of the informat-
ive features capture local co-occurences (as opposed to long-distance
co-occurrences). We concluded that the relatively high importance of
these types of phrases is due to the abundance of Multi-Word Terms
in the patent language.
In-depth analysis of the class profiles of the various classifiers re-
vealed that adding phrasal features did not significantly impact the
selection of unigram terms by the classifier, which remained the high-
est-ranking terms in the profiles. Rather, adding phrases led to a long
tail of low-impact features that nonetheless had a positive impact
on classification performance. Close analysis of the highest-ranking
phrasal features in the class profiles indicated that phrases captured
additional information that helped disambiguate the more generic
(unigram) terms.
Experiments with classifying French and German abstracts showed
that the improvements gained by phrasal features are language-de-
pendent: For German, a compounding language, adding phrases did
not yield a significant improvement.
6.1.2 Chapter 3: Using skipgrams and PoS-based feature selection for pat-
ent classification
In chapter 3, we built on the findings of chapter 2 and examined
how our approach to generating informative statistical phrases could
be improved to capture more of the informative local co-occurrences
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while minimizing the risk of generating noisy, semantically uninform-
ative features that would deteriorate classification performance.
More specifically, we aimed to answer the following research
question:
RQ 2. Can the classification performance achieved by using statist-
ical phrasal features be further improved by (a) allowing features to
capture local associations over larger distances; (b) feature selection
based on linguistic criteria?
We performed a series of classification experiments on the same
corpus subset as in chapter 2. In these experiments we compared the
effectiveness of (a) unigrams, (b) bigrams, and (c) skipgrams as clas-
sification features. For the skipgrams we also investigated up to what
number of skipped words informative features could still be gener-
ated. This gave us insight into the maximal distance (in number of
words) over which informative local co-occurrences occur. We also
examined how informative phrasal features are for text classification
in isolation runs, i.e. when not combined with unigram features. Since
the skipgram representation of a text generates a substantial amount
of features, we experimented with different configurations of feature
filtering based on PoS information of the words in the texts. The PoS
tagging was done using an in-house PoS tagger which was custom-
ized for patent texts.
We found that both phrasal types outperform the unigram baseline
in runs where only phrases were used as features, but the overall best
performance is achieved when PoS-filtered skipgrams are combined
with unigram features. The fact that the phrasal features do so well, al-
though they are generally considered too sparse for effective text clas-
sification, shows the pervasiveness of Multi-Word Terms in English
patent texts. Of the two types of phrasal features skipgrams perform
the best, but only when PoS-filtering is applied to cull semantically
light phrases, i.e. which do not consist of two content words, from
the feature set.
Analysis of the class profiles showed that most of the important
two-word (linguistic) phrases can be captured by bigrams, and that
the additional phrases generated through the skipgram approach typ-
ically occur at lower ranks in the class profiles. The skipgram features
replace some of the unigram and bigram features, which shows that
the skipgram representation generates (a small number of) more in-
formative phrases. Experiments varying the number of skips showed
that the most effective phrases –after bigrams– consist of words sep-
arated by at most two words. Of PoS combinations in the features
in the unigrams+skipgrams run, the noun-noun and adjective-noun
combinations proved to be the most informative, like we also saw in
chapter 2.
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6.1.3 Chapter 4: Dealing with temporal variation in patent classification
In chapters 2 and 3 we studied the effects of phrasal features for
patent classification in isolation, that is, abstracting away from some
of the particulars of the patent classification task. In this chapter we
study the usefulness of phrasal features in the presence of temporal
variation. As mentioned before, the current rate of innovation has
led to a surge of new patent documents. Since every new application
should be innovative and therefore introduces new terms and con-
cepts to the patent domain, we focussed on the following research
question:
RQ 3. How does the feature space in a patent corpus evolve over
time, and what are the consequences for the effectiveness of the –
inherently sparse – phrasal features?
Since there is no previous research on the effects of temporal vari-
ation in the (English) patent domain on patent (text) classification,
we first performed a quantitative analysis of the changes within and
between IPC categories over time on a subset of 360,000 English ab-
stracts from the CLEF-IP 2011 data set. The abstracts were taken from
patent documents published between 1981 and 2004.
We found that the patent domain exhibits gradual drift, that is, a
slow but steady evolution of the feature spaces within IPC categories
with no recurrent states. Each year new features are introduced into
the different categories, but only a fraction of those carry over to the
following years. While this slow introduction of novel terms changes
the feature distribution of a category over time, we found evidence of
category-specific terms that remain ‘stable’ category descriptors over
time.
While there is some change in the distribution of category sizes
over time, i.e. some categories grow while other decline, we found
that category-internal changes do not lead to substantial changes in
the overlap between categories over time.
Using the best-scoring configuration of chapter 3, i.e. PoS-filtered
unigrams and skipgrams, we performed a series of experiments in
which we examined the effect of temporal distance between the train-
ing and test documents for both a unigram run and a combination
run (unigrams + skipgrams).
We found that there is a clear recency effect in patent data: larger
distance between training and test set leads to larger drop in accuracy.
While the best performance is obtained when using the most recent
training material at hand, we looked at what happened when older
(no longer so relevant) features were added. We found that older,
non-relevant terms do not harm classification performance, but this
finding might only hold for mistake-driven classifiers.
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Regarding the phrases we found that they are more subject to tem-
poral variation than unigrams. Only phrases from the most recent
documents are informative enough to significantly improve classifica-
tion accuracy. In cases of severe data sparseness, i.e. an extremely low
number of documents per category, classifiers that combine unigram
and skipgram features perform significantly worse than classifiers
based on unigram features only.
6.1.4 Chapter 5: Patent classification on subgroup level using Balanced
Winnow
In this chapter, we examined the usefulness of phrasal features when
classifying on different levels in the IPC. As mentioned before, the
IPC is a hierarchical taxonomy with five levels that each have a
different level of granularity and overlap between the categories. On
the lowest level, i.e. the subgroup level which is the most difficult
to classify, the differences between categories correspond more to
small differences in implementation or use of the inventions, rather
than distinguishing between completely different inventions or fields
of technology. In view of the high overlap on subgroup level we
focussed on the following research question:
RQ 4. How feasible is classification on the lowest level in the IPC
hierarchy and to what extent can phrases help?
Classification on subgroup level is usually considered too difficult
because of three problems reported in the literature: (a) The overlap
between categories is too large, and differences are too subtle to ad-
equately capture. (b) The number of categories is too large which
leads to scalability issues. (c) The data sparseness (in the number
of documents per category) at lowest level is too severe to build
adequate classification models. In this chapter we developed a two-
step hierarchical approach that could adequately deal with the large
number of categories by splitting the classification task into several
subproblems. The hierarchical classifier consisted of a corpus-wide
trained subclass classifier on the top level, and a set of subgroup clas-
sifiers –each trained within a subclass world– on the lower tier. The
scores of the individual classifiers were converted to posterior prob-
abilities and combined in a weighted scheme.
We compared the hierarchical approach to a flat classification ap-
proach on the WIPO-alpha data set, a relatively small benchmark data
set and achieved similar accuracy scores for both approaches. As the
large number of categories make it unfeasible to build a flat classifier
on a large, real-life data set, the hierarchical approach proved to be
a good alternative. By splitting the subgroup classification problem
into separate problems within their own subclass worlds, the hier-
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archical approach circumvents the problems of overlap and the high
number of categories to a certain extent. However, as discussed in
the concluding section of chapter 5, we feel that inconsistencies in
the manual labelling on subgroup level may impede further improve-
ments in classification accuracy.
The main problem experienced in both classification approaches
was that of data sparseness, that is, the lack of positive training ex-
amples. As phrases are inherently sparse features they are more ef-
fected by the lack of training data. This was proven when we com-
pared the relative impact of unigram + skipgram runs to unigram
run for both the WIPO-alpha and the CLEF-IP 2010 data sets. We
found that skipgram features improve classification on subclass and
subgroup level in equal measure, but only when enough training data
was available: Adding phrasal features did not results in a signific-
ant improvement on subclass or subgroup level for the WIPO-alpha,
which is fairly small and therefore suffers from severe data sparseness
problems. However, in similar experiments on the CLEF-IP 2010 set,
where the data selection criteria were set to minimize data sparseness,
we observed highly significant improvements on both levels. We can
therefore conclude that the effectiveness of phrasal features for (pat-
ent) text is highly dependent on the amount of training data available.
Furthermore, the improvements occur independently of (the level of
granularity of) the IPC level.
6.2 answering the main research objectives
In the first part of the thesis we tried different approaches of gener-
ating phrases, and evaluated the performance of their output in pat-
ent classification experiments to determine what information should
ideally be captured in phrasal features.
Unlike previously observed in the literature, we did find that –for
English patent abstracts at least– phrases can significantly improve
classification performance. The use of generic terms in the patent lan-
guage results in ambiguous unigram features that are not particularly
powerful for text classification purposes. In both chapter 2 and 3 we
found that phrases are able to capture additional information that
is missed when using only unigram features. More often than not,
the phrasal information that is relevant for classification comes in the
form of words that occur at close distance in a sentence. However, it
appeared that syntactic parsers miss a substantial proportion of the
relevant phrases (and generate a fair amount of spurious ones) be-
cause they fail to correctly analyse the long and syntactically complex
noun phrases.
Statistical approaches, i.e. bigrams and skipgrams had more suc-
cess in extracting the most informative (linguistic) phrases, namely
noun-noun compound and adjective-noun compounds. We found
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that the most informative features have local co-occurrences (as op-
posed to sentence-wide long-distance co-occurrences), that lie at most
two words apart. A disadvantage of the statistical approaches is their
propensity to generate many spurious, low-frequency phrasal fea-
tures. For the statistical phrasal features to be successful, it is im-
portant that there is an additional feature selection step which allows
low- to medium-frequency, but semantically informative phrases to
be used as classification features, while culling high-frequency but
semantically light phrasal features. We achieved good results with
linguistically motivated feature selection by filtering on PoS tags and
only allowing phrasal features that consisted of content words.
Furthermore, we found that if enough training material is avail-
able, phrasal features alone can perform equally well as unigram
features. This suggests that – at least for the purpose of classifying
English patent texts – phrases are good descriptors for the categories,
because they cover all information contained in unigrams plus ad-
ditional (disambiguating) information. In those runs where we com-
bined unigrams and phrasal features we saw that the phrasal features
generally make up a long tail of low-impact classification features.
Although the individual Winnow weights of the phrasal features are
quite low, their combined impact significantly improves classification
performance.
In chapter 2 we saw that the benefits of phrasal features are lan-
guage-dependent; in languages in which nominal and verbal com-
pounds are spelled without blanks between the members of the com-
pounds the contribution of n-grams and skipgrams is likely to be
smaller.
In the second part of the thesis we examined the applicability of
phrasal features in more realistic patent classification tasks. In chapter
4 we focussed on temporal variation, while chapter 5 dealt with the
differences of classifying on the most detailed level in the IPC hier-
archy. While these issues are completely different, we encountered
the same problem, namely data sparseness (not to be confused with
feature sparseness). As soon as we take the inherent variability of the
patent corpus into account when setting up a classification task, either
by dividing the corpus into different time bins, or considering the
different subgroup categories, the amount of training data available
per category becomes problematically small. In conditions of extreme
data sparseness phrases combining unigram and skipgram features
have no impact and can even decrease classification accuracy. We saw
evidence of this when building classifiers on small training sets in sec-
tion 4.6, and in the WIPO-alpha experiments in chapter 5. When more
training material was available for the different categories, either be-
cause we classified on higher levels, or because the greater size of
the CLEF-IP data set, adding skipgram features always led to signi-
ficant improvements. As data sparseness will always be a problem in
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real-life, imbalanced data sets, the positive effect of phrases may be
constrained to larger categories in a data set. This should be given
due consideration when selecting a data (sub)set.
In general, we can conclude that phrases are informative features
for classification in the patent domain, and may prove useful for other
large-scale classification tasks. However, certain caveats apply: First
and foremost, enough training data should be available for the gen-
erated phrasal features to attain sufficiently high frequencies. When
combining unigram and phrasal features generated over very small
data sets, phrases could harm performance. Second, while we found
that phrases are eminently suited to capture the highly informat-
ive noun-noun compounds and nouns with adjectival modifiers that
make up a large proportion of the Multi-Word terms in English pat-
ent documents, these terms might very well be more frequent in the
patent domain than in other text domains. However, the findings by
Özgür and Güngör (2010, 2012) for scientific abstracts indicate that
phrases would be well suited for classifying other kinds of longer
texts with formal language use. In the absence of terminological re-
sources – which is the case in many technological fields in which
patents can be granted – phrasal features are a robust mechanism to
capture category-specific terminology. Third, phrases are inherently
sparse, and therefore more likely to be discarded by purely statistical
feature selection methods when in competition with high-frequency
terms that are not necessarily good descriptors for a category. When
using phrasal features it is therefore necessary to (also) consider non-
statistical feature selection methods. In our research we achieved
good results with filtering based on PoS information. Finally, when
selecting a method to generate phrases, statistical methods may be a
better choice than principled linguistic methods like (deep) parsing,
especially when the linguistic processing methods have been optim-
ized for a different genre of texts.
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N E D E R L A N D S E S A M E N VAT T I N G
In dit proefschrift hebben we de bruikbaarheid van frasen als featu-
res voor automatische tekstclassificatie van patentdocumenten onder-
zocht. Dit werk bestaat uit twee delen: In het eerste deel, hoofdstuk-
ken 2 en 3, lag de focus op de opbouw van de frasen. We onder-
zochten welke structuur en informatie ze moeten bevatten om opti-
male impact te kunnen hebben tijdens het classificatieproces. Om hier
een antwoord op te vinden hebben we de impact van verschillende
featureconstructie- en -selectiemethodes op de classificatiescores met
elkaar vergeleken. Verder hebben we ook de informativiteit van woor-
den met die van frasen vergeleken in de klasseprofielen.1
In het tweede deel van dit proefschrift (hoofdstukken 4 en 5) lag de
focus meer op de bruikbaarheid van frasen als classificatiefeatures in
de praktische context van patentclassificatie: We hebben onderzocht
of het gebruik van frasen tot verbeteringen leidt in een corpus met
temporele variatie, en of frasen nog steeds bruikbare features zijn
wanneer men classificeert op verschillende niveaus van de IPC.
In deze samenvatting geven we eerst een overzicht van onze be-
vindingen voor de verschillende hoofdstukken van het proefschrift.
We eindigen met een algemene discussie over de bruikbaarheid van
frasen als classificatiefeatures voor tekstclassificatie.
overzicht van de bevindingen
Hoofdstuk 2: Tekstrepresentaties voor patentclassificatie
In hoofdstuk 2 onderzochten we de bruikbaarheid van drie verschil-
lende soorten frasen als classificatiefeatures voor patent(tekst)classifi-
catie, om een antwoord op de volgende onderzoeksvraag te kunnen
geven:
Vraag 1. Gezien het complexe taalgebruik in patentteksten, kunnen
we het beste een syntactische of een statische methode gebruiken om
frasen te genereren die informatieve features zijn voor patentclassifi-
catie?
In dit hoofdstuk hebben we drie verschillende soorten frasen met
elkaar vergeleken, namelijk bigrammen, Stanford dependency triples
(de Marneffe and Manning, 2008), en aboutness-based AEGIR depen-
1 Klasseprofielen zijn de modellen die in de trainingsfase voor de verschillende cate-
gorieën gecreeërd worden.
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dency triples (Oostdijk et al., 2010). Elk type frase heeft een ander
niveau van detail wat betreft de informatie die ze uit de oorspronke-
lijke tekst halen. Om de twee soorten syntactische frasen te genereren,
hebben we 532264 Engelse abstracts uit het CLEF-IP 2010 corpus ge-
parseerd met (1) de Stanford Dependency Parser en (2) de AEGIR
dependency parser. Zowel de woorden als de gegenereerde frasen uit
de abstracts zijn daarna eerst met behulp van het AEGIR lexicon ge-
lemmatiseerd vooraleer ze als classificatiefeatures gebruikt werden.
In een reeks van classificatie-experimenten op IPC class niveau heb-
ben we de relatieve impact van de drie soorten frasen (tegenover een
unigram baseline) met elkaar vergeleken. We zagen dat een combi-
natie van woorden en frasen als classificatiefeatures altijd tot verbe-
teringen leidt, maar dat de positieve impact verschilt tussen de drie
types. Van de drie onderzochte types bleken bigramfrasen de meest
informatieve features te bevatten, zowel in de experimenten waarin
slechts één soort frasen gecombineerd werd met woorden, als het ex-
periment waarin alle drie types frasen met woorden gecombineerd
werden. Een diepere analyse van de frasen liet zien dat de syntacti-
sche parsers vaak niet opgewassen waren tegen de complexe syntaxis
van de lange, ingebedde zelfstandignaamwoordgroepen in patenttek-
sten, en daardoor incorrecte frasen genereerden. De bigramaanpak
houdt geen rekening met syntactische structuur en leidt vaak tot
betere resultaten omdat de meeste informatieve frasen in een tekst
combinaties van twee woorden zijn die naast elkaar staan in een zelf-
standignaamwoordgroep, of als een combinatie van twee zelfstandige
naamwoorden of een combinatie van een bijvoeglijk en een zelfstan-
dig naamwoord.
Ter vergelijking hebben we een additioneel experiment uitgevoerd
waarin we aan menselijke annotatoren vroegen om de meest informa-
tieve frasen voor een gegeven tekstfragment te identificeren. Hieruit
bleek dat mensen ook voornamelijk combinaties van zelfstandige en
bijvoeglijke naamwoorden selecteren als optimale descriptoren voor
een tekstfragment. Deze combinaties bleken voornamelijk lokale de-
pendenties tussen woorden te zijn (in tegenstelling tot lange-afstand
dependenties). Deze resultaten deden ons vermoeden dat de posi-
tieve impact van frasen op classificatiescores het gevolg is van het
hoge aantal ‘Multi Word Terms’ (samengestelde termen) dat in En-
gelse patentteksten voorkomt.
Een analyse van de klasseprofielen van de verschillende classifiers
liet zien dat het toevoegen van frasen geen significante impact heeft
op de selectie van unigramfeatures door de classifier. Unigramtermen
bleven veruit de hoogst gerankte termen in de klasseprofielen. We za-
gen wel dat het toevoegen van frasen leidt tot een lange staart van
termen met (individueel) een lage impact op het classificatieproces.
Omdat de staart echter zo lang is, leidt de aanwezigheid van deze
laag-impacttermen tot een verbetering van de classificatiescores. Uit
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een analyse van de hoogst gerankte frasen in de klasseprofielen bleek
dat frasen extra informatie bevatten die niet aanwezig is in de uni-
gram features. Deze additionele informatie helpt om de meer alge-
mene unigramtermen te disambigueren tijdens het classificatieproces.
Uit classificatie-experimenten op abstracts van Franse en Duitse pa-
tenten bleek dat de verbeteringen die we vonden door het toevoegen
van frasen sterk taalafhankelijk zijn: Voor het Duits, waar naamwoor-
den vaak samengesteld zijn, leidde het toevoegen van frasen niet tot
significante verbeteringen in de classificatiescores.
Hoofdstuk 3: De impact van skipgrams en featureselectie op basis van lingu-
ïstische criteria op patentclassificatie
Hoofdstuk 3 bouwde voort op de bevindingen van hoofdstuk 2: In
dit hoofdstuk onderzochten hoe de statistische aanpak uit hoofdstuk
2 verder verbeterd kon worden opdat er meer frasen die informatieve
lokale dependenties bevatten genereerd kunnen worden, terwijl de
hoeveelheid ruis (het aantal semantische oninformatieve features die
classificatie kunnen schaden) beperkt blijft. We zochten het antwoord
op de volgende onderzoeksvraag:
Vraag 2. Kan patentclassificatie met gebruik van frasen verder ver-
beterd worden door (a) frasen te gebruiken die lokale dependenties
over langere afstanden vatten, en/of (b) de gegenereerde features te
filteren op basis van linguïstische criteria?
De experimenten in hoofdstuk 3 zijn uitgevoerd op hetzelfde cor-
pus dat gebruikt is in hoofdstuk 2. In deze experimenten hebben
we de bruikbaarheid van (a) unigrammen, (b) bigrammen, en (c)
skipgrammen als classificatiefeatures met elkaar vergeleken. Om de
optimale skipgramfeatures te vinden hebben we additionele experi-
menten uitgevoerd waarbij het aantal ‘skips’, het aantal overgeslagen
woorden, gevarieerd werd. Dit gaf ons inzicht in de maximale afstand
(in het aantal overgeslagen woorden) waarover informatieve lokale
dependenties voorkomen. Verder hebben we ook een reeks experi-
menten uitgevoerd waarbij we enkel frasen als features gebruikten
(in plaats van woorden in combinatie met frasen). Aangezien de me-
thode om skipgrams te genereren substantieel meer frasen oplevert
dan die voor unigrammen en bigrammen, hebben we een featurese-
lectiemethode toegepast waarbij features werden gefilterd op basis
van hun woordsoort(en). Deze woordsoorten werden aan de features
toegekend door een in-house tagger die geoptimaliseerd was voor
patentteksten.
In de experimenten waar maar één type features als features ge-
bruikt werden, bleken de frasen (zowel bigrammen als skipgrammen)
informatievere features te zijn dan unigrammen. Het combineren van
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unigrammen en frasen zorgde voor de hoogste classificatiescores: Het
beste resultaat werd echter behaald wanneer gefilterde skipgrams ge-
combineerd werden met unigram features. We vermoeden dat frasen
goede features vormen voor patentteksten omdat dit tekstgenre veel
zogenaamde ‘Multi-Word Terms’ (samengestelde termen) bevat. We
zagen dat van de twee types frasen het toevoegen van de skipgrams
tot de hoogste verbetering leidde, maar enkel wanneer dit gecombi-
neerd werd met filteren op basis van woordsoort. In onze experimen-
ten lieten we enkel frasen toe waarvan beide termen inhoudswoorden
zijn. Uit een analyse van de klasseprofielen bleek dat de meest infor-
matieve woordcombinaties in bigrammen gevat kunnen worden en
dat woordcombinaties die in de orginele tekst verder uit elkaar staan
over het algemeen lager gerankt staan in de klasseprofielen. Deze
skipgramfeatures vervangen sommige unigram- en bigramfeatures,
wat laat zien dat de skipgramrepresentatie (een klein aantal) additio-
nele frasen genereert die informatief zijn voor het classificatieproces.
Uit de experimenten waarin we het aantal skips in de skipgram-
men variëerden bleek dat de meest informatieve woordcombinaties
(na bigrammen) gevormd worden door woorden die in de oorspronk-
lijke tekst door maximaal twee woorden gescheiden worden. Voor het
filteren op basis van woordsoort zagen we in de unigram+skipgram
experimenten dat combinaties van twee zelfstandige naamwoorden
of een bijvoeglijk en een zelfstandig naamwoord de meest informa-
tieve frasen zijn, wat we ook eerder opmerkten in hoofdstuk 2.
Hoofdstuk 4: Temporele variatie in patentclassificatie
In hoofdstukken 2 en 3 hebben we de impact van frasen als tekstclas-
sificatiefeatures in isolatie bestudeerd, met andere woorden, zonder
bepaalde aspecten van de dagdagelijkse context van patentclassifica-
tie in beschouwing te nemen.
In dit hoofdstuk bestuderen we hoe bruikbaar frasen zijn als
classificatiefeatures wanneer er temporele variatie in het training-
corpus zit. Het aantal patentaanvragen dat bij de patentbureaus
ingediend wordt is in de laatste decennia zeer sterk toegenomen.
Aangezien elke aanvraag een innovatie beschrijft en bijgevolg nieuwe
termen en concepten in het patentdomein kan introduceren, heb-
ben we ons in dit hoofdstuk op de volgende onderzoeksvraag gericht:
Vraag 3. Hoe verandert de featureruimte in een patentcorpus door
de tijd heen, en wat zijn de gevolgen daarvan voor de bruikbaarheid
van de – inherent schaarse – frasen als classificatiefeatures?
De effecten van temporele variatie in het patentdomein op tekstclas-
sificatie zijn – naar ons weten – nooit eerder bestudeerd. We hebben
daarom eerst een kwantitatieve analyse uitgevoerd op een subset van
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360000 Engelse abstracts uit de CLEF-IP 2011 dataset om de veran-
deringen binnen en tussen verschillende IPC categorieën over de tijd
heen te bekijken. De abstracts in dit subcorpus komen uit patentaan-
vragen die gepubliceerd zijn tussen 1981 en 2004.
Uit de analyse bleek dat het patentdomein onderhevig is aan ‘gra-
dual drift’. Dit betekent dat er trage maar continue veranderingen in
de featureruimtes van de verschillende IPC categorieën plaatsvinden,
waarbij de featureruimtes nooit terugkeren naar een vorige staat. We
zagen dat er elk jaar veel nieuwe termen geïntroduceerd worden in
de verschillende IPC categorieën, maar dat slechts een fractie daar-
van terugkomen in patentaaanvragen in een volgend jaar. Deze ge-
leidelijke introductie van nieuwe termen zorgt ervoor dat de featu-
reruimte in het patentcorpus door de tijd heen verandert. Toch zagen
we ook dat er voor elke IPC categorie een set van categoriespecifieke
termen bestaat die stabiel blijft over de tijd heen. Ook de grootte van
de categorieën verandert door de tijd heen: Sommige categorieën in
een vakgebied met snelle technologische veranderingen groeien, ter-
wijl andere categorieën krimpen. Hoewel we verwachtten dat door de
interne veranderingen bepaalde categorieën meer op elkaar zouden
gaan lijken, zagen we geen substantiële veranderingen in de overlap
tussen categorieën door de tijd heen.
In het tweede deel van hoofdstuk 4 hebben we de impact van
deze temporele veranderingen op tekstclassificatie bestudeerd in een
reeks van tekstclassificatie-experimenten. We gebruikten daarbij de-
zelfde featuregeneratie- en featureselectiemethodes die tot de hoogst-
scorende classifier uit hoofdstuk 3 geleid hebben, met name gefilterde
unigrammen en skipgrammen. In deze experimenten onderzochten
we hoe variaties qua afstand in tijd tussen de training- en testset de
classificatiescores beïnvloeden.
We zagen een duidelijk effect: Hoe verder de training- en testsets in
de tijd uit elkaar liggen, hoe slechter de classificatiescores worden. Dit
effect bleek significant. De hoogstscorende classifier was de classifier
getraind op de meest recente data. In een tweede reeks van experi-
menten onderzochten we wat de impact is van het toevoegen van
oudere, potentieel irrelevante data aan de meest recente trainingset.
Het bleek dat oudere data combineren met de meest recente data de
classificatiescores niet schaadt, al vermoeden we dat dit effect enkel
opgaat voor ‘mistake-driven’ classifiers.
Analyse van de gegenereerde frasen toonde dat deze features ster-
ker onderhevig zijn aan temporele variatie dan unigrammen. Enkel
de frasen uit de meest recente trainingsdocumenten hadden een po-
sitieve impact op de classificatiescores. Voor zeer kleine IPC catego-
rieën vonden we zelfs dat het toevoegen van frasen aan unigrammen
als classificatiefeatures tot significant slechtere classificatiescores kon
leiden.
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Hoofdstuk 5: Patentclassificatie op subgroupniveau
In dit hoofdstuk onderzochten we de bruikbaarheid van frasen als
classificatiefeatures voor classificatie op verschillende niveaus in de
IPC. De IPC is een hiërarchische taxonomy met vijf niveaus. Naar-
mate men dieper in de taxonomy gaat worden de categorieën speci-
fieker en is er meer kans dat ze elkaar overlappen. Het laagste niveau
in de IPC is het ‘subgroup’ niveau. Dit niveau omvat de meeste ca-
tegorieën en is het moeilijkste om op te classificeren. De verschillen
tussen de categorieën op ‘subgroup’ niveau zijn vaak gebaseerd op
verschillen in functie of gebruik van uitvindingen, in plaats dat ze
verschillende technische velden zouden onderscheiden.
Gezien de hoge overlap tussen categorieën op subgroupniveau
concentreerden we ons op de volgende onderzoeksvraag:
Vraag 4. In hoeverre is het mogelijk om op subgroupniveau in de
IPC hiërarchie te classificeren en kunnen frasen daarbij helpen als
classificatiefeatures?
Classificeren op subgroupniveau wordt over het algemeen als een
te moeilijk classificatieprobleem beschouwd vanwege drie problemen:
(a) De overlap tussen catgorieën is te groot, en de verschillen tussen
gerelateerde categorieën zijn te subtiel om adequaat te kunnen mo-
delleren; (b) Het aantal categorieën op subgroupniveau is te groot en
dit resulteert in geheugenproblemen bij het trainen van classifiers; (c)
Veel van de hoogspecifieke subgroupcategorieën bevatten (te) weinig
trainingsdocumenten om adequate classifiers voor te kunnen trainen.
In dit hoofdstuk stelden we een twee-staps hiërarchische classifica-
tiemethode voor, waarin het intiële classificatieprobleem wordt opge-
splitst in kleinere, minder complexe subproblemen. De hiërarchische
classifier bestaat uit (a) een classifier op subclassniveau die getraind is
op het hele trainingscorpus; en (b) een set van classifiers op subgroup-
niveau die telkens enkel op de data uit de relevante subclasswereld
getraind zijn. De scores van de individuele classifiers werden gecon-
verteerd naar posterior probabiliteitscores en met verschillende ge-
wichten voor de subclass en subgroup classifiers gecombineerd.
We vergeleken de hiërarchische aanpak met een standard (platte)
aanpak op de WIPO-alpha data set, een bekende maar relatief kleine
benchmark data set. Beide methodes resulteerden in ongeveer de-
zelfde classificatiescores. Aangezien in een realistische dataset het
aantal categorieën op subgroupniveau vele malen groter is – en bij-
gevolg niet meer haalbaar voor een standaard (platte) classifier – zou
de hiërarchische aanpak een goede alternatief zijn die gelijkaardige
classifierscores oplevert.
Door het initiële classificatieprobleem op te splitsen in een set van
subproblemen, elk in een eigen subclasswereld, kan de hiërarchische
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aanpak de problemen van overlap en het grote aantal categorieën op
subgroupniveau tot op zekere hoogte omzeilen. Wat echter – volgens
ons – ook een groot probleem vormt, zijn de inconsistenties in de
manueel toegekende labels op subgroupniveau.
Het grootste probleem voor beide aanpakken was het gebrek aan
trainingsmateriaal voor de kleinere categorieën. Dit probleem had
een grote impact op de classificatiescores wanneer we frasen gebruik-
ten als classificatiefeatures: Frasen hebben inherent al lage frequen-
ties maar wanneer er weinig trainingsdata aanwezig is, is de kans
op hoogfrequente frasen quasi nihil. Dit ondervonden we toen we de
relatieve impact van enkel unigrammen als features tegenover unig-
rammen + skipgrammen met elkaar vergeleken voor zowel de WIPO-
alpha als CLEF-IP 2010 data set: We zagen dat het toevoegen van
skipgramfeatures de resultaten significant kan verbeteren (zowel op
subclass- als subgroupniveau) maar enkel wanneer er genoeg trai-
ningsmateriaal is waar frasen deze uit gegenereerd kunnen worden.
In de experimenten op de relatief kleine WIPO-alpha data set zagen
we geen significante verbeteringen voor classificatie op subclass- of
subgroupniveau wanneer we skipgramfeatures toevoegden. Bij ver-
gelijkbare experimenten op de CLEF-IP 2010 data set, waar speci-
fieke dataselectiecriteria toegepast waren om een adequate minimale
hoeveelheid trainingsdata per subgroupcategorie te garanderen, za-
gen we wel significante verbeteringen in classificatiescores op zowel
subclass- als subgroupniveau wanneer skipgramfeatures toegevoegd
werden. Daaruit kunnen we concluderen dat de impact van frasen als
classifictiefeatures direct gelinkt is aan de hoeveelheid trainingsdata
per categorie. Verder blijkt dat deze verbeteringen niet afhankelijk
zijn van de mate van detail in de categorieën op de verschillende IPC
niveaus.
algemene discussie van de bevindingen
In het eerste deel van dit proefschrift hebben we verschilllende aan-
pakken om frasen te genereren met elkaar vergeleken. De evaluatie
gebeurde in tekstclassificatie-experimenten waarin de gegenereerde
frasen als inputfeatures gebruikt werden. Door verschillende aanpak-
ken te vergelijken kregen we inzicht in welke informatie frasen moe-
ten bevatten om informatieve classificatiefeatures te zijn. In tegenstel-
ling tot wat eerder gerapporteerd is in de literatuur, zagen we dat –
voor abstracten van engelse patentdocumenten in ieder geval – het
gebruik van frasen als classificatiefeatures de classificatiescores sig-
nificant kan verbeteren. Gegenereerde frasen bevatten extra informa-
tie die ontbreekt in een unigramrepresentatie van de tekst: Patentdo-
cumenten bevatten namelijk veel generieke (unigram)termen die te
vaak voorkomen in verschillende categorieën om waardevolle classi-
ficatiefeatures te kunnen zijn. In zowel hoofdstuk 2 als 3 zagen we
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dat frasen additionele informatie bevatten die gemist wordt in een
unigramrepresentatie. De woorden die samen een informatieve frase
kunnen vormen staan vaak dicht bij elkaar in de tekst. Het is echter
niet evident om de informatieve frasen te detecteren en extraheren:
In hoofdstuk 2 zagen we dat de syntactische methodes niet goed om
konden gaan met de complexe syntax van patentzinnen en bijgevolg
vaak informatieve frasen misten en foute, oninformatieve frasen als
output opleverden.
De statistische methodes (bigrammen en skipgrammen) waren suc-
cesvoller in het genereren van de meest informatieve frasen, wat voor-
namelijk combintaties van twee zelfstandige naamwoorden en een
bijvoegelijke en zelfstandig naamwoord bleken te zijn. We zagen dat
de meest informatieve frasen woordcombinaties met lokale depen-
denties zijn (en niet lange-afstanddependenties), die maximaal door
twee woorden gescheiden worden in de oorspronkelijke zin. Een na-
deel van de statistische methodes is echter het feit dat ze ook veel
niet-informatieve frasen met weinig semantische waarde produceren.
Daarom is het belangrijk om de gegenereerde frasen te filteren zo-
dat enkel de meest informatieve features overblijven. We hebben een
filteringsmethode ontwikkeld die gebaseerd is op linguïstische infor-
matie, met name woordsoorten. In de gerapporteerde experimenten
met filtering lieten we enkel frasen toe waarvan beide woorden in-
houdswoorden waren.
Verder hebben we ook gezien dat als er genoeg trainingsmateriaal
voorhanden was, frasen tot even goede classificatieresultaten kunnen
leiden als unigramfeatures. Dit toont dat frasen goede descriptoren
zijn voor IPC categorieën – althans voor categorieën in de classifica-
tie van engelse patentteksten – omdat ze alle informatie bevatten die
in unigrammen zitten plus additionele (disambiguerende) informatie.
In de experimenten waarin zowel unigrammen als frasen gebruikt
werden als classifictiefeatures zagen we dat de frasen altijd een lange
staart van lage-impacttermen in de klasseprofielen vormden. Hoewel
deze frasen individueel een redelijk laag Winnowgewicht in de klas-
seprofielen hadden, zorgden hun cumulatieve gewichten toch voor
een verbetering in de classificatiescores.
In hoofdstuk 2 zagen we ook dat de verbeteringen door het gebruik
van frasen als classificatiefeatures in grote mate taalafhankelijk zijn:
In een taal zoals Duits waar men meer samengestelde naamwoorden
gebruikt zullen frasen minder impact hebben op het classificatiepro-
ces.
Het tweede deel van het proefschrift focuste op de bruikbaarheid
van frasen als classificatiefeatures in een meer realistische setting van
het patentclassificatieprobleem. In hoofdstuk 4 onderzochten we de
impact van temporele variatie, en in hoofdstuk 5 keken we naar de
bruikbaarheid van frasen op verschillende niveaus in de IPC. Hoewel
deze aspecten van patentclassificatie zeer verschillend zijn, merkten
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we dat in beide gevallen hetzelfde onderliggende probleem aanwezig
was, namelijk een gebrek aan trainingsdocumenten voor de catego-
rieën. Wanneer we de inherente verschillen in een patentcorpus mee
proberen nemen in de set-up van een experiment, door bijvoorbeeld
het corpus op te splitsen in bins per jaar van oorsprong, of per IPC
subgroupcategorie, kregen we al snel te maken met het probleem dat
de hoeveelheid trainingsmateriaal per categorie problematisch klein
werd. Wanneer er zeer weinig trainingsmateriaal voorhanden is om
frasen uit te genereren hebben deze features geen of zelfs een nega-
tieve impact op de classificatiescores, zoals we zagen in de WIPO-
alpha experimenten die gerapporteerd werden in hoofdstuk 5. Wan-
neer er meer trainingsmateriaal aanwezig was per categorie, bijvoor-
beeld omdat we op een hoger (abstracter) niveau classificeerden of
omdat we een grotere data set zoals CLEF-IP gebruikten, zagen we
dat frasen toevoegen aan unigramfeatures altijd tot verbeteringen van
de classificatiescores leidden. In een realistische data set zal de data
(bijna) nooit uniform verdeeld zijn over de categorieën en zijn er al-
tijd kleinere categorieën met een gebrek aan trainingsdocumenten te
verwachten. Het is belangrijk dat men bij het trainen van een clas-
sifier hiermee rekening houdt en de criteria voor de selectie van de
trainingsdata als zodanig aanpast.
Aan het einde van dit onderzoek kunnen we concluderen dat fra-
sen informatieve features blijken te zijn voor tekstclassificatie in het
patentdomein, en we verwachten dat ze ook in andere grootschalige
classificatietaken een positieve impact kunnen hebben. Dit laatste is
echter onder bepaalde voorwaarden:
Eerst en vooral moet er genoeg trainingsdata aanwezig zijn zodat
de gegenereerde frasen hoog genoege frequenties kunnen bereiken.
We hebben meermaals in de experimenten gezien dat het toevoegen
van frasen die gegenereerd zijn uit onvoldoende trainingsmateriaal
tot een verslechtering van de classificatiescores kan leiden (tegenover
een unigram baseline).
Ten tweede, lijkt de positieve impact van frasen gelinkt te zijn aan
het tekstgenre van de te classificeren documenten: Patentteksten be-
vatten veel ‘Multi-Word Units’ (termen die uit meerdere woorden
bestaan). Deze informatie kan makkelijk in frasen gevat worden. In
andere domeinen die een gelijkaardig formeel taalgebruik als in het
patentdomein gebruiken, verwachten we dat frasen ook waardevolle
features voor tekstclassificatie kunnen zijn. Voor het classificeren van
abstracts van wetenschappelijke artikelen is hun positieve impact al
aangetoond (Özgür and Güngör, 2010, 2012). Bij gebrek aan gespe-
cialiseerde terminologieën en ontologieën – wat het geval is in veel
subdomeinen van het patentdomein – zijn frasen een goed alternatief
om categoriespecifieke samengestelde termen te vatten.
Ten derde, frasen zijn van nature heel schaars, en worden door de
conventionele statistische termselectiemethodes vaak weggefilterd op
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basis van hun lage frequenties, terwijl andere, niet noodzakelijke in-
formatievere termen met hogere frequenties wel geselecteerd wordt.
Wanneer men frasen wil gebruiken als features voor tekstclassificatie
is het aan te raden om een alternatieve termselectiemethode te ge-
bruiken. In dit onderzoek hebben we goede resultaten bereikt door
filtering op basis van linguïstische informatie, met name woordsoor-
ten.
Een vierde en laatste punt: Wanneer men frasen wil genereren voor
een nieuw domein is het beter om voor statische methodes te kiezen
in plaats van linguïstische methodes, zeker wanneer deze laatste niet
geoptimaliseerd zijn of kunnen worden voor het nieuwe tekstdomein.
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C L AW S - 6 S E T T O A E G I R TA G S E T
Table A.1: Table for mapping Claws-6 tags to AEGIR tags
CLAW-6 AEGIR CLAW-6 AEGIR CLAW-6 AEGIR
APPGE D NNL1 N RT X
AT D NNL2 N TO X
AT1 D NNO N UH X
BCL X NNO2 N VB0 V
CC X NNT1 N VBDR V
CCB X NNT2 N VBDZ V
CS X NNU N VBG V
CSA X NNU1 N VBI V
CSN X NNU2 N VBM V
CST X NP N VBN V
CSW X NP1 N VBR V
DA D NP2 N VBZ V
DA1 D NPD1 N VD0 V
DA2 D NPD2 N VDD V
DAR D NPDM1 N VDG V
DAT D NPDM2 N VDI V
DB D PN P VDN V
DB2 D PN1 P VDZ V
DD D PNQO P VH0 V
DD1 D PNQS P VHD V
DD2 D PNQV P VHG V
DDQ D PNX1 P VHI V
DDQGE D PPGE P VHN V
DDQV D PPH1 P VHZ V
EX X PPHO1 P VM V
FO X PPHO2 P VMK V
FU X PPHS1 P VV0 V
FW X PPHS2 P VVD V
GE X PPIO1 P VVG V
Continued on next page
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Table A.1 – continued from previous page
CLAW-6 AEGIR CLAW-6 AEGIR CLAW-6 AEGIR
IF PREP PPIO2 P VVGK V
II PREP PPIS1 P VVI V
IO PREP PPIS2 P VVN V
IW PREP PPX1 P VVNK V
JJ A PPX2 P VVZ V
JJR A PPY P XX UNK
JJT A RA X YBL UNK
JK A REX X YBR UNK
MC Q RG X YCOL UNK
MC1 Q RGQ X YCOM UNK
MC2 Q RGQV X YDSH UNK
MCGE Q RGR P YEX UNK
MCMC Q RGT P YLIP UNK
MD A RL X YQUE UNK
MF Q RP X YQUO UNK
ND1 N RPK X YSCOL UNK
NN N RR X YSTP UNK
NN1 N RRQ X ZZ1 UNK
NN2 N RRQV X ZZ2 UNK
NNA N RRR X all other PREP
NNB N RRT X
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