Abstract: Do you have moles on face? Are the moles good or bad? We could treat this problem from medical, cosmetic, or even fortune applications viewpoint. Here, image processing techniques are investigated to detect and verify the goodness of face mole from fortune telling point of view. The process includes Voronoi diagram setup for sample moles, face mole detection, and mole recognition. In the first part, Voronoi diagram is used to partition the given sample mole-face into regions. In the second part, face detection and Laplacian of Gaussian is used to get the prominent features on face. Aspect ratio and area are two features for mole verification. At last, an algorithm is developed to warp the detected user moles to the sample mole-face by Thin-plate Spline Analysis for mole recognition. By using Voronoi diagram, the mole recognition spends only O(logn), where n is the number of given sample moles. The goodness of the recognized mole could be retrieved according to the stored information for fortune telling. The system was tested with 20 people and the mole recognition rate reached 91.25% which demonstrated the feasibility of the proposed system.
Introduction
Moles on face puzzle people and people seek ways like laser care to remove the acne like spots. However, some moles look beautiful and good from viewpoint of fortune telling, people may tend to keep the moles. Contrarily, some moles are bad for fortune telling and people would tend to eliminate these annoying spots on face. In this paper, we proposed an automatic mole classification system based on the given fortune telling sample-mole [1] as shown in Fig. 1(a) . Therefore, people could make a judgment whether to keep their moles or not based on the classification results.
Traditionally, mole fortune telling is conducted by meeting a fortune teller face to face. However, there are several disadvantages of traditional fortune telling. Some fortune tellers may make use of fortune telling to defraud people. In addition, it is also hard to search for a good fortune teller. Fig. 1(b) shows an APP for fortune telling. However, there is only a sample face with reference moles on face just like Fig. 1(a) . There is no automatic mole recognition process and customized friendly user interface for mole based fortune telling currently.
In this paper, we propose an automatic mole detection and classification system based on computer vision technologies to detect moles on face and retrieve corresponding fortune information from given database according to the positions of detected moles. By the accurate positioning method, defraud, inconvenience, and manually mole positioning in traditional fortune telling could be avoid. It is an innovative, interesting, and practical system for mole classification based on fortune telling. This paper is organized as follows. Section 2 gives some related researches in mole recognition. Section 3 presents the detail of our method which is divided into three parts. The first part is to partition sample mole-face into Voronoi diagram for user mole classification. The second part is to detect face by Haar-like features and extract facial components by ASM. This is to do mole extraction with facial components not considered. Laplacian of Gaussian filter is adopted to find mole candidates. In the last part, warp detected user moles to the sample mole-face for mole recognition by the mole Voronoi diagram generated in the first part. Thin plate spline analysis (TPS) is adopted to do face warp and the detected mole could be classified as the given mole within the same Voronoi cell. User specific fortune information could then be retrieved from database according to the recognized moles. Section 4 describes the experimental results. Finally, we make conclusions in the last section. 
Related Works
Usually, mole detection is used to increase face recognition rate or to predict tumor. Lee et al. [2] proposed a detection method of moles on human back torso with recognition rate 90%. Mean shift [3] is used to locate mole candidates and noises are removed by morphological operations. Aspect ratio and shape are then used to filter out false positives. Pierrard et al. [4] proposed a face mole detection method using normalized cross correlation (NCC) [5] and 3D morph model that are more resistant to lighting and face gesture. However, only prominent moles are found and the recognition rate is 87%. Cho et al. [6] detected moles by firstly applying skin color detection on input image. Difference of Gaussian (DoG) filter is then used to find candidate moles on detected skin regions. Steerable filter [7] and a graphical model [8] are also applied to remove noises like hairs. Support Vector Machine (SVM) [9] is finally adopted to recognize the moles. The recognition rate is 79% due to the effects caused by hairs on skin.
Moles detection is relatively less researched for its real world applications. Most related works were oriented from medical point of view and assumed simple background for easy pre-processing. Here, we try to develop an automatic mole detection and classification system based on fortune telling for user to make judgments about keeping these detected moles or not. Take variety of people into considerations, functions for face detection and facial components extraction need to be adaptive for each individual. In addition, detected face needs to be warped to the sample mole-face for adaptive recognition capability. These problems are solved and discussed in the following sections. Fig. 2 depicted the proposed system architecture. The first part is utilizing Voronoi diagram to partition the sample mole-face for positioning the detected moles. The second part is face detection by Haar-like features and facial component extraction by Active Shape Model (ASM). An adaptive facial mask is generated in which facial components are excluded. For the last part, mole detection is conducted by DoG filter on the masked face and filtered again by the properties of area and shape (aspect ratio). These detected moles are warped by Thin-plate Spline Analysis (TPS) to the sample mole-face and are recognized as the nearest defined moles in the calculated Voronoi diagram. Finally, related fortune information could be retrieved from database according to the recognized moles. 
System Architecture

Mole Voronoi Diagram
The moles on one's face usually are not exactly at the same positions as those given sample moles. To classify the detected moles on one's face, one of the better ways is by the nearest-neighbour classifier. Therefore, Voronoi diagram [10] , [11] is used to partition the given sample mole-face into cells in which each defined sample mole is located at the center of the cell. Each detected mole dm is then classified as the defined mole m if dm falls within the region belonging to m. 
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Voronoi diagram is a tool for geometric applications. Given a set of site points P = {P1, P2, …, Pn}, on a 2D plane, it is to partition the space into regions according to (1) in which Euclidean distance is adopted. Each point x is in the region of Pi if
is less than all the other distances
. The partitioned region for Pi is called the Voronoi cell of Pi. The set of all the Voronoi cells as in (2) is called the Voronoi diagram V(P). An example is given in Fig. 3(a) . Points that are of equal distances to the neighboring sites are on the edges called Voronoi edge and the intersection points are called Voronoi vertex. To partition the sample mole-face as shown in Fig. 1(a) into cells for each defined mole, an algorithm of O(nlogn) is applied to find the mole Voronoi diagram as shown in Fig. 3(b) .
Face Detection
To achieve the goal of mole classification, the system needs to detect face and extract facial components with respect to different people. Then, mole detection and positioning could be processed on detected face. To build a deformable shape model for variety of human faces, ASM [12] was utilized to detect and extract facial components. The main advantage is that different target could be detected by training the corresponding samples. ASM is described briefly in the following.
Active shape model
Positive samples are used to train ASM. In our system, there are 75 landmarks including feature points of face shape, eyebrow, eyes, nose, and mouth as shown in Fig. 4 . These feature points are selected manually because they are of corner points, high curvature, or junction points. Interpolated points are inserted at equal distance between two consecutive feature points. A set of landmarks for a face is represented by x as in (3), where n is the number of landmarks. To convert several training data into a description of general shape, normalization is first conducted to translate, rotate, and scale all training data to the selected reference base points. The point to point landmarks distance between training data and reference base points are calculated as the errors. Iterate the above process until the mean square error (MSE) converges. After normalizing all the training data, the trained shape is obtained by averaging all the landmarks and is denoted as x , the mean shape, in (4),
Journal of Computers
15
where j x and j y are as in (5)- (6) and M is the number of training data.
From all the training data and mean shape, a covariance matrix S of 2n×2 n could be calculated by (7) . By singular value decomposition of the covariance matrix, Eigen-system consists of Eigenvalue λ(λ1, λ2,…, λ2n) and Eigenvector P(P1, P2, …, P2n) was obtained. There are 2n feature values in the feature space. We could choose only the most important t features as in (8) .
ASM was built by the mean shape and Eigen-system as in (9) after all the above training processes were completed.
where b is a variable representing the feature vector. ASM varies according to the changes in b as in (10), where m=2~3. We could verify the range of ASM scope b from a set of known shape x as in (11) , where P must be of square matrix to insure the existence of transpose matrix of P.
Before the first change, b is set as zero to get the target shape which is equal to the mean shape. Then, the shape of ASM could be changed by varying b. Furthermore, shape and position parameters could be adjusted to change the rotation angle and scaling factor for a deformable ASM as in (12) and (13), where s is the scaling factor,  is the rotation angle, and (Tx, Ty) is the translational offset. 
Facial mask
In our Color independent face detection proposed by Viola and Jones [13] and extended by Lienhart and Maydt [14] is adopted. The characteristic of this method is the use of the black-white haar-like patterns to detect whether the current considered region containing two eyes. Though this method is independent to the skin color of people, false alarms would happen at eyes-like spots. In this paper, false alarms would be filtered out if the number of skin pixels within the detected face region is less than a given threshold [15] .
ASM is then used to extract facial feature points. Deformable feature model is adaptive to the target object by adjusting model parameters. Hence, we could find the required feature points in the target object.
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An example is given as shown in Fig. 5 . All the defined 75 feature points could be extracted from the detected face as shown in Fig. 5(a) . Those extracted facial feature points are used to generate a facial mask as shown in Fig. 5(b) for mole detection. I.e., the black area will be ignored in the following steps. 
Mole Detection and Classification
Mole detection, face warping, and mole recognition are described in this section. 
Mole detection
(a) (b) (c) (d)
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Laplacian of Gaussian [16] integrates Gaussian smoothing filter [17] and Laplacian operator [18] to detect points which vary dramatically from surroundings. Since it is a high pass filter and therefore Gaussian smoothing filter is often used to filter noises. In Fig. 6(a) , the effect of smoothing is controlled by adjusting  . The larger  , the more smooth result.
Laplacian filter operator as shown in Fig. 6(c) is a second order derivative operator as defined in (14) . It is combined with Gaussian filter as in (15) to form the so called Laplacian of Gaussian and the corresponding high pass filter is shown as in Fig. 6(d) . Fig. 5(a) after Laplacian of Gaussian filter is given in Fig. 7(a) . The prominent facial features including facial components, facial shape, moles, and scars are all detected. By applying the facial mask as shown in Fig. 5(b) , the resulting image is as shown in Fig. 7(b) . In order to extract the moles accurately, morphological closing is conducted to fill holes and then connected component could be used to extract the moles as shown in Fig. 7 (c). The extracted connected components are only mole candidates and need to be verified by height/width ratio and area size. The height/width aspect ratio as in (16) is used to filter out those parts that are of thin shape like hair and the area size as in (17) is to filter out small noises. The final detected moles on Fig. 5(a) are as shown in Fig. 7(d 
Face warping
To position the recognized moles on the sample mole-face, we need to warp user face to the sample mole-face. Not only feature points of user face shape are mapped to the feature points of referenced sample face, but also feature points of the facial components need to be mapped to those feature points of sample mole-face.
We adopted Thin-plate Spline Analysis (TPS) [19] to map all the 75 feature points to the sample mole-face. The most important work is to map the detected moles to the sample mole-face by the same transformation equation. The theoretical foundation is to treat the user face image as a thin plate which is deformed by external force. Find the corresponding points of those original feature points by using the deformed thin plate for new coordinate calculation. According to TPS, we can deduce the mapping matrix by using equations of force and energy. Firstly, give two sets of feature points denoted by ) , (
, where Pi and hi are the control points of plane A and B, respectively. We could obtain a transformation equation Φ defined in (18) to map all points in plane A to plane B.
where P(x, y) is any point in plane A and i P P  is the Euclidean distance between P and any control point Pi. We could get the corresponding coordinate in plane B by substituting P(x, y) in (18) .
To explain (19) furthermore, we need to define matrixes K and Q firstly as given in (19) and (20), respectively. 
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where
calculated from K and Q as in (21) .
Finally, the coefficients
, is the control points in plane B.
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The set of ASM feature points on detected user face is set P on A and the set of ASM landmark points on the standard mole sample face is set h on B. TPS modeling is to calculate the necessary coefficients for warping the landmark points P to h. Then, the new coordinates for detected user mole points could be warped to sample mole-face for fating process. Fig. 8 gives an example of TPS warping from a detected user face in Fig. 8(a) to the sample mole-face in Fig. 8(b) . Note the landmark points belonging to the inner region of mouth are ignored. The detected moles in Fig. 8(c) are mapped to the new locations as shown in Fig.  8(d) . The warped image looks similar to the sample mole-face proves the mapping is successful. In summary, the mole reading algorithm is then described as follows. 
Algorithm: Mole recognition
Input: Voronoi diagram of the sample mole-face and the detected user (mole) face. Output: Retrieved fate information for each recognized mole.
Step 1.
[TPS Modelling] Apply TPS to warp the ASM landmark points from detected user face to the sample mole-face.
Step 2. [Mole Warping] Warp the detected moles to the standard mole-face by the TPS model computed in Step 1.
Step 3.
[Moles positioning] Nearest neighbor decision rule (NNDR) [20] , [21] is adopted to classify the detected moles. The Voronoi diagram computed previously thus could be deployed to solve this problem. According to the coordinates of warped moles in Step 2, an O(logn) algorithm could be used to decide which Voronoi cell contains the warped mole, where n is the number of given sample moles. Note the boundary of NNDR is the Voronoi edge between Voronoi cells. There are other solutions. To analyse the time complexity, the one-by-one comparison to get the nearest sample mole is O(n). However, the mole recognition spends only O(log n) by using Voronoi diagram.
Step 4. Fig . 9 shows the result after mole recognition for the user in Fig. 8 . The corresponding fate information for each recognized mole is retrieved as shown in the textbox in Fig. 9 . Both Chinese and English versions are given. As the accuracy of the fate information is up to the user and for user reference only. Here we pick the original explanation from [1] without any inference. In which, good mole is represented by a smiling face and bad mole by a sad face.
Experimental Results
Our system was developed using Visual Studio 2008 on Windows XP Professional. The proposed mole reading system is intended to be used in real time. The face detection module is modified from OpenCV 1 example code located in the sample directory of OpenCV distribution. The hardware platform is a PC with Intel®Core™2 Q6600 CPU @2.4GHz and 2GB main memory. The camera adopted is Logitech web camera C905 and image resolution is set as 640×480.
There are 20 face images tested and the partial results are as shown in Table 1 . The number of moles in these 20 images is 87 in total. The recognized moles were marked by larger dots in the last column. To measure the system performance, (23) and (24) are adopted to calculate the sensitivity and diagnostic accuracy.
In which, TP represents True Positive, the number of moles in images and are detected, and FP, False Positive, is the number of false moles which are detected as moles. TM represents the number of total moles in images. From experimental results as shown in Table 2 , the Sensitivity is 93.65% and the Diagnostic Accuracy is 91.25%. Some of the errors were caused by hair, eyebrow, moustache, acne, or scars as shown in Fig. 10 . In addition, moles on edges of facial components may not be detected. image per person was taken. The positioning accuracy was 98.6%. Some of the errors were caused by the ASM in which the facial shape was not correctly modeled as shown in Fig. 10 (g) and 10(h). However, once the ASM modeling was done correctly, the detected moles could be warped to the sample mole-face and recognized by the Voronoi diagram as one of the sample mole without error. 
Conclusion
This paper proposed a mole classification system. It is consisted of three parts, the sample mole distribution map for mole recognition, mole detection, and mole recognition process. The sample mole distribution map is firstly constructed by partitioning the standard sample mole-face into Voronoi diagram in which each defined mole locates at the center of its Voronoi cell. Active shape modelling (ASM) could be used to extract facial feature points from the detected face. Laplacian of Gaussian is applied to find the moles on detected face. Aspect ratio and area size are used to filter out the wrong ones. Then the detected moles are warped to the created sample mole Voronoi diagram. The detected mole would be recognized as the defined mole centred at the same Voronoi cell. By that defined sample mole id, we could retrieve the corresponding fate information for that mole. Experimental results showed that the accuracy of mole recognition reached 91.25% which demonstrated the feasibility of proposed system. Do you have moles? What do you think about these moles? This system may give you a hint.
