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The objective of this note is to present new Hille and Nehari type asymptotic criteria for
a class of third-order delay dynamic equations on a time scale. Assumptions in our
theorems are less restrictive, whereas the proofs are significantly simpler compared to
those reported in the literature. The results obtained extend and improve some previous
results.
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1. Introduction
The theory of dynamic equations on time scales, which has recently received a lot of
attention, was introduced by Hilger in his Ph.D. thesis [22] in order to unify continuous
and discrete analysis. A time scale T is an arbitrary nonempty closed subset of the reals,
and the cases when this time scale is equal to the reals or to the integers represent the
classical theories of differential and difference equations. Many other interesting time
scales exist, and they give rise to plenty of applications, among them is the study of
population dynamic models (see [6]). Not only this theory of the so-called dynamic
equations can unify the theories of differential equations and difference equations, but also
it is able to extend these classical cases to cases ‘in between’, e.g., to the so-called
q-difference equations. Several authors have expounded on various aspects of this new
theory (see the survey paper by Agarwal et al. [1] and references cited therein). The books
on the subject of time scales, by Bohner and Peterson [6,7], summarize and organize much
of the time scale calculus and some applications in the real world.
For completeness, we recall the following concepts related to the notion of time scales.
A time scale T is an arbitrary nonempty closed subset of the real numbers R. Since we are
interested in asymptotic behaviour,we suppose that the time scale under consideration is not
bounded above and is a time scale interval of the form ½t0;1ÞT :¼ ½t0;1Þ> T. On any time
scale, we define the forward and backward jump operators by sðtÞ :¼ inf{s [ Tjs . t}
and rðtÞ :¼ sup{s [ Tjs , t}, where inf Y :¼ supT and sup Y :¼ inf T, Y denotes the
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empty set. A point t [ T is said to be left-dense if rðtÞ ¼ t and t . inf T, right-dense if
sðtÞ ¼ t and t , supT, left-scattered if rðtÞ , t and right-scattered if sðtÞ . t.
The graininess m of the time scale is defined by mðtÞ :¼ sðtÞ2 t, and for any function
f : T! R, we denote f sðtÞ :¼ f ðsðtÞÞ. For some other concepts related to the notion of time
scales, see [1,6,7,22].
Recently, there has been an increasing interest in obtaining sufficient conditions for
oscillatory or nonoscillatory behaviour of solutions of different classes of second-order
dynamic equations [2,4,5,8,16,17,18,24,27–30] and third-order dynamic equations
[3,9,11,12,13–15,19–21,23,25,26,31–35] on time scales. In the following, we introduce
the background details that serve the contents of this paper. Regarding oscillation and
asymptotic behaviour of third-order dynamic equations, Erbe et al. [13] considered a third-
order ordinary dynamic equation
ðaðrxDÞDÞDðtÞ þ pðtÞf ðxðtÞÞ ¼ 0; ð1:1Þ
where f [ CðR;RÞ is assumed to satisfy uf ðuÞ . 0 and f ðuÞ=u $ K . 0 for u – 0, a, r











They proved several oscillation criteria for (1.1), one of which we present below for the
convenience of the reader.
Theorem 1.1. (See [13, Theorem 1 and Remark 1]) Let (1.2) hold and t1 [ ½t0;1ÞT be













Then the solution x of (1.1) is oscillatory or limt!1xðtÞ exists (finite).
Yu and Wang [34] extended results of [13] to a general third-order dynamic equation
ðaððrðxDÞg1 ÞDÞg2 ÞDðtÞ þ f ðxðtÞÞ ¼ 0:
In 2007, Erbe et al. [15] investigated a third-order dynamic equation
xDDDðtÞ þ pðtÞxðtÞ ¼ 0; ð1:3Þ
where p is a positive real-valued rd-continuous function defined on T, and established
some Hille and Nehari type oscillation criteria for (1.3), one of which we give below.







pðsÞDsDuDz ¼ 1 ð1:4Þ













where h2ðt; sÞ is the Taylor monomial of degree 2 (see Bohner and Peterson [6, Section
1.6]). Then the solution x of (1.3) is oscillatory or satisfies limt!1xðtÞ ¼ 0.
Very recently, Wang and Xu [33] have considered a generalized ordinary dynamic
equation
ðr2ððr1x
DÞDÞgÞDðtÞ þ qðtÞf ðxðtÞÞ ¼ 0; ð1:6Þ
where g $ 1 is the ratio of odd positive integers; r1, r2 and q are positive rd-continuous
functions defined on T, f [ CðR;RÞ, and there exists a positive number M such that






























Note that (1.7) depends on a concrete time scale, i.e., sðtÞ. For oscillation of third-order




ÞDðtÞ þ pðtÞxðtðtÞÞ ¼ 0
in the case where
Ð1
t0




ÞgÞDðtÞ þ pðtÞxgðtðtÞÞ ¼ 0:
Li et al. [26] investigated a third-order dynamic equation
ðrðxD
2
ÞgÞDðtÞ þ pðtÞxgðtðtÞÞ ¼ 0




Agarwal et al. [3], Erbe et al. [11,12], Hassan [21], Kubiaczyk and Saker [23], Li et al. [25]
and Saker [31,32] examined a third-order dynamic equation
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ðaððrxDÞDÞgÞDðtÞ þ f ðt; xðtðtÞÞÞ ¼ 0; ð1:8Þ
where g . 0 is the ratio of odd positive integers, a and r are positive rd-continuous
functions defined on T, t [ CrdðT;TÞ, tðtÞ # t, limt!1tðtÞ ¼ 1, f [ CðT £ R;RÞ is
assumed to satisfy uf ðt; uÞ . 0 for u – 0, and there exists a positive rd-continuous
function p defined on T such that f ðt; uÞ=ug $ pðtÞ for u – 0. In [12,21], the authors
established some oscillation criteria for (1.8) in the case where
tðsðtÞÞ ¼ sðtðtÞÞ and tDðtÞ . 0: ð1:9Þ
For the convenience of the reader, we introduce a result in [21].








































A Ds ¼ 1
for t2 . t1 . t0, then the solution x of (1.8) is oscillatory or satisfies limt!1xðtÞ ¼ 0.
Note that tðsðtÞÞ ¼ sðtðtÞÞ depends on time scales and can be a restriction for
applications. In order to expurgate this assumption, Li et al. [25] obtained some oscillation
results for (1.8) provided that




Saker [31,32] established some new criteria for oscillation of (1.8) in the case where
aDðtÞ $ 0 and rðtÞ ¼ 1. In particular, Saker [31] presented some Hille and Nehari type
oscillation results for (1.8), some of which we present below for the convenience of the
























for T $ t0.
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Then the solution x of (1.8) is oscillatory or satisfies limt!1xðtÞ ¼ 0.
Theorem 1.5. (See [31, Corollary 3.5]) Let (1.4) hold, aðtÞ ¼ rðtÞ ¼ 1, g ¼ 1 and













then the solution x of (1.8) is oscillatory or satisfies limt!1xðtÞ ¼ 0.













Comparing condition (1.5) with condition (1.11) reveals that the result in [15] improves


















So to sum up the above details, Erbe et al. [15] gave the best Hille and Nehari type
oscillation criteria for third-order dynamic equations.
As demonstrated in [33], results obtained in [15] require auxiliary functions, e.g.,
h2ðt; t0Þ. The natural question now is: Can one find other new Hille and Nehari type criteria
without (1.7), some restrictive assumptions on coefficients and any auxiliary functions for
a generalized third-order delay dynamic equation? Our objective of this paper is to give an
affirmative answer to this question and consider a third-order delay dynamic equation
ðaðrxDÞDÞDðtÞ þ pðtÞxðtðtÞÞ ¼ 0 ð1:12Þ
on an arbitrary time scale T. Throughout, we always assume that a, r and p are positive
real-valued rd-continuous functions defined on T, t [ Crdð½t0;1ÞT;TÞ, tðtÞ # t, and
limt!1tðtÞ ¼ 1.
By a solution of (1.12) we mean a nontrivial, realvalued function x [ C1rdð½tx;1ÞTÞ,
tx [ ½t0;1ÞT which satisfies (1.12). The solutions vanishing in some neighbourhood of
infinity will be excluded from our consideration. A solution x of (1.12) is said to be
Journal of Difference Equations and Applications 5
oscillatory if it is neither eventually positive nor eventually negative, otherwise it is
nonoscillatory.
Below, all occurring functional inequalities considered in this paper are assumed to
hold eventually, that is, they are satisfied for all t large enough.
2. Main results
In this section, we establish some new asymptotic criteria for (1.12). Before stating the
main results, we begin with the following lemma which is important in the proofs of the
main results.











Suppose also that x is an eventually positive solution of (1.12). Then there are only the
following two cases for t [ ½t1;1ÞT # ½t0;1ÞT sufficiently large:
(1) xðtÞ . 0, xDðtÞ . 0, ðrxDÞDðtÞ . 0, ðaðrxDÞDÞDðtÞ , 0;
(2) xðtÞ . 0, xDðtÞ , 0, ðrxDÞDðtÞ . 0, ðaðrxDÞDÞDðtÞ , 0.
Proof. The proof is similar to that of [13, Lemma 1], and hence is omitted. A
The next lemma can be considered as a generalization of [15, Lemma 4].


































































This completes the proof. A










pðsÞDsDuDz ¼ 1; ð2:2Þ
then limt!1xðtÞ ¼ 0.
Proof. The proof is similar to that of [3, Lemma 2.1], and so is omitted. A














holds, then limt!1xðtÞ ¼ 0 also holds.
Lemma 2.5. Assume that x is a solution of (1.12) which satisfies case (1) of Lemma 2.1.





Then there exist t1, t2 and t3 [ ½t0;1ÞT such that ½t3;1ÞT # ½t2;1ÞT # ½t1;1ÞT, tðtÞ [
















































for t [ ½t3;1ÞT.
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and so (2.5) follows from (2.7). The proof is complete. A
Lemma 2.6. Assume that x is a solution of (1.12) which satisfies case (1) of Lemma 2.1.
Define the Riccati substitution v as in (2.3). Then vðtÞ
Ð t
t2
ðDs=aðsÞÞ # 1 for t [ ½t2;1ÞT
and limt!1vðtÞ ¼ 0.
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which implies that vðtÞ
Ð t
t2
ðDs=aðsÞÞ # 1 for t [ ½t2;1ÞT and limt!1vðtÞ ¼ 0 due to
condition (2.1). The proof is complete. A





















































































Then 0 # r* # R* # 1 due to Lemma 2.6, 1 # l* # l
* # 1, and
p* # r* 2 r
2
*




Proof. Multiplying (2.6) by ð
Ð sðtÞ
t0
ðDs=aðsÞÞÞ2 and integrating the resulting inequality from
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We note that if mðsÞ ¼ 0, then we get gðs; yÞ # 1=aðsÞ (with respect to y). Furthermore in
the case where mðsÞ . 0, after some calculations, one can verify that for fixed s . t0, the
maximum of gðs; yÞ for y $ 0 occurs at y0 ¼ 1=
Ð s
t0
ðDu=aðuÞÞ. Hence we obtain gðs; yÞ #








R.P. Agarwal et al.10
















































If we take the lim sup of both sides of (2.16), we get
R* # 12 q*:




































































































































where AðsÞ :¼ ð21=
Ð s
t0







$ r* 2 1
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pðsÞDsþ ðr* 2 1Þ
2: ð2:19Þ
Therefore, taking the lim inf of both sides of (2.19) gives
r* $ p* þ ðr* 2 1Þ
2:
Since 1 . 0 is arbitrary, we have









If 1 . 0 is given arbitrarily, then there exists t3 [ ðt2;1ÞT such that























 2 $ l* 2 1 for t [ ½t3;1ÞT:

















































































































































































































































Taking the lim sup of both sides of the last inequality, we obtain




due to 1 . 0 is arbitrary, which yields the desired result. The proof is complete. A
Now we may establish some oscillation criteria based on the previous lemmas.
Theorem 2.8. Assume that (2.1) and (2.2) hold and let x be a solution of (1.12). If





















then x is oscillatory or satisfies limt!1xðtÞ ¼ 0.
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Proof. Suppose that x is a nonoscillatory solution of (1.12). Without loss of generality, we
may assume that xðtÞ . 0 and xðtðtÞÞ . 0 for t [ ½t1;1ÞT. Then if case (1) of Lemma 2.1
holds, let v be as defined in (2.3). From Lemma 2.7, we see that







which contradicts (2.20). Now if case (2) of Lemma 2.1 holds, then by Lemma 2.3,
limt!1xðtÞ ¼ 0. The proof is complete. A
Theorem 2.9. Assume that (2.1) and (2.2) hold and let x be a solution of (1.12). If




























then x is oscillatory or satisfies limt!1xðtÞ ¼ 0.
Proof. Suppose that x is a nonoscillatory solution of (1.12). Without loss of generality, we
may assume that xðtÞ . 0 and xðtðtÞÞ . 0 for t [ ½t1;1ÞT. Then if case (1) of Lemma 2.1
holds, let v be as defined in (2.3). From Lemma 2.7, we get that
q* # min{12 R*;R*l
* 2 r2
*







which contradicts (2.21). Now if case (2) of Lemma 2.1 holds, then by Lemma 2.3,
limt!1xðtÞ ¼ 0. This completes the proof. A
Theorem 2.10. Assume that (2.1) and (2.2) hold and let x be a solution of (1.12). If
0 # p* # 1=4 and

































then x is oscillatory or satisfies limt!1xðtÞ ¼ 0.
Proof. Suppose that x is a nonoscillatory solution of (1.12). Without loss of generality, we
may assume that xðtÞ . 0 and xðtðtÞÞ . 0 for t [ ½t1;1ÞT. Then if case (1) of Lemma 2.1
holds, let v be as defined in (2.3). From Lemma 2.7, we use the fact that b :¼ p* # r* 2 r
2
*
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to get that









Using (2.13), we have
q* # min{12 R*;R*l
* 2 r2
*
l*} # min{12 R*;R*l
* 2 r20l*}
for r0 # R* # 1, which implies that
q* #







after some calculations. This contradicts (2.22). Now if case (2) of Lemma 2.1 holds, then
by Lemma 2.3, limt!1xðtÞ ¼ 0. This completes the proof. A
3. Discussions
Remark 3.1. In this paper, we suggest some new Hille and Nehari type asymptotic criteria
for a third-order delay dynamic equation (1.12), thereinto, Theorems 2.8, 2.9 and 2.10
include [15, Theorems 2, 3 and 4], respectively. Some examples may be given by
consulting those in [15], and hence are omitted.
Remark 3.2. Regarding the Hille and Nehari type criteria for asymptotic properties of
third-order dynamic equations on time scales, see [15,31,33]. However, as mentioned in
Section 1, there exist some restrictions, e.g., (1.7) some restrictive assumptions on
coefficients and any auxiliary functions. In this paper, we remove auxiliary function
h2ðt; t0Þ as in [15] and extend its results to a more general delay dynamic equation (1.12);
we delete assumption (1.7) as in [33]; also the main results do not need condition
aDðtÞ $ 0 and rðtÞ ¼ 1 as in [31,32]. Furthermore, one can easily see that our results
improve those by [9,12,13,14,20,21,25,26,34].
Remark 3.3. The question regarding the study of sufficient conditions which guarantee that
all solutions of (1.12) oscillate remains open at the moment. It is well known (see [10]) that









Þ. How to extend this sharp criterion to third-order
dynamic equations on time scales also remains open.
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