Abstract. Let p be a prime number. Every two-variable polynomial f px 1 , x 2 q over a finite field of characteristic p defines an Artin-Schreier-Witt tower of surfaces whose Galois group is isomorphic to Zp. Our goal of this paper is to study the Newton polygon of the L-functions associated to a finite character of Zp and a generic polynomial whose convex hull is a fixed triangle ∆. We denote this polygon by GNPp∆q. We prove a lower bound of GNPp∆q, which we call the improved Hodge polygon IHPp∆q, and we conjecture that GNPp∆q and IHPp∆q are the same. We show that if GNPp∆q and IHPp∆q coincide at a certain point, then they coincide at infinitely many points.
Introduction
We shall state our main results and their motivation after recalling the notion of Lfunctions for Witt coverings. Let p be a prime number. Let f px 1 , x 2 q :" ÿ
Py 2 be a two-variable polynomial in F p rx 1 , x 2 s and writê f px 1 , x 2 q :" ÿ
Py 2 for its Teichmüller lift, whereâ P denotes the Teichmüller lift of a P . We use F p pf q to denote the extension of F p generated by all coefficients of f and set npf q :" rF p pf q : F p s. The convex hull of the set of points p0, 0q Y P | a P ‰ 0 ( is called the polytope of f and denoted by ∆ f .
Let pG m q 2 be the two-dimensional torus over F p npf q . The main subject of our study is the L-function associated to finite characters χ : Z p Ñ Cp of conductor p mχ given by Lf pχ, sq :" ź xP|pGmq 2 | 1 1´χ`Tr Q p npf q degpxq {Qp pf pxqq˘s degpxq , where |pG m q 2 | is the set of closed points of pG m q 2 andx is the Teichmüller lift of a closed point x in pG m q 2 . The characteristic power series Cf pχ, sq is a product of reciprocals of L-functions:
(1.1) Cf pχ, sq "
Lf pχ, p jnpf q sq´p j`1q .
We can alternatively express Lf pχ, sq in terms of Cf pχ, sq as
Lf pχ, sq "´Cf pχ, sqCf pχ, p 2npf q sq
Cf pχ, p npf q sq 2¯´1 .
Therefore, Cf pχ, sq and Lf pχ, sq determine each other.
Definition 1.1. From [LWei] , we know that Lf pχ, sq´1 :"
is a polynomial of degree 2p 2pmχ´1q Areap∆ f q in Z p rζ p mχ srss, where ζ p mχ is a primitive p mχ -th root of unity. We call the lower convex hull of the set of points`i, p mχ´1 pp´1qv p npf q pv i qt he normalized Newton polygon of Lf pχ, sq´1, which is denoted by NPpf, χq L´1 . Here, v p npf q p´q is the p-adic valuation normalized so that v p npf q pp npf" 1. Similarly, we write NPpf, χq C for the normalized Newton polygon of Cf pχ, sq.
In [DWX] , Davis, Wan and Xiao studied the p-adic Newton slopes of Lf pχ, sq when f pxq is a one-variable polynomial whose degree d is coprime to p. They concluded that, for each character χ : Z p Ñ Cp of relatively large conductor, NPpf, χq L´1 depends only on its conductor. We briefly introduce their proof as follows.
They proved a lower bound of NPpf, χq C when χ is the so-called universal character and an upper bound by the Poincaré duality of roots of Lf pχ 1 , sq for a particular character χ 1 of conductor p. The lower bound is called the Hodge polygon in their paper. Then they verified that the upper bound coincides with the lower bound at x " kd for any non-negative integer k. Since the Newton polygon of Cf pχ, sq is confined between these two bounds, it also passes through their intersections. See more details in [DWX] .
We also mention here that the aforementioned proof strongly inspired the proof of spectral halo conjecture by Liu, Wan, and Xiao in [LWX] ; we refer to [RWXY] for the discussion on the analogy of the two proofs. Motivated by the attempt of extending spectral halo type results beyond the case of modular forms, it is natural to ask whether one can generalize the main results of [DWX] to more general cases of exponential sums and ArtinSchreier-Witt towers. For example, in a joint work with Wan, Xiao, and Yu, we examined the case when the Galois group of the Artin-Schreier-Witt tower is canonically isomorphic to Z p ℓ .
In this paper, we mainly deal with the generic Newton polygon of L-functions for twovariable polynomials. We want to apply the methods in [DWX] to this case. Therefore, it is crucial for us to give a lower bound and an upper bound for Cf pχ, sq. However, the Hodge polygon provided by Liu and Wan in [LWan] is no longer optimal, and is in general strictly lower than the upper bound we obtain by Poincare duality. Our main contribution in this paper is to find an improved lower bound for NPpf, χq C , which we call the improved Hodge bound IHPp∆q. We conjecture that our improved Hodge polygon is optimal, and is equal to the generic Newton polygon, that is the lowest Newton polygon for all polynomials f with the same convex hull.
When ∆ f is an isosceles right triangle with vertices p0, 0q, pd, 0q and p0, dq, we will give an equivalent condition to verify the coincidence of improved Hodge polygon with the Newton polygon (at infinitely many points), and we will show that this condition is met for a generic polynomial with convex hull ∆ f .
We now turn to stating our main results more rigorously.
Notation 1.2. For a two-dimensional convex polytope ∆ which contains p0, 0q, we denote its cone by Conep∆q :" ! P P R 2ˇk P P ∆ for some k ą 0 ) ,
and put
Mp∆q :" Conep∆q X Z 2 to be the set of lattice points in Conep∆q. Moreover, we write T k p∆q (resp. T 1 k p∆q) for the set consisting of all points in Mp∆q with weight w (See Definition 2.12) strictly less than k (resp. less than or equal to k), and denote its cardinality by Ü k p∆q (resp. Ü 1 k p∆q). Notation 1.3. For integers a and b, we denote by a%b the residue of a modulo b. where χ : Z p Ñ Cp runs over all finite characters, and f runs over all polynomials in F p rx 1 , x 2 s such that ∆ f " ∆. The following are our main results.
Theorem 1.5. Let ∆ be a right isosceles triangle with vertices p0, 0q, p0, dq, pd, 0q, where d is a positive integer not divisible by p. Let p 0 be the residue of p modulo d. Suppose d ě 24p2p 2 0`p 0 q. Then the generic Newton polygon GNPp∆q passes through points pÜ k p∆qì , h k p∆q`kiq for any k ě 0 and 0 ď i ď kd`1, where
pkd`1qkd 2 and h k p∆q " pp´1qpk´1qkpk`1qd 2 3`k ÿ P PT 1 p∆q tpwpP qu.
The points pÜ k , h k p∆qq are vertices for the improved Hodge polygon IHPp∆q (see Definition 2.18 and Proposition 3.16). So the essential content of the proof is to show that the generic Newton polygon GNPp∆q also passes through these points. The proof of Theorem 1.5 consists of two parts: first we show that, for a fixed polynomial f with convex hull ∆ f , if IHPp∆q coincides with the corresponding Newton polygon NPpf, χ 1 q C at Ü 1 , then these two polygons agree at all points x " Ü k p∆q`i for k ě 1 and 0 ď i ď kd`1. This is proved in Theorem 3.1, which in fact holds with less constraints on ∆. Next, we prove that, for a generic polynomial f , NPpf, χ 1 q C agrees with IHPp∆q at x " Ü 1 p∆q. For this, we look at the leading term of r v Ü 1 p∆q for the universal polynomial f univ with convex hull ∆ and show that this term is non-zero when d ě 24p2p 2 0`p 0 q. This is proved in Theorem 4.2, which in fact holds under a weaker condition on p 0 .
From [LWei, Theorem 1.4] , for a finite character χ of conductor p mχ , we know that Lf pχ, sq´1 has degree of p 2pmχ´1q d 2 . Theorem 1.6. Under the hypotheses of Theorem 1.5, if we put pα 1 , . . . , α p 2pmχ´1q d 2 q to be the sequence of p npf q -adic Newton slopes of Lf pχ, sq´1 (in non-decreasing order), then for In fact, points pÜ k p∆q, hpT kare vertices of the improved Hodge polygon (see Definition 2.18 and Proposition 3.16).
We do not know if Theorem 1.5 still holds for polytopes which are not right isosceles triangle. However, for an arbitrary multi-variable polynomial f in F p rxs, we are still able to get an improved Hodge polygon for NPpf, χq. Especially, when f is a two-variable polynomial, it is expected that the slopes of the improved Hodge polygon form certain generalized arithmetic progression. We plan to address this in a forthcoming paper."
The Newton polygon for exponential sums was explicitly computed in the "ordinary" case by Adolphson-Sperber [AS] , Berndt-Evans [BE] , and Wan [W] in many special cases, and in general (namely the T -adic setup) by Liu-Wan [LWan] . For the ∆ we considered in Theorem 1.5, the ordinary condition amounts to requiring p " 1 pmod dq. Blache, Ferard, and Zhu in [BFZ] proved a lower bound for the Newton polygon of one-variable Laurent polynomial over F q of degree pd 1 , d 2 q, which is called a Hodge-Stickelberger polygon. They also showed that when p approaches to infinite, the Newton polygon coincides the HodgeStickelberger polygon.
Going beyond the ordinary case, there has been many researches on understanding the generic Newton polygon of L f pχ, sq when f is a polynomial of a single variable. The first results are due to Zhu [Z1] and Scholten-Zhu [SZ] , when p is large enough. In [BF] , Blache and Ferard worked on the generic Newton polygon associated to characters of large conductors. In [OY] , Ouyang and Yang studied the one-variable polynomial f pxq " x d`a 1 x. A similar result can be found in [OZ] , where Ouyang and Zhang studied the family of polynomials of the form f pxq " x d`a d´1 x d´1 . Our Theorem 1.5 maybe considered as the first step beyond the ordinary case when the base polynomial is multivariable. A similar result is obtained by Zhu in [Z2] independently which shows that GNPp∆ f q and IHPp∆ f q coincide for characters of Z p of conductor p.
Acknowledgments. The author would like to thank his advisor Liang Xiao for the extraordinary support in this paper and also thank Douglass Haessig, Hui June Zhu, and Daqing Wan for helpful discussion.
Dwork trace formula
Let p be an odd prime and let f px 1 , x 2 q :" ř
Py 2 be a two-variable polynomial in F p rx 1 , x 2 s. Denote F p pf q to be the finite field generated by the coefficients of f , which we call the coefficient field of f . The convex hull of the set of points tp0, 0qu Y P | a P ‰ 0 ( is called the polytope of f and denoted by ∆ f . Our discussion will focus on a fixed f until Proposition 4.4. We put F q " F p pf q and n " rF q : F p s. Letâ P P Z q be the Teichmüller lift of a P . We callf px 1 , x 2 q :" ř
the Teichmüller lift of f pxq. For convenience, we put v p p´q (resp. v q p´q) be the p-adic valuation normalized so that v p ppq " 1 (resp. v q pqq " 1).
2.1. T -adic exponential sums. Notation 2.1. We recall that the Artin-Hasse exponential series is defined by (2.1)
Epπq " exp`8 ÿ
Putting Epπq " T`1 gives an isomorphism Z p π -Z p T .
Definition 2.2. For each power series in Z q T , say gpT q, we define its T -adic valuation as the largest k such that g P T k Z q T and denote it by v T pgq.
Definition 2.3. For each k ě 1, the T -adic exponential sum of f over Fq k is Sf pk, T q :" ÿ
Sf pk, T q s k kā nd its corresponding T -adic characteristic power series is defined by
We put u k pT q " u k,j T j P Z p rrT ss.
Moreover, they determine each other by relations:
and (2.4) Lf pT, sq "´Cf pT, sqCf pT, q 2 sq Cf pT, qsq 2¯´1 .
It is clear that for a finite character χ : Z p Ñ Cp , we have
Lf pχ, sq " Lf pT, sqˇˇT "χp1q´1 and Cf pχ, sq " Cf pT, sqˇˇT "χp1q´1 ,
where Lf pχ, sq and Cf pχ, sq are defined in the introduction.
Notation 2.5. Recall that we put Epπq " T`1. We put
e P pT qx
(2.5) 2.2. Dwork's trace formula. Recall that ∆ f is the convex hull of f px 1 , x 2 q and Mp∆ f q is defined in Notation 1.2 as a set consisting of all the lattice points in the Conep∆ f q. Let D be the smallest positive integer such that wpMp∆ fĂ 1 D Z. Definition 2.6. We fix a D-th root T 1{D of T. Define
Let ψ p denote the operator on B such that
Recall that n " rF q : F p s.
and its n-th iterate
where σ Frob represents the arithmetic Frobenius acting on the coefficients, and for any g P B we have E f px 1 , x 2 qpgq :" E f px 1 , x 2 q¨g .
One can easily check that
where e pQ´P pT q is defined in (2.5).
Theorem 2.8 (Dwork Trace Formula). For every integer k ą 0, we have pq k´1 q´2Sf pk, πq " Tr B{Zqrrπss`ψ nk˘.
Proof. This was proved by [LWei, Lemma 4.7] .
One can see [W] for a a thorough treatment of the universal Dwork trace formula.
Proposition 2.9 (Analytic trace formula). The theorem above has an equivalent multiplicative form:
Proof. Also see [LWei, Theorem 4.8] .
Definition 2.10. The normalized Newton polygon of Cf pT, sq, denoted by NPpf, T q C , is the lower convex hull of the set of points
Notation 2.11. In this paper, we fix ∆ to be a triangle with vertices at p0, 0q, P 1 :" pa 1 , b 1 q and P 2 :" pa 2 , b 2 q.
Definition 2.12. For each lattice point P in Z 2 , assume that Q is the intersection of the lines OP and P 1 P 2 . Then we call wpP q :"
The weight function w is linear, i.e. Any two points P and Q in Z 2 ě0 satisfy (2.8) wpP`Qq " wpP q`wpQq.
Equality (2.8) does not always hold for a general polytope.
We shall frequently work with multisets, i.e. sets of possibly repeating elements. They are often marked by a superscript star to be distinguished from regular sets, e.g. S ‹ . The disjoint union of two multiset S ‹ and S 1 ‹ is denoted by S ‹ Z S 1 ‹ as a multiset.
Definition 2.13. Let S be a subset of Mp∆q. Then we write S ‹m (resp. S ‹8 ) for the union of m (resp. countably infinite) copies of S as a multiset.
Notation 2.14. For any sets S ‹ 1 and S ‹ 2 in Mp∆q ‹ 8 of the same cardinality, we denote by IsopS ‹ 1 , S ‹ 2 q the set of all bijections (as multisets) from
For any submultiset S 1
where τ varies among all bijections from S ‹ 1 to S ‹ 2 . Definition 2.16. We call a bijection from S ‹ 1 to S ‹ 2 minimal, if it reaches the minimum in (2.10). When S ‹ 1 " S ‹ 2 , we call it a minimal permutation of S ‹ and abbreviate hpS ‹ , S ‹ , ‚q (resp. hpS ‹ , S ‹ q) to hpS ‹ , ‚q (resp. hpS ‹ q).
Remark 2.17. If S ‹ i for i " 1, 2 belongs Mp∆q, we suppress the star from the notation. Definition 2.18. The improved Hodge polygon of ∆, denoted by IHPp∆q, is the lower convex hull of the set of points
, where M ℓ pnq represents for the set consisting of all multi-subsets of Mp∆q ‹ n of cardinality nℓ, note M ℓ p1q " M ℓ .
we shall prove in Proposition 3.16 later that min
and hence the IHPp∆q is independent of n. In particular, IHPp∆q is the convex hull of the set of pointsˆℓ
Notation 2.19. We denote by " m 0 m 1¨¨¨mℓ´1 n 0 n 1¨¨¨nℓ´1  M the ℓˆℓ-submatrix formed by elements of a matrix M whose row indices belong to tm 0 , m 1 , . . . , m ℓ´1 u and whose column indices belong to tn 0 , n 1 , . . . , n ℓ´1 u.
Put ∆ f " ∆. Recall that we define T 1 1 in Notation 1.2. Lemma 2.20. We have e O pT q " 1 and v T pe Q pTě P wpQq T for all Q P Mp∆q.
Proof.
(1) It follows from the definition of e O pT q in (2.5).
(2) Let Spf q :" tP P T 1 1 | a P ‰ 0u " tQ 1 , Q 2 , . . . , Q t u, where ta P u is the set of coefficients of f px 1 , x 2 q and t is the cardinality of Spf q.
Expanding each Epâ Q i πx
q to be a power series in variables x 1 and x 2 , we get
where tâ P u is the set of coefficients off px 1 , x 2 q and c j belongs to Z q . It is not hard to get that
Since wpQ i q ď 1 for each Q i P Spf q, then for each j such that
where T " Epπq´1. Therefore, we immediately get that v T pe Q pTě wpQq. Since v T pe Q pTis an integer, we have
Notation 2.21. We label points in Mp∆q such that Mp∆q " tP 1 , P 2 , . . . u. 
where m n,i :" m 0,i for each 0 ď i ď ℓ´1.
Then for S j " tP m j,0 , P m j,1 , . . . , P m j,ℓ´1 u, we have 12) where S n " S 0 . Therefore, it is easily seen that (2.13) v T pu ℓ pTě min
3. Improved Hodge polygon for a triangle ∆
Recall that ∆ is a triangle with vertices p0, 0q, P 1 :" pa 1 , b 1 q and P 2 :" pa 2 , b 2 q and as
is the number of lattice points in Mp∆q whose weight is strictly less than (resp. less than or equal to) k. For the rest of this paper, we restrict p to be a prime satisfying p ∤ a 2 b 1´a1 b 2 and p ą 2pb 1 a 2´b2 a 1 q gcdpa 1´a2 , b 1´b2 q`1 .
The goal of this section is to show that if NPpf, χq C (See Definition 1.1) and IHPp∆q coincide at a certain point, then they will coincide at infinitely many points. More precisely, we have the following.
Theorem 3.1. Let f px 1 , x 2 q be a two-variable polynomial with convex hull ∆. Suppose that there exists a nontrivial finite character χ 1 : Z p Ñ Cp and an integer k 1 ą 0 such that NPpf, χ 1 q C coincides with IHPp∆q at x " Ü k 1 . Then for any finite character χ and positive integer k, IHPp∆q and NPpf, χq C coincide at Ü k`ik for all 0 ď i k ď Ü 1 k´Ü k .
Moreover, the leading coefficients
k -thq terms of the characteristic power series (see (2.2) for precise definition) are Z p -units.
The proof of this theorem will occupy the rest of this section.
Notation 3.2. Without loss of generality, we can assume that a 2 b 1´a1 b 2 ą 0. We call the parallelogram with vertices O, P 1 , P 2 and P 1`P2 (excluding the upper and right sides) the fundamental parallelogram of ∆, and denote it by ∆ , i.e. the shadow region in Figure 1 .
We put Int ∆ to be the set of lattice points in ∆ , which contains a 2 b 1´a1 b 2 points. Let Λ be the lattice generated by P 1 and P 2 . For each point P in Conep∆q, we write P % for its residue in ∆ modulo Λ. Proof. since p and a 2 b 1´a1 b 2 are coprime, there exist integers p 1 and n 1 such that pp 1´1 " pa 2 b 1´a1 b 2 qn 1 . For a point P " pP x , P y q, we have ppp 1´1 qP " n 1 pb 2 P x´a2 P y qP 1`n1 p´b 1 P x`a1 P y qP 2 P Λ.
It implies that composite
is the identity map.
The key to proving Theorem 3.1 is to gain precise control of the improved Hodge polygon in Proposition 2.22. In [W] , Wan made use of the following coarser estimate of this Hodge polygon, for each multiset S ‹ of Mp∆q ‹ 8 we have
It is however important for our method to understand the difference between h 1 pS ‹ q and hpS ‹ q (or more generally hpS ‹ , τ q. For each r P R, we put Rprq :" rrs´r; and for a permutation τ of S ‹ , we set
to measure the distance of these weights to the next integer values. Write
where IsopS ‹ q is set consisting all permutations of S ‹ (see Notation 2.14).
Proof. By the definition of hpS ‹ , τ q in (2.9), we have
Taking the minimal over all τ P IsopS ‹ q implies
Lemma 3.5. For any two permutations
Proof. This lemma follows from the definition of h 2 and Lemma 3.4.
as multisets. Then we have
be a bijection such that the induced map of weights from
) ‹ realizes the equality (3.5). Then ξ induces a bijection from IsopS ‹ 1 q to IsopS ‹ 2 q. Moreover, we have h 2 pS ‹ 1 , τ q " h 2 pS ‹ 2 , ξ´1τ ξq. We immediately get the first equality in (3.6). Combining it with Lemma 3.4, we can easily check the second equality.
We prove Theorem 3.1 in two steps.
Step I. Recall that a permutation τ of S ‹ that achieves the minimum of hpS ‹ q or equivalently the minimum of h 2 pS ‹ q is called minimal. The first core result in this section is Proposition 3.10. It shows for a given S ‹ Ă Mp∆q ‹ 8 how to construct an explicit minimal permutation τ of S ‹ .
First, we construct a minimal permutation inductively for a general subset S ‹ of Mp∆q ‹ 8 as follows.
Construction 3.7. We choose a pair of points pP 0 , Q 0 q in S ‹ˆS‹ such that RpwppQ 0´P0reaches the minimum among all pairs pP, Qq in S ‹ˆS‹ . Define τ pP 0 q :" Q 0 .
Then we take out P 0 from the first S ‹ and Q 0 from the second S ‹ . We pick another pair of points pP 1 , Q 1 q from S ‹ ztP 0 uˆS ‹ ztQ 0 u such that RpwppQ 1´P1reaches the minimum among all pairs pP, Qq in S ‹ ztP 0 uˆS ‹ ztQ 0 u, and define τ pP 1 q :" Q 1 . Similarly, we pick a "minimal" pair of points pP 2 , Q 2 q from S ‹ ztP 0 , P 1 uˆS ‹ ztQ 0 , Q 1 u. Define τ pP 2 q :" Q 2 . Iterating this process defines τ .
Lemma 3.8. Let τ be a minimal permutation constructed in Construction 3.7, and let τ be an arbitrary permutation of S ‹ . Suppose
for some rational number r 0 .
Then by taking finite times of the following operations:
(1) swapping the images of two points of the same weight; and (2) swapping the preimages of two points of the same weight, we obtain a permultation τ 1 from τ such that τ 1 pP q " τ pP q for all P P S ‹ satisfying R`wppτ 1 pP q´P q˘ď r 0 and U ‹ pS ‹ , τ 1 q " U ‹ pS ‹ , τ q.
In particular, U ‹ pS ‹ , τ q defined in (3.1) is independent of the choice made in Construction 3.7.
Proof. Assuming (3.7) holds for every r ď r 0 . Then we induce a permutation r τ from τ by taking finite times of operations (1) and (2) such that r τ pP q " τ pP q for all P P S ‹ satisfying R`wppr τ pP q´P q˘ă r 0 and U ‹ pS ‹ , r τ q " U ‹ pS ‹ , τ q. It is not hard to check that it is enough for us to show this lemma works for r τ . In other words, we can assume that (3.8) τ pP q " τ pP q for each P P S ‹ satisfying R`wppτ pP q´P q˘ă r 0 .
Suppose that τ pP q " τ pP q for all P P S ‹ satisfying R`wppτ pP q´P q˘ď r 0 . Then we are done. Otherwise there exists a point P in S ‹ such that R`wppτ pP q´P q " r 0 , but τ pP q ‰ τ pP q. By Construction 3.7, it is not hard to see that at least one of the following cases will happen: (a) R`wppτ pP q´P˘" r 0 .
(b) There exists a point P 1 in S ‹ such that wpP q " wpP 1 q and τ pP 1 q " τ pP q. When case (a) happens, we put Q 1 " τ pP q and define τ 1 : S ‹ Ñ S ‹ to be the same permutation as τ except we swap the preimages of Q 1 and τ pP q.
Otherwise, we define τ 1 to be the same permutation as τ except we swap the images of P and P 1 , where P 1 is defined in (b).
By (3.8), we know that either R`wppQ 1´τ´1 pQ 1 qq˘ě r 0 or R`wppτ pP 1 q´P 1 q˘ě r 0 , which implies that τ 1 also satisfies (3.8) and
If τ 1 does not satisfy the wanted property, then we run the same argument with τ 1 in place of τ to obtain another permutation τ 2 . Iterating this process eventually gives us a permutation τ 1 of S ‹ . It is easy to check that τ 1 pP q " τ pP q for all P P S ‹ satisfying R`wppτ 1 pP q´P q˘ď r 0 . Since both operations (1), (2) do not change the set
We now prove the last statement of the lemma. Let τ 1 and τ 2 be two permutations constructed in Construction 3.7 by different choices of pairs of points. Suppose that
Then there is a rational number r 0 , such that
Without loss of generality, we assume that
From the argument in this lemma above, we know that there exists a permutation τ 1 of S ‹ such that τ 1 pP q " τ 1 pP q for all P P S ‹ satisfying R`wppτ 1 pP q´P q˘ď r 0 and
Therefore, we have
Corollary 3.9. For τ and τ 1 as in the last lemma, we have h 2 pS ‹ , τ 1 q " h 2 pS ‹ , τ q.
Proof. Since U ‹ pS ‹ , τ 1 q " U ‹ pS ‹ , τ q, then it follows directly from the definition of h 2 in (3.3).
Proposition 3.10. The permutation τ in Construction 3.7 is a minimal permutation of S ‹ , i.e.
Proof. By Lemma 3.4, it is enough to prove that τ minimizes h 2 pS ‹ , ‚q among all permutations of S ‹ . Assume that τ is a minimal permutation of S ‹ . If U ‹ pS ‹ , τ q " U ‹ pS ‹ , τ q, we are done by Lemma 3.5. Otherwise we shall construct below a finite sequence of permutations pτ 0 " τ, τ 1 , . . . , τ m q satisfying
Combining Property (2) with Lemma 3.5, we would deduce
which completes the proof. Now we come to the inductive construction of the sequence pτ 0 " τ, τ 1 , . . . , τ m q. We take induction on i. First, we put τ 0 " τ , where τ is a minimal permutation of S. Hence, it satisfies h 2 pS ‹ , τ 0 q " h 2 pS ‹ q.
Suppose that we have defined τ i . If U ‹ pS ‹ , τ i q " U ‹ pS ‹ , τ q, we terminate this induction. Otherwise let t i be the smallest number in the multiset U ‹ pS ‹ , τ qzU ‹ pS ‹ , τ i q. Let τ 1 i : S ‹ Ñ S ‹ be the permutation constructed from τ i in Lemma 3.8. It is not hard to check that
ią t i , and ‚ RpwppQ 1 i´P ią t i . We define τ i`1 to be the same permutation as τ 1 i except we swap the images of P i and P 1 i . This process gives us a sequence with elements from IsopS ‹ q, whose length, say m, is less than or equal to #pS ‹ q.
Then we check h 2 pS ‹ , τ i`1 q " h 2 pS ‹ , τ i q. From the induction we know that h 2 pS ‹ , τ i q " h 2 pS ‹ q. Hence, we ha
On the other hand, from the definition of h 2 , we have
From the linearity of w, we have
It implies that h 2 pS ‹ , τ i`1 q´h 2 pS ‹ , τ i q is an integer. Combining it with (3.9), we have
Combining these inequalities, we obtain
Finally, from the termination condition of this induction, we know that
Remark 3.11. Notice that this result crucially depends on the linearity of w as in (2.8).
For general polytopes, we have a similar definition for the weight of a point, however, it is no longer linear. We will address this case in a future work.
For any subset S of Mp∆q, we write S`P for the shift of S by P .
Corollary 3.12. Let S 2 be a subset of Mp∆q, and let Q 1 , Q 2 , . . . , Q k be points of Mp∆q with integer weights. Put
Recall that for each point P P Mp∆q, we denote by P % its residue in ∆ . Lemma 3.3 defines a permutation of Int ∆ such that ηpP q " ppP q%. We write
It is easy to check that Rppη i pP q´P q " 0 for all point P in Int ∆`Q i . Then we apply Construction 3.7 to S 2 and get a minimal permutation τ S 2 of S 2 . It is not hard to see that τ S 2 , η 1 , . . . , η k together construct a permutation τ of S ‹ 1 which agrees with Construction 3.7. Therefore, we have
Corollary 3.13. Let S 2 be a subset of Mp∆q, and let Q 1 , Q 2 , . . . , Q k be points of Mp∆q of integer weights. Put S ‹ 1 "
Proof. Let τ 0 be the minimal permutation of S 2 constructed in Construction 3.7. For each 1 ď i ď k, put
It is not hard to see that τ 1 , τ 2 , . . . , τ k together induce a permutation τ of S ‹ 1 which agrees with Construction 3.7 and for each 1 ď i ď k we have
Therefore,
Lemma 3.14. we have h 2 pT k q " kh 2 pT 1 q.
Proof. We can decompose T k into a disjoint union of sets as follows:
Applying Corollary 3.12 and 3.13 to (3.11), we complete the proof of this lemma.
Lemma 3.15. Let l 1`2 (resp. l 2`2 ) represent the number of lattice points on closed segment OP 1 (resp. OP 2 ). For each k ą 0, we have
(1) Since there are totally a 2 b 1´a1 b 2 points in Int ∆ , (1) follows directly from (3.11) above.
(2) A tautological computation shows that
For each k ě 1, we know from Lemma 3.14 that
Combining it with hpT 1 q " h 1 pT 1 q`h 2 pT 1 q, we complete the proof.
Step II. The following proposition is the second core result of studying the improved Hodge polygon IHPp∆q at x " Ü k .
Proposition 3.16. We have (3.12) min
Therefore, we give a simpler expression of IHPp∆q as the lower convex hull of the set of pointsˆℓ
which is independent of n.
We will prove this proposition after two lemmas.
Lemma 3.17. For any two distinct points P, Q P Mp∆q if wpP q ‰ wpQq, then
Proof. It is easily known that
Since each point in Z 2 is a linear combination of p1, 0q and p0, 1q, this lemma follows from the linearity of w Lemma 3.18. Let M 1 be a subset of Mp∆q ‹ 8 and let S ℓ be the set consisting of all subsets of M 1 of cardinality ℓ. Choose a multiset S ‹ min P S ℓ such that ÿ
In other words, the minimal hpS ‹ q is achieved by exactly those S ‹ for which the sum of weights of S ‹ is minimal.
Proof. For a subset r S ‹ P S ℓ , if
, then by Lemma 3.6, we know hp r S ‹ q " hpS ‹ min q. Otherwise we construct a sequence pS ‹ 0 " r S ‹ , S ‹ 1 , . . . , S ‹ m q in S ℓ of length less than or equal to ℓ such that ‚ for any 0 ď i ď m´1, hpS i q ą hpS i`1 q, and
The following is the construction: Assume that we have constructed S ‹ i . If
, then we stop. Otherwise there exists a rational number t i such that
Then there exist points
Put S ‹ i`1 to be the set induced from S ‹ i by simply substituting Q i with P i . Then we get a sequence pS ‹ 0 " S ‹ , S ‹ 1 , . . . , S ‹ m q in S ℓ of length, say m, less than or equal to ℓ, which satisfies the following conditions.
(
4) The points above satisfy wpP i q ă wpQ i q. From Lemma 3.6, we know that (2) implies that
We need to consider the following two cases.
Case 1: When τ i pQ i q " Q i , we have
Then this lemma follows from the following strict inequality
Proof of Proposition 3.16. First, we fix a subset S 1 P M ℓ such that
Let r S ‹ be an arbitrary submultiset in M ℓ pnq such that
By Lemma 3.18, we know that ÿ
It is not hard to see that ÿ
Therefore, by Lemma 3.18 again, we have hp r S ‹ q " hppS 1 ‹ q n q. By Corollary 3.13, we know that
Combining these equalities above gives us (3.12).
Definition 3.19. For any subset S of Mp∆q, we write
Then as a corollary of Proposition 3.16, we get the following.
Proposition 3.20. We have
Proof. By Lemma 3.18, we know that T ‹ k n is the only element in M Ü k pnq which makes (2.13) an equality. Therefore, we have
Then this proposition follows directly from checking the definition of detpT k q f .
Lf pχ, sq´1 is a polynomial of degree a 2 b 1´a1 b 2 . We denote its q-adic Newton slopes bý
n a non-descending order and put Σpχq :"
Lemma 3.22. For each character χ : Z p Ñ Cp of conductor p, the normalized Newton polygon of Cf pχ, sqq, i.e. NPpχ, sq C is not above pointś
or all integers k ě 0.
Proof. First recall that n " rF q : F p s is the degree of the coefficient field of f (see section 2). It is well known that the roots of Lf pχ, sq´1 are Weil numbers of weight 0, n, or 2n. We put them into three classes according to the Weil weights:
Weil weight the number of roots of Lf pχ, sq´1
Since α i 's are the q-adic Newton slopes of Lf pχ, sq´1, we know easily that they belong to r0, 2q. Moreover, an algebraic number, say z, and its complex dual z are both roots of Lf pχ, sq´1 or both not. Suppose that they are roots of Lf pχ, sq´1 and z as Weil weight t.
Then we have v p pzq`v p pzq " t. Therefore, the sum of all q-adic Newton slopes of Lf pχ, sq´1 can be computed as follows:
(3.15)
On the other hand, from (1.1), i.e.
(3.16) Cf pχ, sq "
we know that
is included in the set of q-adic Newton slopes of Cf pχ, sq as multisets and its cardinality is equal to Ü k . Since elements in this set are not necessary to be the smallest Ü k Newton slopes of Cf pχ, sq, then the height of NPpχ, sq C at x " Ü k is not above the sum
where p´1 is from normalization in the definition of NPpχ, sq C .
Lemma 3.23. For each k ě 1, p1q both pÜ k , hpT kand pÜ 1 k , hpT 1 kare vertices of IHPp∆q, and p2q the segment with endpoints pÜ k , hpT kand pÜ 1 k , hpT 1 kis contained in IHPp∆q. Proof.
(1) Suppose the lemma were false. Then there exists an integer k and a segment in IHPp∆q, say P 1 P 2 , such that P 0 :" pÜ k , hpT kis either a point strictly above P 1 P 2 or an interior point on P 1 P 2 . From Proposition 3.16, we know that
phpSqqf or some positive integers i 1 and i 2 .
Put S 1 to be an element of M Ü k´i1 such that
By Lemma 3.18, we get (3.20)
It is easy to know that S 1 is a subset of T k . We denote its complement in T k by S 1 1 , which is of cardinality i 1 . By Lemma 3.17, we know that each point P in T k satisfies
Combining it with h 2 pS
It simply implies that the slope of P 1 P 0 is less than or equal to
On the other hand, by a similar argument, we choose an element
By Lemma 3.18 again, we have
We also easily know that T k is included in S 2 . Let τ be a minimal permutation of S 2 . We shall construct below a finite sequence of permutations of S 2 , denoted by pτ 0 " τ, τ 1 , . . . , τ m q, satisfying (a) the length m of this sequence is less than or equal to i 2 , (b) hpτ i`1 q ď hpτ i q`1, and (c) τ m fixes every point in S 2 zT k . Put τ 0 " τ . Assume that we have τ i already. If it fixes each point in S 2 zT k , then we are done. Otherwise put P i to be a point in S 2 zT k such that τ i pP i q ‰ P i . Then we define τ i`1 the same permutation as τ i except we swap images of P i and τ´1 i pP i q. Iterating this process gives us a sequence of permutations of S 2 . If τ m is the last element in this sequence, we know that it fixes each point in S 2 zT k , namely, τ m pP q " P for each P P S 2 zT k .
Since there are at most i 2 points in S 2 whose images are changed by these modifications, we know that m ď i 2 . Put Q i " τ i pP i q and P 1 i " τ´1 i pP i q. We compute hpτ i q´hpτ i`1 q "rwppQ i´Pi qs`rwppP i´P
Then we simply prove that the constructed sequence of permutations of S 2 satisfies conditions (a)-(c) above. Moreover, we have h 2 pS 2 , τ q ě h 2 pS 2 , τ m q´i 2 .
As τ is minimal, we get hpS 2 q "h 1 pS 2 q`h 2 pS 2 , τ q ěh 1 pS 2 q`h 2 pS 2 , τ m q´i 2
"hpS 2 , τ m q´i 2 .
(3.22)
Since the restriction of τ m on T k is a permutation of T k and wpP q ě k for any point P in S 2 zT k , we have
(3.23) By (3.22) and (3.23), the slope of P 0 P 2 is greater than or equal to kpp´1q´1.
Under the assumption p ą 2pa 2 b 1´a1 b 2 q gcdpa 1´a2 ,b 1´b2 q`1 in Theorem 3.1, it is easy to check that the slope of P 0 P 2 is strictly greater than the slope of P 1 P 0 , which is a contradiction.
By a similar argument, we know that pÜ 1 k , hpT 1 kis also a vertex of IHPp∆q.
(2) Let 0 ď i ď Ü 1 k´Ü k . By Lemma 3.18, there exists
Since all points in T 1 k zT k have integer weight k, the we have hpS 1 i q " hpT k q`ikpp´1q, which implies (2) immediately.
Lemma 3.24. Let χ 1 be a nontrivial finite character. Suppose that NPpf, χ 1 q C coincides with IHPp∆q at point`Ü k 1 , hpT k 1 q˘for a positive integer k 1 . Then p1q`Ü k 1 , hpT k 1 q˘is also a vertex of NPpf, χ 1 q C , and
Proof. (1) This follows from the fact that the normalized Newton polygon NPpf, χ 1 q C always lies above the improved Hodge polygon IHPp∆q by Proposition 2.22 and that`Ü k 1 , hpT k 1 qȋ s a vertex of IHPp∆q by Lemma 3.23.
(2) Suppose that u Ü k 1 ,nhpT k 1 q is not a Z p -unit. Since we know that pÜ k 1 , hpT k 1is a vertex of NPpf, χ 1 q C , then specializing NPpf, T q C to T " χ 1 p1q´1 makes NPpf, χ 1 q C strictly higher than NPpf, T q C at x " Ü k 1 . By Lemma 2.22, it is also strictly higher than IHPp∆q at this point, which leads to a contradiction.
Proof of Theorem 3.1. Let χ 0 : Z p Ñ Cp be a nontrivial character of conductor p. Since NPpf, χ 0 q C is not below IHPp∆q and the expression in (3.18) is an upper bound for IHPp∆q at x " Ü k for each k ě 1, then we have
(3.24)
A simplification of these inequalities above shows that they all equivalent to (3.25) hpT 1 q ď pp´1qΣpχ 0 q, an equality independent of k. Since NPpf, χ 1 q C coincides with IHPp∆q at`Ü k 1 , hpT k 1 q˘for a finite character χ 1 and an integer k 1 , by Lemma 3.24, we know that u Ü k 1 ,nhpT k 1 q is a Z p -unit. It implies that NPpf, χ 0 q C also coincides with IHPp∆q at pÜ k 1 , hpT k 1 qq. Therefore, by Lemma 3.23 (2), the slopes of segments in NPpf, χ 0 q C after points x " Ü k 1 are all greater than or equal to pp´1qk 1 . One the other hand, recall that in Notation 3.21 we put tα 1 , α 2 , . . . , α a 2 b 1´a1 b 2 u (in a non-decreasing order) to be the set of q-adic Newton slopes for Lf pχ 0 , sq, which is contained in r0, 2q. Therefore, each q-adic Newton slope of Lf pχ 0 , q i sq belongs to ri, i`2q. Then from the decomposition of Cf pχ 0 , sq in (3.16), we know that α j`k1´1 ě k 1 for all j ě Ü 1`1 . For otherwise there are more than Ü k 1 roots of Cf pχ 0 , sq whose q-adic valuations are less than or equal to k 1 , which is a contradiction to the statement in the previous paragraph.
From the argument above, we see that (3.24) must be an equality, and when k " k 1 , the height of NPpχ 0 , sq C coincides with its upper bound given in (3.18). Hence, we have
Notice that (3.25) is independent of k. Then the inequalities in (3.24) are equalities for all k ě 0. Combining it with Proposition 3.24, we have that u Ü k ,nhpT k q is a Z p -unit for each k ě 0. Therefore, it is not hard to show that NPpf, χq C coincides with IHPp∆q at pÜ k , hpT kfor any integer k and nontrivial finite character χ. Then by Lemma 3.23 again, we know that α i ě 1 for Ü 1 ď i ď Ü 1 1 . Combining it with Poincaré duality, we have α i " 1 for Ü 1`1 ď i ď Ü 1 1 . It implies that IHPp∆q and NPpf, χq C coincide at x " Ü k`ik for any
By a similar argument to Lemma 3.24 (2), we know that u Ü 1 k ,nhpT 1 k q is also a Z p -unit. 4. The case when ∆ is an isosceles right triangle I.
In order to apply Theorem 3.1 we need that NPpf, χ 1 q C coincides with IHPp∆q at x " Ü k 1 for some character χ 1 and some integer k 1 . This however seems to be a very difficult question. We have the following folklore conjecture.
Conjecture 4.1. Let ∆ be a triangle with vertices at p0, 0q, P 1 " pa 1 , b 1 q, P 2 " pa 2 , b 2 q. We assume the hypotheses (as in Theorem 3.1) on the prime p. In the moduli space of all polynomials f px 1 , x 2 q of convex hull ∆, there exists an open dense subspace over which the corresponding Newton polygon NPpf, χq C agrees with IHPp∆q at x " Ü k`ik for all finite characters χ, integers k ě 1 and 0 ď i k ď Ü 1 k´Ü k . Generically, the Newton polygon of Cf pχ, sq should be as low as possible, namely, coinciding with the improved Hodge bound IHPp∆q.
In this section, we will study a special case when ∆ is an isosceles right triangle with vertices at p0, 0q, pd, 0q and p0, dq, where p ∤ d. We claim that Conjecture 4.1 holds true when the residue of p modulo d is small enough. More precisely, we will prove the following. In particular, the condition d ě 24p2p 2 0`p 0 q implies (4.1); so Theorem 1.5 follows from this. We will complete the proof at the end of this section.
4.
1. An interpretation of Theorem 4.2. First, we consider the "universal polynomial"
Py 2 whose coefficients are treated as variables.
Notation 4.3. Recall the infinite matrix N defined in Proposition 2.22. Let r N be the matrix given by substitutingâ P in N by r a P . More rigorously, we put
and write r e P :" r e P pr a, T q. Similar to Lemma 2.20, we have (4.2) r e P P T rwpP qs Z p rr as T and r e O " 1.
Then, using the list pP 1 , P 2 , . . . q of points in Mp∆q given in Notation 2.21, we define r N to be the infinite matrix whose pi, jq entry is r e pP i´Pj P Z p rr as T . Similar to Definition 3.19, we put
where sgnpτ q is the sign of τ as a permutation.
Since all results in Section 3 for the "fixed" f actually hold for on general polynomials f px 1 , x 2 q P F p rx 1 , x 2 s, we have the following. Proposition 4.4. The polygons GNPp∆q and IHPp∆q coincide at`Ü 1 , hpT 1 q˘if and only if r v hpT 1 q is not divisible by p. Moreover, when either condition holds, Conjecture 4.1 holds for that ∆.
Proof. We first prove the "only if" part. Suppose that r v hpT 1 q is divisible by p. For any pair of a two-variable polynomialf px 1 , x 2 q P F p rx 1 , x 2 s with convex hull ∆ and a finite characterχ of conductor p mχ , we writev hpT 1 q P Z p npf q rζ p mχ s as the specialization of r v hpT 1 q at T "χp1q´1 and at r a P equals to the Teichmuller lifts of the coefficients of f , where ζ p mχ is a primitive p mχ -th root of unity. Then we have v p pv hpT 1ě hpT 1 q p mχ´1 pp´1q`1 .
As in (1.1), we denote
By Proposition 3.20, we know that
where σ Frob represents the arithmetic Frobenius acting on the coefficients.
Combining the equalities above, we get that
Since we choosef andχ arbitrarily, we know that GNPp∆q is strictly above IHPp∆q at
x " Ü 1 , a contradiction.
We prove the "if" part. Let r v hpT 1 q be the image of r v hpT 1 q in the quotient ring Z p rr as{pZ p rr as -F p rr as.
Since r v hpT 1 q is not divisible by p, we know that r v hpT 1 q ‰ 0. Recall that we defined T 1 1 " tP P Mp∆q | wpP q ď 1u and Ü 1 1 to be its cardinality in Notation 1.2. Let f 1 px 1 , x 2 q " ř
Py 2 P F p rx 1 , x 2 s be a polynomial satisfies that Definition 4.5. We label the elements in T 1 1 as T 1 1 :" Q 1 , Q 2 , . . . , Q Ü 1 1 ( such that Q 1 :" pd, 0q and Q 2 :" p0, dq. Each point P P Mp∆q can be written as a linear combination of points in T 1 1 with non-negative integer coefficients, namely
We call the vector b P P Z Ü 1 1 ě0 (or the linear combination) P -minimal if it satisfies
Definition 4.6. A combo, denoted by pτ, b ‚,τ q, is a pair consisting of an arbitrary permutation τ of T 1 together with, for each P P T 1 , a vector b P,τ P Z
A combo pτ, b ‚,τ q is called optimal if τ is minimal and for each P P T 1 vector b P,τ is pτ pP q´P˘-minimal.
A combo pτ, b ‚,τ q is optimal if and only if
We have the following explicit expression of the leading coefficient r v hpT 1 q .
(4.4) r v hpT 1 q " ÿ pτ, b‚,τ q optimal sgnpτ q ź
where the sum runs over all optimal combos, and sgnpτ q is the sign of τ .
Proof. We let ź For any optimal combo pτ, b ‚,τ q, we have b P,τ,i ď p´1 for each P P T 1 and 1 ď i ď Ü 1 1 , which implies that
where pτ, b ‚,τ q runs over all combos for T 1 and OpT hpT 1 q`1 q represents for a power series in Z p rr as T of T -adic valuation greater than or equal to hpT 1 q`1. Then this lemma follows from the last statement in Definition 4.6.
Definition 4.8. Lemma 4.7 gives an explicit expression of r v hpT 1 q as the sum of terms labeled by optimal combos. For a combo pτ, b ‚,τ q, we call sgnpτ q ź
its corresponding monomial. Two combos pτ, b ‚,τ q and pτ 1 , b 1 ‚,τ 1 q have a same corresponding monomial (with possibly different coefficients) if and only if ÿ
for all 1 ď i ď Ü 1 1 . Recall that our task is to prove that r v hpT 1 q is not divisible by p. For this it is enough to show that r v hpT 1 q has a monomial whose coefficient is not divisible by p. To this end, we restrict our study to those monmials corresponding to some "extreme" optimal combos.
Lemma 4.9. For each combo pτ, b ‚,τ q for T 1 , we have (4.6) ÿ
where P x and P y are the x, y-coordinates of P .
Proof. We will prove the first inequality, and the proof of the second is similar Recall that Q 1 " pd, 0q. By equality (4.3), we get
Hence, we have that ÿ
Definition 4.10. We call a combo special if it is optimal and both inequalities in (4.6) are equalities.
Notice that these two sums are the exponents of r a Q 1 and r a Q 2 in the corresponding monomial; so special combos contribute to terms in r v hpT 1 q with maximal degrees in the coefficients r a Q 1 and r a Q 2 at the two vertices of ∆.
Recall that for each point P in Mp∆q, we denoted by P % its residue in ∆ .
Notation 4.11. We put T 1 " T 1,1 \ T 1,2 , where T 1,1 " tP P T 1 | ppP q% P T 1 u and T 1,2 is the complement of T 1,1 in T 1 . In other words, we have T 1,2 " tP P T 1 | ppP q% R T 1 u.
Example 4.12. When d " 7 and p " 17, the following graph shows the distribution of T 1,1 and T 1,2 in T 1 , where "ˆ" and "‚" represent points in T 1,1 and T 1,2 respectively. Lemma 4.13. A combo pτ, b ‚,τ q is special if and only if it satisfies the following two conditions.
p1q For each P P T 1,1 , we have τ´1pP q " ppP q% and all other b τ´1pP q,τ,˚' s are zero except b τ´1pP q,τ,1 and b τ´1pP q,τ,2 which are equal to i P,1 and i P,2 .
p2q For each P P T 1,2 , assume that Q j P " ppP q%´τ´1pP q, then we have
and all other b τ´1pP q,τ,˚' s are zero except b τ´1pP q,τ,1 , b τ´1pP q,τ,2 and b τ´1pP q,τ,j P which are equal to i P,1 , i P,2 and 1.
In particular, if pτ, b ‚,τ q is a special combo, then τ uniquely determines b ‚,τ .
Proof. "ðù". Let pτ, b ‚,τ q be any combo for T 1 which satisfies these two conditions. We easily see that for pτ, b ‚,τ q to be special, it is enough to show that τ is minimal, which follows directly from hpT 1 q ě ÿ P PT 1 twpP qu and rwppτ pP q´P qs " twpP qu.
"ùñ". Assume that pτ, b ‚,τ q fails one of these conditions. Then it is easy to check that the monomial corresponding to this combo either has degree greater than equal to hpT 1 q or the exponent of r a Q 1 or r a Q 2 is not maximal, a contraction to pτ, b ‚,τ q being special.
Example 4.14. The following gives an example of a minimal permutation of T 1 in the case of Example 4.12. Let τ´1p0, 0q " p0, 0q, τ´1p0, 1q " p0, 3q, τ´1p0, 2q " p0, 6q, τ´1p0, 3q " p0, 2q, τ´1p0, 4q " p0, 5q, τ´1p0, 5q " p0, 1q, τ´1p0, 6q " p0, 1q, τ´1p1, 0q " p3, 0q, τ´1p1, 1q " p3, 3q, τ´1p1, 5q " p3, 1q, τ´1p2, 0q " p6, 0q, τ´1p3, 0q " p2, 0q, τ´1p3, 1q " p2, 3q, τ´1p3, 3q " p2, 2q, τ´1p4, 0q " p5, 0q, τ´1p5, 0q " p1, 0q, τ´1p5, 1q " p1, 3q, τ´1p6, 0q " p4, 0q, τ´1p1, 2q " p2, 1q, τ´1p1, 4q " p1, 1q, τ´1p2, 1q " p4, 1q. τ´1p2, 2q " p2, 4q, τ´1p2, 3q " p5, 1q, τ´1p2, 4q " p1, 4q, τ´1p3, 2q " p1, 2q, τ´1p4, 1q " p4, 2q, τ´1p4, 2q " p1, 5q.
From the last statement in Lemma 4.13, it determines a unique special combo. We leave it to the reader to complete its corresponding special combo.
Lemma 4.15. There is at least one special (optimal) combo among all combos for T 1 .
Proof. In Definition 4.21, we will give a correspondence between the set of special combos and the set of special bijections (See Definition 4.21); and in (5.19), we construct an explicit special bijection r β. This lemma follows from an easy check that the combo corresponding to r β is special. Since the construction of r β requires nothing but p ą 2d`1 and d to be relatively large with respect to p 0 (the residue of p modulo d), this is not a circular argument. 
where the sum runs over all special combos.
By Lemma 4.15, for Theorem 4.2 to hold, it is enough to prove the following.
Proposition 4.17. There is a monomial in r v sp hpT 1 q with coefficient not divisible by p. Its proof will be given later. By the last statement of Lemma 4.13, we are reduced to studying minimal permutations in special combos, which will be further reduced by the correspondence given in Definition 4.21 soon.
Definition 4.18. For each point P P ∆ , we call point pd, dq´P its mirror reflection and denote it by mpP q.
Notation 4.19. Let Y be the set consisting of all lattice points strictly inside the upper right triangle of ∆ . We put
to be a subset of Y.
Lemma 4.20. We have !
Proof. Suppose that there exists a point P 0 P T 1 such that P 0 " ppQ 0 q% and mpP 0 q " pQ 1 % for two points Q 0 , Q 1 P T 1 . Let p 1 be an integer such that p 1 p " 1 pmod dq. We know that pp 1 P 0 q% " Q 0 and rp 1 mpP 0 qs% " Q 1 are mirror reflections, a contradiction. Figure 3 shows the distribution of tppP q% |P P T 1 u in the case of Example 4.12, where "‚" and "ˆ" represent points in Y 0 and tppP q% |P P T 1 uzY 0 respectively. We define a one-to-one correspondence between special combos and special bijections β : Y 0 Ñ mpY 0 q is defined as follows:
For a special combo`τ, b ‚,τ˘, we assign it a special bijection β from Y 0 to mpY 0 q given by βpP q " τ´1ppp 1 P q%q for each P P Y 0 . In the opposite direction, for a special bijection β : Y 0 Ñ mpY 0 q, we assign to it a special combo τ given by τ´1pP q "
Since the composite of these map is the identity map, it is truly a one-to-one correspondence.
Example 4.22. The special bijection β : Y 0 Ñ mpY 0 q corresponding to the special combo in Example 4.14 is given by βp2, 6q " p1, 2q, βp3, 5q " p1, 1q, βp3, 6q " p2, 1q, βp5, 3q " p4, 2q, βp5, 6q " p1, 5q, βp6, 2q " p5, 1q, βp6, 3q " p4, 1q, βp6, 5q " p1, 4q, βp6, 6q " p2, 4q.
Notation 4.23.
(1) For a special bijection β, we let τ pβq P IsopT 1 q denote the minimal permutation of the corresponding special combo. In view of Lemma 4.13, τ pβq uniquely determines β.
(2) The composite m˝β can be viewed as a permutation of Y 0 . Then we denote by sgnpβq the sign of this permutation and also call it the sign of β.
Lemma 4.24. We have
Proof. First, by the one-to-one correspondence in Definition 4.21, we know that the sum of r v sp hpT 1 q over all special combos is the same as the sum over all special β's. Let β be special and let τ pβq be the corresponding minimal permutation of T 1 . Since the restriction of τ pβq to τ pβq´1pT 1,1 q " T 1 zmpY 0 q is symmetric about y " x, we know that sgnpτ pβqq depends only on sgnpβq. More precisely, we have sgnpβq " sgn`τ pβq˘, which completes the proof of this lemma.
Lemma 4.25. p1q The contribution to r v sp hpT 1 q in (4.8) of terms coming from P P T 1,1 is same for all special bijections, namely, for two special bijections β 1 , β 2 : Y 0 Ñ mpY 0 q, we have ź
p2q For the contributions of terms coming from P P T 1,2 , we have that the equality
b τ pβ 2 q´1pP q,τ pβ 2 q,i ! holds if and only if we have the following equality (4.9)
Proof. The first statement directly follows from condition (1) for a special permutation in Lemma 4.13. For any special bijection β, we have
b τ pβq´1pP q,τ pβq,i !ˆź P PT 1,2 r a ppP q%´τ pβq´1pP q " ź
b τ pβq´1pP q,τ pβq,i !ˆź P PY 0 r a P´βpP q .
Since ź
b τ pβq´1pP q,τ pβq,i ! is same to all special permutations, we complete the proof of the second statement.
Definition 4.26. We call β, β 1 : Y 0 Ñ mpY 0 q related if they satisfy equality (4.9).
Corollary 4.27. If β 1 , β 2 : Y 0 Ñ mpY 0 q are two related special bijections and sgnpβ 1 q " sgnpβ 2 q, then they contribute to a same monomial in r v hpT 1 q .
Proposition 4.28. p1q There exists a special r β : Y 0 Ñ mpY 0 q such that every β 1 related to r β is even, i.e. sgnpβ 1 q " 1, and the number of such β 1 is equal to 2 i for some integer i.
p2q Therefore, there exists a monomial in r v Ü 1 ,hpT 1 q such that its coefficient is in the form
, where N 1 is an integer which is not divisible by p.
Its proof will be completed in section 5. Theorems 4.2, 1.5 and 1.6 would follow from this proposition.
proof of Theorem 4.2 assuming Proposition 4.28. This theorem follows directly from Proposition 4.28, Proposition 4.4 and Theorem 3.1.
Proof of Theorem 1.5. It is easy to check that d ě 24p2p 2 0`p 0 q satisfies (4.1). Therefore, the only task left is to compute Ü k , Ü 1 k and hpÜ k q explicitly. It follows directly from applying Lemma 3.15 to this specific ∆.
Proof of Theorem 1.6. Its proof follows from Theorem 1.5 and a consideration of Poincaré duality.
5. The case when ∆ is an isosceles right triangle II.
5.1. Overview. The goal of this section is to prove Proposition 4.28 by constructing explicitly the special bijection r β : Y 0 Ñ mpY 0 q. This is done in several steps. First, for a large subset L 1 of Y 0 , we shall define a bijection r β 1 pi.e. r β| L 1 q : L 1 Ñ mpL 1 q which is "diagonal", namely the line segment r β 1 pP qP is parallel to the line y " x. For the remaining points in Y 0 , we divide them into two subsets L 2 and L 3 as in (5.1), where L 2 is contained in K 1 (see the blue region in Figure 4 ) as will be proved in Proposition 5.11, and L 3 is contained in the green region in Figure 4 by definition.
The map r β 2 pi.e. r β| L 2 q will map L 2 into the union of appropriate shifts of the subset K 2 (see the yellow region in Figure 4 ). More precisely, we write L 2 as the disjoint union L 2,i 1 \¨¨¨\ L 2,ir (for some non-negative integers i 1 , . . . , i r ) and r β 2 is the union of maps L 2,i k Ñ pK 2`p i k p 0 ,´i k p 0X mpY 0 q such that the line segments r β 2 pP qP are parallel for all points P in a fixed L 2,i k . We extend r β 2 to a map ×p r β 2 q on L 2 \ mpImpL 2by requiring ×p r β 2 qpP q " m˝β´1˝mpP q for any point P P mpImpβqq and hence determine the preimages of points in mpL 2 q under the map r β (see the pink region in Figure 4 ). At last, we write r β 3 pi.e. r β| Y 0 zpL 1 YDomp×p r β 2for the unique diagonal symmetric bijection from
Finally we will show that r β 1 , ×p r β 2 q and r β 3 altogether define the needed special bijection r β : Y 0 Ñ mpY 0 q.
5.2.
Construction of r β 1 .
Hypothesis 5.1. Recall that we put p 0 " p%d. From now on we assume that p ą 2d`1 and
Here is a list of symbols:
‚ D k : the set consisting of all lattice points on the diagonal line y " x`k. ‚ W k : the set consisting of all lattice points on the anti-diagonal line x`y " k. ‚ For an interval I Ď R, we write Figure 4 ). Definition 5.3. Let β be an injection from a subset of Y 0 to mpY 0 q.
(1) We call β weakly symmetric if its domain and image are symmetric about the line y " d´x; i.e. Dompβq " mpDompβqq and Impβq " mpImpβqq. (2) We call β symmetric if each point P P Dompβq satisfies β`mpβpP qq˘" mpP q. Proof. Let ‚ ×pβqˇD ompβq " β, and ‚ for any point P P mpImpβqq let ×pβqpPq " m˝β´1˝mpP q. It is a trivial check that ×pβq is the symmetric closure of β.
Definition 5.5. A vector is called diagonal if it is parallel to the line y " x. Let V ‹ be a multiset of vectors. We call it diagonal if each v P V ‹ is diagonal. We write
We define the weight on vectors on R 2 so that wp Ý Ý Ñ OP q " wpP q. For each V ‹ P V and each r P R, we write We define a total order "ă 1 " on V as follows:
Definition 5.6. For any two sets V ‹ 1 , V ‹ 2 P V , we denote V ‹ 1 ă 1 V ‹ 2 if one of the following cases happens: Case 1: #V ‹ 1 ă #V ‹ 2 ; Case 2: #V ‹ 1 " #V ‹ 2 and there exists a real number r 0 such that #pV ‹ 1 q ěr " #pV ‹ 2 q ěr for all r ą r 0 but #pV ‹ 1 q ěr 0 ă #pV ‹ 2 q ěr 0 . To construct r β needed for Proposition 4.28, we shall construct it so that for a largest possible subset L 1 Ď Y 0 , Ý ÝÝÝ Ñ r βpP qP is diagonal for all P P L 1 , or equivalently, the set tPβ pP q | P P Y 0 u contains as many diagonal vectors (and as highest weight) as possible.
Definition 5.7. Let S be an arbitrary subset of Y 0 , and let β : S Ñ mpY 0 q be an injection. We set
If V ‹ pβq is diagonal, then we also call β diagonal.
Definition 5.8. We call a pair pP, Qq in Y 0ˆm pY 0 q eligible if it satisfies the following two conditions: (a) Ý Ý Ñ QP is diagonal with weight less than or equal to 1, and (b) either wpP q ą 3 2 or wpQq ă 1 2 . We write
where S runs over all subsets of Y 0 . For simplicity of notation, we put
Definition 5.9. Define r β 1 to be an element in E 1 such that V ‹ p r β 1 q is a maximal element in`V pE 1 q, ă 1˘.
In fact, r β 1 can be constructed in the following way: Assume that r β 1 has been defined on some subset of Y 0 , say Y 1 0 . If there is no eligible pair in Y 0 zpY 0 q 1ˆm pY 0 qz r β 1 pY 1 0 q, then we call the definition of r β 1 is completed. Otherwise, we choose an eligible pair pP 0 , Q 0 q in Y 0 zY 1 0ˆm pY 0 qz r β 1 pY 1 0 q which maximizes the weight wpP 0´Q0 q, and define r β 1 pP 0 q " Q 0 .
Lemma 5.10. The map r β 1 is the unique maximal element in the totally ordered set pV pE 1 q, ă 1 q.
Proof. Assume that we have defined β 1 on the subset Y 1 0 by the construction above and pP 0 , Q 0 q and pP 1 0 , Q 1 0 q are two eligeble pairs in Y 0 zpY 0 q 1ˆm pY 0 qz r β 1 pY 1 0 q which maximize wpP 0´Q0 q " wpP
0 are required to be diagonal, we know that P 0 ‰ P 1 0 and Q 0 ‰ Q 1 0 . Therefore, the definition of r β 1 is independent of the choices of pairs.
Write L 1 for the domain of r β 1 . Since we require r β 1 to be the maximal element in V pE 1 q, tt is easily known that r β 1 is symmetric. Put
) and L 3 :"
) .
Then we obtain a disjoint decomposition of Y 0 as
We next will (1) define a map r β 2 on L 2 , (2) find its symmetric closure ×p r β 2 q, (3) define a map r β 3 on the complement of L 1 Y Domp×p r β 2in Y 0 , and (4) put together the maps r β 1 , ×p r β 2 q, and r β 3 to get a bijection r β : Y 0 Ñ mpY 0 q which satisfies the conditions in Proposition 4.28.
Recall that L 2 defined in (5.1) is the subset where we cannot define r β diagonally and where the weight of the points is strictly bigger than 3 2 ." In this subsection, we will complete the definition of r β 2 : L 2 Ñ mpY 0 q. We start with a proposition about the distribution of its domain L 2 in Y 0 , which plays an important role in its construction.
Proposition 5.11. The subset L 2 is included in K 1 (See Notation 5.2).
Proof. The proof will occupy the entire Section 5.2 and it will follow from Propositions 5.24 and 5.35 below.
Lemma 5.12. Recall that p 0 " p%d. Let P be any point in Y 0 . If P`p 0 pi, jq is contained in Y for a pair of integers pi, jq, then it is also contained in Y 0 .
Proof. Before proving the lemma, we refer to Figure3, where the bullet points in the upperright triangle are periodic with period 3. Since the upper-right triangle in ∆ is convex, it is enough to show that the lemma holds for pi, jq " p1, 0q, p´1, 0q, p0, 1q, p0,´1q, p1,´1q, and p´1, 1q. We will just prove the case when i " 1 and j "´1, and the rest can be handled similarly.
Let Q be the point in T 1 such that ppQq% " P . It is easy to check that P`p 0 p1,´1q " pQ`p 0 p1,´1q " pQ`pp1,´1q
" ppQ`p1,´1qq pmod dq.
In fact, the point Q`p1,´1q is strictly contained in ∆ f , for otherwise P`p 0 p1,´1q is on the boundary of ∆ f , which is a contradiction to P`p 0 p1,´1q P Y. Then by the definition of Y 0 , we know that P`p 0 p1,´1q belongs to Y 0 .
Notation 5.13. We call the square with vertices pd´p 0 , d´p 0 q, pd´p 0 , d´1q, pd´1, d´p 0 q and pd´1, d´1q the fundamental cell, denoted by C , and write
Back to the example in Figure 3 , the corresponding subset
Corollary 5.14. We know that Y 0 distributes periodically in Y of period p 0 . More precisely, each point in Y 0 is a shift of some point in C 0 by pip 0 , jp 0 q, where pi, jq is a pair of integers.
Proof. It follows directly from Lemma 5.12.
Corollary 5.15. Let k 1 , k 2 , j 1 and j 2 be integers satisfying k 1 , k 2 ě d and p 0 |pk 2´k1 q. If
(2) If moreover we have p 0 |pj 2´j1 q, we have the following equality of sets
Proof. In fact, this corollary follows directly from previous corollary.
Since Y 0 is distributed periodically of period p 0 , by Corollary 5.14, it is enough for us to understand C 0 . The following two lemmas show the details.
Lemma 5.16. The distribution of C 0 in C has the following properties:
(1) There is no point of Y 0 (or C 0 ) on the top row or the first column of C .
(2) If the point pi, jq is in C and i`j " 2d´p 0 , then it is also in C 0 .
(3) For each point P in C , either P or p2d´p 0 , 2d´p 0 q´P is contained in C 0 .
Proof. The first two statements are straightforward. Therefore, we only prove Property (3). Let pi 1 , j 1 q and pi 2 , j 2 q be two points in C symmetric about y " 2d´p 0´x . Without loss of generality, we assume that the weight of pi 1 , j 1 q is less than the weight of pi 2 , j 2 q. Then it is easy to check that they satisfy ‚ 2pd´p 0 q ď i 1`j1 ă 2d´p 0 , ‚ i 1`j2 " 2d´p 0 , and ‚ i 2`j1 " 2d´p 0 .
Suppose that both pi 1 , j 1 q and pi 2 , j 2 q are in C 0 . Then there are two points pi 1 1 , j 1 1 q and pi 1 2 , j 1 2 q in T 1 such that pppi 1 q " 2d´p 0 pmod dq. Since pd, pq " 1 and p " p 0 pmod dq, we have
2 "´1 pmod dq and i 1 2`j 1 1 "´1 pmod dq. Combining these two congruence equations with
1 q "´p 0 pmod dq, which is a contradiction to 2pd´p 0 q ď i 1`j1 ă 2d´p 0 .
By a similar argument, we check that at least one of pi 1 , j 1 q and pi 2 , j 2 q belongs to C 0 , which completes the proof. (2) For any two points P 1 , P 2 in Z 2 ě0 , if they satisfy that P 1´P2 " p 0 Q for some point Q in Z 2 ě0 , then we denote P 1 " P 2 pmod p 0 q. Proposition 5.18. For any 0 ă k ď p 0 , we have
We need some preparations before giving the proof of this proposition after Lemma 5.23.
Lemma 5.19. Let i, j be two positive integers. If i`j ď p 0 , theǹ
Proof. Since ppid 1 , jd 1 q " pd´id 0 , d´jd 0 q pmod dq, it is enough to prove 1 ă w`pd´id 0 , d´jd 0 q˘ă 2, which follows directly from i`j ď d. By Lemmas 5.19 and 5.12, for any point P P A there exists a point P 1 in C 0 such that P 1 " ppP q% pmod p 0 q. It automatically gives us a map from A to C 0 , denoted by γ. Now we will show that γ is a bijection.
Notation 5.21. For simplicity of notation, we put P i,j :" pid 1 , jd 1 q.
Lemma 5.22. The map γ is a bijection.
Proof. Any two points P i 1 ,j 1 and P i 2 ,j 2 in A satisfy
Now if γpP i 1 ,j 1 q " γpP i 2 ,j 2 q, we know that ppi 2´i1 qd 0 , pj 2´j1 qd 0 q " O pmod p 0 q. Since pd 0 , p 0 q " 1, |i 2´i1 | ă p 0 and |j 2´j1 | ă p 0 , we have i 1 " i 2 and j 1 " j 2 , which implies γ is an injection. By Lemma 5.16, there are p 0 pp 0´1 q 2 points in C 0 , which is equal to the cardinality of A. Therefore, γ is a bijection.
Lemma 5.23. Any two points P i 1 ,j 1 and P i 2 ,j 2 of the same weight satisfyˇˇd¨w`γ
Proof. We know easily that
are both divisible by p 0 . Since P i 1 ,j 1 and P i 2 ,j 2 have the same weight, we know i 1`j1 " i 2`j2 . Therefore, we have
On the other hand, γpP i 1 ,j 1 q and γpP i 2 ,j 2 q both belong to C 0 , which together with (5.2) forceˇˇd¨w`γpP i 1 ,j 1 q´γpP i 2 ,j 2 q˘ˇˇto be 0 or p 0 .
Proof of Proposition 5.18. By Lemma 5.23, we know that
The following proposition is the first stepstone of Theorem 5.11.
Proposition 5.24. For every integer k with |k| ě p 0 , we have D k X L 2 " H.
The proof of the proposition will be given after some lemmas.
Lemma 5.25. Let`P 1 , P 2 , . . . , P p 0˘b e a sequence of consecutive points in D k X Y for some k.
(1) There are exact t (2) Combining (1) with Pigeonhole principle, we complete the proof of (2).
Lemma 5.26. There do not exist two points P 0 P L 2 and Q 0 P mpL 3 q such that Ý ÝÝ Ñ Q 0 P 0 is a diagonal vector of weight less or equal to 1.
Proof. Suppose the lemma were false. Then there exists an integer k such that
is not empty. We put pP 1 , Q 1 q to be a pair of points in this set which maximize the weight wp Ý ÝÝ Ñ Q 1 P 1 q. By the inductive definition of r β 1 , we can define r β 1 on P 1 by r β 1 pP 1 q " Q 1 , which contradicts to the assumption that P 1 does not belong to L 1 .
Lemma 5.27. For any integer k, there do not exist two points P P pY 0 zL 1 q X D k and
β 1 pP 1ă wpP´r β 1 pP 1ď 1.
Proof. Suppose that P and P 1 are two points which satisfy conditions in this lemma. We easily see that inequality (5.3) violates the requirement in construction of r β 1 that pP 1 , r β 1 pP 1maximizes wpP 1´r β 1 pP 1 qq, a contradiction.
, if it satisfies
then it belongs to L 1 .
Proof. Let P be a point which satisfies conditions in this lemma. Suppose that P does not belong to L 1 . Then by Lemma 5.26, each element in
is equal to r β 1 pP 1 q for some P 1 P L 1 ztP u. From equality (5.4), we know that at least one of these P 1 does not belong to !
.
Then we obtain a contradiction directly from Lemma 5.27.
Proof. Let P be a point satisfying condition in this lemma. Suppose that P does not belong to L 1 . Then we have
Combining it with Lemma 5.28, we get P P L 1 , a contradiction.
Therefore, in order to show that each point
for |k| ě p 0 belongs to L 1 , it is enough to prove that P satisfies inequality (5.5). The following functions give a lower bound for cardinality of the first set in (5.5) and an upper bound for the second one.
Definition 5.30. We define
Lemma 5.31. For any integers B 1 , B 2 and k with 0 ă B 1 ă B 2 ă d and |k| ď B 1 , by Lemma 5.25, we have
Definition 5.32. Define
Lemma 5.33. For any integers B 1 , B 2 and k with d ă B 1 ă B 2 ă 2d, by Lemma 5.25, we have
Lemma 5.34. Both g 2 and g 1 are non-decreasing and g 1 pk`p 0 q ě g 2 pkq for every k ą 0.
Proof. It follows from their definitions.
Proof of Proposition 5.24. Consider a point
. We have that
By Lemma 5.31, we know that
On the other hand, since
by Lemma 5.33, we know that
By Lemma 5.34 and |k| ě p 0 , the terms on the right side of these inequalities above satisfy g 2`2 d´|k|´wpP 0 qd˘ďg 2`2 d´p 0´w pP 0 qdď g 1`2 d´wpP 0 qd˘.
Hence, we have
Combining it with Corollary 5.29, we prove this proposition.
Proposition 5.35. The intersection W rd,2d´3p 0 s X L 2 is empty.
Proof. By Lemma 5.28, it is enough to prove that each point
Now we estimate the size of the two sets in (5.9) as follows. By Proposition 5.24 and the assumption of P 0 , we are reduced to proving (5.9) for P 0 in D p´p 0 ,p 0 q X W p 3 2 d,2d´3p 0 s , which guarantees us a point P 1 0 in C 0 such that (5.10)
for some integer i ě 1. Assume that P 1 0 belongs to W j . Put BpP 0 q :"
Then we give the following estimations.
By definition of BpP 0 q, we know that r β 1 pBpP 0is contained in
On the other hand, by (5.10), we know easily that
Therefore, r β 1 pBpP 0and
. By Lemma 5.25, we know that
We need consider the following two cases: Case 1: When P 1 0 belongs to L 1 , we have #´BpP 0 qzP 1 0¯" #BpP 0 q´1, which implies
Case 2: When P 1 0 does not belong to L 1 , we have
In either case, it is easy to check (5.9), which completes this proposition.
5.4. Definition of r β. We next construct a map β 2 : L 2 Ñ mpL 3 q. Put r J " td´3p 0 , d3 p 0`1 , . . . , d´1u. Write (5.12)
The general idea of constructing β 2 is to map L 2 to disjoint sets pK 2`p i k p 0 ,´i k p 0X mpY 0 q, where pi 1 , . . . , i #L 2 q is a certain sequence of numbers in some range, such that for any two points P 1 and P 2 in L 2 if β 2 pP 1 q and β 2 pP 2 q belong to pK 2`p i k p 0 ,´i k p 0X mpY 0 q for a same k, then P 1´β2 pP 1 q " P 2´β2 pP 2 q.
Remark 5.36. An easy computation shows that W d´1 X mpY 0 q is not empty, say that Q is a point in it. The most naive construction of β 2 is to make an injection from L 2 to tQ`p2ip 0 ,´2ip 0 qu #L 2 i"1 . However, the construction requires a very stronge condition that d " Opp 3 0 q. In order to weaken this condition, we need a more detailized construction (see Construction 5.41).
We start the construction of β 2 with giving more details of its codomain. Recall that we defined the numbers d 0 , d 1 and d 2 in Notation 5.17.
Lemma 5.37. We have
Proof. Since Y 0 and mpY 0 q are symmetric about y " d´x, we have
Find p 0 ă j ď 2p 0 such that 2d´j " d`i pmod p 0 q. By Corollary 5.15, we have
From Corollary 5.14, we know
Therefore, by Proposition 5.18, if j " p 0 , then we have
It is not hard to see from the relation between i and j that i " d 0 pmod p 0 q. Combining all these equlities above, we get #pK 0 2 X W d´i q " p 0´1 . For the case that j ‰ p 0 , we have
By a similar argument, we complete the proof immediately.
In order to support our construction of β 2 , we need several technical lemmas.
Notation 5.38. For any subset K 1 2 of K 2 and any integer k P r0, p 0´1 s, we put K 1 2 pkq :" # P`p´k, kq if P`p´k, kq P K 2 ; P`pp 0´k ,´pp 0´kotherwise.
Lemma 5.39. Let J be a subset of r J. Suppose that there are at least Ò points in W j X K 1 2 for each j P J. Then p1q for every subset S of W J X K 2 of cardinality Ñ, there exists at least an integer i in r0, p 0´1 s such that
p2q For the set of lattice points W J XK 2 , there exists a subset I of t1, 2, . . . , p 0 u of cardinality less than or equal to P´l og p1´Ò p 0 q`p0 p#Jq˘T such that
(1). Since
2 piqq ‹ covers S at least Ò times, by Pigeonhole principle, there
. By (1), we can choose a sequence pi 1 , i 2 , . . . q from t1, 2, . . . , 3p 0 u such that (5.14)
Repeated application of (5.14) gives
It implies Ñ t " 0. Therefore, the length of this sequence cannot be longer than t´1, which completes the proof of (2).
Let u be a real number in p0, 1q. Depending on u, we decompose r J into three groups:
(1) J 1 puq "
, and (3) J 3 puq :" r J H´J 2 puq Y J 1 puq¯. By Lemma 5.37, we know that
Construction 5.41 (Construction of β 2 ). We construct β 2 in three steps:
Step 1. Lemma 5.37 shows that K 0 2 X W d´1 is not empty, say that it contains a point Q 1 . We put
. . , P t 1 u, where t 1 is its cardinality, and define β 2 on From the constructing above, we know that the image of β 2 is included in a union of disjoint shifts of K 2 . Moreover, the number of these shifts, denoted by N , is counted and estimated as follows:
N "t 1`t2`t3ˆs3 . It is easy to see that the largest x-coordinate of points in the codomain of β 2 is equal to 3 4 d`p 0 pN`2s 3`3 q, which obvious is controled by d. Then we get a necessary condition: (5.17) d ě 4p 0 pN`2s 3`3 q.
We write Gph, uq " maxt2pu´hq, 1´u, uu. Recall that h " log p 0 pp 0´d2 q is fixed by p 0 and d. Therefore, our next goal is to determine the minimum of Gph, uq by varying the value of u inside r0, 1s.
Definition 5.42. We call u 1 an optimizer of h if Gph, u 1 q " min uPr0,1s`G ph, uq˘.
In order to get an optimizer of a given h P p0, 1s. We need to consider two cases:. Case 1. When 1 4 ď h ď 1. From Figure 5 , the optimizer u of h is the x-coordinate of the point of intersection of lines y " x and y " 1´x. Therefore, we know that u " 1 2 is the optimizer of this h. Plugging u " . Based on the same observation of Figure 5 , an optimizer u of h is the x-coordinate of the point of intersection of lines y " 2px´hq and y " 1´x. An easy computation shows that u " ) .
(2) The reflection of a vector v through a diagonal line y " x is denoted by v _ . Let V be a set of vectors. We put V _ :" t v _ | v P V u. Construction 5.45 (Construction of r β 2 ).
Step 1. Write E 2 :" β : L 2 ãÑ mpY 0 qˇˇP´βpP q P V pβ 2 q Y V pβ 2 q _ for all P P L 2 ( .
We know that E 2 is non-empty, for β 2 is automatically contained in it.
Step 2. We line up the elements in V pβ 2 q to form a sequence, denoted by p v 1 , v 2 , . . . , v N q.
Step 3. Define a partial order over E 2 as follows: For any two maps β 1 , β 2 P E 2 , we denote β 1 ă 2 β 2 , if there exists an integer 1 ď k ď N such that ‚ #tP | P´β 1 pP q " v i or v _ i u " #tP | P´β 2 pP q " v i or v _ i u for all 1 ď i ď k´1, and
Step 4. Let r β 2 be a maximal element in E 2 .
By Hypothesis 5.1, we know that mpL 2 q X r β 2 pL 2 q " H. ×p r β 2 qpP q if P P Domp×p r β 2 qq; r β 3 pP q otherwise.
Since Y 0 I´D omp r β 1 q Y Domp×p r β 2 qq¯Ă L 3 , we know that wpP´mpPď 1 for each point P P L 3 . Combining it with the constructive definition of r β 1 and ×p r β 2 q, we easily check that r β is a special bijection (see Definition 4.21). Recall that we defined the meaning of two bijections β, β 1 : Y 0 Ñ mpY 0 q to be related in Definition 4.26.
Proposition 5.47. paq A bijection β 1 : Y 0 Ñ mpY 0 q is related to r β if and only if p1q P´β 1 pP q " P´r βpP q or pP´r βpP_ for all P in L 2 ; p2q β 1ˇL 1 " r βˇˇL 1 ; p3q β 1 pP q " mpP q for P P Y 0 zpL 1 Y L β 1 q; p4q β 1 is symmetric.
pbq The number of bijections related to r β is equal to 2 k , where k " # P P L 2 | P´pP´r β 2 pP_ P mpY 0 q ( .
Proof of Proposition 5.47. "ùñ". It is straightforward. "ðù". By the construction of r β 1 , we know that P´β 1 pP q is not diagonal for each point P in L 2 ; and β 1´1 pQq´Q is not diagonal for each point Q in mpL 2 q. On the other hand, since β 1 and r β are related, there are exact 2 ‚ #L 2 non-diagonal vectors in ! P´β 1 pP qˇˇP P Y 0 ) . Therefore, we have (5.20)
Recall that we denote V pβ 2 q " t v 1 , v 2 , . . . u. Assume that β 1 does not satisfy Property (1). We put i be the smallest number such that there exists some point P 0 which satisfies P 0´r βpP 0 q " v i or v _ i
and P 0´β 1 pP 0 q ‰ v i or v _ i . It is easy to see that for each point Q in mpY 0 q X D k , there exists at most one vector v in V pβ 2 q Y V pβ 2 q _ such that P 0` v belongs to L 2 . Combining it with Lemma 5.44 allows us to induce a injection β 1 2 : L 2 Ñ mpY 0 q from r β 2 such that β 1 2 pP q " # r β 2 pP 0 q if P " P 0 ; β 1 pP q else.
It is easy to check that β 1 2 is greater than r β 2 with respect to "ă 2 ", a contradiction. Therefore, β 1 satisfies Property (1).
Apply the same argument to m˝β 1´1˝m , we know that β 1´1 pQq´Q " r β´1pQq´Q or p r β´1pQq´Qq _ for all Q in mpL 2 q.
Recall that we define the partial order "ă 1 " and V ‹ pβq in Definitions 5.6 and 5.7. One can check that V ‹ p r β| Y 0 zL r β q is actually the only maximal element in the set ! V ‹ pβqˇˇβ : Y 0 zL r β Ñ mpY 0 zL r β q and β is diagonal ) with respect to the partial order " ă 1 ". As a corollary of Lemma 5.44, we know that for each k, there does not exist two points in D k such that one is from L 1 and the other is from β 1 pL 2 q. Therefore, if we put β 2 to be a bijection from Y 0 to mpY 0 q such that β 2 is an element in
which maximizes V ‹ pβ 2 q with respect to "ă 1 ", then we have
Moreover, we can check that V ‹ pβ 2 q ĺ 1 V ‹ p r βq and the equation hold if and only if L β 1 is weakly symmetric and β 1 pP q " mpP q for each P P Y 0 zpL 1 Y L β 1 q.
On the other hand, since β 1 and r β are related, we know that V ‹ pβ 1 q " 1 V ‹ p r βq. Hence, we have β 1 | Y 0 zL β 1 " β 2 | Y 0 zL β 2 , which implies that β 1 satisfies Property (2) and (3). Then we are left to show that β 1 |L β 1 is symmetric. First, from the argument above, we know that it is weakly symmetric. Therefore, for any point P in L 2 , if we put P 1 :" mpβ 1 pP qq, we know that β 1 pP 1 q P mpL 2 q. Since we checked Property (1) already, we know that P 1´β1 pP 1 q P V pβ 2 q Y V pβ 2 q _ . As the argument above, there are at most one vector v in V pβ 2 q Y V pβ 2 q _ such that P 1´ v P mpL 2 q, which obviously is P 1´m pP q. Therefore, we know that β 1 is symmetric.
(b) It follows directly from (a).
Proof of Proposition 4.28.
(1) By Proposition 5.47, we check that r β constructed in (5.19) is exactly the needed r β in this proposition. Moreover, we know that the integer i in this proposition is equal to # P P L 2 | P´pP´r β 2 pP_ P mpY 0 q ( . Since for any P P T 1 and any 1 ď i ď Ü 1 1 , we know that b P,τ p r βq,i in (5.21) is less than p, we complete the proof of this proposition.
