Abstract. We consider two-phase flow problems in porous media with overshooting waves. If higher order effects are neglected, such problems are governed by a hyperbolic conservation law with non-convex flux function as macroscale model. It is well known, that there can be multiple weak solutions. To ensure uniqueness, we use on the microscale either a kinetic relation or in a second approach an extended system, taking rate-dependent capillary pressure effects into account. We present a new multidimensional mass-conserving numerical method to solve the macroscale model. The method belongs to the class of Heterogeneous Multiscale Methods in the sense of E&Engquist (2003) and is L ∞ -stable. A key part of the approximation is a novel numerical flux function for the multidimensional setting, which captures undercompressive waves and generalizes the one-dimensional approach of Boutin et al. (2008) . Furthermore, we improve the overall computational complexity, using a data-based approach. Finally, we validate the numerical method and test it on several infiltration problems.
1. Introduction. We consider the infiltration of a wetting fluid into a homogeneous porous medium which is initially filled by a non-wetting fluid. Let us restrict ourselves to two space dimensions such that the porous medium is contained in an open, bounded set Ω ⊂ R 2 with coordinates x = (x 1 , x 2 ) T . If capillary pressure effects are neglected, the time-dependent process for time t ∈ [0, T ], T > 0, can be described by the following two-phase model in the fractional flow formulation [4, 19] : Here, the (wetting) saturation S = S(x, t) ∈ [0, 1], the velocity field v = v(x, t) ∈ R 2 with v = (v 1 , v 2 ) T and the pressure p = p(x, t) ∈ R are the unknowns. The permeability matrix K : Ω → R 2×2 is given. The fractional flow function f : [0, 1] → R and the total mobility λ : [0, 1] → R are defined by f (S) = λ w (S) λ(S) , λ(S) = λ w (S) + λ nw (S), (1.2) with λ nw/w : [0, 1] → R being the single fluid mobilities. In a prototype case one can set λ w (S) = S 2 and λ nw (S) = (1 − S) 2 which results in the non-convex (Buckley- Note, that we have ignored in (1.1) porosity and consider the same dynamic viscosity for both fluids. The function S 0 : Ω → [0, 1] is the given initial saturation, appropriate boundary conditions for infiltration have to be added.
In laboratory experiments, overshooting saturation waves have been observed as peaks close to the head of an infiltrating fluid front [14] . In this context, the hyperbolic model (1.1) has attracted recently a lot of attention since it allows due to the nonconvex shape of the flux f overshoot waves as discontinuous weak solutions. From the mathematical point of view (a simplified form of) the model (1.1) has been analyzed in [38] , see also [10] , where the overshoot waves have been identified as nonclassical undercompressive shock waves. Such non-Laxian waves play also an important role in e.g. phase transition problems [2] , and a quite general mathematical theory emerged in the past twenty years (see [28] for state-of-the-art). A common feature of initial boundary value problems for nonlinear hyperbolic conservation laws that allow nonclassical waves is the fact that unique solvability -even in the class of entropy solutions -can only be achieved if an additional information for the waves' speed is provided. One can relate this fact to missing microscale information in the macroscale model (1.1).
We adopt the multiscale point of view and propose a heterogeneous multiscale method (HMM) in the sense of E&Enquist [15] to solve initial boundary value problems for (1.1) numerically. We start in Sect. 2 with a simplification of the model (1.1) where the fluid velocity v is assumed to be given. As the basis of the numerical discretization a free boundary formulation is suggested. The local speed of the free boundary is computed by solving in any point of the front a Riemann problem for a one-dimensional conservation law as microscale problem. The key ingredient to ensure the unique solvability of the Riemann problem is a so-called kinetic relation that supplies the above-mentioned microscale information. Fig. 1 .1 gives a sketch of solutions with overshoot waves that have been computed with different kinetic relations and lead to different macroscale dynamics of the interface. In Sects. 3 and 4, we present the HMM in detail. For the macroscale model, we use a standard finite volume scheme on unstructured meshes. The microscale Riemann problem is solved analytically for element edges that are associated with the discrete wave front. The major challenge is the coupling of the microscale and the macroscale solution. To do this, we present in Sect. 4 a generalized numerical flux function for the finite volume scheme close to elements at the front. The formulation relies on a finer flux balance in a sub-triangulation on the macroscale that is needed to capture the nonclassical waves correctly. Most notably, the construction ensures mass conservation (Theorem 4.5) . The whole approach can be understood as a multidimensional generalization of the one-dimensional work in [6, 25] . While a complete error analysis of the HMM appears to be out of reach, we show in Theorem 4.6 that the HMM is at least L ∞ -stable and preserves non-negativity of the saturation. Numerical validation concerning convergence and efficiency is presented in Sect. 5. In Sects. 6 and 7, we return to the full two-phase problem (1.1) . In this case, explicit kinetic relations are not available. Following a seminal approach in conservation law theory one can approximate weak solutions of (1.1) by a sequence of solutions of an extended system [13] . Extensions consist of dissipative terms which account for missing microscale effects. We concentrate on a rate-dependent model that has been introduced in [17, 18] and is given by
in Ω T .
(1.4) Here, τ > 0 is a positive rate parameter and p static c : [0, 1] → [0, ∞) the static capillary pressure. It is expected, that a family {(S ε , v ε , p ε )} ε>0 of solutions of an initialboundary value problem for (1.4) selects in the limit ε → 0 a weak solution of (1.1) that can contain nonclassical waves modeling overshoots. Note, that (1.4) contains a pseudo-parabolic term. It is the influence of this term that drives the (τ -dependent) speed of the overshoot [34] . A one-dimensional version of (1.4) with Riemann initial data and small but positive value of ε is used as microscale model to determine the local speed of the free boundary. The problem cannot be solved analytically, but must be tackled numerically. This approach turns out to be reliable, but also quite costly. To reduce the computational complexity, we use kernel methods. In particular, we usa a support vector regression to interpolate the necessary microscale information. With this data-based approach, we recover computing times similar as in the case of the hyperbolic microscale problem that uses the kinetic relation. Finally, we test the overall scheme on several infiltration problems and a five-spot test case. We conclude the introduction with comments on related problems and a discussion of the HMM in the context of other numerical methods for nonclassical waves. Let us note, that overshoot effects have not only been observed in the framework of the specific model (1.1). A similar type of equations and solutions appears for example in the modelling of pedestrians flow [22] , for sedimentation processes [26] and in thin film flow [5] . They all consist of a nonlinear hyperbolic transport equation for a concentration quantity and an elliptic/parabolic equation to determine the transport velocity. We expect, that the HMM proposed in this paper is also useful in these examples. The HMM can be seen as a contribution to the ongoing debate on the construction of numerical methods for the approximation of nonclassical shock waves. Schemes that use explicitly a given kinetic relation and rely on Glimm-type discretizations can be found in [9, 29] . Deterministic versions with extra tracking of the nonclassical waves have been introduced in [21, 32, 42] . The tracking implies usually that the methods are not mass conserving. The first conservative finite volume type methods have been suggested in [6] . We stress, that all these numerical methods require the knowledge of a kinetic relation, while the HMM can also deal with more general microscale problems. One can also construct a numerical method by discretizing a regularized model like (1.4) for ε > 0 scaling with the mesh parameter (see [30] ). The approach requires an exact tuning of the numerical dissipation. Unlike the HMM it has up to now not been extended to multiple space dimensions.
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F. KISSLING AND C. ROHDE 2. Nonclassical Shock Waves in a Model Problem. In this section, we consider the two-phase system (1.1) for the simplified situation where the velocity field v is given such that it remains to consider the hyperbolic transport equation (1.1a) for saturation S. We start in Sect. 2.1 with planar wave patterns containing nonclassical waves which are driven by a given kinetic relation. Particular emphasis will be put on the Riemann problem which is later chosen as our microscale problem. Moreover, the one-dimensional configuration will be exploited in Sect. 2.2 to present a notion of solution for (1.1) as a free boundary formulation.
2.1. Nonclassical Waves and Riemann Problems in one Spatial Dimension. Let us consider the 1D case for Ω = R and an initial datum s 0 :
Here v ∈ R is given and the function f ∈ C 1 (R) is supposed to satisfy 2) fors ∈ (0, 1). This non-convex choice for the flux function leads generically to a nonclassical behaviour of the solution and is motivated by the properties of the flux in (1.2 
The function s from (2.3) is a weak solution of (2.1) if the Rankine-Hugoniot condition
holds. Discontinuous waves can be classified according to their spectral structure. A travelling wave (2.3) with
is called a Laxian or classical shock wave (including the characteristic cases for the sake of simplicity). We are interested in waves (2.3) such that wetting and non-wetting end states are connected and that condition (2.5) fails. Motivated by the infiltration scenario which we described in Sect. 1, let us consider the choice s − >s > s + . Then, the wave (2.3) with
is called a nonclassical shock wave. Considering the Riemann problem for (2.1), where the initial datum is given by
it is well-known that e.g. the Oleinik criterium suffices to select a unique self-similar solution in the class of elementary waves. The class of elementary waves consists of classical shock waves, rarefaction waves and attached rarefaction/shock waves [28] . If additionally nonclassical shock waves are allowed in the solution, multiple weak solutions may occur (see [38] for the Buckley-Leverett flux and [28] for general nonconvex functions). Uniqueness can be recovered using the concept of the kinetic relation, which imposes an additional algebraic coupling condition on the wetting and the non-wetting end state of a nonclassical shock wave [2, 28] . Definition 2.1 (Tangential Mapping and Kinetic Relation). The tangential mapping s → Φ(s) is given as the (unique) solution of
The properties (2.8) .2), we deduce that the wave (2.3) with s − = ψ(s + ) is a nonclassical wave in the sense of (2.6). We call this wave a nonclassical shock wave consistent with ψ.
To proceed, we define the critical saturation S crit for a given kinetic relation ψ ∈ C 1 ([0,s], [s, 1] ). The critical saturation is the unique zero S = S crit (s r ) of
in the interval (s r , ψ(s r )). We solve the Riemann problem (2.1), (2.7) in the set of generalized elementary waves. By the set of generalized elementary waves, we mean the union of the set of elementary waves and nonclassical shock waves consistent with ψ. Nonclassical waves are used if and only if s l > S crit (s r ) holds. We present now a solution for infiltration scenarios as they appear in our application. The other (dewetting) cases are skipped but can be covered in the same way. The solution is characterized by the fact that it uses always nonclassical waves consistent with ψ if this is possible. 10) with the shock speeds For v > 0 and s l > ψ(s r ), the solution is given by 11) with the shock speed σ = σ (ψ(s r ), s r ), see Fig. 2.2 (right) . The function g in (2.11) is the inverse of vf
]. For v < 0 and Φ(s l ) < s r <s, the solution is given by
In all other cases, the solution is a classical shock wave connecting s l to s r directly. Proof. The proof is a direct consequence of Theorem 5.4 in [28] . We refer to van Duijn et al. [38] for the construction of solutions in porous media flow. Remark 2.3.
(i) We note, that for the cases with v < 0 the wetting front recedes. In this case, we use exclusively classical solutions as in (2.12) where an attached shock rarefaction curve appears. For an infiltration, we do not expect this situation, but it occurs in our numerical simulation if the discretization mesh geometry is unfavorable. (ii) The formulation of Theorem 2.2 is taken from van Duijn et al. [38] .7) with sr = 0 according to Theorem 2.2. For s l ∈ (S crit , ψ(0)), the solution consists of a classical and a nonclassical shock wave, given by (2.10) . Right: For s l ∈ (ψ(0), 1], we have a rarefaction wave followed by a nonclassical wave, see (2.11) .
two-phase problem (1.1). In particular, we introduce a notion of solution for the multidimensional problem in the form of a free boundary problem. We choose Ω = (0, 1)
2 . To describe an infiltration problem, define an inflow boundary ∂Ω inflow = {0} × (0, 1), an outflow boundary ∂Ω outflow = {1} × (0, 1) and a characteristic boundary ∂Ω char = (0, 1) × {0, 1}. Furthermore, let a velocity field
with v 1 > 0 in Ω and v 2 = 0 on ∂Ω char be given. We consider the initial boundary value problem for the unknown S = S(x, t) ∈ [0, 1] given by
(2.14) (s, 1] . This corresponds together with the assumptions on the velocity field to the infiltration scenario (see Fig. 2.3 ), in which we are interested. Fig. 2.3 . Notation for the infiltration scenario: the domain Ω = (0, 1) 2 is separated by the wave Γt into a wetting domain Ωw(t) and a non-wetting domain Ωnw(t).
In the next step, we want to fix, what kind of weak solution for (2.14) we approximate. The interface that separates wetting from non-wetting states takes the form of a free 8 F. KISSLING AND C. ROHDE boundary and is represented for t ∈ [0, T ] by a curve Γ t with parameterisation
For a curve parameter r ∈ (0, 1), we denote by n(γ(r, t)) ∈ S 1 the normal vector associated with the curve Γ t in γ(r, t), pointing towards the non-wetting state. The symbol Σ(γ(r, t)) denotes the speed of the curve Γ t in normal direction for r ∈ (0, 1) and t ∈ [0, T ]. Additionally to the initial saturation, we fix the initial curve Γ 0 = ∂Ω inflow , which is consistent with the infiltration boundary of the problem (2.14). Finally, we need the concept of entropies and entropy fluxes. The functions η, q ∈ C 2 (R) are called entropy and entropy flux if η ′′ > 0 and
Using these definitions and notations, we proceed to define a solution for (2.14) in two spatial dimensions. It relies on the natural idea that the discontinuity across the free boundary is in any point either a Laxian shock wave or a nonclassical wave consistent with a kinetic relation as in Sect. 2.1.
) be given and consider (2.14) .
S(γ(r, t) ± δn(γ(r, t)), t), σ = Σ(γ(r, t)) (2.17) obeys the Rankine-Hugoniot condition (2.4) . Furthermore, for v ≤ 0 the Lax condition (2.5) holds and for v > 0 the discontinuous wave is a nonclassical shock wave consistent with ψ.
To our knowledge, the wellposedness of nonclassical infiltration solutions in the sense of Definition 2.4 or any other nonclassical solution concept that relies on kinetic relations remains an open question.
The function S in the infiltration solution is by definition a weak solution of equation (2.14). We note, that the condition (ii) of Definition 2.4 on the traces at the free boundary Γ t implicitly requires more regularity of the unknown satura-
Furthermore, it is possible that the free boundary Γ t gets kinks and intersects with itself. These topological changes are excluded in our notion. We stress, that the directional velocity value v in (2.17) can be negative due to the geometry of Γ t . In this situation, we do not have an infiltration but a drying situation without overshoots. We will enforce then a classical Laxian wave across the front by our choice. Finally, we note that the propagation speed of the free boundary Γ t is determined by solving a one-dimensional Riemann problem for a given kinetic relation that resembles a microscale information. That is the reason, why we consider (2.1) as a microscale model while (2.14) naturally stands for a macroscale model. This point of view suggests to use even other microscale models to determine the propagation speed of Γ t . In Sect. 6, this idea is exploited further.
A Heterogeneous Multiscale
Method for the Computation of Nonclassical Shock Waves. In this section, we present the concept of the Heterogeneous Multiscale Method (HMM) algorithm in 2D for problems including nonclassical waves. We follow the general approach of E&Engquist [15] as a guideline. Before we present our numerical method, note that in general a solution which contains nonclassical waves cannot be approximated by conventional schemes. Conventional schemes rely almost all on the idea of suppressing variation (e.g. monotone or total-variation-diminishing (TVD)/total-variation-bounded (TVB) schemes). These concepts are extremely successful in the context of classical monotone weak solutions, but they must fail in our case as a nonclassical wave is included in the solution: shows the numerical solution (view from above and side view) of (2.14) for initial saturation S 0 (x) = 0 and constant inflow condition S inflow (x) = 0.8 using a monotone finite volume scheme. The solution is monotone and consists of a rarefaction and a shock wave. This is not the physically correct infiltration solution, we are looking for, which consists of a leading nonclassical front followed by a wetting overshoot with a saturation overshoot, as described in Sect. 2. To overcome this problem and to select an unique nonclassical infiltration solution, we use both the macroscale model (2.14) and the microscale model and couple them. Let T h = {T i } i∈I be a given conforming unstructured triangulation of the domain Ω with closed elements T i . We define the set of indices N (i) := {j | i, j ∈ I and dim (T i ∩ T j ) = 1} to collect the neighbouring elements of T i . Furthermore, the set E := {e | ∃ i ∈ I : e edge of T i } ⊂ Ω contains the edges of the triangulation. The set E is the union of the set of interior edges E int := {e ∈ E | e ⊂ ∂Ω} and the set of boundary edges E ext := {e ∈ E | e ⊂ ∂Ω}. For any T i , T j ∈ T h , j ∈ N (i), the common edge is denoted as e ij ∈ E. The normal to the edge e ij , pointing into T j is denoted by n ij . The mesh parameter h is defined as
Considering (2.14) as a free boundary value problem as in Definition 2.4, we are interested in an appproximative solution S h of the saturation and a discrete free boundary Γ h , separating the wetting and the non-wetting phase, called discrete front. This is the macroscale approximative solution. The approximation of the saturation at discrete times 0 =:
For the initialization of the saturation, we define the sequence S 0 i i∈I of elementaveraged values as
with inital saturation S 0 given as in (2.14b). Furthermore, we discretize the inflow condition (2.14c) as
For any n = 0, 1, . . . , N , we divide the triangulation in three disjoint sets T
The set T w,n h denotes the elements with saturation in the wetting phase. The sets T m,n h , T nw,n h contain elements with non-wetting saturations. The partition is determined for any time step of Algorithm 3.1 below. Initially, we set
These sets are illustrated in Fig. 3.2 for a fixed time. The discrete front Γ h = Γ h (t) is a union of mesh edges and
approximates the front at time T n (cf. Fig. 3 .2, marked red). Furthermore, we define the set
consisting of all edges of T m,n h -elements at time T n . The edges belonging to Λ n h are marked in Fig. 3.2 with orange colour. The discrete velocities in the normal direction at each edge e ij in the mesh are denoted as v n ij i∈I,j∈N (i) and are given as v n ij := v · n ij . Algorithm 3.1 below determines for all discrete times T n the approximative saturation S h (·, T n ) and the position of the discrete front Γ n h (see Fig. 3 .2). The main steps are the compression in step 2 and the upscaling in step 4. Macroscale computational domain Ω with discrete front Γ n h and characterization of the elements depending on the position of the discrete front Γ n h .
Algorithm 3.1 (HMM).
INPUT:
2. Microscale solution and compression. For all edges e ij ∈ Γ n h with i, j ∈ I and T i ∈ T w,n h , T j ∈ T m,n h , we compute a plateau value S ∈ [ s, 1] by a MICROSOLVER for initial data s 0 (ξ) from (3.3) . We set S ij = S ji = S. For edges e ∈ E ext ∩ ∂Ω inflow ∩ Γ n h , we associate the value S with this edge e. 3. Computing the macroscale time step. We compute the macroscale time step ∆T n > 0, such that
with a constant c ∈ (0, 1), and set T n+1 = T n + ∆T n . 4. Upscaling process. We get the new macroscale variables S n+1 i i∈I by evolving (2.14a) with the finite volume scheme 4) where g ij is the numerical flux function and
has exactly one edge in Γ n h , denoted as e il ∈ Γ n h , and e ij / ∈ Γ n h ,
has two edges in Γ n h , denoted as e ik , e il ∈ Γ n h , and e ij / ∈ Γ n h , S ij : T i ∈ T w,n h has exactly one edge in Γ n h , denoted as e ij ∈ Γ n h ,
(3.5) S ji is defined by
has exactly one edge in Γ n h , denoted as e jb ∈ Γ n h , and e ij / ∈ Γ n h ,
has two edges in Γ n h , denoted as e ja , e jb ∈ Γ n h , and e ij / ∈ Γ n h , S n j : otherwise.
(3.6) The elements at the inflow and outflow boundary require a special treatment, using the plateau values if
. We obtain the new location of the discrete front by using data from the construction of the numerical flux function g ij in step 4 (see Sect. 4.2).
Depending on the given microscale model, there are different algorithms MICRO-SOLVER for step 2. First, we rely on solving Riemann problems with kinetic relations. In Sect. 6, we follow an alternative approach.
Algorithm 3.2 (MICROSOLVER I: Riemann problem with kinetic relation).
INPUT: 
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(iii) The values S ij and S ji in (3.5) and (3.6) depend not only on S n i and S n j , but possibly on saturations on T l for l ∈ N (i) ∪ N (j). Thus the domain of dependence of the flux g ij is bigger than in a standard finite volume scheme. This has also been observed in [6] . The value S ij is the averaged plateau value at the edge e ij . For the averaging process the computed plateau values S over the edges e ∈ (∂T i ∩ Γ n h )\e ij are taken into account.
4. Numerical Flux Function in 2D and Tracking of the Discrete Front. In this section, we give the details for steps 4&5 of Algorithm 3.1 in Sect. 3. In Sect. 4.1, we introduce the numerical flux function in 2D that is motivated by the numerical flux function in 1D [6] . Depending on the local flux balance, we present in Sect. 4.2 the tracking of the discrete front.
4.1. Numerical Flux Function. We compute a finer flux balance in the sense that we take into account the approximate location and speed of the front within one element. Depending on the configuration, the flux across some edge in one time step is evaluated for a time sub-interval for a wetting state and for the rest time for some non-wetting state. We start to fix this sub-interval. The construction depends on the sort of the edge. Let T i be an element of T (i) Case A (see Fig. 4.2 (a) ).
(ii) Case B (see Fig. 4.2 (b) ).
, the Rankine-Hugoniot-like velocity σ ij , and the time ∆T ij+1/2 are defined as (ii) With the parameter h n i ∈ 0,
and the saturations S n ij , j ∈ {k, l, m}, defined in Definition 4.1
is satisfied. (iii) The time interval T n , T n + ∆T ij+1/2 is the time span for that we expect that only fluid in the non-wetting phase crosses e ij . In the one-dimensional case, see [6] , this time can be uniquely determined by the Rankine-Hugoniot condition. In our two-dimensional case, this time ∆T ij+1/2 is not uniquely given and is estimated using the Rankine-Hugoniot velocity and a scaling parameter c
is an element at the boundary of the computational domain ∂Ω with one edge in the Neumann boundary, the reconstruction of the data on the sub-triangles with edge in the Neumann boundary has to be modified by S n ij = S n i .
With the notation of Definition 4.1 and the states in (3.5), (3.6), we proceed introducing the numerical flux function. (i) For edges e ij ∈ E int with e ij / ∈ Λ n h :
(ii) For edges e ij ∈ E int in the discrete front (e ij ∈ Γ n h ) with
, Case B * and S 
Case B and
(iv) For edges e ∈ E ext : Proof. From the definition of the discrete velocities in normal direction, we have v n ij = −v n ji , i ∈ I, j ∈ N (i). Using this property, we get from Definition 4.3
INPUT: Γ
Note that, considering the elements T i and T j , i ∈ I, j ∈ N (i), the fluxes across the edge e ij are given as (4.5b) and (4.5c) if e ij ∈ Γ n h and as (4.5d) and (4.5e) if e ij ∈ Λ n h \Γ n h . Theorem 4.6. Let S := ψ(0) for a given kinetic relation ψ and let 0 ≤ S 0 (x) ≤ S for almost all x ∈ Ω and 0 ≤ S inflow (x) ≤ S for almost all x ∈ ∂Ω inflow be given. Let S h be defined by Algorithm 3.1 with numerical flux function (4.5) . Choose for a constant c ∈ (0, 1) the time step size ∆T n > 0 and c
and c n i 2 max
Proof. Let {S n i } i∈I with 0 ≤ S n i ≤ S and Γ n h be given. Before we start, let us note that the discrete velocity field v n ij i∈I,j∈N (i) (4.10) since v ∈ R 2 is a constant velocity field. To prove the theorem, we only have to consider elements in T m,n h or elements with at least one common edge with an element in T m,n h . That means, we have to consider elements with flux (4.5b)-(4.5e) at least at one edge. For the other elements, given as R := {T i | T i ∈ T h , ∂T i ∩ Λ n h = ∅}, the upwind flux (4.5a ) is used at all edges and 0 ≤ S n+1 i ≤ S, for T i ∈ R, i ∈ I, (4.11) can be proven as in e.g. [27] , Proposition 3.3.14.
To show that the discrete solution satisfies S n+1 i ≥ 0 for all i ∈ I, it suffices to prove, that the flux function (4.5) fulfills (4.12) at edges e ij with v ≥ min j∈N (i) S n i , S n j , using the results of a monotone scheme, see [27] , Proposition 3.3.14. There are various cases. We show (4.12) exemplarily for the critical case, where the element T i has two edges in the discrete front (Case B) with S n j < S n i < S and ∆T ij+1/2 < ∆T n . Otherwise, we have
and (4.12) is satisfied immediately. In the critical case, the numerical flux function (4.5) is 
(4.14)
Inserting (4.14) in (4.13), leads to
′ (S) for S n i < S and condition (4.7) for ∆T n , we have (4.16) for c ∈ (0, 1). With (4.16) the numerical flux function (4.15) can be estimated by ≥ 0 for all i ∈ I. The next step is to prove, that the discrete solution is bounded from above by S. There are different cases for the combination of fluxes, depending on the configuration of elements and the discrete velocities on the edges. Since these are similar, we restrict ourselves to the (most complicate) case with T i ∈ T m,n h . Within this configuration, we have still two cases: either one or two edges of the element T i belong to the discrete front Γ n h . We consider here the more complicate case with one edge of T i belonging to Γ n h . Let us call it e ik ∈ Γ n h and let (4.18) be the saturation in the neighboured elements of T i . We consider the case with (4.19) and ∆T ki+1/2 , ∆T il+1/2 , ∆T im+1/2 ≤ ∆T n . We choose the indices l, m, such that ∆T il+1/2 < ∆T im+1/2 hold. This leads (see (4.5) ) to the fluxes (4.20) For the configuration, we are considering, we have with (3.5) that S im = S il = S ik = S. Inserting (4.20) in (3.4), we have by (4.18) , (4.19) 
Using (4.10), we get
Using again (4.10), ∆T im+1/2 = ∆T il+1/2 + ∆T im+1/2 − ∆T il+1/2 , and the definition (4.3) for ∆T il+1/2 and ∆T il+1/2 , we deduce
Inserting the definition (4.1) for σ il , σ im and (4.8) for c n i , we have
where we used property (4.18). We have S n+1 i ∈ 0, S for all i ∈ I. As a consequence, we have 0 ≤ S h (x, T n+1 ) ≤ S for almost all x ∈ Ω and the proof is finished by induction.
Validation of the Numerical Method.
In this section, we validate Algorithm 3.1 and apply it to problem (2.14) with the Buckley-Leverett flux function (1.3) and constant velocity field v = (1, 0) T . We examine Algorithm 3.1 on aspects of convergence and computational complexity. The setting for the computations is illustrated in Fig. 5.1 . We assume the porous medium to be initially in the non-wetting phase and we choose a constant inflow condition, i.e. S 0 (x) = 0 and S inflow (x) = 0. The exact infiltration solution S : Ω × (0, T ) → R, according to Theorem 2.2, is the planar wave pattern 2) and
5.1. Buckley-Leverett Problem -Planar Front. This simulation is the counterpart to the simulation shown in Fig. 3 .1, where we used the same inflow condition but a monotone finite volume scheme. We get now a non-monotone solution with a nonclassical saturation overshoot. The evolution is shown in Fig. 5.2 for different times, as well as a side view of the infiltration solution. By (5.2), the classical shock wave is located at x 1 = 0.2242 and the nonclassical shock wave consistent with ψ is located at x 1 = 0.6298 for time t = 0.6. The saturation overshoot moves as a stable planar front. To test mesh convergence, the simulations are shown in Fig. 5 .3 for a mesh with 2 000, 5 000, 50 000 and 200 000 elements, respectively. The shock waves are obviously better resolved for finer meshes and we observe mesh convergence. We emphasize that we used an unstructured triangulation without preferred directions. The triangulation does not affect the solution. In Fig. 5 .4 the cross section of the solutions on differently refined meshes from Fig. 5.3 is shown. The nonclassical shock wave is resolved sharply by the HMM and is only smeared out about elements of T m,n h . Note, that the classical shock wave is smeared out over a wider range with more elements.
Error and Experimental Order of Convergence.
In this subsection, we analyze quantitatively the convergence of the numerical scheme. For this we use the experimental order of convergence (EOC), defined as
where S h1 , S h2 are numerical solutions on differently refined meshes T h1 , T h2 . We consider the same setting as in Sect. 5.1, except S inflow (x) = 0.95. With this inflow condition, the exact infiltration solution is a nonclassical travelling wave S(x, t) = 0.95 : x 1 < 1.0497 t, 0 :
The L 1 -error and the corresponding EOC rates are given for subsequent refinement levels of the mesh in In Fig. 5.5 (left) , the solution of (2.14) is shown on a coarse mesh. The exact position of the front Γ is at x 1 = 0.6298 at time t = 0.6 and is marked with orange colour in the figure. The position of the front Γ is captured well. The tracking of the front, the sets T 
Computational Complexity of the HMM -part I.
In this part, we compare the complexity of the specific schemes to demonstrate the efficiency of the HMM. For this we compute the CPU-times for the Buckley-Leverett problem with a standard finite volume scheme and with the HMM of Sect. 3 for the given kinetic relation (5.1). The different CPU-times are listed in Table 7 .1. For the computations, we use a triangulation with 30 000 elements and compute the approximative saturation at time T = 0.6. The CPU-times are of the same order, thus the overhead costs for tracking the interface can be almost ignored.
6. HMM for a Microscale Model Including a Rate-Dependent Capillary Pressure. In the preceding sections, we considered the HMM by using a kinetic relation for the microscale model. Then, the microscale problem is a single Riemann problem. More typically, the microscale model is a higher-order partial differential equation, which is obtained by adding capillary pressure terms to (2.14a). We introduce a microscale model including a rate-dependent capillary pressure.
6.1. Solving the Microscale Model: Finite Difference Method. We consider the extended system (1.4) from the introduction with v ∈ R 2 given. The saturation equation is
To complete this equation, we require a static capillary pressure. We choose the parametrisation of van Genuchten [39] . and use the parameters α = 0.0335, n vG = 4 and m = 1 − 1 n vG . For this choice, the static capillary pressure p static c decreases monotonically. Other choices for the static capillary pressure are possible, like the one of Brooks-Corey [8] . We do not solve the two-dimensional problem (6.1) . We follow the idea of solving a one-dimensional problem for Riemann initial data as in Algorithm 3.2 and consider a one-dimenional version of (6.1) given as
For step 2 in Algorithm 3.1, we need only the plateau value S of the solution s ε,τ , depending on the regularization parameter ε. INPUT: s 0 , v n ij , ε > 0, τ > 0 We compute the microscale solution of (6.2) with v = v n ij for ε > 0, τ > 0 and initial data s 0 from the reconstruction step 2 in Algorithm 3.1 in the normal direction n ij at each edge e ij of the discrete front Γ n h . From the solution, the approximate plateau value S ij = S ε ij is determined. OUTPUT: Plateau value S ij For solving (6.2) and for the approximation of the plateau value, we use a semi-implicit Euler discretization and refer to [23, 25] and the discussions therein. Alternatively, one can use the methods discussed in [1, 11, 16, 20] . We point out that one can also compute the plateau value S of the microscale solution (6.2) by travelling wave analysis [38] . In fact, this approach can be used to construct an algebraic coupling condition as used in the preceding sections. The internal layer of the front scales with the regularization parameter ε > 0, chosen as ε = 1.56 · 10 −11 . It should be as small as possible as we want to approximate the limit solution for ε → 0. The resolution of the nonclassical shock wave in (6.2) depends on the size of the parameter ε. A considerable advantage of the HMM over adaptive schemes is, that the expensive microscale model (6.2) only has to be solved until the plateau value S ε ij becomes constant. This is visualized in Fig. 6 .1, where the plateau value S ε ij is computed over a whole macroscale time step ∆T n and reduces the temporal complexity. In adaptive schemes the microscale model has to be solved for the whole macroscale time step ∆T n . Note, that (3.5) , (3.6) and Remark 3.3 (iii) gives S ij = S ji . Let us mention, that there are also other approaches to model a rate-dependent capillary pressure. For instance by Barenblatt [3] , Cueto-Felgueroso&Juanes [12] and Stauffer [35] . The HMM algorithm can be used analogously for these models. For an investigation of the Richards equation, extended by dynamic capillary pressure effects, we refer to Schweizer [33] .
6.1.1. Computational Complexity of the HMM -part II. In this part, we compare the complexity for the case that we use Algorithm 6.1 instead of Algorithm 3.2. The 1D-microscale model is solved for ε = 1.56 · 10 −11 and τ = 8.5 · 10
16
in each macroscale time step over each edge in the discrete front Γ n h . For different Riemann initial data the CPU-times can vary slightly. Due to the expensive solution process for the microscale model (6.2), the CPU-time for Algorithm 3.1 with Algorithm 6.1 is much larger than for Algorithm 3.1 with Algorithm 3.2. For a comparison, we refer to Table 7.1. We note, that even for this simple example, it would be almost impossible to solve (6.1) in 2D on the whole domain. This demonstrates the efficiency of the HMM-Algorithm 3.1.
6.2. Solving the Microscale Model: Finite Difference Method and Kernel Methods. In the previous section, we saw that solving (6.2) in each time step at each edge of the discrete front is the most expensive part of the whole computational effort. The microscale problem for Riemann initial data can be understood as a mapping
This structure suggests the usage of methods from the area of machine learning to reduce the overall costs. To obtain an approximate F for F , we apply kernel methods [36, 40, 41] . In this context, training data are used to learn the mapping. We generate once in the offline-phase, training data
. . , P }. In kernel methods, the approximation is of the form
for the Gaussian kernel and γ > 0. The main task is now, to compute the coefficients {α p } P p=1 to evaluate (6.3) as microscale information in the online-phase. We use a support vector regression (SVR) [36, 41] to compute the coefficients. The support vector regression solves for t p , t q ∈ D the optimization problem (6.4) where λ > 0 is a regularization parameter and |·| δ := max {0, |·| − δ}. The optimization problem (6.4) determines the coefficients {α p } P p=1 for the approximation (6.3). Depending on the parameters λ and δ > 0, some of the coefficients {α p } P p=1 are zero and can be neglected in the sum (6.3) . This reduces the number of utilized centers (ideally Q ≪ P ) and leads to INPUT:
We compute for t = s 0 (ξ < 0), s 0 (ξ > 0), v n ij , ε, τ the plateau value
OUTPUT: Plateau value S ij 6.2.1. Computational Complexity of the HMM -part III. For our computations, we generated a set D consisting of 5 000 training samples. The evolution of (2.14) is shown in Fig. 6 .2, whereby the discrete solution is computed with the HMM and Algorithm 6.1 (see Fig. 6 .2 upper line) as well as Algorithm 6.2 (see Fig. 6 .2 lower . Depending on the number of centers Q, the L 1 -error between the discrete solutions is listed in Table 6 .1. For 1 385 and 1 545 centers the L 1 -error is of the same order as the discretization error, whereas for 497 centers the L 1 -error is not acceptable. The corresponding CPU-times to obtain the plateau value S ε at one edge in the online-phase and for the HMM with Algorithm 6.2 for Q = 1 385 are listed in Table 7 .1. In contrast to the HMM with Algorithm 6.1, one obtains, with Algorithm 6.2, CPU-times of the same order as in the case of using Algorithm 3.2. This is an enormous improvement of the computational time, where the additional error still has the same order as the discretization error. .14), computed with the HMM-Algorithm, using different algorithms for step 2. Upper line: Algorithm 6.1 for step 2 (solving the one-dimensional model (6.2) over each edge in the discrete front). Lower line: Algorithm 6.2 for step 2 (using kernel methods to gain the microscale information).
7. HMM for the Full Model, Including Darcy's Law. We return now to the full model (1.1), including Darcy's law for the velocity field, and supplement the system by boundary conditions
One has additionally to solve an elliptic equation and extend Algorithm 3.1 by step 0 below.
Algorithm 7.1 (
Step 0 for Algorithm 3.1).
0. Solving the pressure equation. We solve the coupled Darcy pressurevelocity equation (7.1b) , (7.1c ) to obtain the total velocity, for t = T n on the domain Ω. This gives the discrete velocity v n ij ∈ R for any edge e ij .
We use a Mimetic Finite Difference Method [7] to solve the elliptic pressure equation (7.1b), (7.1c) in step 0 of Algorithm 3.1. Including step 0 in Algorithm 3.1 is a typical IMPES concept (implicit pressure -explicit saturation) to solve the pressure equation (7.1b), (7.1c ) and the saturation equation (7.1a) alternately. We consider now various infiltration problems for the complete model (7.1). Table 7 .1 CPU-times in comparison for the standard FV and the HMM (Algorithm 3.1) including different algorithms for step 2 for a mesh with 30 000 elements and end time T = 0.6. used a constant velocity field v = (1, 0)
T . The corresponding CPU-times, using the algorithms for step 2 like before, are listed in Table 7 .1. The additional time for computing the velocity field dominates the CPU-time, except for the case with using the expensive Algorithm 6.1, where (6.2) is solved in each time step. In all other cases, the needed time for Algorithm 3.1 with solving the pressure equation is approximately nine times larger. Cross section of the infiltration solution of (7.1) for different rate parameters τ in the microscale model (6.2) .
and consider different values of τ . The data for the parameters are taken from [31] . For the simulations in Fig. 7 .1, we use ε = 3.7211 · 10 −10 and the scaling parameters τ = 10 10 , τ = 5 · 10 13 and τ = 10 15 . For τ = 10 10 no saturation overshoot forms and one obtains a monotone solution. If the scaling parameter τ is big enough a saturation overshoot forms, as for τ = 5 · 10 13 and τ = 10 15 . For increasing the scaling parameter τ the plateau value of the saturation overshoot increases.
7.3. Perturbation in the Inflow Condition. In this section, we consider the effect of a perturbation given by the inflow condition. For computations with various inflow conditions S inflow and the development of fingers we refer to Kissling et al. [23] . The aim in this section is to show the tracking of the discrete front and the behaviour of the element sets T The evolution of the HMM solution is shown in Fig. 7 .2 for the inflow condition (7.2) . A saturation overshoot forms from the beginning for values above S crit = 0.5263. Otherwise, a planar front forms with classical behaviour of the solution. The microscale solution leads to a transversal spreading of the finger. The right figure in the lower line of Fig. 7.2 shows the tracking of the discrete front. The behaviour of the element sets T w,n h , T m,n h and T nw,n h is also shown for the case of a sinusoidal inflow condition with resulting finger in contrast to a planar front like in Fig. 5 .5.
7.4. Five-Spot Problem. In this example, we test Algorithm 3.1 for the FiveSpot problem. We use the Five-Spot problem to investigate curved front dynamics. For the setting, see Fig. 5.1 (right) . We use p = 1 at the inflow boundary, p = 0 at the outflow boundary, the kinetic relation (5.1) and a triangulation with 50 000 elements. The wetting phase is injected at the lower left edge and at the upper right edge. The non-wetting phase can leave the domain at the lower right and upper left edge. For the discretization of the inflow and outflow boundary, we use the length of the exterior edges of the elements in the corner of the domain. This is for our triangulation l = 0.008, see Fig. 5.1 (right) . In Fig. 7 .3, the evolution of the infiltration solution is shown at different times. The numerical scheme produces a quarter circle shaped saturation front with saturation overshoot at the lower left and upper right edge, where the wetting phase is injected. This example underlines the possiblity of Algorithm 3.1 to track curved fronts with subsequently saturation overshoot. Fig. 7.3 . Evolution of the solution of (7.1) with the HMM for the five-spot problem.
