Abstract. We prove the following characterization of the weak expectation property for operator systems in terms of Wittstock's matricial Riesz separation property: an operator system S satisfies the weak expectation property if and only if Mq (S) satisfies the matricial Riesz separation property for every q ∈ N. This can be seen as the noncommutative analog of the characterization of simplex spaces among function systems in terms of the classical Riesz separation property.
The second characterization of Choquet simplices that we consider is order-theoretic. In classical convexity, this can be stated in terms of the Riesz separation property for the space A(K) as an ordered vector space [1] . A matricial version of the Riesz separation property for operator systems has been considered by Wittstock in [49] [50] [51] . This property, formulated in terms of the notion of matrix sublinear functional introduced therein, plays a crucial role in Wittstock's proof of the decomposition and extension theorems for completely bounded maps (obtained independently by Haagerup and by Paulsen) . Along the way, Wittstock proved that for dual operator systems the matricial Riesz separation property is equivalent to injectivity [49, Satz 3.6 ]; see also [45, Theorem 2.4 ]. The main result of this paper is that one can, more generally, provide a similar intrinsic ordertheoretic characterization of nuclearity. Precisely, an exact operator system S is nuclear if and only if, for every q ∈ N, M q (S) endowed with its canonical operator system structure satisfies the matricial Riesz separation property.
In fact, our proof applies to arbitrary (not necessarily exact) operator systems, in which case it provides a characterization of the weak expectation property. Thus, an operator system S satisfies the weak expectation property if and only if M q (S) satisfies the matricial Riesz separation property for every q ∈ N. Other characterizations of the weak expectation property have been obtained in [19, 35] in the case of C*-algebras. Particularly, in [35, Theorem 7 .4] the weak expectation property for C*-algebras is shown to be equivalent to the "complete tight Riesz interpolation property" introduced therein [35, Definition 7.1] . The complete tight Riesz interpolation property, while superficially similar, is very different in spirit from Wittstock's matricial Riesz separation property. For instance, while the matricial Riesz separation property is an intrinsic notion, which only refers to the given operator system S itself and its matricial positive cones, the complete tight Riesz interpolation property is defined in terms of a concrete realization of S as a space of operators. While different in spirit, these notions turn out to be in fact equivalent, as we deduce from our main results.
The third and last characterization of Choquet simplices that we consider is model-theoretic. It asserts that a compact convex set K is a Choquet simplex if and only if the corresponding function system A(K) is positively existentially closed within the class of function systems [40, Subsection 6.4 ]. This means that if one can find in a function system V containing A(K) a certain configuration defined in terms of conditions of the form p(x) < r, where p(x) is a degree 1 *-polynomial with coefficients from A(K) and r ∈ R, then one can also find such a configuration within A(K). We show that, similarly, an operator system satisfies the weak expectation property if and only if it is positively existentially closed within the class of operator systems. This is defined as above, where one considers configurations defined in terms of norms of matrices of degree 1 *-polynomials; see Section 3. In the case of C*-algebras, this recovers a result of Goldbring and Sinclair from [29] . The model-theoretic notion of positively existentially closed structure, and the related notion of positively existential embedding, have recently found several applications to the study of C*-algebras and C*-dynamics, as in the work of Goldbring and Sinclair on the Kirchberg embedding problem [30] and the works of Barlak and Szabo [7] and Gardella and the author [27] providing a unified approach to several preservation results in C*-dynamics for actions of compact groups with finite Rokhlin dimension. This perspective has also been used to generalize these preservation results to the case of compact quantum groups [8, 26] .
The rest of this paper is divided into two sections. In Section 2 we recall some terminology concerning "noncommutative order" as introduced by Wittstock, including matrix sublinear functionals and the matricial Riesz separation property, and then we prove the order-theoretic characterization of the weak expectation property mentioned above. In Section 3 we describe in more detail the notion of positively existentially closed operator system, and prove its equivalence with the weak expectation property.
In the following, we adopt standard notations from the theory of operator systems. Particularly, we denote operator systems as S or T . We let M q (S) be the space of q × q matrices with entries in S, endowed with its canonical operator system structure obtained from the identification with M n (C) ⊗ S. If φ : S → T is a linear map between operator systems, and q ∈ N, then we let φ q :
The completely bounded norm φ cb of φ is defined to be the supremum of φ q for q ∈ N. We denote by Ball (S) the closed unit ball of the operator system S.
2. An order-theoretic characterization of the weak expectation property 2.1. The weak expectation property. Let S be an operator system, and S * * be its second dual. We endow S * * with its canonical operator system structure, and identify S with its image under the canonical inclusion inside S * * . The notion of weak expectation property for S has been introduced in [36, Definition 6 .4] and [16, Section 4]. Definition 2.1. The operator system S has the weak expectation property if for any inclusion of operator systems E ⊂ F and unital completely positive map φ : E → S, there exists a unital completely positive map φ : F → S * * extending φ.
The following characterization of the weak expectation property is a consequence of [11, Theorem 6.1].
Lemma 2.2. Suppose that S is an operator system. Then S has satisfies the weak expectation property if and only if for every d ∈ N, inclusion of operator systems E ⊂ M d (C) and unital completely positive map φ : E → S, there exists a unital completely positive mapφ :
The following characterization of the weak expectation property is an consequence of Lemma 2.2 via a standard approximation argument; see also [29, Proposition 4.12] and [9, Proposition 2.3.8]. We present the details for the sake of completeness. Proposition 2.3. Suppose that S is an operator system. The following statements are equivalent:
(1) S satisfies the weak expectation property; (2) for any d ∈ N, inclusion of operator systems E ⊂ M d (C), unital completely positive map φ : E → S, and ε > 0, there exists a linear map ψ :
and ε > 0, there exists a unital completely positive map ψ :
Proof. The fact that (3) implies (1) is easily seen by taking a σ (S * * , S * )-limit. The implication (2)⇒(3) is a standard approximation argument; see [28, Lemma 4.3] . We prove the remaining implication (1)⇒(2).
Fix d ∈ N, an operator system E ⊂ M d (C), a unital completely positive map φ : E → S, and ε > 0. By assumption there exists a unital completely positive mapφ :
Consider the correspondence between completely positive maps ψ :
. . , x n ∈ E and δ > 0. Consider the net
in S ⊕ · · · ⊕ S. We have that (η λ ) converges to 0 weakly. It follows from the Hahn-Banach theorem that the norm closure of the convex hull of (η λ ) coincides with the weak closure of the convex hull of (η λ ). Therefore 0 belongs to the norm closure of the convex hull of (η λ ). Therefore there exists a convex combinationsψ of the ψ λ 's such that ψ (x i ) − φ (x i ) < δ for i = 1, 2, . . . , n and ψ (1) − 1 < δ. Sinceψ is a convex combination of the ψ λ 's, we have thatψ is completely positive, and in particular ψ Recall that an operator system S is exact if for any finite-dimensional subspace E of S and ε > 0 there exist d ∈ N, a subspace F of M d (C), and unital completely positive maps φ : E → F and ψ : F → E such that ψ • φ − id E < ε and ψ • φ − id F < ε. An operator system S is nuclear if it satisfies the completely positive approximation property, namely there exists nets (ρ i ) , (γ i ) of unital completely positive maps
It follows from Proposition 2.3 that an operator system is nuclear if and only if it is exact and it satisfies the weak expectation property.
2.2.
Matrix sublinear functionals and noncommutative order. We recall in these sections some notions about matrix sublinear functionals and noncommutative order introduced by Wittstock in [49] [50] [51] ; see also [15, 45] .
Suppose that V is an ordered real vector spaces. For subsets A, B of V , we let A B if and only if for every b ∈ B there exists a ∈ A such that a ≤ b; see [49, Definition 2.1.1]. We identify an element a of V with the corresponding singleton. Consistently, we write a B if a ≤ b for every b ∈ B. A * -vector space is a complex vector space V endowed with a conjugate-linear map V → V , x → x * satisfying (x * ) * = x. The real subspace of elements satisfying x * = x will be denoted by V sa . The space M n (V ) of n × n matrices with entries in V has a canonical * -vector space structure obtained by setting [x ij ] * = x * ji . A * -vector space is ordered if it is endowed with a distinguished proper convex cone V + ⊂ V sa , and matrix ordered if it is endowed with distinguished proper convex cones
+ for n, m ∈ N and γ ∈ M n,m (C). Any operator system is endowed with a canonical matrix ordered * -vector space structure.
The notion of matrix sublinear functional has been introduced by Wittstock in [49, Definition 2.
Definition 2.4. Let V be a * -vector space and W be an operator system. Suppose that θ is a sequence (θ n ) n∈N , where θ n is a function that assigns to any element
, and n, m ∈ N, one has the following:
We say that a matrix sublinear functional θ : V → W is completely positive if 0 θ n (v) for every n ∈ N and v ∈ M n (V ) sa .
Further properties of matrix sublinear functionals are listed in [49, Lemma 2.1.3]. Observe that a (completely positive) selfadjoint linear map φ : V → W can be regarded as a (completely positive) matrix sublinear functional in the obvious say.
Suppose that S is an operator system, and
We let σ m,n be the matrix 1 Definition 2.6 (Wittstock). An operator system S satisfies the matricial Riesz separation property if for every n ∈ N, every σ n,n -positive x ∈ M 2n (S) sa has a lower σ n,n -bound v ∈ S sa .
The following notion has also been considered by Wittstock in [51, Theorem 2.3] under the name of matricial Riesz separation property. To distinguish it from the property given by Definition 2.6, we call it the positive matricial Riesz separation property. Definition 2.7. An operator system S satisfies the positive matricial Riesz separation property if for every n ∈ N, every strictly σ n,n -positive x ∈ M 2n (S) sa has a lower σ n,n -bound v ∈ S + .
It is remarked at the end of Section 2.1 in [51, Theorem 2.3] that "it does not seem to be obvious that both properties [considered in Definition 2.6 and Definition 2.7] are equivalent".
The matricial Riesz separation property can be seen as the noncommutative analog of the Riesz separation property for an ordered vector space. Recall that a real ordered vector space V satisfies the Riesz separation property if for any n ∈ N, x 1 , . . . , x n , y 1 , . . . , y n ∈ V such that x i ≤ y j for i, j ∈ {1, 2, . . . , n} there exists z ∈ V such that x i ≤ z ≤ y j for i, j ∈ {1, 2, . . . , n}. We say that a * -vector space V satisfies the Riesz separation property if V sa does.
Suppose now that S is a function system, i.e. an operator system that can be represented inside a commutative C*-algebra. . Fix q, n ∈ N, and a σ n,n -positive element a ∈ M 2n (M q (S)) sa . Observe that M 2n (M q (S)) can be identified with the space of M 2n (M q (C))-valued continuous affine functions on K. Consistently, we regard a as a function from K to M 2n (M q (C)) sa , and denote by a (p) the value of a at p ∈ K. Fix p ∈ K.
Since a is σ n,n -positive, a (p) ∈ M 2n (M q (C)) sa is σ n,n -positive. Therefore by [51, Theorem 2.4] there exists α ∈ M q (C) sa such that α ⊗ σ n,n ≤ a (p). This shows that the set
is a nonempty closed convex subset of M q (C) sa . Since a is affine, the assignment p → Φ (p) satisfies
Furthermore, since a is continuous, for any open subset U of M q (C) sa the set It is well known that, in the commutative case, the Riesz separation property is equivalent to the approximate Riesz separation property; see [1, Corollary II.3.11]. The natural noncommutative analog of this fact holds as well.
Lemma 2.9. Let S be an operator system. Suppose that for every n ∈ N, every σ n,n -positive x ∈ M 2n (S) sa , and ε > 0, the element x + ε1 n ∈ M 2n (S) sa has a lower σ n,n -bound v ∈ M q (S) sa . Then S satisfies the matricial Riesz separation property.
Proof. Using Remark 2.5, it is easy to see that S satisfies the following property: for every q, n 1 , . . . , n ℓ ∈ N, σ ni,ni -positive x i ∈ M 2ni (S) sa , and ε > 0, there exists v ∈ S sa such that v ⊗ σ ni,ni ≤ x i + ε1 ni for i = 1, 2, . . . , ℓ. Indeed, one can consider n := n 1 + · · · + n ℓ , α := σ n1,n1 ⊕ · · · ⊕ σ n ℓ ,n ℓ ∈ M 2n (C) sa , and x := x 1 ⊕ · · · ⊕ x ℓ ∈ M 2n (S) sa . Then x is α-positive, and α is unitarily conjugate to σ 2n,2n . Therefore by assumption there exists v ∈ S sa such that v ⊗ α ≤ x + ε1 2n . Hence v ⊗ σ ni,ni ≤ x i + ε1 ni for i = 1, 2, . . . , ℓ.
Fix now n ∈ N and a σ n,n -positive element x ∈ M 2n (S). We want to show that there exists v ∈ S sa such that v ⊗ σ n,n ≤ x. By assumption, there exists a v 0 ∈ S sa such that v 0 ⊗ σ n,n ≤ x + 1 n . Observe now that v 0 ⊗ σ 1,1 is σ 1,1 -positive. Therefore by assumption there exists v 1 ∈ S sa such that v 1 ⊗ σ n,n ≤ x + 2 −1 1 n and
Proceeding in this way, one can define at the k-th step an element
The same argument applies to the case of the positive matricial Riesz separation property, and gives the following lemma. Lemma 2.10. Let S be an operator system. Suppose that for every n ∈ N, every strictly σ n,n -positive x ∈ M 2n (S) sa , and ε > 0, the element x + ε1 n ∈ M 2n (S) sa has a lower σ n,n -bound v ∈ M q (S) + . Then S satisfies the positive matricial Riesz separation property.
2.3.
The proof of the main theorem. The goal of this subsection is to prove the following characterization of the weak expectation property for operator systems in terms of Wittstock's matricial Riesz separation property. Theorem 2.11. Suppose that S is an operator system. The following assertions are equivalent:
(1) S satisfies the weak expectation property; (2) M q (S) satisfies the matricial Riesz separation property for every q ∈ N; (3) M q (S) satisfies the positive matricial Riesz separation property for every q ∈ N; (4) For every q ∈ N and matrix sublinear functional θ : C → M q (S) there exists v ∈ M q (S * * ) sa such that v ⊗ α θ n (α) for every n ∈ N and α ∈ M n (C) sa ; (5) For every q ∈ N and completely positive matrix sublinear functional θ : C → M q (S) there exists v ∈ M q (S * * ) + such that v ⊗ α θ n (α) for every n ∈ N and α ∈ M n (C) sa ; (6) For every q ∈ N, * -vector space V , selfadjoint subspace W ⊂ V , matrix sublinear functional θ : V → M q (S), and selfadjoint linear map φ 0 : W → M q (S) such that φ 0 θ| W , there exists a selfadjoint linear map φ : V → M q (S * * ) such that φ θ and φ| W = φ 0 .
Proof. (1)⇒(2): Suppose that S satisfies the weak expectation property. Fix q ∈ N. We verify that M q (S) satisfies the conditions of Lemma 2.9. Fix n ∈ N, a σ n,n -positive x ∈ M 2n (M q (S)) sa , and ε > 0. Fix a unital complete order embedding η : S → B (H). Since S satisfies the weak expectation property, there exists a unital completely positive map φ : B (H) → S * * such that φ • η is the inclusion map of S in S * * . By [51, Theorem 2.4], M q (B (H)) ∼ = B (H ⊕ · · · ⊕ H) satisfies the Riesz separation property. Therefore there exists w ∈ M q (B (H)) sa such w ⊗ σ n,n ≤ η q (x). Thus v := (φ • η) q (w) is an element of M q (S * * ) sa such that v ⊗ σ n,n ≤ x. By σ (S * * , S * )-density of S in S * * together with a convexity argument as in the proof of Proposition 2.3, one can now find v ∈ M q (S) sa such that v ⊗ σ n,n ≤ x + ε1 n .
(1)⇒(3): This is the same as (1) 
If m ∈ N and γ 1 , . . . , γ ℓ ∈ M n,m (C) are such that γ *
When α is not necessarily invertible, one can replace α with α + δ1 n for δ > 0 and then take the limit δ → 0. Therefore we have
Such an intersection is nonempty by σ (S * * , S * )-compactness of the order intervals in M q (S * * ) + . Any element in such an intersection satisfies the desired conclusions.
(3)⇒(5): This is the same as the implication (2)⇒(4). (4)⇒(1): Suppose that q ∈ N, E ⊂ M q (C), and φ : E → S is a unital completely positive map. Let e ij be the matrix units of M q (C), and e = [e ij ] ∈ M q (M q (C)) + be the Choi matrix. Define a matrix sublinear functional ρ : M q (C) → S by setting, for n ∈ N and α ∈ M n (M q (C)) sa ,
It is not difficult to verify that ρ is indeed a matrix sublinear functional. Define now a matrix sublinear functional θ : C → M q (S) by θ n (α) = ρ nq (e ⊗ α) ⊂ M n (M q (S)) sa . By assumption, there exists v ∈ M q (S * * ) sa such that v ⊗ α θ n (α) for every n ∈ N and α ∈ M n (C). In particular we have that −v θ n (−1) = ρ q (−e) φ q (−e) ≤ 0 and hence v ∈ M q (S * * ) + . Consider now the completely positive mapφ : M q (C) → S * * such thatφ q (e) = v. For α ∈ E we have that
For i = 1, 2, . . . , q, let ξ i ∈ C q be the column vector whose only nonzero entry is a 1 in the i-th row, and then set
Then we have thatφ
This shows thatφ| E = φ. Suppose now that S is a function system, in which case S ∼ = A(K) where K is the state space of S. In this case, S satisfies the weak expectation property if and only if it is nuclear, which in turn is equivalent to the assertion that K is a simplex. Therefore in view of Proposition 2.8, Theorem 2.11 can be seen as the noncommutative analog of the fact that a compact convex set K is a simplex if and only if A(K) satisfies the Riesz separation property.
3. The weak expectation property and model theory 3.1. Positively existentially closed operator systems. We now recall some notions from the logic for metric structures, in the specific setting of operator systems. Let us say that a degree 1 matrix *-polynomial is an expression p (x 1 , . . . , x n ) of the form
n where α i , β i , γ i , δ i are scalar matrices of size 1 × d for some d ∈ N. Let S be an operator system, and a 1 , . . . , a n be elements of S. Identifying 1 in p (x 1 , . . . , x n ) with the unit of S, one can regard p (a 1 , . . . , a n ) as an element of M d (S) in a natural way.
An atomic formula is an expression of the form p (x 1 , . . . , x n ) for some degree 1 matrix *-polynomial. A positive positive quantifier-free formula ϕ (x 1 , . . . , x n ) is an expression of the form
where f : R n → R is a continuous nondecreasing functions and ϕ 1 , . . . , ϕ k are atomic formulas. Given a positive quantifier-free formula ϕ (x 1 , . . . , x n ), an operator system S, and elements a 1 , . . . , a n of S, one can define in a natural way the interpretation ϕ (a 1 , . . . , a n ). We denote by Ball(S) the unit ball of the operator system S.
Definition 3.1. An operator system S is positively existentially closed in the class of operator systems if for any operator system inclusion S ⊂ T , positive quantifier-free formula ϕ (x 1 , . . . , x n , y 1 , . . . , y m ), and a 1 , . . . , a n ∈ S, one has that inf {ϕ (a 1 , . . . , a n , b 1 , . . . , b m ) : b 1 , . . . , b m ∈ Ball(T )} = inf {ϕ (a 1 , . . . , a n , b 1 , . . . , b m ) : b 1 , . . . , b m ∈ Ball(S)} .
Equivalently, one can say that S is positively existentially closed if for any operator system inclusion S ⊂ T , degree 1 matrix *-polynomials p 1 (x 1 , . . . , x n , y 1 , . . . , y m ) , . . . , p k (x 1 , . . . , x n , y 1 , . . . , y m ), elements a 1 , . . . , a n ∈ Ball(S) and b 1 , . . . , b m ∈ Ball(T ), and ε > 0, there exist c 1 , . . . , c m ∈ Ball(S) such that, for every i ∈ {1, 2, . . . , k}, p i (a 1 , . . . , a n , c 1 , . . . , c m ) ≤ p i (a 1 , . . . , a n , b 1 , . . . , b m ) + ε. We now observe that, for an operator system, being positively existentially closed is equivalent to having the weak expectation property. In the case of unital C*-algebras, this is proved in [29, Proposition 5.1].
Proposition 3.2. Suppose that S is an operator system. The following statements are equivalent:
(1) S has the weak expectation property; (2) S is positively existentially closed in the class of operator systems.
Proposition 3.2 generalizes [29, Proposition 4.18] , where it is proved that for an exact operator system being positively existentially closed is equivalent to being nuclear.
In the following, we consider the construction of a q-minimal operator system from [52] . Suppose that S is an operator system. Then the q-minimal operator system OMIN q (S) is the image of S under the direct sum of all the unital completely positive maps φ : S → M q (C). The canonical surjective isomorphism η : S → OMIN q (S) is a unital completely positive map such that η q : M q (S) → M q (OMIN q (S)) is an order isomorphism. Observe that the assignment S → OMIN q (S) is functorial, and any unital completely positive map φ : S → T induces a canonical unital completely positive map OMIN q (φ) : OMIN q (S) → OMIN q (T ). By injectivity of M q (C), if φ is a unital complete order embedding, then OMIN q (φ) is a unital complete order embedding. In particular, an inclusion of operator systems S ⊂ T induces a canonical inclusion of operator systems OMIN q (S) ⊂ OMIN q (T ). Finally, OMIN q (S * * ) is unitally completely order isomorphic to OMIN q (S) * * , and if ι S : S → S * * is the canonical inclusion map, then OMIN q (ι S ) can be identified with ι OMINq(S) . We recall that an operator space S is locally reflexive if for any finite-dimensional operator space F and complete contraction φ : F → S * * , φ is the point-σ (S * * , S * )-limit of completely contractions from F to S; see [16, Section 4 ].
Proof of Proposition 3.2. The proof of [29, Proposition 4.18] shows that a positively existentially closed operator system satisfies Condition (2) of Proposition 2.3. Indeed, the existence of a unital completely positive map ψ as in Condition (2) of Proposition 2.3 can be expressed in terms of the value of a suitable quantifier-free formula. We now prove the converse. Suppose that S is an operator system satisfying the weak expectation property. Suppose that S ⊂ T is an operator system inclusion, ϕ (x 1 , . . . , x n , y) is a positive quantifier-free formula, a 1 , . . . , a n ∈ Ball(S), b 1 , . . . , b m ∈ Ball(T ), and ε > 0. We want to prove that there exist c 1 , . . . , c m ∈ Ball(S) such that ϕ (a 1 , . . . , a n , c 1 , . . . , c m ) ≤ ϕ (a 1 , . . . , a n , b 1 , . . . , b m ) + ε.
Without loss of generality, we can assume that T = B (H). Since S satisfies the weak expectation property, there exists a unital completely positive map ψ : B (H) → S * * such that ψ| S is the inclusion map of S into S * * . Set F := span {a 1 , . . . , a n , b 1 , . . . , b m , 1} ⊂ B (H). One can choose q ∈ N large enough such that, denoting by η : F → OMIN q (F ) the canonical linear isomorphism, (a 1 , . . . , a n , b 1 , . . . , b m ) .
Consider now the unital completely positive map OMIN q (ψ) : OMIN q (B (H)) → OMIN q (S * * ) ∼ = OMIN q (S) * * .
Observe that OMIN q (B (H)) is exact and, particularly, locally reflexive [17, Corollary 14.6.5]. Therefore OMIN q (ψ) can be approximated in the point-σ (OMIN q (S) * * , OMIN q (S) * )-topology by completely contractive maps OMIN q (F ) → OMIN q (S). Furthermore OMIN q (B (H)) is unitally completely order isomorphic to a direct sum of copies of M q (C). Fix δ > 0. A convexity argument as in the proof of Proposition 2.3 shows that there exists a unital completely positive map θ : OMIN q (F ) → OMIN q (S) such that θ| OMINq(E) − ι < δ, where ι : OMIN q (E) → OMIN q (S) is the inclusion map. By choosing δ small enough one has that ϕ (a 1 , . . . , a n , (θ • η) (b 1 ) , . . . , (θ • η) (b m )) ≤ ϕ ((θ • η) (a 1 ) , . . . , (θ • η) (a n ) , (θ • η) (b 1 ) , . . . , (θ • η) (b m )) + ε ≤ ϕ (η (a 1 ) , . . . , η (a n ) , η (b 1 ) , . . . , η (b m )) + ε = ϕ (a 1 , . . . , a n , b 1 , . . . , b m ) + ε.
This concludes the proof that S is positively existentially closed.
3.2. The weak expectation property and the complete tight Riesz interpolation. The complete tight Riesz interpolation property has been introduced for unital C*-algebras by Kavruk in [35] . We consider here its straightforward generalization to operator systems. Let S ⊂ T be an inclusion of operator systems. For elements a, b of M n (T ), write a ≪ b if b − a ≥ δ1 for some δ > 0.
Definition 3.3 (Kavruk). The operator system S has the relative complete tight Riesz interpolation property in T if for any n, k ∈ N, x 1 , . . . , x k , y 1 , . . . , y k ∈ M d (S) sa and b ∈ M n (T ) sa such that x i ≪ b ≪ y j for every i, j ∈ {1, 2, . . . , k}, there exists a ∈ M n (S) sa such that x i ≤ a ≤ y j for every i, j ∈ {1, 2, . . . , k}.
It is proved in [35, Theorem 7.4 ] that a unital C*-algebra A ⊂ B (H) satisfies the weak expectation property if and only if it has the relative complete tight Riesz interpolation property in B (H). An alternative proof using the characterization of the model-theoretic characterization of the weak expectation property is presented in [29, Theorem 5.5] . In view of Proposition 3.2, such a proof applies equally well to operator systems, and it gives the following.
Proposition 3.4. Suppose that S ⊂ B (H) is an operator system. The following assertions are equivalent.
(1) S satisfies the weak expectation property; (2) S has the relative complete tight Riesz interpolation property in B (H); (3) S has the relative complete tight Riesz interpolation property in T for some operator system inclusion S ⊂ T , where T is an operator system with the weak expectation property.
