This paper considers the practical utility of quantum fluid dynamics ͑QFD͒ whereby the time-dependent Schrödinger's equation is transformed to observing the dynamics of an equivalent ''gas continuum.'' The density and velocity of this equivalent gas continuum are respectively the probability density and the gradient of the phase of the wave function. The numerical implementation of the QFD equations is carried out within the Lagrangian approach, which transforms the solution of Schrödinger's equation into following the trajectories of a set of mass points, i.e., subparticles, obtained by discretization of the continuum equations. The quantum dynamics of the subparticles which arise in the present formalism through numerical discretization are coupled by the density and the quantum potential. Numerical illustrations are performed for photodissociation of NOCl and NO 2 treated as two-dimensional models. The dissociation cross sections ͑͒ are evaluated in the dramatically short CPU times of 33 s for NOCl and 40 s for NO 2 on a Pentium-200 MHz PC machine. The computational efficiency comes from a combination of ͑a͒ the QFD representation dealing with the near monotonic amplitude and phase as dependent variables, ͑b͒ the Lagrangian description concentrating the computation effort at all times into regions of highest probability as an optimal adaptive grid, and ͑c͒ the use of an explicit time integrator whereby the computational effort grows only linearly with the number of discrete points.
I. INTRODUCTION
The conventional approach for describing quantum mechanics is via Schrödinger's equation, but an alternative equivalent formalism is quantum fluid dynamics ͑QFD͒. [1] [2] [3] In this representation, quantum mechanics is described in terms of a density and a velocity field which jointly obey the usual mass and momentum conservation equation of hydrodynamics for a compressible fluid with a particular constitutive law. 4, 5 The essence of the formalism is the polar representation of the complex wave function by its amplitude A and phase S as ϭA exp(iS/ប), as opposed to the Cartesian representation by its real and imaginary parts as ϭ R ϩi I . This formalism was derived originally by Madelung in 1926, 6 elaborated on by de Broglie in his work spanning the period 1927-1967 ͑Ref. 7͒ and further expanded starting in the 1950s by Bohm 8 and others. 9, 10 The QFD formulation requires solving a set of nonlinear partial differential equations. In this sense, QFD may be seen as a step in the wrong direction as compared to the linear Schrödinger equation. However, within QFD, the oscillatory real and imaginary components of the complex wave function are replaced by the near monotonous amplitude and phase. This aspect of QFD can be illustrated in the simplest context with the plane wave ϭexp i(kxϪt). The real and imaginary parts of are the oscillatory cosine and sine functions, while its amplitude is a constant and its phase is linear in both the time and space coordinates. This behavior may be exploited as a significant computational advantage by regarding the amplitude and the phase as the unknown fields to be discretized. In this spirit, the QFD formalism has been utilized to generate numerical algorithms for solving timedependent scattering problems [11] [12] [13] [14] [15] and many electron systems. [16] [17] [18] [19] [20] [21] [22] [23] The nonlinear field equations of QFD have also been suggested as a natural framework for studying fundamentally nonlinear phenomena such as solitons 20 and chaos. 24 Classical fluid dynamics can be described in terms of the equivalent Eulerian and Lagrangian representations. In the former case, the dynamics is observed by ''monitors'' that are fixed in space, while in the latter method, the monitors ride with the fluid particles. Consequently, in the Eulerian method, the calculations are carried out by reference to a fixed coordinate system; in the Lagrangian method, trajectories of the fluid mass points are followed. The work in Refs. [16] [17] [18] [19] [20] [21] [22] [23] utilizes the Eulerian representation with an implicit numerical integration method, while the work in Refs. [11] [12] [13] is based on the numerical implementation of the Lagrangian representation with an explicit time integration scheme. The numerical implementation of the Lagrangian scheme produces an optimal adaptive grid at all times as a result of following the particles that are placed in regions of highest probability density.
The QFD formalism replaces the evolving wave function and operator representations by an ensemble of mass points in classically familiar terms, although fully quantum mechanical, for a more intuitive interpretation of the dynamics. There has been similar efforts for visualizing quantum phenomena in terms of graphical representations of the flows and wave structures in scattering theory. 25, 26 Finally, several wave packet calculations, 27, 28 semiclassical methods, 29 the WKBJ method for both the Schrödinger and Dirac equations, 30 and discrete variable representation ͑DVR͒ scheme 31 as well as general integration schemes of the timedependent Schrödinger equation 32, 33 share features resembling those addressed in the present formulation.
A wealth of computational algorithms exist for solving the Navier-Stokes equations describing classical fluid dynamics that can be beneficial for the numerics involved in the QFD formulation. [34] [35] [36] [37] [38] [39] QFD, for many particles systems, has the expected difficulties associated with higher dimensions, as compared to classical fluid dynamics problems defined by up to three space coordinates. In the case of multiparticle QFD, the ''alternating direction'' methods offers an attractive solution procedure where the n-dimensional space is reduced to a set of n one-dimensional problems at each time step. 40, 41 The alternating direction scheme is applied in another paper to multidimensional quantum mechanical problems treated by QFD. 42 Particular challenges for Lagrangian fluid dynamics includes the design of a suitable representation method over irregular meshes in higher dimensions and the treatment of the boundary points. In this regard, the reproducing kernel Hilbert space ͑RKHS͒ method appears as a promising avenue in view of its proven success for representing multivariate functions with sparse irregular grids. [43] [44] [45] [46] This paper implements the QFD formalism within the Lagrangian representation. The spirit of the formulation is to be found in an earlier work. 12 The extensions here are both formal and in terms of numerical implementation. The finite elements methodology is utilized for the space discretization over the irregular grids formed by the motion of the fluid particles in the Lagrangian dynamics. The time integration is performed with an explicit scheme. 47 Applications of the formulation are presented for the photodissociation [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] for NOCl and NO 2 , treated as model two-dimensional systems. The organization of the paper is as follows. Section II presents the basic formulation for QFD. The essential steps leading to the discretization of the field equations are presented in Sec. III. The formulation is applied in Sec. IV to the photodissociation of NOCl and NO 2 . A discussion on the methodology and the specific results are presented in Sec. V. The technical details relating to the numerical algorithm and the specifics of the potential surfaces involved along with the evaluation of the initial wave packet are presented in the Appendices. 
II. QFD FORMULATION
The second form for V qu is numerically advantageous as log A is a more slowly varying function than A. Equation ͑2.3͒ is identified as the conventional mass conservation law equation of fluid dynamics for a compressible gas with the density (x,t) and velocity field v(x,t). The phase S(x,t) is seen to play the role of a velocity potential for v ͑Refs. 4,5͒ in view of the definition in Eq. ͑2.5͒. Equation ͑2.4͒ is interpreted as an energy conservation law: 1 2 m͉v͉ 2 ϩV, forms the classical energy with the usual kinetic and potential energy components; V qu is a nonlocal ''quantum potential'' as the Laplacian connects neighboring regions; S is an action whose time rate S t is an energy.
A momentum conservation equation can be derived by taking the gradient of the energy expression in Eq. ͑2.4͒. The use of the vector identity ٌ(a-b)ϭa-"bϩb-"a ϩ(ٌ ϫ a) ϫ bϩ(ٌ ϫ b) ϫ a with aϭbϭٌA permits a rearrangement of this equation as
͑2.6͒
The term v t ϩv•"v is the acceleration in fluid dynamics composed of the local acceleration v t and the convected component v•"v. 4, 5, 12 As the momentum and energy conservation equations are equivalent, the dynamics can alternatively be defined by the mass and energy conservation ͓i.e., through the set of equations in ͑2.3͒ and ͑2.4͔͒, or through the mass and momentum conservation equations ͓i.e., through the set of equations in ͑2.3͒ and ͑2.6͔͒. The calculations of this paper utilize the mass and momentum conservation equations.
The above description of the dynamics of a fluid continuum with respect to a fixed coordinate system is referred to as the ''Eulerian'' representation. 4, 5 In the Eulerian description of classical fluids, the dynamics of the fluid continuum is observed by placing ''monitors'' at the sites of a fixed grid in space. The observers record the density (x,t), the velocity v(x,t) and other fields such as the pressure, ve-locity potential and determine the stream lines when needed. In contrast, the ''Lagrangian'' method corresponds to the description of the hydrodynamics where monitors ''ride'' with the fluid particles. In this case, the observers must also record the location of the particles they ride with as a function of time in addition to the fields in the Eulerian description. In the Lagrangian description, the identity of a fluid particle is marked by its initial position and this identity is kept throughout the process. 4, 5, 12 The Lagrangian representation is obtained by rewriting Eqs. ͑2.3͒-͑2.6͒ of the Eulerian representation in the convected coordinates. 4, 5, 12 This reduces to following the time evolution of a typical function f (x,t) ͑e.g., the fields , S, and v͒ at a point x with the trajectory xϭx(t) such that f (t)ϭ f (x(t),t). The total time derivative of f (x,t) is indicated by a dot and is evaluated by the chain rule as
In obtaining the above expression, the position vector x of a particle is related to the velocity v in the usual way as ẋϭv.
͑2.8͒
The time history of a particle as x(t) defines a trajectory in configuration space in a manner analogous to classical dynamics in view of its time derivative being identified as the velocity v. The mass and momentum conservation laws above become
where
Equations ͑2.9͒ and ͑2.10͒ along with the definition of velocity v and force F, respectively, in Eqs. ͑2.8͒ and ͑2.11͒ form a complete set to determine the trajectory of the fluid particles. Equation ͑2.10͒ yields the following interpretation of the momentum equation within the Lagrangian formalism: the evolution of the wave function described by the Schrö-dinger equation in ͑2.1͒ is equivalent to following the ensemble of trajectories of a continuum of particles of mass m subjected to the force F derived from the total potential made of the sum of classical and quantum components V and V qu as given in Eq. ͑2.4͒. There is, however, a fundamental difference with classical trajectory calculations where the particles are ''real'' entities and each trajectory is independent. For QFD, the ''quantum subparticles'' ͑i.e., the particles of the fluid continuum͒ only collectively represent the physical particles, and their dynamics are coupled through the continuity equation and the quantum potential.
III. NUMERICAL ANALYSIS
The main ideas involved here are for the Lagrangian description and the details of the derivations are carried out in two-dimensions in Appendix A. The extensions of the derivations to arbitrary dimensions and multiple particles are conceptually straightforward. A general multidimensional treatment within the Eulerian description is presented in Ref.
42.

A. Space discretization
A set of discrete nodes within the continuum is identified by the coordinates ͕x i ͖. In the Lagrangian representation, the nodes move such that x i ϭx i (t). The various fields are discretized at these nodes as
͑3.1͒
Following the localization rule in Eq. ͑3.1͒, the discretized forms of the basic conservation laws in Eqs. ͑2.9͒ and ͑2.10͒ and the definition in Eq. ͑2.8͒ read
where, following the definition in Eq. ͑2.11͒,
The set of equations above transform the solution of Schrö-dinger's equation into following the trajectories ͕x i (t)͖ for the set of interacting mass points labeled by the indices i. The dynamics of the particles are coupled through the density and the quantum potential. The trajectory equations can be integrated without the need of the phase in terms of its gradient which is the velocity. When needed, the phase is calculated from the discretized energy conservation law in Eq. ͑2.4͒ as
This equation is used for calculating the dissociation cross section as in the applications in the next section.
B. Spatial derivatives
The partial derivatives "-v, ٌ 2 log A and ٌ log A appear in the basic conservation laws in Eqs. ͑3.2͒ and ͑3.3͒. This problem reduces to deriving the numerical differentiation formulas for f x , f y for a typical function f (x,y) over an irregular grid. The divergence of a vector function u ϭ(u,v) is obtained by the use of the general derivative formulas in the x and y components as required by the definition "-uϭu x ϩv y . Similarly, the Laplacian ٌ 2 f ϭ f xx ϩ f yy is evaluated by using the first order derivative formulas twice as indicated. The basic partial differentiation formulas are obtained by constructing the cells defined by the discrete nodes and using suitable interpolations over these local regions. Figure 1 shows a typical cell as an irregular polygon defined by eight corners and an interior point. Within the Lagrangian formalism of moving grid points, the cells are ever deforming irregular shapes. The present formulation takes advantage of finite element techniques 26, [58] [59] [60] [61] [62] that map the irregular cells onto a square in an auxiliary space. In this second space with the simple geometry for the cells, straightforward local interpolation approximations permit the nu-merical evaluation of the derivatives. The technical aspects of the formalisms are well established. 59, 60 Appendix A presents the derivations and the specific expressions for the polygonal region in Fig. 1 that are used in the calculations of the next section.
C. Time integration
The explicit centered difference scheme 43 is adopted for time integration. Within the complex wave form, this scheme has been shown to be stable under the condition (ប/2m) ⌬t/⌬x 2 Ͻ1, where ⌬t and ⌬x indicate the discrete time step and a measure of the mesh size. For the practical aspects of the stability with the Lagrangian formulation, the distance v⌬t traveled by the particles with velocity v during the time span of ⌬t should be less than the cell dimensions leading to the additional criterion of stability as v⌬t/⌬xϽ1. This condition preserves the connectivity of the nodes in the sense that a point inside or outside a polygonal region formed by its neighbors at the initial time remains so throughout the dynamics, as the cells deform.
The mass conservation law in Eq. ͑3.2͒ is of a special structure that can be integrated exactly for the density i ϭ(x i ,t) at the point x i between the general time steps t 1 and t 2 , 12 as
ϭtϪ⌬t to t 2 ϭtϩ⌬t and using the explicit centered difference approach for ͐ tϪ⌬t tϩ⌬t ٌ͓•v(t)͔ i dt as 2⌬tٌ͓•v(t)͔ i , the integration of the discretized mass conservation equation becomes
The space discretized version of the momentum conservation law in Eq. ͑3.2͒ is similarly integrated within the centered difference scheme between the times tϪ⌬t and tϩ⌬t to obtain
The particle positions are likewise evaluated from the velocities according to Eq. ͑3.2͒ as
The formulation here in terms of the density and velocity v bypasses the need to calculate S. When needed, as in the calculation of the dissociation cross section in Sec. IV, S is evaluated from Eq. ͑3.4͒ at each time step, again in the explicit centered difference approach, as
The alternative of calculating S from the velocity field v ϭٌS/m according to Eq. ͑2.4͒ is not carried as this would necessitate an additional numerical integration.
IV. APPLICATIONS TO PHOTODISSOCIATION
The time-dependent study of photodissociation is defined by two potential energy surfaces S 0 and S 1 corresponding, respectively, to the electronic ground and excited states of the system. The S 0 surface typically has a pronounced well leading to the presence of bound states. The S 1 surface on the other hand, may have shallow wells sustaining only a weakly bound state; or as seen in Figs. 2 and 3 for NO 2 , 49 the shallow wells may not be able to support bound states. Similarly, the S 1 surface may not even have an equilibrium point as seen in Fig. 4 for the case of NOCl. 48 The S 0 surface is used for determining the molecular bound state which provides the initial wave function. The dynamical part of the problem consists of following the evolution of this initial bound state on the S 1 surface. The initial wave created on S 0 is raised onto the S 1 surface by the optical field within the Franck-Condon approximation.
Dissociation in the present context is defined by the wave function spreading indefinitely and moving away from the region where it is initially localized about the equilibrium point. The QFD Lagrangian formalism is most suitable for visualizing the ''flow'' as displayed in Figs. 2-4. Quantitatively, the dissociation at the pump energy is described by the cross section ͑͒ ͑Refs. 48,49͒ evaluated through C͑t ͒ϭ ͵ *͑x,0͒͑x,t͒dx,
With the QFD representation of the wave function given in Eq. ͑2.2͒ as (x,t)ϭA(x,t)exp͓iS(x,t)/ប͔, C(t) in the above expressions becomes C͑t ͒ϭ ͵ A͑x,0͒A͑x,t ͒exp͕i͓S͑ x,t ͒ϪS͑ x,0͔͒/ប͖dx. ͑4.2͒
The dissociation cross section is evaluated in two steps. The spatial integral for the overlap C(t) is followed by the Fourier transform in the time domain. The wave packet is taken to start from rest, with S(x,0)ϭA(x,0) calculated from the initial wave at the locations of nodes at the time t ϭ0. A(x,t) and S(x,t) are given by the numerical calculations. The space integral is calculated by simply multiplying the area of the triangular domains with the values of the integrands at the corners divided by 3. This is equivalent to taking the mean value of the integrand over the triangular domains.
A. The Hamiltonians for NOCl and NO 2
The dynamics of the NOCl system is defined by the Jacobi coordinates R, r, and . Here, R is the distance from Cl to the center of mass of NO, r is the vibrational coordinate of NO, and is the angle between the vectors r and R. Similarly, the coordinates r 1 , r 2 , and define the dynamics for NO 2 , where r 1 and r 2 denote the distances from N to each of the O atoms. The coordinate is the bending angle between the two radial NO directions. In these coordinates, the Hamiltonian for NOCl is defined by 48 
HϭϪ
and the Hamiltonian for NO 2 is defined by For NOCl, the S 0 and S 1 surfaces have the same equilibrium value eq ϭ127.4°. 48 For NO 2 , the equilibrium value is respectively eq ϭ133.4°and 101.9°on the S 0 and S 1 surfaces. 49 Accordingly, these two values are denoted as eq0 and eq1 .
For the calculations, the kinetic energy operators in these simplified Hamiltonians are sought in a common dimensionless representation. The transformations, including the rescaling of the wave function for NOCl, are Above, r eq is a length scale taken to be the value of the vibrational coordinate at the molecular equilibrium on the S 0 potential energy surface. For NO 2 , r eq is the common value for the two radial coordinates as a result of the symmetry as This nondimensional form makes it possible to carry out the calculations on both the S 0 and S 1 surfaces for the two molecular systems with a common formulation.
B. Potential energy surfaces
The expressions of the potential energies for the ground and excited electronic states are treated in a unified presentation.
S 0 potential energy surface and wave function
The S 0 surface is needed only for determining the ground state wave function to be used as the initial wave packet on the S 1 surface. A quadratic approximation is adequate here for evaluating the molecular ground state. Hence, for both systems, we employ the potential energy 
The numerical values of the coefficients k i j in the quadratic potentials of the two cases are derived in Appendix B from the general expressions for the potential energies for S 0 .
S 1 potential energy surfaces
The S 1 potential energy surfaces are presented in Appendix C for the NOCl and NO 2 systems. Two-dimensional representations are derived by fixing eq ϭ127.4°for NOCl and at, respectively, the two different values eq0 ϭ133.4°and eq1 ϭ101.9°for NO 2 in order to explore the dependence of the dynamics on .
V. DISCUSSION
The results of the calculations are presented in terms of the evolution of the initial wave packet, the correlation function of the wave packet and the dissociation cross section for the NOCl˜NOϩCl and NO 2˜N OϩO reactions. Three complementary formats are chosen for displaying the dynamics of the wave packet: snapshots of the assembly of ''quantum fluid particles'' obtained through the discretization of the continuum equations; snapshots of equal probability density contours; and the trajectories of representative particles. The numerical results for the wave packet dynamics and dissociation cross sections are given in Figs. 2-4 .
The initial locations of the particles are obtained from the discretization of the ground state Gaussian wave function. This is achieved by first writing the initial Gaussian for the density as the product of Gaussians in one variable in the principal axes of the quadratic potential. In each direction, N subregions of equal area under the density function are determined. 12 The two subregions at the edges in each direction are semi-infinite, and thus the discretization covers the 1 ϭx j /N. Furthermore, by construction, the particles in the numerical calculations occupy the center of gravity of each rectangular region at the initial time. The consequence of taking the rectangular areas to have the same mass and assigning this mass to the particle at the center of gravity attaches equal importance to each particle and places them more densely in the regions of higher probability. Pictorially, this is reflected in Fig. 2 by particles being unequally spaced: more dense at the center and sparse at the edges. Typically, the spacing at the edges is about 3.5 of that at the center. The grid used in the actual calculations for each of the three cases had 19 points in both the x and y directions. The calculations are completed in 1504 and 864 time steps, respectively, for the NOCl and NO 2 cases as displayed by the decay of the correlation functions, such as in Fig. 2͑d͒ .
A complete set of figures are presented for describing the dynamics in the photodissociation reaction for NO 2 with the bending angle kept at the equilibrium value eq ϭ133.4°of the S 0 surface. Figures 2͑a͒-2͑c͒ describe, respectively, ͑a͒ the evolution of the wave packet by snapshots of the locations of the set of discrete points at time tϭ0, 20, and 40 fs, ͑b͒ representative trajectories corresponding to sixteen discretized points of the two-dimensional grid, and ͑c͒ snapshots showing the set of equal density contours at time tϭ0, 20, and 40 fs. Figures 2͑d͒ and 2͑e͒ show, respectively, the correlation of the wave function in time and the corresponding dissociation cross-section in terms of the pump energy. Similarly, Figs. 3 and 4 show representative trajectories for the photodissociation reactions for respectively NO 2 with the bending angle eq ϭ101.9°kept at the equilibrium value of the S 1 surface, and for NOCl with Jacobi's angle fixed at the value eq ϭ127.4°.
The wave packet appears like a droplet in the hydrodynamics analogy. The classical picture is the motion of the ensemble of particles forming the droplet on the S 1 surface, starting from the configuration corresponding to the initial wave function prepared on the S 0 surface. The motion of the wave packet consists of its dispersion and sliding down the surface described by the level curves in the figures. The energy surfaces in Figs. 2 and 3 for NO 2 , corresponding respectively to the bending angle values of and ϭ eq0 and ϭ eq1 , are symmetric with respect to the bisector of the first quadrant reflecting the symmetry of the system with respect to the two NO intramolecular distances. For the first case in Fig. 2 , the potential energy surface has a ridge on the symmetry line and two shallow wells on the two sides of the ridge. Consequently, the wave packet starting from rest, initially moves along the ridge, eventually splits into two and flows down into the wells. The potential surface in Fig. 3 corresponding to NO 2 with ϭ eq1 has a large shallow symmetric well and no ridge. The wave packet placed over the top, initially flows down into the large well, and also eventually splits into two and each piece splashes onto one of the walls of the well. The S 1 surface in Fig. 4 for NOCl consists of a simple valley with a downward slope. Consequently, the dissociation dynamics is also simpler; the initial wave packet placed over the top slides down the slope with minor sideways oscillations and expands in time. For this case, the wave packet stays together throughout the process as opposed to the breaking of the initial wave packet into two smaller ones in the two former cases. For all cases, the detailed behavior of the wave packets, and the peaks and width of the dissociation cross section are comparable with the results of the full three-dimensional calculations, 48, 49 as well as the calculations based on the Eulerian description of QFD. 42 The goal of the calculations presented here is primarily for illustration of the associated numerical algorithm without the pretense of an exhaustive physical study. These calculations, including the evaluation of the dissociation cross section took, respectively, 33 s for the NOCl and 40 s for each of the NO 2 cases on a Pentium 200 MHz PC. The computational efficiency of the QFD calculations of this paper is assessed in the following through references with other methods. To summarize, the duration of the photodissociation dynamics for NOCl and NO 2 cases are, respectively, 34 and 38 fs in the QFD calculations of this paper. These calculations are carried out respectively in 1504 and 864 discrete time steps. The CPU times for running these cases on a Pentium 200 MHz machine were, respectively, 33 and 40 s. Hence, the discrete time steps used in the calculations are approximately 0.02 fs for NOCl and 0.04 fs for NO 2 . The resulting CPU times per each time step thus became approximately 0.02 and 0.05 s. The values for both the discrete time steps and CPU times per time step are seen to be of the same order for the two reactions, with ratios of about 2. The minor differences in the number of time steps and the CPU times per time step can be explained in terms of the potential surfaces for the two chemical systems. The potential energy function for NOCl is expressed by much fewer terms than the one for NO 2 . Consequently, more time is spent in calculating the potential energy values for NO 2 than for NOCl. This explains the 2.5 times longer computational effort ͑i.e., the larger CPU per time step for the NO 2 reaction͒. On the other hand, although the potential energy surface for NOCl is simpler than for NO 2 , it is stiffer for the molecular stretch modes ͑i.e., the walls of the valley of the potential energy surface rise more rapidly in the vibrational coordinate͒. This causes the program to proceed with smaller time steps in order to accommodate for the stiffer potential, and the discrete time step for NOCl becomes half that for NO 2 . The same physical problems in this paper are studied in their full three-dimensional versions by the multiconfiguration timedependent Hartree method. 48, 49 The CPU times for these are reported to be about 1 h for NOCl and 45 min to 3 days for various levels of convergence for NO 2 on an IRIS 4D-320 RISC workstation. For the NO 2 case, the authors report that the CPU time for a fully converged calculation would have been 2 months. 49 We refrain from comparing the results with the problems in two and three coordinates. Nevertheless, the large margin of two orders of magnitude for NOCl and two to three, or even five orders of magnitude for the reported time necessary for fully converged calculations is encouraging for the potential capability of the QFD formulation. Towards obtaining a more direct reference on efficiency, the problems in two Cartesian coordinates of this paper are integrated using the commonly employed Chebychev FFT method. 32 Two sets of computations are carried for both systems with the FFT. In a first set of computations, the NOCl and NO 2 cases are integrated in the same number of time steps ͑1504 and 864 steps, respectively͒, as in the present paper. The CPU times with the FFT algorithm were respectively 110 and 90 min for the two problems on the same PC. The regions of the potential energy surfaces used in these calculations were ͕3.5 a.u.ϽRϽ6.75 a.u., 1.8 a.u.Ͻr Ͻ2.8 a.u.͖ for NOCl and ͕3.4 a.u.ϽrlϽ8.4 a.u., same for r2͖ for NO 2 . In both systems, the regions are discretized on a 128ϫ128 grid. The comparison of the total CPU times leads to a ratio of two orders of magnitude in favor of QFD. In another set of computations, we tried to optimize the advantages of the FFT algorithm by taking the largest allowable time steps. These calculations were carried out respectively in 30 and 40 discrete time steps for the NOCl and NO 2 cases. The corresponding total CPU times for the two computations are about 1460 and 1470 s, respectively. These times are of course smaller than before. However due to the iterative nature of the FFT method, the reduction with time is not proportional to the number of steps. For the bigger time steps, the series in Chebychev polynomials takes a longer time to converge as compared to the smaller time steps. The comparison of the total CPU times in these latter calculations benefiting from the large time step capability of the FFT, is still in favor of QFD method by the factors of 50-40. Another comparison may be carried with respect to the CPU times per time step between the FFT and QFD calculations. By dividing the total CPU times by the number of steps, the values of 4 and 6 s are found for the large number ͑i.e., shorter time steps for the FFT calculations͒. Similarly, the CPU times per time step are found to be 50 and 40 s for calculations with the smaller number of steps. The corresponding values are, respectively, the 0.02 and 0.05 s with QFD as quoted above. These lead to a ratio of about two and three orders of magnitude depending on the large or small numbers of steps for both reactions in favor of QFD. As in all comparisons of this nature, care is recommended in reaching strong conclusions. Regardless of the specific ratios of speed in the analysis, the capabilities of the present algorithm are most encouraging.
For time-independent problems, stability and accuracy considerations determine the value of the discrete time step. Time-dependent problems with oscillating external fields are frequently encountered in many applications. In these cases, the time variation of the external field can determine the discrete time step. Hence, most algorithms, including the FFT method, can no longer utilize large time steps. An additional comment regards the FFT method capitalizing on the Cartesian coordinate representation of the kinetic energy operator. The trajectories in the Lagrangian formulation of QFD can be calculated in any coordinate system. Finally, the Lagrangian formulation as an adaptive moving grid does not involve concerns about reflection from boundaries as is the case with fixed grid methods.
The QFD, Lagrangian description and the explicit time integrator collectively lead to the observed computational efficiency. QFD permits working with the near monotonous discretized amplitude and phase. This is most clearly displayed by the simple nature of the trajectories seen in Figs. 2  and 3 . The reduction of the number of discrete points as compared to what would be needed to represent the oscillatory real and imaginary parts of the complex wave function is expected to be at least an order of magnitude in each direction. The near monotonous variations of the phase and velocity fields are verified and contrasted with the oscillatory behavior of the real and imaginary parts of the complex wave function in Ref. 42 , in support of this statement. The Lagrangian approach of following the particles, concentrates the computational effort into the regions of space with high probability density. In this respect, the Lagrangian scheme is an optimal adaptive grid algorithm. Similarly, the Lagrangian approach eliminates the problems associated with the reflection of waves from the boundaries of a finite region found with the fixed grid methods. Finally, the explicit integrator makes the effort linearly proportional to the number of discrete points.
APPENDIX A: SPATIAL DERIVATIVES ON AN IRREGULAR MESH
The goal is to calculate the partial derivatives f x , f y and the Laplacian f xx ϩ f yy at the nodes of an irregular grid. Figure 1 shows the irregular polygon defined by eight corners and an interior point that is used in the calculations. The present formulation benefits from the numerical techniques in the field of finite elements 26, [58] [59] [60] [61] [62] that map the irregular cells onto a square in an auxiliary space. In this second space with the simple geometry for the cells, straight forward local interpolation approximations of the relevant functions permit the numerical evaluation of the derivatives. 59 ,60
The interpolation functions
The coordinates x, y, and the function f (x,y) are interpolated from the nodal values of the finite clement shown in Fig. 1 . For this purpose, the row vectors X, Y, and F are introduced as ϽXϭ͑x 0 ,x 1 ,x 2 ,x 3 ,x 4 ,x 5 ,x 6 ,x 7 ,x 8 ͒, ϽYϭ͑ y 0 ,y 1 ,y 2 ,y 3 ,y 4 ,y 5 ,y 6 ,y 7 ,y 8 ͒, ͑A1͒
Above (x k ,y k ) represent the nine points of the polygon as shown in Fig. 1 
The choice of the same basis b for the function f and the coordinates x, y is defined as an isoparametric mapping. 59, 60 The interior point of the polygon in the (x,y) plane and of the square in the ͑, ͒ plane is labeled by the index 0 and the corners as 1-8. The points of the square in the ͑, ͒ plane are, respectively, defined by the coordinates ͑0, 0͒; ͑1, 0͒; ͑Ϫ1, 0͒; ͑0, 1͒; ͑0, Ϫ1͒; ͑1, 1͒; ͑Ϫ1, Ϫ1͒; ͑Ϫ1, 1͒; ͑1, Ϫ1͒. The basis vector b for this element is 58 Ͻb͑, ͒ϭ͓͑1Ϫ
It is readily observed that at the points of the square in the 
The first order partial derivatives
The chain rule for the partial derivatives of the typical function f ϭ f (x,y) with the coordinate transformation from x, y to , reads
The inverses ϭ(x,y) and ϭ(x,y) of the transforms in Eq. ͑A2͒ are not available explicitly for the direct computation of the derivatives x , y , x , and y appearing in the chain rules above. Nevertheless, these partial derivatives can be obtained from x , x , y , and y by a matrix inversion. The partial derivatives of the expressions xϭx(,) and y ϭy(,) with respect to x and y obtained via the chain rule, result in four expressions that are arranged in a matrix form J•J Ϫ1 ϭI,
͑A5͒
Here, I is the identity matrix; J and J Ϫ1 are, respectively, the Jacobian matrix of the coordinate transformation x ϭx(,), yϭy(,) and its inverse. The inversion of the J matrix in Eq. ͑A5͒ yields the partial derivatives x , y , x , and y as
where J is the Jacobian of the transformation,
Hence, Eq. ͑A6͒ shows that the partial derivatives x , y , x , and y are obtained without the need to know the inverse transformations ϭ(x,y) and ϭ(x,y). The partial derivatives with the chain rule expressions in Eq. ͑A4͒ can be written in the compact form
where 
The above expressions are seen to reduce to the simple centered finite differentiation formulas.
The partial derivatives of f (x,y) in the (x,y) plane are obtained with the substitution of f , f from above and the expressions for x , y , x , and y from Eq. ͑A6͒ into Eq.
͑A9͒. In particular at the central point, combining the expressions given in Eq. ͑A10͒, these yield
The derivatives at the edges are evaluated by first making extrapolations to generate additional points. The extrapolations transform the edge points to become interior nodes and the same formulas as above are used.
The divergence and the Laplacian
The divergence of a vector function uϭ(u,v) are obtained by the use of the above derivative formulas in the x and y components as required by the definition "•uϭu x ϩv y . Similarly, the terms f xx and f yy forming the Laplacian ٌ 2 f ϭ f xx ϩ f yy are evaluated by using the first order derivative formulas above twice.
APPENDIX B: S 0 surface for NOCI and NO 2 The S 0 surfaces typically have a deep well and the quadratic approximation is considered as adequate for the evaluation of the molecular ground state for the purposes here. Hence, for both systems, we seek the potential energy expressions in the form V͑x,y ͒ϭ1/2͓k 11 ͑ xϪx eq ͒ 2 ϩ2k 12 ͑ xϪx eq ͒͑ yϪy eq ͒ ϩk 22 ͑ yϪy eq ͒ 2 ͔. ͑B1͒
Above x eq and y eq are the equilibrium values for x and y defined suitably for the two cases in Eqs. ͑4.7͒ and ͑4.8͒.
S 0 surface for NOCI
The potential energy is given in dimensional units in terms of r 1 , r 2 , and r 3 which are, respectively, the NO, NCl, and OCl distances 48 as The time scale ͓i.e., the unit of dimensionless time t 0 defined in Eq. ͑4.7͔͒ is 1.54 ps.
S 0 surface for NO 2
The potential energy is given in terms of the two NO interatomic distances r 1 , r 2 , and the bending angle . The quadratic approximation to the potential about the equilibrium values for r 1 The time scale ͓i.e., the unit of dimensionless time t 0 defined in Eq. ͑4.8͔͒, is 6.11 ps.
APPENDIX C: S 1 SURFACE FOR NOCI AND NO 2
The calculations are carried out in nondimensional variables. 
S 1 surface for NOCI
