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Abstract
This paper presents a partial proof of the non-linear stability of the expanding
region of Schwarzschild de Sitter cosmologies. We show that under dynamically
realistic assumptions the conformal Weyl curvature decays towards null infinity.
Our assumptions are consistent with the expectation that a dynamical solution to
Einstein’s equations with positive cosmological constant does not converge globally
to a member of the Kerr de Sitter family. In particular in this problem the
geometry of null infinity is a priori unknown. One expects this result to form
an essential part of a global existence proof for the cosmological region, which
— along with the precise asymptotics of these solutions — is the subject of a
subsequent paper.
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1 Introduction
In this paper we are interested in solutions to Einstein’s field equations with a positive
cosmological constant Λ > 0,
Ric(g) = Λg . (1.1)
These equations — in fact a more general form including sources of matter — were
proposed by Einstein to model the universe in the large [Ein17], (M, g) being an un-
known 3 + 1 dimensional Lorentzian manifold which represents the geometry of space-
time. 1 The simplest solutions to (1.1) have non-trivial topology, and are not asymptot-
ically flat: The Einstein universe (which contains a homogeneous fluid) is topologically
a cylinder S3 × R, and thus represents a closed universe. While Einstein’s solution is
static (in time), de Sitter found a solution to the vacuum equations (1.1) shortly after the
cosmological constant was introduced [dS17], which is expanding :2 The de Sitter space-
time can be embedded as a (time-like) hyperboloid H in 5-dimensional Minkowski space
(R4+1,m), with metric h simply induced by the ambient metric m; see Fig. 7 below. Its
geometric properties are central to this paper, and will be discussed in Section 2.
A model of a black hole in an expanding universe is provided by the Schwarzschild
de Sitter geometry [Kot18, Wey19] discussed in Section 4. It is a solution to (1.1) with
less symmetries than the de Sitter solution but still spherically symmetric, which means
that the metric takes the form:
g =
Q
g +r2
◦
γ (1.2)
where
Q
g is a Lorentzian metric on a 1 + 1-dimensional manifold Q, r : Q→ (0,∞), q 7→
r(q) is the radius of a sphere q ∈ Q, and ◦γ the standard metric on S2. Its causal geometry
is best understood if we depict the level sets of r in Q while keeping the null lines of
Q
g
at 45◦, namely in the form of the Penrose diagram of Fig. 1.
On Schwarzschild de Sitter we distinguish between the black hole region B, the
stationary black hole exterior S, and the cosmological region R. The stationary region
S has a time-like Killing vectorfield T , and is bounded by an event horizon H towards
the interior at r = rH, and a cosmological horizon C towards the exterior at r = rC.
Beyond C lies the cosmological region, whose future component R+ we depict separately
in Fig. 2. R+ is bounded to the past by the null hypersurfaces C+ ∪ C¯+, and foliated by
the level sets Σr of r:
R =
⋃
r>rC
Σr (1.3)
1The equations (1.1) in its more general form including sources of matter can be thought of as a
general relativistic version of the classical analogue 4ψ−Λψ = 4piρ, namely a modification of Newton’s
law which Einstein considered to model homogeneous mass densities ρ in space [Ein17].
2Neither was this solution discovered in the form presented in Section 2, nor was it immediately
understood that this “universe” is expanding. This was realized only later by Lemaˆıtre [Lem27]. For a
historical discussion of the confusions and controversies surrounding its discovery see e.g. [NB09].
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Figure 1: Penrose diagram of Schwarzschild de Sitter geometry.
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Figure 2: Expanding region of a Schwarzschild de Sitter cosmology.
Each leaf Σr is topologically a cylinder S2 ×R, and a spacelike hypersurface for r > rC.
Since r is increasing along any future-directed causal curve in R+ we also call this
region expanding. It is future geodesically complete, yet has the property that any
two observers are eventually causally disconnected.3 This has the consequence that
the “ideal boundary at infinity” I+ is a spacelike surface. 4 (I+ is not part of the
spacetime, but it is intrinsically a cylinder R× S2 and can be thought of as attached to
the spacetime in the topology of the Penrose diagram.) Finally B is referred to as the
black hole region, because it lies in the complement of the past of I+.
The maximal extension of the Schwarzschild de Sitter spacetime consists of an infinite
chain of black hole regions B, separated by exteriors S to the future and past of which lie
the cosmological regions R. We shall restrict attention to a given cosmological region,
and its adjacent black hole exteriors, up to the event horizons; in particular the interior
of the black hole is not considered here.
3Here we simply mean that given any two time-like geodesics Γ1, Γ2 in R+ (with different “end
points” on I+) parametrized by arc length, we can find proper times s1, and s2 such that the causal
futures of Γ1(s1) and Γ2(s2) have empty intersection.
4Here I+ can be identified with the endpoints all outgoing null geodesics from S along which r →∞,
and is thus still referred to us null infinity. It being spacelike (as a surface in a suitably extended space-
time) marks an important difference to the asymptotically flat setting, and is prototypical for Λ > 0.
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Figure 3: Cauchy problem in the domain of dependence of Σ.
While all classical solutions to (1.1) referred to here were found explicitly, a natural
question to ask from the evolutionary point of view is the following:
Is the picture of Fig. 3 dynamically stable?
In other words, does a perturbation of Schwarzschild de Sitter data on a
Cauchy hypersurface Σ give rise to a maximal development D with similar
features? In particular does D contain a future geodesically complete region
R with spacelike boundary I+ at infinity, relative to which D contains a
black hole regions B. Moreover, is the black hole exterior S = I−(C)∩I−(H)
— where C and H are defined to be the future boundary of the past of B
and I+, respectively — asymptotically stationary?
In view of the domain of dependence property of solutions to (1.1) the stability of the
black hole exterior S can be treated independently of the cosmological region R (and
the black hole interior B). Indeed, since S is contained in the domain of dependence
of a compact subset Σc ⊂ Σ, the behavior of the solution in S is not influenced by
data in the complement of Σc. In a remarkable series of papers [HV16b, Hin16, HV16a,
HV14, Vas13] Hintz and Vasy have recently proven that solutions to the Cauchy problem
for (1.1) arising from a perturbation of Schwarzschild de Sitter data on Σc converge
exponentially fast to a member of the Kerr de Sitter family on S ∪ H ∪ C, (and in
particular become stationary). 5
The Kerr de Sitter geometry — given by an explicit 2-parameter family of axi-
symmetric solutions to (1.1), containing Schwarzschild de Sitter as a subfamily — plays a
central role for the understanding of solutions in S. Indeed, the result of Hintz and Vasy
shows that they parametrize all possible final states for the evolution of perturbations
of Schwarzschild de Sitter data, in the domain enclosed by the event horizon H and
the cosmological horizon C. We will see that for the evolution beyond the cosmological
horizon this explicit family of solutions does not play an equally prominent role.
The problem approached in this paper is then the following:
5Here S is of course not defined with the help of I+, but instead found dynamically as the stationary
region of the Kerr geometry that the solution asymptotes to, and the solution is controlled in a slightly
larger domain, as indicated in Fig. 3.
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Figure 4: Goursat problem from the cosmological horizons.
Consider the characteristic initial value problem (or Goursat problem) for
(1.1) with data on the cosmological horizons C ∪ C¯, c.f. Fig. 4. Suppose the
characteristic data converges exponentially fast to the geometry induced by a
Kerr de Sitter horizon, then is the maximal development future geodesically
complete, and can future null infinity I+ be attached at infinity as a spacelike
surface in a suitably regular manner?
Note that the assumption — that the data be exponentially decaying to a Kerr de
Sitter geometry along the cosmological horizons — is justified by virtue of the result
of Hintz and Vasy [HV16b]. However, also note that in this formulation no reference
is made to the Kerr de Sitter solution in the discussion of our expectation for the
asymptotics:
In [Sch15] I have considered a linear model problem, namely the corresponding
Cauchy problem for the linear wave equation
gψ = 0 (1.4)
on a fixed Kerr de Sitter background (M, g). It was shown that any solution to (1.4)
arising from finite energy data on Σ, remains globally bounded yet has a limit ψ+ on
I+ which as a function on the standard cylinder R × S2 has finite energy. Moreover,
if exponential decay is assumed along the cosmological horizons (which in this setting
is justified by the results of Dyatlov [Dya11a, Dya11b]), then this “rescaled” energy of
ψ+ on I+ decays towards time-like infinity ι+, but still need not vanish globally on I+.
This means that even in the context of the linear theory, there is a non-trivial degree of
freedom at infinity. Finally, the results in [Sch15] depend by no means on the symmetries
of Kerr de Sitter, and have been proven therein for a large class of spacetimes without
any symmetries near the Schwarzschild de Sitter cosmology.
The intuition gained in the linear problem tells us that in the context of the fully
non-linear problem we cannot expect convergence to a member of the Kerr de Sitter
6
family, but merely a “nearby” geometry, which is however a priori unknown. In fact,
the setting to be presented in this paper is consistent with the asymptotic geometry to
differ from Kerr de Sitter — indeed de Sitter — even at the “leading order”. 6
This view is echoed in an instructive series of papers by Ashtekar, Bonga and Ke-
savon [ABK16, ABK15a, ABK15b]. In [ABK15a] it is argued that future null infinity I+
cannot be conformally flat in the presence of gravitational waves. They show in particu-
lar that the condition that I+ be intrinsically conformally flat (as it is for Schwarzschild
de Sitter) would suppress “half” of the gravitational degrees of freedom. This is consis-
tent with the setting in this paper, where will will allow the spheres foliating I+ to be
not perfectly round.
Now we will treat Einstein’s equations not as a system of wave equations for the
metric, but rather using the electromagnetic analogy, which has been employed so suc-
cessfully in the seminal work of Christodoulou and Klainerman [CK93]. In other words,
we use that (1.1) imply the homogeneous contracted Binachi equations for the Riemann
curvature tensor R:
divR = curl Ric = 0 (1.5)
The Riemann curvature however — in the role of the Faraday tensor F — is not a
suitable quantity to consider in this setting, and cannot be expected to decay; indeed
de Sitter is a constant curvature space. A central idea in this work is to pass from the
Riemannian curvature R to the conformal Weyl curvature W , which for any solution to
(1.1) is related to R by7
W (X, Y, U, V ) = R(X, Y, U, V ) +
Λ
3
[
g(X, V )g(Y, U)− g(X,U)g(Y, V )
]
(1.6)
and thus also satisfies
divW = 0 . (1.7)
The conformal Weyl curvature is the prototypical Weyl field W in the sense of [CK93]
and its algebraic properties allow us to construct energies using the Bel-Robinson ten-
sor Q(W ), which can be viewed as a generalisation of the energy-momentum tensor of
electromagnetic theory. A key advantage of this approach is then that certain methods
6As we shall see the geometry is expected to be asymptotically de Sitter locally in the past of any
time-like geodesic, however it is not expected to agree globally. Indeed the results in [HV16b] could be
applied to the past of any point p on the future boundary at infinity I+, to infer — see in particular
Theorem C.4 therein — that up to a gauge choice that depends on the solution in I−(p), the spacetime
converges to de Sitter as the tip p of the backwards cone is approached. However the gauge modification
depends on p ∈ I+, and with a given gauge choice for in I−(p), the spacetime does not converge to de
Sitter at any point q ∈ I+ in a neighborhood of p.
7In Section 2 we will recall that de Sitter is in fact conformally flat. The passing from R to W can
thus be thought of as a renormalisation of the curvature by its de Sitter values. Note also that for
Λ = 0 the Weyl and Riemann curvature coincide, and thus play a notably different role only in the
cosmological setting.
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developed for the treatment of the linear equation (1.4) — in particular our understand-
ing of the decay mechanism for solution to (1.4) in the cosmological region — carry over
to the study of solutions to (1.7). We will elaborate on this in more detail in Section 1.4.
In this paper we will accomplish the first part of the global non-linear stability prob-
lem, as formulated above as a characteristic initial value problem for the cosmological
region. Following the strategy laid out in [CK93], we will make certain assumptions
— as part of an overarching bootstrap argument — on the metric g, and the connec-
tion coefficients,8 and then prove a non-trivial statement for the Weyl curvature, which
will allow us — and this is the subject of the next paper — to recover all assumptions
initially made, thus yielding a full existence result.
A significant challenge of this part lies in identifying a set of assumptions which are
on one hand sufficiently general to encompass the actual dynamics of the metric under
the evolution of (1.1) (too restrictive assumptions would be inconsistent, and have no
chance of being recovered), while on the other hand sufficiently restrictive for the decay
mechanism to come into play. The latter is predominantly the expansion, which can be
captured adequately on the level of mean curvatures.
Informally speaking, we establish the following:
The conformal Weyl curvature decays uniformly in the cosmological regionR,
provided the metric and connection coefficients satisfy a set of assumptions
which capture in particular the expansion of the spacetime.
In Schwarzschild de Sitter the Weyl curvature has only one non-vanishing component
ρ[W ] = −2m
r3
(1.8)
where m is a constant, the mass of the black hole; c.f. Section 3, 4.
“Decay”, and its “uniformity” refer to a parameter like r in the Schwarzschild de
Sitter example, but as we shall see even the definition of a suitable time function is
non-trivial, because depening on the choice of a function
r : R → (0,∞) ,
the set of points at “infinity” where r = ∞ is located on a different “surface”, which
may or may not be partly contained in the spacetime manifold.9 With a “good choice”
8Connection coefficients are on the level of one derivative of the metric. Alternatively these assump-
tions can be thought of as conditions on the geometric properties of a chosen foliation, or as conditions
on the deformation tensors of a number of relevant vectorfields.
9We will discuss this issue further in Section 1.1, and at length with an example in de Sitter in
Section 2.2. Interestingly, in a different context, namely in the study of relativistic compressible fluids,
a similar issue appears for the characterisation of the “singular hypersurface” in the formation of shocks;
see Chapter 15 in [Chr07].
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of a time function r, we will then establish that under our assumptions all components
of the Weyl curvature decay at “almost the rate” indicated in (1.8).
In Section 1.1 we discuss the basic difficulties related to a suitable choice of coordi-
nates which covers the domain of development, and correctly parametrizes future null
infinity. In Section 1.2 we highlight some of the assumptions made in this paper, in
particular we identify a suitable notion of expansion at the level of mean curvatures.
Then we proceed to a more precise statement of the result in Section 1.3, and discuss
some of the ideas and difficulties of the proof in Section 1.4. In Section 1.5 we briefly
sketch some of the ideas relevant for the recovery of the assumptions, which is the topic
of a subsequent paper. (Nonetheless, it is important to illustrate the consistency of
the assumptions already at this stage.) Finally, we discuss the relation of this result to
earlier work, in particular Friedrich’s proof of the stability of de Sitter, in Section 1.6.
1.1 Basic Difficulties
In view of the expectation that the geometry of a dynamical solution to (1.1) in the
cosmological region does not globally converge to a member of the Kerr de Sitter family,
but merely to a “nearby geometry” which is a priori unknown, the choice of suitable
coordinate system — which covers the entire region of existence — is non-trivial.
Consider for example any given coordinate system (xa; yA) on R ⊂ Q for the
Schwarzschild de Sitter solution. A na¨ıve approach would be to formulate the assump-
tions on the metric in this coordinate system, and try to establish the decay with respect
to a parameter r = r(xa) formally defined as in Schwarzschild de Sitter. However, such
an approach turns out to be inconsistent, the reason being that the surface r =∞ thus
defined does not coincide with the true future boundary found in evolution.
To overcome this problem we work in a double null gauge,10 namely coordinates
(u, v;ϑ1, ϑ1) such that the level sets of u, v are null hypersurfaces whose intersections
Su,v are diffeomorphic to S2. This choice is natural for the treatment of a characteristic
initial value problem, and it allows us in particular to introduce the function r as the
area radius of the spheres of intersection (Su,v, g/),
4pir2(u, v) =
∫
Su,v
dµg/ . (1.9)
It is then tempting to define future null infinity I+ as the collection of spheres with
infinite area radius. However, a general double null foliation still allows considerable
freedom in the choice of the spheres of intersection, and it can happen that a sphere
with infinite area radius is in fact partly contained in the spacetime. In such a scenario
future null infinity is not correctly identified by the set of points where r =∞.
10This gauge — and its very general geometric formulation suitable for the study of the Einstein
equations outside spherical symmetry — has been introduced by Christodoulou and used notably in
his [Chr09], whose conventions we follow closely in this paper.
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I+
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R
Figure 5: Sphere with infinite area radius partially contained in the spacetime.
Since this is a subtle yet imporant point, we have included in Section 2 an explicit
construction of a double null foliation of de Sitter which illustrates this phenomenon:
There exist double null foliations of de Sitter such that the union of all
spheres with area radius r ∈ (rC,∞) is contained, but does not exhaust the
cosmological region.
In fact, these examples are constructed as explicit solutions to the eikonal equation
h(∇u,∇u) = 0 (1.10)
with the property that the level sets Cu intersect the cosmological horizon C in a small
ellipsoidal deformation Cu ∩ C of the round sphere, yet the “corresponding sphere near
infinity” — namely the intersection Su,0 = Cu ∩C0 with a fixed “incoming” null hyper-
surface C0 — is only partially contained in H. In these examples, Su,0 first “touches
infinity at a point” and then gradually “disappears on annular regions” as u varies, see
Fig. 5.
We expect this to be the generic behavior, and it is thus important that our as-
sumptions on the foliations to be discussed in Section 1.2 rule out such behavior of the
spheres near infinity. In Section 2 we study also the transformation of the structure co-
efficients under the gauge transformations provided by these examples, and demonstrate
explicitly that some of the assumptions we make in Section 1.2 are not satisfied.11 The
assumptions of Section 1.2 then ensure that the spheres of the foliation indeed exhaust
the expanding region.
11Essentially, any assumption that requires the smallness of the deviation of a quantity q(u, v, ϑ1, ϑ2)
from its average q(u, v) on the sphere Su,v cannot be satisfied if the area radius of Su,v diverges while
a subset of points q ∈ Su,v remain in the spacetime.
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Even with a “good” choice of a foliaton with the property that all spheres with infinite
area radius are indeed “at infinity”, it would be too restrictive to assume that the spheres
foliating null infinity are intrinsically round. Our assumptions are certainly consistent
with such a non-trivial asymptotic geometry, and we will already see in Section 1.5 an
obstruction to the roundness of the spheres, but the precise geometric characterisation
of future null infinity is the subject of a subsequent paper.12
1.2 Assumptions on the foliation
Consider a 3+1-dimensional Lorentzian manifold (M, g) with past boundary C ∪C, two
null hypersurfaces intersecting in a sphere S; we think of initial data prescribed along C
and C, and of R = J+(C ∪C) — the “cosmological region” — as its future development.
Consider further a double null foliation of R by null hypersurfaces Cu, and Cv,
namely the level sets of functions
u : R −→ (0,∞) v : R −→ (0,∞) (1.11)
satisfying the eikonal equations
g(∇u,∇u) = 0 g(∇v,∇v) = 0 (1.12)
which are increasing towards the future, such that C = C0, C = C0, and(
Su,v = Cu ∩ Cv, g/ = g|TSu,v
)
(1.13)
is diffeomorphic to S2. Following the conventions in [Chr09] we define
L′ = −du] L′ = −dv] (1.14)
to be the null geodesic normals, and Ω to be the null lapse:
Ω =
√
2
−g(L′, L′) (1.15)
Then normalised null normals are given by
Lˆ = ΩL′ Lˆ = ΩL′ (1.16)
and used to define the null second fundamental forms of the spheres Su,v as surfaces
embedded in Cu, and Cv respectively:
χ(X, Y ) = g(∇XLˆ, Y ) χ(X, Y ) = g(∇XLˆ, Y ) (1.17)
12See also the discussion in [ABK16]. The prospect of a fundamental obstruction to the roundness of
the spheres composing null infinity raises a number of interesting questions, in particular related to the
definition of asymptotic quantites, such as mass, and angular momentum, whose classical definitions all
require the asymptotic roundness, which here appears to fail, at least globally. See also [ST15, CI16].
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The null expansions, namely the traces trχ, and trχ (with respect to g/), measure
pointwise the change of the area element dµg/, in the null directions Lˆ, and Lˆ, respectively.
Our first main assumption is that “the cosmological region is expanding”:
trχ > 0 trχ > 0 : on R (BA:I.i)
The positivity of the null expansions alone is not enough, and we will assume that they
are always close to the “geodesic accelerations” 2ωˆ, and 2ωˆ defined by
∇LˆLˆ = ωˆLˆ ∇LˆLˆ = ωˆLˆ (1.18)
Equivalently, they are given by
ωˆ = Lˆ log Ω ωˆ = Lˆ log Ω (1.19)
and our second assumption is that for some constant C0 > 0:
Ω|2ωˆ − trχ| ≤ C0 trχ Ω|2ωˆ − trχ| ≤ C0 trχ (BA:I.ii)
Our third assumption is crucially related to the discussion in Section 1.1, and
amounts to the condition that the null expansions are pointwise close to their spherical
averages
Ω trχ =
1
4pir2
∫
Su,v
Ω trχdµg/ Ω trχ =
1
4pir2
∫
Su,v
Ω trχdµg/ . (1.20)
We require that for some 0 > 0
|Ω trχ− Ω trχ| ≤ 0Ω trχ |Ω trχ− Ω trχ| ≤ 0Ω trχ (BA:I.iii)
Finally we assume for the remaing connection coefficients, namely the trace-free parts
of the null second fundamental forms above, and the torsion
ζ(X) =
1
2
g(∇XLˆ, Lˆ) (1.21)
that
Ω|χˆ|g/ ≤ C0 Ω|χˆ| ≤ C0 Ω|ζ| ≤ C0 (BA:I.iv)
The assumptions (BA:I ) are L∞-bounds on Su,v. They already allow us to prove
that the L2(Σr)- norm of the Weyl curvature decays; see Section 5.3. However, to
recover the assumptions made here we will need the Weyl curvature to decay in L4(Su,v);
see discussion below. This requires us to obtain information on one derivative of the
Weyl curvature as well, which can only be proven under additional assumptions on the
derivatives of the connection coefficients. These assumptions, schematically bounds on
‖∇Γ‖L4(Su,v) (BA:II )
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are too numerous and technical to state conveniently here and will instead be collected
under the label (BA:II ) below. They will allow us to prove that all tangential deriva-
tives of W to Σr decay in L
2(Σr).
Finally, several assumptions will be needed to deduce the decay rates of the energy
and for the application of the elliptic theory in Sections 7, 8. Most importantly,
C−10 r ≤ Ω ≤ C0 r (BA:III.i)
and the remaining assumptions will be collected under the label (BA:III ).
We emphasize that none of the assumptions make explicit reference to the Schwarz-
schild de Sitter geometry, and capture only some of the features that the relevant
“nearby” geometries have in common.
In the coordinates (u, v;ϑ1, ϑ2) thus introduced13 the spacetime metric takes the
form
g = −2Ω2(du⊗ dv + dv ⊗ du)+ g/AB(dϑA − bAdv)⊗ (dϑB − bBdv) (1.22)
In the special case that bA = 0, g/ = r2
◦
γ, and Ω is independent of ϑA, the metric
reduces to the spherically symmetric form (1.2). In Section 4 we will discuss various
specific choices of the functions u, v on Q for the Schwarzschild de Sitter metric, and
the associated values of the connection coefficients above.
In Section 3.5 we will discuss yet another form of the metric adapted to the decom-
position relative to the level sets of the area radius
Σr =
{
q ∈ R : r(q) = r
}
.
By (BA:I.i) these hypersurfaces are always spacelike, and the area radius plays the role
of a time-function:
g = −φ2dr2 + gr (1.23)
where gr denotes the induced Riemannian metric on Σr.
14 While this form of the metric
is advantageous in some parts of this paper,15 and of some importance for the discussion
of the asymptotics, we have chosen the double null gauge as the underlying differential
structure, because it will allow us to formulate all assumptions that fix the gauge and
specify the initial data only on C ∪ C. Moreover, unlike in “non-local” gauges such as
“maximal” gauges which fix the mean curvature of the surfaces Σr, the double null
gauge allows us to localise any argument to the domain of dependence of any subset of
Σr; this will be of importance for the recovery of the assumptions made in this Section.
13The coordinates (ϑ1, ϑ2) are chosen arbitrarily on a domain of S = C ∩ C, and then transported
first along the null geodesics generating C, and then those of Cv.
14Here we choose for simplicity coordinates on Σr which are transported along the normal geodesics,
which justifies the absence of a shift term.
15In Section 5 we will consider the “energy flux” of the Weyl curvature through Σr, and the form
(1.23) is particularly well adapted to the application of the co-area formula for integration on domains
foliated by Σr. Also the Sobolev inequality of Section 8 is applied on the manifold Σr.
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1.3 Main result
We are interested in the “cosmological region” R to the future of the cosmological hori-
zons C ∪ C; see Fig. 4. Above we have introduced the 2-dimensional closed Riemannian
manifolds (Su,v, g/) ⊂ R as the intersections of “ingoing” and “outgoing” null hypersur-
faces Cv, and Cu, the leaves of a double null foliation of R discussed in Section 1.2. Each
sphere Su,v has area 4pir
2(u, v) as discussed in Section 1.1, and we shall now introduce
a dimensionless Lp- norm for tensors θ on the spheres:
‖−θ‖−Lp(S) :=
(
1
4pir2
∫
Su,v
|θ|pg/dµg/
) 1
p
(1.24)
Theorem. Let (M, g) be a 3 + 1-dimensional Lorentzian manifold, R ⊂ M a domain
with past boundary C ∪ C, where C and C are null hypersurfaces intersecting in a sphere
S diffeomorphic to S2. Assume that g can be expressed globally on R in the form (1.22)
and that the double null foliation of R satisfies the assumptions (BA:I-BA:III).
Suppose the Weyl field W is a solution to the Bianchi equations (1.7) and W ∈ H1(Σ)
where Σ ⊂ R is an arbitrary but fixed level set of r. Then W obeys
‖−W‖−L4(S) ≤ C
r3−
‖W‖H1(Σ) : on R (1.25)
where 0 <  < 1, and C > 0 only depend on the constants in (BA:I-BA:III).
Recall that for the example of Schwarzschild de Sitter the Weyl curvature satisfies
(1.8). In terms of the decay rate the Theorem thus states almost optimal decay of all
components of the conformal curvature.16 In terms of regularity, we do not estimate the
curvature in L∞(Su,v) (which would require assumptions on the connection coefficients
at second order of differentiablity). However, it suffices to control the curvature merely
in L4(Su,v) to obtain a full existence result for the Einstein equations (1.1).
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In this paper we do not yet give an existence proof of solutions to (1.1) in R.
The theorem establishes what one expects to be the first part of a larger bootstrap,
or continuous induction argument. The task of the second part is to establish the
converse, namely that assuming a L4-bound on the Weyl curvature, we can prove the
L∞, and L4-estimates (BA) on the connection coefficients, under suitable assumptions
on the characterisitc initial data. This, and the resulting asymptotics, are the subject
of a forthcoming paper; see also Section 1.5.
16In Schwarzschild de Sitter there is really only one non-vanishing component of the Weyl curvature.
In this result all components of the Weyl curvature are on an equal footing, and at present there is no
indication of any “peeling” behavior. This is consistent with the expectations formulated in [ABK16],
and we will revisit this point in Section 7 in the context of the electro-magnetic decomposition of the
Weyl curvature.
17This is an insight gained in [BZ09], which has provided a significant simplification of the original
proof of the non-linear stability of Minkowski space in [CK93]. It eliminates in particular the need to
work with second derivatives of the curvature, but comes of course at the cost of less refined asymptotics;
see [BZ09] and discussion therein.
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1.4 Comments on the proof
The proof is largely a treatment of the Bianchi equations (1.7) for the Weyl curvature:
∇αWαβγδ = 0 (1.26)
In analogy to Maxwell’s theory, one can construct an energy-momentum tensor
Q(W ), the Bel-Robinson tensor
Q(W )αβγδ = WαργσW
ρ σ
β δ +
∗Wαργσ∗W
ρ σ
β δ (1.27)
which has the well-known properties — see for example Chapter 7.1 in [CK93] — that
it is positive when evaluated on any causal future-directed vectors at a point, and
divergence-free if W is a solution to (1.26):
∇αQ[W ]αβγδ = 0 . (1.28)
This allows us define energy currents with the help of “multiplier vectorfields” X, Y, Z,
P [W ](X,Y,Z)α = −Q[W ]αβγδXβY γZδ (1.29)
which give rise to energy identities ; see derivations in Section 5.1. An important example
in the context of this paper are energy identities on space-time domains bounded by the
level sets Σr:
D =
⋃
r1≤r≤r2
Σr (1.30)
The usefulness of the resulting identity, where n denotes the unit normal to Σr,∫
Σr2
Q(n,X, Y, Z)dµgr2 +
∫
D
div(−P )[W ](X,Y,Z)dµg =
∫
Σr1
Q(n,X, Y, Z)dµgr1 (1.31)
depends crucially on the properties of the “divergence term”, or “bulk term” on D. By
(1.28) the integrand is given purely by a contraction of Q(W ) with the “deformation
tensor” of the multiplier vectorfields:
(X)pi = LXg (1.32)
In fact, since Q(W ) is trace-free (and symmetric) in all indices, only the “trace-free
part” of these tensors appear:
(X)pˆi = (X)pi − 1
4
g tr (X)pi (1.33)
In Section 5.2 we construct a multiplier vectorfield M and prove that the associated
divergence terms have a sign which yields by (1.31) a monotone energy. In fact, we will
use
M =
1
2
1
Ω
(
Lˆ+ Lˆ
)
(1.34)
15
to prove in Section 5.3 that the current
P [W ]Mα := P [W ]
(M,M,M)
α (1.35)
has the following positivity property:
Suppose the connection coefficients satisfy the assumptions (BA:I). Then
there exists an  > 0, such that for any solution W to (1.26):∫
D
div(−P )[W ]Mdµg ≥ 6(1− )
∫ r2
r1
1
r
∫
Σr
Q[W ](n,M,M,M)dµgr1dr
(1.36)
The existence of such a positive current is obviously intimately related to the assumption
(BA:I.i),18 and the numerical prefactor in the above inequality is important, because
it will directly translate into the decay rate of the energy associated to M .
This part of the argument is in close analogy to my treatment of linear waves on
Kerr de Sitter cosmologies in [Sch15]; c.f. discussion in Section 5.2. The inequality
(1.36) lends itself to the interpretation that M captures the classical redshift effect in
the cosmological region,19 in the language of “compatible currents”; we will thus often
refer to M as the “global redshift vectorfield”.
In the context of the linear wave equation on Schwarzschild de Sitter spacetimes, the
treatment of higher order energies, and pointwise estimates is a trivial extension of the
“global redshift estimate” because the tangent space to Σr is in this case spanned by
Killing vectorfields. Indeed the commutation of (1.4) with the generators of the spherical
isometries of Su,v, and of the translational isometry T along Σr immediately gives the
desired higher order energy estimates in [Sch15]. In the present context, however, this
approach is not very fruitful, because even if we were to construct generators Ω(i) and
T of “spherical” and “translational” actions on Σr, these actions cannot be expected to
generate asymptotic symmetries (as in [CK93]; because unlike in the asymptotically flat
case future null infinity may not possess any symmetries).
In our approach then we use the global redshift vectorfield also as a commutator.20
18The assumption that both null expansions are positive fails in S, where trχ < 0. Similarly in the
study of asymptotically flat black hole exteriors, with Λ = 0, one has trχ < 0. In these settings the
construction of positive currents is much more subtle, and in particular sensitive to the presence of
“trapped” null geodesics; see [DHR16] and references therein.
19Much like the redshift observed in black hole spacetimes, the effect is due to the presence of horizons:
An observer A who stays away from a black hole perceives a signal sent from an observer B who crosses
the event horizon as redshifted, because B leaves the past of A in finite proper time; see e.g. [DR13].
In the cosmological region, where all observers are drifting away from each other (due to the expansion
of space), each observer has its own cosmological horizon, which all other observers (in his past) cross
in finite proper time. This effect is already present in the de Sitter cosmology, where each time-like
geodesic has a cosmological horizon with positive surface gravity; c.f. Section 2 below and [Sch15].
20This is an idea due to Dafermos and Rodnianski that already appeared in the study of the linear
wave equation on black hole spacetimes, related to the redshift effect on the event horizon; see [DR13].
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In general, the conformal properties of the Bianchi equations — see e.g. Chapter 12.1
in [Chr09] — allow us to define a “modified Lie derivative” L˜XW with respect to any
vectorfield X of a solution W to (1.26) which satisfies the inhomogeneous Bianchi equa-
tions
∇α(L˜XW)αβγδ = (X)J(W )βγδ (1.37)
where (X)J(W ) is a “Weyl current” which can be expressed in terms of contractions
of (X)pˆi with ∇W , and contractions of ∇(X)pˆi with W ; see e.g. Proposition 12.1 in
[Chr09]. In the presence of an inhomogeneity in the Bianchi equations, the divergence-
free property of the associated Bel-Robinson tensor fails, and (1.28) is replaced by
∇αQ[L˜XW ]αβγδ =W µ νβ δ (X)Jµγν(W ) +W µ νβ γ (X)Jµδν(W )
+ ∗W µ νβ δ
(X)J∗µγν(W ) +
∗W µ νβ γ
(X)J∗µδν(W ) .
(1.38)
Consequently the energy identity derived from the current
P [L˜XW ]Mα = −Q[L˜XW ]αβγδMβMγM δ (1.39)
contains an additional “divergence term” of the form∫
D
(divQ[L˜XW ])(M,M,M)dµg . (1.40)
A major difficulty in the proof lies in showing that this contribution to the “bulk term”
can also be arranged to have a sign.
As already indicated above, one could choose X = M , and it is possible to show that
(under suitable assumptions) “at the highest order of derivatives” the current (1.39) has
the following positivity property:∫
D
(divQ[L˜MW ])(M,M,M)dµg ≥
≥ 4(1− )
∫ r2
r1
1
r
∫
Σr
Q[L˜MW ](n,M,M,M)dµgrdr +
∫
D
Edµg (1.41)
However, the “lower order terms” contained in the “error” E — which are on the level
of W and can in principle be controlled by the energy associated to PM [W ] — do
not decay fast enough towards I+, for this energy identity to give the rate of decay of
the energy associated to PM [L˜MW ] that would be required (in the application of the
Sobolev inequality) to prove the L4-bound stated in the theorem.
The treatment of the “commutation”, or “first order energy” thus becomes the most
complex part of this paper, because it requires us not only to find a sign in the divergence,
but also to exhibit various cancellations in the lower order terms. This is the reason
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why we are forced to compute very carefully most terms contained in (1.40), including
the signs and prefactors.21
It turns out that a suitable choice of a commutation vectorfield is given by
X = Ω2Mq (1.42)
where
Mq =
1
2
1
Ω
(
qLˆ+ q−1Lˆ
)
, q =
√
Ω trχ
Ω trχ
. (1.43)
One can think of the map M 7→ Mq as induced by a Lorentz transformation with the
effect of aligning Mq with the normal n to Σr. The final commutation vectorfield X,
subsequently denoted by N , is then obtained from Mq by scaling with the weight Ω
2.
In Section 6 we shall prove the following:
Suppose the connection coefficients satisfy the assumptions (BA:I) and (BA:II).
Then there exists an  > 0, and a constant C > 0, such that for any solution
W to (1.26):∫
D
div(−P )[L˜NW ]Mq dµg ≥ 6(1−)
∫ r2
r1
1
r
∫
Σr
Q[L˜NW ](n,Mq,Mq,Mq)dµgr1dr
−
∫ r2
r1
1
r
∫
Σr
(
+ Ω−1
)
Q[W ](n,Mq,Mq,Mq)dµgrdr
−
∫ r2
r1
C
r
∫
Σr
1
Ω2
|∇W |2dµgrdr (1.44)
In this estimate we have achieved that the “error” is -small and controlled by the energy
associated to P [L˜NW ]Mq and P [W ]Mq (first and second term on the r.h.s), up to terms
which only involve tangential derivatives to Σr (third term). Next we prove that the
latter can be controlled by the first two terms, but it is again a non-trivial statement
that in this estimate no “lower order terms” appear, which would obstruct the “redshift”
gained with the positivity of the first term on the r.h.s. of (1.44).
The “electromagnetic decomposition” of a Weyl field W relative to Σr — much like
the decomposition of the Faraday tensor F in electric and magnetic fields E, and H
21In problems where this circle of ideas — the treatment of Bianchi equations using energies con-
structed from the Bel-Robinson tensor — has been applied, these terms are usually treated as “error
terms”. Notably for the “stability of Minkowski space” they have only been written out schematically
in Chapter 8 in [Chr09]. Although they are also treated as error terms in proof of the “formation of
black holes” in [Chr09], their precise nature, and “scaling”, is much more important therein, and we
take great advantage in this paper of the fact that at least in special cases precise algebraic expressions
for the “divergence terms” have already been provided in Chapter 12-14 in [Chr09].
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relative to a given frame of reference — recast the Bianchi equations in a system akin
to Maxwell’s equations:
divE = H ∧ k L̂nH + curlE + 1
2
k ×H = ∇ log φ ∧ E (1.45a)
divH = −E ∧ k L̂nE − curlH + 1
2
k × E = −∇ log φ ∧H (1.45b)
In Section 7 we derive an elliptic estimate for this Hodge system on Σr
22 that allows
us to control all tangential derivatives to Σr by the energy associated to P [L˜NW ](Mq).
Here it is essential that the commutator vectorfield N has been aligned with the normal
n to Σr, and carries a weight that leads again to exact cancellations with the “lower
order terms” (on the level of the second fundamental form k of Σr) present in (1.45).
Suppose the assumptions (BA:I) and (BA:III) hold. Then there exists a
constant C > 0 such that for all solutions to (1.45),∫
Σr
1
Ω2
|∇W |2dµgr ≤ C
∫
Σr
1
Ω
Q[L˜NW ](n,Mq,Mq,Mq)dµgr
+ C
∫
Σr
1
Ω
Q[W ](n,Mq,Mq,Mq)dµgr (1.46)
In conclusion, we obtain under the assumptions (BA:I-III ), stated with a slight
abuse of notation and freely using (BA:III.i), that∫
Σr
|W |2 + r2|∇W |2dµgr .
1
r3−
(1.47)
which then easily implies the statement of the theorem by a Sobolev trace inequality on
Σr which we discuss in Section 8.
1.5 Preview
An important aspect of this paper is the requirement that the assumptions we make
are consistent with the evolution of solutions to (1.1). This is necessary to be able to
“upgrade” the results in this paper to a full existence result, which is the subject of a
subsequent paper.
We illustrate this informally for the assumption (BA:I.ii), which is central to the
redshift estimate of Section 5.3. In general, ωˆ, and trχ — the connection coefficients of
a metric g expressed in the form (1.22), solving (1.1) — satisfy “propagation equations”
22The analysis of these systems has been developed in some generality in Chapter 2-4 of [CK93].
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along the null geodesics generating Cu, of the form
∂vω = Ω
2
(Λ
3
− ρ[W ]
)
+ l.o.t. (1.48a)
∂v(Ω trχ) = −Ω2(χ, χ) + 2Ω2ρ[W ] + 4Λ
3
Ω2 + l.o.t. (1.48b)
where terms associated to the cosmological constant contribute “dominantly” to the
source terms. However, by virtue of the Gauss equation of the embedding of the spheres
in the spacetime manifold,
K +
1
4
trχ trχ− 1
2
(χˆ, χˆ) = −ρ[W ] + Λ
3
(1.49)
these leading order terms cancel if we consider specifically the propagation equation for
the difference:
∂v
(
2ω − Ω trχ) = 2Ω2((χˆ, χˆ)−K − 3ρ[W ])+ l.o.t. (1.50)
A major undertaking of our forthcoming paper — involving an analysis of the null
structure equations — is to show that the result (1.25) implies the following bounds on
the “null shears”:
‖χˆ‖L∞(S) . Ω
r2
‖χˆ‖L∞(S) . Ω
r2
(1.51)
Then (1.50) is integrable, using a suitable lower bound on ∂vr, and we obtain
|ω − Ω trχ| ≤ C , (1.52)
in agreement with (BA:I.ii). These statements are of course sensitive both to initial
gauge choices, and to the initial data, which we will discuss in a subsequent paper.
Note moreover that (1.51) states as expected that the “energy densities” χˆ, and χˆ of
the “gravitational waves” decay at equal rates. This is in contrast to the asymptotically
flat case, where the outgoing null direction is preferred, and the associated energy flux
χˆ decays faster in r, than χˆ. Consequently, taking (1.50) and (BA:III.i) at face value,
one has in this context
(χˆ, χˆ) . 1
r2
(1.53)
and in view of the Gauss equation we have to expect that
lim
r→∞
r2K 6= 1 ; (1.54)
in contrast to the asymptotically flat case where (χˆ, χˆ) . r−3 and in a suitable gauge it
can be arranged that r2K → 1; c.f. Chapter 17 in [CK93].
This raises a number of interesting questions related to the definition of physically
relevant asymptotic quantities; see also [ABK16, ST15, CI16, Pen11].
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1.6 Relation to earlier work
We have already mentioned the work of Hintz and Vasy on the non-linear stability of
the Kerr-de Sitter family in the black hole exterior on the domain bounded by the
cosmological horizon [HV16b].23 Another important result to be mentioned in this
context is the work of Friedrich on the stability of the de Sitter spacetime [Fri86]. We
will discuss briefly its relevance to the stability problem for Schwarzschild-de Sitter
cosmologies outlined on page 5 above. Finally we will mention the work of Ringstro¨m
[Rin08], and Rodnianski and Speck [Spe13, Spe12, RS13].
In [Fri86] Friedrich proved that the future development of Cauchy data on S3 is
geodesically complete, provided the initial data is “a small perturbation” of the datum
induced by the de Sitter solution; see Fig. 7, and Section 2 for a discussion of the
hyperboloidal model. Now with regard to the initial data induced by a Schwarzschild
de Sitter solution, a Cauchy hypersurface Σ as in Fig. 3 cannot be expressed as a
“perturbation” of de Sitter data. However, a truncation [Σ] of Σ away from the event
horizons could be viewed as a perturbation of a suitable “segment” of de Sitter data,
at least for small mass 0 < m  1/(3√Λ); see Fig. 6 (right). It is plausible that the
resulting data on [Σ] ' [δ, pi − δ]× S2 can be glued to the “spherical caps” [0, δ]× S2 of
an S3, to obtain an admissible initial data set for [Fri86]; see Fig. 6 (left).24 The result
of Friedrich would then yield a geodesically complete spacetime, which agrees with the
future development of Σ on the domain of dependence of [Σ]; see Fig. 6 (shaded). Thus
[Fri86] could be used to show the stability of regions DF realized as the past of spatially
compact segments Σ+c of I+,
DF ⊂ I−(Σ+c ) Σ+c ⊂ I+ ' R× S2 (1.55)
Notably, such an argument cannot achieve a stability statement “in a neighborhood of
time-like infinity ι+;” see Fig. 6.
While the results in [Fri86] are closely related to the conformal properties of (1.1),
and achieve a global existence result by a reduction to a “local in time” problem,
Ringstro¨m provided a treatment of the “Einstein-non-linear scalar field system” — which
includes the Einstein vacuum equations with positive cosmological constant as a special
case — that reproves the results in [Fri86], without resorting to a “conformal compactifi-
cation”, and without specific reference to the topology of the initial data [Rin08]. In fact,
the set-up in [Rin08] exploits a causal feature of “accelerated expansion” already evident
from the Penrose diagram of de Sitter, c.f. Fig. 6 (right): Consider a spacelike Cauchy
hypersurface Σ in de Sitter, let [Σ] ⊂ R be a truncation of Σ contained in the expanding
region, and p ∈ [Σ]. Choose R > 0 such that B4R(p) ⊂ [Σ], then the future of BR(p)
23While the result is very relevant for this paper, the ideas of their proof are entirely different: In the
stationary region S a “resonance expansion” is available for solutions to the linearized equations, and
the authors succeed in relating all growing modes to pure gauge solutions; c.f. Section 4 in [HV16b].
24The author is not aware of paper where this procedure is carried out in detail, but one would expect
that the outlined truncation/gluing steps can be achieved using known techniques; see e.g. [CBIP07].
21
S3
[Σ]
[Σ]
[Σ]
ι+
Figure 6: Bottom right: Truncation [Σ] of Cauchy hypersurface Σ away from the event
horizons, and domain of dependence of [Σ] (shaded). Top right: [Σ] viewed as “pertur-
bation” of a segment of a hypersurface in de Sitter spacetime. Left: Sketch of initial
data for Friedrich’s theorem (dash-dotted); Initial data corresponding to [Σ] as a subset
of S3 (bold, between “truncation spheres” depicted as squares).
is contained in the domain of dependence of B4R(p), I
+(BR(p)) ⊂ R \ I+(Σ \ B4R(p)),
provided Σ is “at sufficiently late time”, e.g. if min[Σ] r  rC. This allows Ringstro¨m
to prove “global in time” results, from “local in space” assumptions on the inital data,
which cover in particular perturbations of de Sitter, but are not restricted to the S3
topology. Notably, the “asymptotic expansions” of Theorem 2 in [Rin08] show the
existence of “asymptotic functional degrees of freedom”, namely that the solution con-
verges to a metric which after rescaling by the expected behavior in time differs from
the rescaled de Sitter metric, even at the leading order parametrized by a free “profile”
function. 25
This paper does not yet give a full global existence theorem for solutions to (1.1)
on the level of [Fri86, Rin08, HV16b]. It does however accomplish what one expects to
be an essential step towards the stability of the expanding region of Schwarzschild- de
Sitter cosmologies: We show that the Weyl curvature decays under sufficiently general
assumptions — roughly corresponding to Part II of the original proof of the non-linear
stability of Minkowski space [CK93].
The underlying decay mechanism — namely the expansion of spacetime — has also
played a prominent role in the work of Speck on Friedman-Lemaˆıtre-Robertson-Walker
cosmologies: They were shown to be future stable in [RS13, Spe12, HS15] as solutions
25Also [Rin08] stops short of relating the “asymptotic profiles” to the details of the initial data, which
is largely an open problem; see also [Ren04].
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to the Euler-Einstein system, and it was observed in particular that the “de Sitter”-
like expansion prevents the formation of shocks in relativistic fluids [Spe13]. For stiff
fluids Rodnianski and Speck also showed stable “big bang” singularity formulation in
the past [RS14b, RS14a]. Some elements of their proof — in particular the existence
of a monotone energy at the level of the commuted equations, the resulting smallness
of the Weyl curvature, and the functional degrees of freedoms associated to all possible
“end states” — bear some resemblance to the approach pursued in this paper. 26
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2 Geometry of the de Sitter solution
In the introduction we have already introduced the de Sitter spacetime as the one-
sheeted hyperboloid in R5 with the induced metric of the ambient Minkowski space.
Concretely,27 with (t, x) ∈ R1 × R4 we denote by
H =
{
(t, x) : −t2 + |x|2 = 1} (2.1)
the time-like hyperboloid in the ambient Minkowski spacetime R1+4 with metric
m = −dt2 + |dx|2 . (2.2)
The manifold
(M = H, h = m|H) (2.3)
has topology R× S3, and is called de Sitter space; c.f. Fig. 7.
In Section 2.1 we will briefly discuss other representations of the de Sitter geometry,
derived from the above, which firstly make the conformal flatness of de Sitter manifest,
and secondly relate this geometry to the Penrose diagram of Schwarzschild de Sitter.
In Section 2.2 we will construct examples of non-trivial double null foliations that
fail to capture correctly the geometry of future null infinity. This illustrates the sub-
tle obstacles that have to be overcome for the definition of foliations that correctly
parametrize null infinity, and further motivates our choices in Section 1.2.
26Albeit in [RS14b] a constant mean curvature gauge is used “to synchronize the singularity”, while
in this work we rely on a double null gauge to “parametrize null infinity”.
27In this Section we set Λ/3 = 1 for simplicity. This allows us to consider the unit hyperboloid as
model; the general case is of course obtained by scaling.
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tS3
H
R5
Figure 7: Standard model of de Sitter spacetime.
2.1 Representations of the de Sitter geometry
We will first introduce stereographic coordinates in which the spacetime is manifestly
conformally flat. 28 Then we will introduce a spherical coordinates system in which
the metric takes a similar form as in Schwarzschild de Sitter. In these coordinates it is
evident that de Sitter contains a static patch.
2.1.1 Stereographic coordinates
Let us choose coordinates (t, x, x′) ∈ R5, with t, x ∈ R, and x′ ∈ R3, and fix (0,−1, 0)
as the base point of the projection. We then project the hyperboloid H on the plane
x = 1, which is 3 + 1-dimensional Minkowski space with the induced metric of the
ambient space. In other words, we assign to every point (t, x, x′) ∈ H coordinates (u, y),
such that (u, 1, y) is on the line from (0,−1, 0) to (t, x, x′), c.f. Fig 8. This implies that
for some λ ∈ R: λ((u, 1, y)− (0,−1, 0)) = (t, x, x′)− (0,−1, 0), or
λu = t 2λ = x+ 1 λy = x′ . (2.4)
Moreover, since (t, x, x′) ∈ H, namely
1 = −t2 + x2 + |x′|2 = −λ2u2 + (2λ− 1)2 + λ2|y|2 (2.5)
we obtain
λ =
4
4− u2 + |y|2 (2.6)
28One can view the construction described here as the hyperbolic analogue of the classical stereo-
graphic projection of the sphere on the plane.
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(t, x, x′) ∈ Rn+1
t, x ∈ R, x′ ∈ Rn−1
(0,−1, 0)
(u, 1, y)
−t2 + |(x, x′)|2 = 1
x = 1
Figure 8: Stereographic projection of de Sitter spacetime on Minkowski space.
and conclude that
t =
4u
4− u2 + |y|2 , x =
4 + u2 − |y|2
4− u2 + |y|2 , x
′ =
4y
4− u2 + |y|2 . (2.7)
Note that the map thus defined
φ : (u, y) 7→ (t, x, x′) (2.8)
only maps a subset of x = 1 onto a subset of H, c.f. Fig. 9. More precisely, the domain
is
D = {(u, y) : −u2 + |y|2 > −4} ⊂ R1+3 (2.9)
and the image is
R = {(t, x, x′) ∈ H : x > −1} ⊂ H ⊂ R5 . (2.10)
Lemma 2.1. In (u, y) coordinates the de Sitter metric takes the form
h = e−2Φ(u,y)
(
−du2 + |dy|2
)
, (2.11)
where
eΦ(u,φ) = 1 +
1
4
(−u2 + |y|2) . (2.12)
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−u2 + |y|2 = −4
|u| = |y|
−u2 + |y|2 > 0
u
x = 1
t
x
R1+4
φ
Figure 9: Domain and range of stereographic projection of de Sitter. The domain of φ is
the region bounded by two sheets of spacelike hyperbolas in 3+1-dimensional Minkowski
space (dashed curves), and the range of φ is the time-like hyperboloid in R5 minus the
future and past of the base point (shaded region).
Given that the map φ : D → R ⊂ H is explicit, and h = m|H in induced by
the Minkowski metric, the proof of the Lemma is an elementary calculation of the
components of
h(v,w) = m(dφ · v, dφ · w) , v, w ∈ T(u,y)R3+1 . (2.13)
In view of the conformal property of the Weyl curvature W , it follows in particular
that
W [h] = e−2ΦW [m] = 0 (2.14)
namely that h is conformally flat.
2.1.2 Static coordinates
The idea is to introduce a spherical coordinate system relative to a fixed observer. We
choose this observer, or the origin of this coordinate system to be the curve
t 7→ (t, x =
√
1 + t2, x′ = 0) (2.15)
in the coordinates of the ambient space R5. Each level set of t in H is an S3 of radius
1 + t2:
x2 + |x′|2 = 1 + t2 (2.16)
We can think of that S3 as (0, pi)×S2, where then |x′| is the radius of the S2, c.f. Fig. 10.
Thus we introduce as one coordinate
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xx′1
x′2
|x′|
Figure 10: S3 as spherically symmetric space foliated by S2 of radius |x′|.
r = |x′| = 4|y|
4− u2 + |y|2 (2.17)
In addition we introduce a new time coordinate t′ which is constant on the level sets
of t/x. An appropriate choice is
t′ =
1
2
log
∣∣∣x+ t
x− t
∣∣∣ = 1
2
log
∣∣∣(2 + u)2 − |y|2
(2− u)2 − |y|2
∣∣∣ . (2.18)
Lemma 2.2. The de Sitter metric in (t′, r) coordinates reads
h = −(1− r2)dt′2 + 1
1− r2 dr
2 + r2
◦
γ . (2.19)
Proof. Omitted.
We have derived this form of the metric in the domain
S =
{
(t, x, x′) ∈ H : x > |t|
}
(2.20)
None of the metric coefficients depend on t′, and ∂t′ is orthogonal to the level sets of t′,
thus the spacetime metric is indeed static on S.
The metric in this form is spherically symmetric, the center r = 0 being a time-
like curve that lies opposite to the base point of the stereographic projection; since the
latter was chosen arbitrarily, static coordinate patches can be introduced for any given
timelike geodesic in H. The static region S is the intersection of the past and future of
the central line r = 0. (This is particularly easy to see in the stereographic coordinates.)
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The boundary of S is a bifurcate null hypersurface C: the cosmological horizon.
Indeed, r = 1 implies t = |x| which is a null line, namely the straight lines in R5 that
rules the hyperboloid H. In the stereographic picture this is the set u = ±|2 − |y||, a
null hypersurface in R1+3.
We summarize the causal geometry thus described in the Penrose diagram; see Fig. 6
(top right).
2.2 Double null foliations of de Sitter
A convenient feature of the representation of de Sitter as a time-like hyperboloid em-
bedded in Minkowski space is that the causal structure of de Sitter is then induced by
the ambient Minkowski space. In particular cones in Minkowski space emanating from
a point on the hyperboloid trace out null hypersurfaces in de Sitter spacetime. This
yields an elegant approach to construct solutions of the eikonal equation in de Sitter,
which we will employ in particular to construct non-spherical double null foliations.
2.2.1 Spherically symmetric foliations
We first construct spherically symmetric double null foliations by intersecting cones
emanating from antipodal lines. This will lead to coordinates such that the metric takes
the form
h = −4(r2 − 1)du∗dv∗ + r2 ◦γ . (2.21)
Most importantly, we will find the function u∗, v∗ : H → R explicitly it terms of the
ambient coordinates, which will be used in Section 2.3.
For any point (t, x, x′) ∈ R×R×R3 let us denote by C±(t,x,x′) the forward/backward
cone emanating from (t, x, x′) in R1+4:
C±(t,x,x′) =
{
(t′, y, y′) : t′ − t = ±
√
(y − x)2 + |y′ − x′|2
}
(2.22)
Now consider the two anti-podal geodesics Γ,Γ in H:
Γ ∪ Γ = H ∩ {(t, x, x′) : x′ = 0} = {(t, x, 0) : −t2 + x2 = 1} (2.23)
Note that for |y′| = 1,
C±(0,0,y′) ∩H = {(t, x, x′) : t = ±|x|, |x′| = 1} (2.24)
and moreover with Γ(t) = (t,
√
1 + t2, 0),
C = lim
t→−∞
C+Γ(t) ∩H = {(t, x, x′) : t = −x, |x′| = 1} ; (2.25)
Let us now define
Ct = C
+
Γ(t) ∩H Ct = C+Γ(t) ∩H (2.26)
where
Γ(t) = (t,−
√
1 + t2, 0) Γ(t) = (t,
√
1 + t2, 0) (2.27)
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Lemma 2.3. The intersections St,t = Ct∩Ct are round 2-spheres in H cocentric around
Γ, and Γ. Moreover, “future null infinity” can be identified with29
I+=˙
⋃
t∈R
St,−t (2.28)
We omit the proof here, but let us note that for any (s, x, x′) ∈ St,t we have
|x′| = |
√
1 + t2 − x|
|t| =
|
√
1 + t2 + x|
|t| (2.29)
which shows in particular that
Ct =
{
(s, x, x′) : s = t+
√
1 + |t|−2|x−
√
1 + t2|,
|x′| = |
√
1 + t2 − x|
|t| ,−∞ < x <
√
1 + t2
}
(2.30)
Recall that with t′ = t′(x, t) defined as in (2.18) the metric in (t′, r)-coordinates takes
the form (2.19). Since null coordinates are given by
u∗ =
1
2
(
t′ − r∗) v∗ = −1
2
(
t′ + r∗
)
(2.31)
where
r∗ =
∫
dr
1− r2 =
1
2
log
∣∣1 + r
1− r
∣∣ (2.32)
we are lead to the following functions whose level sets are the null hypersurfaces Ct:
Lemma 2.4. Let u, v : H → R be the following functions:
u(t, x, x′) =
x+ t
x− t
1− |x′|
1 + |x′| (2.33a)
v(t, x, x′) =
x+ t
x− t
1 + |x′|
1− |x′| (2.33b)
then for any t, t < 0,
Ct =
{
(t, x, x′) : u(t, x, x′) =
〈t〉 − |t|
〈t〉+ |t|
}
(2.34a)
Ct =
{
(t, x, x′) : v(t, x, x′) =
〈t〉+ |t|
〈t〉 − |t|
}
(2.34b)
where 〈t〉 := √1 + t2.
29As we shall see, the null hypersurfaces Ct and C−t do not intersect, in other words St,−t is not a
sphere in H, and can thus only be thought of as “attached” to H in a larger space H ∪ I+.
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Proof. Let us assume that t < 0, and observe that on Ct: x−〈t〉 < 0. Then using (2.30)
it is easy to check that for (s, x, x′) ∈ Ct:
1 + |x′|
1− |x′| =
t− 〈t〉+ x
t+ 〈t〉 − x (2.35a)
x+ s
x− s =
x (t+ 〈t〉)− 1
x (t− 〈t〉) + 1 (2.35b)
and thus by direct computation:
x+ s
x− s
1− |x′|
1 + |x′| =
t+ 〈t〉
〈t〉 − t (2.36)
Similarly for points on Ct.
Note in particular that
lim
t→−∞
u|Ct = 0 lim
t→0
u|Ct = 1 (2.37a)
lim
t→−∞
v|Ct =∞ limt→0 v|Ct = 1 (2.37b)
A suitable set of null coordinates are thus obtained by setting
u∗(t, x, x′) =
1
2
log|u(t, x, x′)| v∗(t, x, x′) = −1
2
log|v(t, x, x′)| (2.38)
which then have the range
lim
t→−∞
u∗|Ct = −∞ lim
t→0
u∗|Ct = 0 (2.39a)
lim
t→−∞
v∗|Ct = −∞ limt→0 v
∗|Ct = 0 (2.39b)
Moreover, these are of course precisely the double null coordinates introduced above,
such that
h = −4Ω2du∗dv∗ + r2 ◦γ (2.40)
where now
Ω2(t, x, x′) = r2 − 1 = |x′|2 − 1 . (2.41)
2.3 Examples of non-spherically symmetric foliations
We shall now construct a double null foliation for which the intersections are not spheres
but ellipsoids. Recall that the spherically symmetric foliation was constructed by con-
sidering intersections of cones emanating from antipodal geodesics Γ, Γ. We shall now
consider cones emanating from points which are slightly displaced from these geodesics.
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For simplicity let us leave the null hypersurfaces Ct emanating from points Γ(t) =
(t, 〈t〉, 0) unchanged. In fact, let us fix in particular the null hypersurface C0 = C+Γ(0)∩H
emanating from (0, 1, 0), and observe that C0 is contained in the hyperplane x = 1:
C0 = C
+
Γ(0) ∩H =
{
(t, 1, x′) : t = |x′|
}
(2.42)
Note that indeed on C0 (where the subscript refers to t = 0) we have that u|C0 = 1, and
thus u∗|C0 = 0. On C0 we can also derive a simple relation between v∗ and t = |x′| > 1:
v∗ = log
t− 1
t+ 1
: on C0 (2.43)
or
|x′| = t = −e
v∗ + 1
ev∗ − 1 v
∗ ∈ (−∞, 0) : on C0 . (2.44)
In Section 2.2.1 we considered the cones intersected with H and vertices on Γ:
C = C
+
Γ() ∩H , Γ() = (,−
√
1 + 2, 0) ,  < 0 (2.45)
Then the intersection of the null hypersurfaces C and C0 is a sphere
S = C0 ∩ C =
{
(t, 1, x′) : t = |x′| = 1 +
√
1 + 2
||
}
(2.46)
Also note that v∗|C =  +O(2). In particular the “sphere at infinity” where C0, and
C0 “meet in the Penrose diagram” is identified with S0.
Let us now consider a null hypersurface in H emanating from a vertex slighly dis-
placed from Γ:
C(,δ) = C
+
(,x(,δ),x′δ)
∩H  < 0, 0 < δ <
√
1 + 2 (2.47)
where x′δ ∈ R3 with |x′δ| = δ, and x(, δ) = −
√
1 + 2 − δ2. We also introduce an angle
in the plane spanned by x′δ, and x
′ such that
〈x′, x′δ〉 = |x′||x′δ| cosϑ (2.48)
It is then easy to calculate that
S,δ = C(,δ) ∩ C0
=
{
(t, 1, x′) : 〈x′, x′δ〉 = |x′|δ cosϑ, |x′|(ϑ) = t(ϑ) =
1 +
√
1 + 2 − δ2
||+ δ cosϑ
} (2.49)
This means in particular that all sections S(,δ) are ellipsoids (with eccentricity δ/).
Moreover, for fixed  < 0 the deformation of the sphere S (which lies in C0 “away from
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||
δ
C+(,δ)
C C0
C
S
Γ
Γ()
C
Figure 11: Construction of a double null foliation in de Sitter with ellipsoidal sections de-
picted in the ambient 4+1-dimensional Minkowski space (left) and the Penrose diagram
(right).
infinity”) to the ellipsoid S,δ cannot “move any point to infinity” as long as δ < ||.
However, if δ = || then S,δ “touches infinity” at exactly one point (the antipodal point
to x′δ); meanwhile it is clear that the intersections of Cδ, with the cosmological horizon
C is a “small deformation” of C ∩ C (as we will show below). Finally, if δ > || then
only the “hemisphere” 0 ≤ ϑ ≤ arccos /δ of S,δ remains in the spacetime. This case
occurs also when we move the sphere S,δ “to infinty” by taking  → 0 while keeping
δ > 0 fixed.
2.3.1 Explicit parametrizations of ellipsoidal foliations
Another way to parametrize the transformation of the foliation above is to introduce new
coordinates (t, x˚, x˚′) such that the vertex of C,δ is at (,−〈〉, 0) in the new coordinates:
this can obviously be achieved by a rotation. Then in these coordinates we can write
down the level set of the cone emanating from this point, which we then can express in
the original coordinates (t, x, x′) as desired.
To that end, consider coordinates (t, x˚, x˚′) as follows:
(t, x˚, x˚′1, x˚
′
2, x˚
′
3) = (t, x cosϕ− x′1 sinϕ, x sinϕ+ x′1 cosϕ, x′2, x′3) (2.50)
Then, for a given 0 < ϕ < pi (now playing the role of δ above), consider the cone with
vertex at o = (t = , x˚ = −〈〉, x˚′ = 0),  < 0. According to Lemma 2.4
C,ϕ := C
+
o ∩H =
{
(t, x, x′) : vϕ(t, x, x′) =
〈〉+ ||
〈〉 − ||
}
(2.51)
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where
vϕ(t, x, x
′) = v(t, x˚(x, x′), x˚′(x, x′))
=
x cosϕ− x′1 sinϕ+ t
x cosϕ− x′1 sinϕ− t
1 + |˚x′|
1− |˚x′| , x˚
′ = (x sinϕ+ x′1 cosϕ, x
′
2, x
′
3)
(2.52)
We shall express the level sets of vϕ in (u, v;ϑ
1, ϑ2) coordinates. In fact, let (ϑ1, ϑ2)
be polar coordinates on the spheres of radius r = |x′| such that x′1 = r cosϑ1, x′2 =
r sinϑ1 cosϑ2, x′3 = r sinϑ
1 sinϑ2.
Lemma 2.5. Let (u∗, v∗;ϑ1, ϑ1) be the (spherical) double null coordinates introduced
above. Then for any  < 0, and −pi < ϕ < pi, the level sets of
v∗ϕ(u
∗, v∗;ϑ1, ϑ2) = −1
2
log vϕ(u
∗, v∗;ϑ1, ϑ2) (2.53)
are null hypersurfaces in H, where
vϕ(u
∗, v∗;ϑ1, ϑ2) =
cosh(u
∗−v∗
2
) + sinh(u
∗−v∗
2
) cosϕ− cosh(u∗+v∗
2
) cosϑ1 sinϕ
cosh(u
∗−v∗
2
)− sinh(u∗−v∗
2
) cosϕ+ cosh(u
∗+v∗
2
) cosϑ1 sinϕ
×
× − sinh(
u∗+v∗
2
) + rϕ(u
∗, v∗;ϑ1, ϑ2)
sinh(u
∗+v∗
2
) + rϕ(u∗, v∗;ϑ1, ϑ2)
(2.54a)
2r2ϕ(u
∗, v∗;ϑ1, ϑ2) = cosh(u∗ − v∗) sin2 ϕ+ cos2 ϕ− cos2 ϑ1 sin2 ϕ
+ cosh(u∗ + v∗)
(
1− cos2 ϑ1 sin2 ϕ)+ 2(sinhu∗ − sinh v∗) cosϑ1 sinϕ cosϕ . (2.54b)
In fact, {
(u∗, v∗;ϑ1, ϑ2) : vϕ(u∗, v∗;ϑ1, ϑ2) =
〈〉+ ||
〈〉 − ||
}
= C,ϕ . (2.55)
Proof. Ommited.
Remark 2.6. For small displacement angles, 0 < ϕ 1 we find that
vϕ '
2eu
∗ − ϕ(1 + eu∗+v∗) cosϑ1
2ev∗ + ϕ
(
1 + eu∗+v∗
)
cosϑ1
− sinh(u∗+v∗
2
) + rϕ
sinh(u
∗+v∗
2
) + rϕ
(2.56)
where
2r2ϕ ' 1 + cosh(u∗ + v∗) + 2ϕ
(
sinhu∗ − sinh v∗) cosϑ1 (2.57)
Moreover let us look at the situation when v∗ < 0, |v∗|  1, and u∗ → −∞:
C,ϕ ∩ C = lim
t→−∞
C,ϕ ∩ Ct '
{
(−∞, v∗;ϑ1, ϑ2) : v∞ϕ (v∗, ϑ1) =
1 + ||
1− ||
}
(2.58)
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where
v∞ϕ =
2− ϕ(1 + v∗) cosϑ1
2(1 + v∗)2 + ϕ(1 + v∗) cosϑ1
(2.59)
One may solve approximately for v∗(ϑ1) on a level set of vϕ to find that
(1 + ||)(1 + v∗)2 + (1 + v∗)ϕ cosϑ1 − (1− ||) ' 0 (2.60a)
v∗ ' −|| − ϕ
2(1 + ||) cosϑ
1 : on u∗ = −∞, v∞ϕ =
1 + ||
1− || (2.60b)
which shows provided |ϕ|  ||, then on a level set v∗ϕ ' −|| on C, values of v∗ are
sweeped out in the range [−|| − |ϕ|/2,−||+ |ϕ|/2].
By comparison, on the intersection with C0, where u
∗ = 0, in the context of the
small angle approximation:
C,ϕ ∩ C0 '
{
(0, v∗;ϑ1, ϑ2) : v0ϕ(v
∗, ϑ1) =
1 + ||
1− ||
}
(2.61)
where, provided also |v∗|  1,
v0ϕ =
2− ϕ(2 + v∗) cosϑ1
2(1 + v∗) + ϕ(2 + v∗) cosϑ1
2− v∗ϕ cosϑ1
2(1 + v∗)− v∗ϕ cosϑ1 (2.62)
Again, an approximate solution for v∗(ϑ1) on a level set of v∗ϕ '  is given by
(1 + ||)(1 + v∗)2 + 2(1 + v∗)ϕ cosϑ1 − (1− ||) ' 0 (2.63a)
v∗(ϑ1) ' −|| − ϕ
1 + || cosϑ
1 (2.63b)
Observe that while identical in form to the formula found on C, the range sweeped out
in v∗ is now twice as large, namely contained in [−|| − |ϕ|,−|| + |ϕ|]. In particular if
we choose ϕ = , then C,ϕ ∩ C is contained in the interval v∗ ∈ [−3||/2,−||/2], while
it is possible for C,ϕ ∩ C0 to “touch infinity”, namely at points where v∗ = 0.
2.3.2 Transformation of the optical structure coefficients
In the previous section we have constructed an explicit family gauge transformations
(parametrized by |ϕ| < pi)
u∗ 7→ u = u∗
v∗ 7→ v = v∗ϕ(u∗, v∗;ϑ1∗, ϑ2∗)
ϑA∗ 7→ ϑA = ϑA∗
(2.64)
such that the new level sets Cv of v are again null hypersurfaces in de Sitter. We
have seen that for small v =  < 0, ||  1 the intersection of the null hypersurface
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Cv with the cosmological horizon C−∞ is a small ellipsoidal deformation of the round
sphere (with eccentricity proportional to ϕ), while the intersection S0,v of Cv with a
fixed incoming null hypersurface C0 going to infinity is again an ellipsoidal deformation
of a sphere near infinity, which however contains points (first a point, and then annular
regions surrounding this point) which “run off to infinity” as v → 0, (while keeping ϕ
fixed).
We shall now calculate explicitly30 the transformations of all optical structure coef-
ficients associated to the gauge transformation (2.64), at least for “small displacement
angles”, i.e. for |ϕ|  1; (the parameter ϕ measures the displacement of the basepoint
of the cones, see Fig. 11, and corresponds to the eccentricity of the ellipsoid in the cos-
mological horizon). We are interested in the details of the gauge transformation on the
sphere near infinity, i.e. for v = , ||  1.
We begin with the calculation of the null normals; in general, given two optical
functions u, v we define the corresponding null geodesic vectorfields by
L′ = −2(du)] L′ = −2(dv)] . (2.65)
The null lapse is then defined by
Ω2 = − 2
g(L′, L′)
(2.66)
and
L = Ω2L′ L = Ω2L′ . (2.67)
Lemma 2.7. For small displacement angles |ϕ|  1, the null vectorfields on S0,v for
v =  < 0, ||  1 are given by
L ' ∂v∗ L ' ∂u∗ + 2ϕ sinϑ1 ∂
∂ϑ1∗
(2.68)
up to terms quadratic in (ϕ, ). Moreover Ω ' Ω∗ ' r.
Remark 2.8. The function r that appears in the approximation for Ω is by no means
constant on S0,. We will derive below an explicit dependence of r(ϑ
1) for small dis-
placement angles, using the formulas obtained in Section 2.3.
Proof. Ommited.
It is now straighforward to calculate various connection coefficients:
ω = L log Ω ω = L log Ω (2.69a)
ωˆ =
1
Ω
ω ωˆ =
1
Ω
ω (2.69b)
χ(X, Y ) = g(∇X(ΩL′), Y ) χ(X, Y ) = g(∇X(ΩL′), Y ) (2.69c)
30Some of the proofs in this Section are computationally intensive, and have been ommitted for ease
in presentation. Later sections of this paper do not rely on these results.
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Lemma 2.9. For small displacement angles |ϕ|  1, the gauge transformation (2.64)
induces the following transformations of the null structure coefficients (2.69), on S0,v
for v =  < 0, with ||  1:
ωˆ∗ 7→ ωˆ ' ωˆ∗ ' 1 ωˆ∗ 7→ ωˆ ' ωˆ∗ ' 1
trχ∗ 7→ trχ ' trχ∗ ' 2 trχ∗ 7→ trχ ' 2 +
4ϕ
r
cosϑ1
χˆ ' 0 χˆ ' 0
Proof. Omitted.
We emphasize that in the statements of Lemma 2.7, 2.9 , the radius r is a function
on S0,v. In fact,
r = |x′| = 1 + e
v∗
1− ev∗ : on C0 (2.70)
and moreover, for small displacement angles we have found in (2.63b) the following
relation between v∗ and ϑ1 on S0,v, provided v = , ||  1,
v∗(ϑ1) ' −|| − ϕ
1 + || cosϑ
1 (2.71)
Thus
r(ϑ1) ' 2 + v
∗(ϑ)
−v∗(ϑ1) '
2
||+ ϕ
1+|| cosϑ
1
: on S0, (2.72)
This allows us to calculate the volume element on S0,.
Lemma 2.10. The volume element on S0, = C0 ∩ C,ϕ is given by
dµg/ = r
2(ϑ1) sinϑ1dϑ1 ∧ dϑ2
r(ϑ1) ' 2||+ ϕ
1+|| cosϑ
1
provided that |ϕ|  1, ||  1. In particular,
Area[S0,] =
16pi
||2 − ϕ2
(1+||)2
Remark 2.11. Note that as expected
Area[S0,] −→∞ || ↘ −1
2
+
1
2
√
1 + 4|ϕ| ' |ϕ| (2.73)
while keeping the displacement angle ϕ fixed.
Proof. Omitted.
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Finally we calculate the average of the above transformed null structure coefficients:
Lemma 2.12. For small displacement angles |ϕ|  1, we have
Ω trχ =
4||
||2 − ϕ2
(1+||)2
− 4||(1 + ||)− 2ϕ
(1 + ||
ϕ
)2(
||2 − ϕ
2
(1 + ||)2
)
log
|| − ϕ
1+||
||+ ϕ
1+||
on S0,, provided ||  1. In particular,
Ω trχ[S0,] −→∞ || ↘ |ϕ|
at the same rate as the area, namely
lim
||↘|ϕ|
Ω trχ
Area[S0,]
=
|ϕ|
4pi
Proof. Omitted.
2.3.3 Comparison to bootstrap assumptions
The above statements are important for the interpretation of the bootstrap assumptions
in Section 1.2, in particular the conditions
trχ > 0 trχ > 0 (2.74a)
Ω|2ωˆ − trχ| ≤ C trχ Ω|2ωˆ − trχ| ≤ C trχ (2.74b)
|Ω trχ− Ω trχ| ≤ 0 Ω trχ |Ω trχ− Ω trχ| ≤ 0 Ω trχ (2.74c)
These assumptions are all trivially satisfied in the spherically symmetric double null
gauge discussed in Section 2.2.1. We shall now investigate if these assumptions are also
satisfied for the above examples of non-spherically symmteric gauges.
In the following discussion we restrict ourselves to foliations with small eccentricity,
or displacement angles |ϕ|  1. Moreover we discuss these assumption on a “sphere”
S0, near infinity, ||  1, and are interested in particular in the limit as a point on this
sphere “touches” infinity, corresponding to, approximately || ↘ |ϕ|.
According to Lemma 2.9 we have
trχ ' 2 trχ ' 2 + 4ϕ
r
cosϑ1 (2.75)
Recall here also from (2.72) that
inf
S0,
r ' 2||+ |ϕ|
1+||
−→ 1|ϕ| || ↘ |ϕ| (2.76)
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so the assumption (2.74a) on the null expansions being positive is still satisfied, at least
for |ϕ|  1. Furthermore Lemma 2.9 also tells us that
ωˆ ' 1 ωˆ ' 1 (2.77)
and thus the assumption (2.74b) related to the redshift is in fact satisfied:
Ω|2ωˆ − trχ| ≤ 4|ϕ|Ω
r
|cosϑ1|≤ 4|ϕ| ≤ |2− 4ϕ2| ≤ trχ (2.78)
at least for |ϕ|  1.
However, the last assumption (2.74c) stipulating that the values of Ω trχ remain
close to its average on S0, ceases to be satisfied. To see this, note that according to
Lemma 2.7,
Ω trχ ' 2r(ϑ1) + 4ϕ cosϑ1 (2.79)
where the function r(ϑ1) is given in Lemma 2.10:
r(ϑ1) ' 2||+ ϕ
1+|| cosϑ
1
(2.80)
In particular on the equator of the sphere S0,, for ϑ
1 = pi
2
, we have
Ω trχ
∣∣∣
S0,∩{ϑ1=pi2 }
' 4|| −→
4
|ϕ| || ↘ |ϕ| (2.81)
So on one hand there are points on S0, where Ω trχ remains bounded (in fact all points
except one) as the sphere is taken to infinity, while on the other hand according to
Lemma 2.12,
Ω trχ[S0,] −→∞ || ↘ |ϕ| (2.82)
In fact, it is also shown in Lemma 2.12 that
Ω trχ[S0,] & Area[Su,] (2.83)
so we are in a situation where
|Ω trχ− Ω trχ| ' Ω trχ (2.84)
and (2.74c) is not satisfied with 0 < 1.
Since for any non-round spheres — not just of the ellipsoidal type discussed here —
which “touch infinity” at one point the area blows up, we can expect that the assumption
(2.74c) cannot be satisfied. This means that foliations that do have the property (2.74c)
this behaviour cannot occur, and the spheres in these foliations approach null infinty
“uniformly”, and are eventually “contained” in null infinity. Indeed, if one point did
“run off” the above argument shows that (2.74c) ceases to be satisfied.
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3 Einstein’s equations with cosmological constant
The Einstein vacuum equations with positive cosmological constant Λ > 0 are
Ric(g) = Λg (3.1)
3.1 Weyl curvature
Presently we shall focus on the conformal decomposition of the curvature tensor, which
plays an important role in this context.
Recall the Schouten tensor
Pαβ =
1
n− 2
[
Ricαβ − R
2(n− 1)gαβ
]
(3.2)
where R denotes the scalar curvature. We observe that for any solution to (3.1) the
Schouten tensor is simply
Pαβ =
Λ
6
gαβ (3.3)
The Weyl curvature W , in general, is defined by
Wαβµν = Rαβµν +
[
Pβµgαν + Pανgβµ − Pβνgαµ − Pαµgβν
]
(3.4)
which for solutions to (3.1) then reduces to:
Wαβµν = Rαβµν +
Λ
3
[
gανgβµ − gαµgβν
]
(3.5)
Note that W has the same algebraic symmetries as the curvature tensor R, and in addi-
tion is totally trace-free. We shall thus proceed in Section 3.2 with the null decompositon
of the Weyl curvature.
3.2 Null decomposition of the Weyl curvature
We have already referred to the symmetries of the Weyl curvature. We note that the
Weyl curvature (3.5) is a “Weyl field” in the sense of Chapter 12 in [Chr09]: It is
anti-symmetric in the first two and last two indices, and satisfies the cyclic identity:
Wα[βµν] = 0 (3.6)
Moreover, the Weyl curvature satisfies the trace conditon:
gαµWαβµν = Ricβν +
Λ
3
[
gβν − 4gβν
]
= 0 (3.7)
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The dual of W is defined by (as we know, left and right duals coincide)
W ∗αβµν =
1
2
W γδαβ γδµν (3.8)
There are 10 algebraically independent components of a Weyl field. Let (eA : A =
1, 2; e3, e4) be an orthonormal null frame field. Then the 2-covariant tensorfields
αAB[W ] = WA3B3 αAB[W ] = WA4B4 (3.9)
account for 2 components each, because they are symmetric and trace-free:
gABαAB = g
ABWA3B3 = g
µνWµ3ν3 = 0 (3.10)
Also the 1-forms
β
A
[W ] =
1
2
WA334 βA[W ] =
1
2
WA434 (3.11)
account for 2 components each, which leaves us with 2 functions
ρ[W ] =
1
4
W3434 σ[W ]AB =
1
2
WAB34 (3.12)
Note that with (3.5) we have
αAB[W ] = RA3B3 αAB[W ] = RA4B4 (3.13)
β
A
[W ] = RA334 βA[W ] = RA434 (3.14)
ρ[W ] =
1
4
R3434 +
Λ
3
σ[W ]AB =
1
2
RAB34 (3.15)
Here we used g33 = g3A = g44 = g4A = 0, and g34 = −2.
Thus the only component that differs from the corresponding null decompositon of
the curvature tensor R (which is only a Weyl field in the case Λ = 0) is ρ.
Note that σ[W ] can equally be defined by
σ[W ] = ρ[∗W ] =
1
4
∗W3434 =
1
4
W αβ34 αβ34
=
1
4
W 1234 +
1
4
W 2134 (−1) =
1
2
R3412
(3.16)
The remaining components of W are expressed as, c.f. (12.34) in [Chr09],
WA3BC = gABβC [W ]− gACβB[W ] =
1
2
gABRC334 − 1
2
gACRB334 (3.17a)
WA4BC = −gABβC [W ] + gACβB[W ] = −1
2
gABRC434 +
1
2
gACRB434 (3.17b)
WA3B4 = −ρ[W ]gAB + σ[W ]AB = −1
4
R3434 gAB − Λ
3
gAB +
1
2
RAB34 (3.17c)
WABCD = −ρ[W ]ABCD = −
(1
4
R3434 +
Λ
3
)(
gACgBD − gADgBC
)
(3.17d)
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3.3 Bianchi identities
Recall that in general the curvature tensor R satisfies the Bianchi identities:
∇µRαβνλ +∇νRαβλµ +∇λRαβµν = 0 (3.18)
which, by setting α = ν and sum, yields the contracted Bianchi identies:
∇αRαβλµ = ∇λRµβ −∇µRλβ (3.19)
Schematically, these equations say
div Riem = curl Ric (3.20)
But here, of course, for any solution to the vacuum equations with positive cosmological
constant, Ric(g) = Λg, and
∇λgµβ = 0 (3.21)
by metric compatibility of the connection. Thus, as in the case Λ = 0,
∇αRαβνλ = 0 (3.22)
This implies now that for a solution to (3.1) also the Weyl curvature is divergence free:
Wαβµν = R
α
βµν +
Λ
3
[
δαν gβµ − δαµgβν
]
(3.23)
∇αWαβµν =
Λ
3
[
∇νgβν −∇µgβν
]
= 0 (3.24)
With the same formula, (3.23), we see that the “Bianchi identity” (3.18) is also true for
the Weyl curvature:
∇µWαβνλ +∇νWαβλµ +∇λWαβµν = 0 (3.25)
or, for short, the homogeneous Bianchi equations hold:
∇[µW ανλ] β = 0 (3.26)
This is consistent with general principles, according to which the equation (3.26), for
the Weyl field W , also written as
DW = 0 (3.27)
is equivalent to
D∗W = 0 , (3.28)
by the symmetries of a Weyl field, which are precisely the equations (3.24).
Now we are in the situation where we have a Weyl field W satisfying the “inhomo-
geneous” Bianchi equations (3.24):
∇αWαβµν = 0 (3.29)
Therefore by Proposition 12.4 in [Chr09] the null decomposition of (3.29) takes precisely
the form given therein. In other words, the Bianchi equations are verbatim those of the
vacuum equations in the case Λ = 0, with the understanding that the null components
refer to the null decomposition of the Weyl curvature tensor.
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3.4 Double null gauge
We follow the conventions of Chapter 1 in [Chr09], for the definition of the double null
foliation.
We have already introduced in Section 1.2 the optical functions u, v as solutions to
the eikonal equations (1.12) such that the surfaces of intersection of the level sets of u, v,
(1.13), are spheres diffeomorphic to S2. Null geodesic normals L′, and L′ are introduced
as in (1.14), and with their help the null lapse function Ω in (1.15). Note that with
L = Ω2L′ L = Ω2L′ (3.30)
we have
Lu = 1 Lv = 0 (3.31a)
Lu = 0 Lv = 1 (3.31b)
and
g(L,L) = −2Ω2 (3.32)
Moreover, local coordinates on Su,v are introduced as in Chapter 1.4 in [Chr09]: We
choose coordinates (ϑ1, ϑ2) on S0,0, which are then transported first along the geodesics
generated by L′ on C, and then along the null geodesics generated by L′ on Cu. In this
“canonical coordiante system” the metric takes the form (1.22).
3.4.1 Area radius
Recall that we have already introduced in (1.9) the area radius r(u, v) of Su,v. Since, by
definition
4pir2(u, v) =
∫
Su,v
dµg/ =
∫
Su,0
Φ∗vdµg/ (3.33)
where Φv is the 1-parameter group generated by L, we have
D(4pir2) =
∫
Su,s
Ω trχdµg/ (3.34a)
where by definition Df = Lf for any function f , and thus
Dr =
r
2
Ω trχ (3.34b)
Dr =
r
2
Ω trχ (3.34c)
where · denotes the average of a function on the sphere
f(u, v) :=
1
4pir2(u, v)
∫
Su,v
f(u, v, ϑ1, ϑ2)dµg/(ϑ
1, ϑ2) (3.35)
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3.5 Areal time function
Besides the double null gauge, which is particularly suited for the characteristic initial
value problem, other gauges typically involve the choice of a time function. This concept
appears here naturally in the form of the area radius which is increasing towards to future
— this is one manifestation of the expansion of the cosmological region. However, while
we do use the decomposition of the Einstein equations relative to a given time-function,
we do not impose an equation on its level sets, such as in [CK93], or [RS14b, RS14a];
here the time function is chosen once the double null foliation is fixed.
Given an “areal time function” r, we define
V µ = −gµν∂νr (3.36)
and the associated lapse function by
φ =
1√−g(V, V ) (3.37)
Then the unit normal to the level sets of r, Σr is
n = φV (3.38)
In the following it will be useful to express these in terms of quantities associated to
the double null foliation:
Lemma 3.1. The lapse function of the foliation by level sets Σr is
φ =
2
r
Ω√
Ω trχΩ trχ
(3.39)
and the normal n to each leaf Σr is given by
n =
1
2
(
qLˆ+ q−1Lˆ) where q :=
√
Ω trχ
Ω trχ
(3.40)
Proof. Here we need explicit expressions for the components of the inverse:
g = −1
2
Lˆ⊗ Lˆ− 1
2
Lˆ⊗ Lˆ+
2∑
A=1
EA ⊗ EA
= −1
2
1
Ω2
L⊗ L− 1
2
1
Ω2
L⊗ L+
2∑
A=1
EA ⊗ EA
(3.41)
so in particular
guv = −1
2
1
Ω2
guA = −1
2
1
Ω2
bA bvA = 0 . (3.42)
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This yields
V u = −guv∂vr = 1
4
1
Ω2
rΩ trχ V v =
1
4
1
Ω
r trχ (3.43)
V A = −gAu∂ur = 1
4
1
Ω2
bArΩ trχ (3.44)
or
V =
r
4
1
Ω
(
Ω trχ Lˆ+ Ω trχ Lˆ
)
(3.45)
This implies
g(V, V ) = −r
2
4
1
Ω2
Ω trχΩ trχ (3.46)
and thus the statement of the Lemma.
3.5.1 Induced metric
Let us discuss here the metric on Σr, in particular as r tends to infinity. On Σr we may
use (u, ϑ1, ϑ2) as coordinates. Recall from Lemma 3.1 the expression for the normal to
Σr, and that in general gr, the induced metric on Σr is given by
gr(X, Y ) = g(ΠX,ΠY ) ΠX = X + g(n,X)n . (3.47)
Lemma 3.2. The metric on Σr in (u, ϑ
1, ϑ2) coordinates, takes the form
gr = q
−2Ω2du2 + g/ABdϑ1dϑ2 (3.48)
and the volume form on Σr is
dµgr = q
−1Ω du ∧ dµg/ = q−1Ω
√
det g/ du ∧ dϑ1 ∧ dϑ2 (3.49)
Proof. Since
∂u = L = ΩLˆ (3.50)
we have
Π∂u =
1
2
L− 1
2
q−2L (3.51)
and so
(gr)uu = q
−2Ω2 . (3.52)
Moreover,
(gr)uϑA = g(Π
∂
∂u
,
∂
∂ϑA
) = 0 (3.53)
(gr)ϑAϑB = g/AB (3.54)
Remark 3.3. There appears no “shift” in the induced metric, because with our present
choice the angular coordinates are Lie transported along the ingoing null geodesics.
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3.5.2 Second fundamental forms
Following the discussion of the first fundamental form, gr, we now turn to the second
fundamental form kr of Σr.
Recall the Codazzi equations :
(∇Xk)(Y, Z)− (∇Y k)(X,Z) = R(Z, n,X, Y ) (3.55)
where X, Y, Z are tangent to Σr.
We use a “convenient frame”: (E0 = n,Ei) where [φn,Ei] = 0.
31 Then
g00 = −1 gi0 = 0 gij = (gr)ij (3.56)
∂gij
∂r
= 2φkij (3.57)
and
∇ikjm −∇jkim = Rm0ij (3.58a)
∇mkjm −∇j tr k = Ric0j = Λg0j = 0 (3.58b)
Moreover the Gauss equations are:
Rminj + kmnkij − kmjkni = Rminj (3.59a)
Ricij + tr kkij − k mi kmj = Ricij +R0i0j (3.59b)
R + (tr k)2 − |k|2 = R + 2 Ric00 = 2Λ (3.59c)
The “acceleration of the normal lines” is given by ∇nn = ∇ log φ. In particular if φ
is constant on Σr the normal lines are geodesics parametrized by arc length. The second
variation equation reads in the above frame:
∂kij
∂r
= ∇2ijφ+ φ
{
−Ri0j0 + k mi kmj
}
(3.60a)
∂kij
∂r
= ∇2ijφ+ φ
{
−Ricij − tr kkij + 2k mi kmj + Λgij
}
(3.60b)
∂ tr k
∂r
= 4φ− φ
{
R + (tr k)2 − 3Λ
}
= 4φ+ φ
{
Λ− |k|2
}
(3.60c)
Finally we note the associated connection coefficients:
Γ000 = 0 Γ
i
00 = ∇i log φ (3.61a)
Γ0i0 = 0 Γ
j
i0 = k
j
i (3.61b)
Γ00i = ∇i log φ Γj0i = kji (3.61c)
Γ0ij = kij Γ
m
ij = Γ
m
ij (3.61d)
31Note the frame is not “Fermi transported”.
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4 Schwarzschild de Sitter cosmology
In this Section we briefly discuss some aspects of the geometry of the Schwarzschild
de Sitter solution [Kot18, Wey19]. Its global geometry — as depicted in the Penrose
diagram of Fig. 1 — has already been discussed in Section 3 of [Sch15]; c.f. [GH77].
Here we are mainly interested in the values of the structure coefficients for different
choices of double null foliations, which has partly motivated our assumptions in Sec-
tion 1.2. We restrict ourselves to the cosmological region R, and spherically symmetric
foliations. 32
4.1 General properties
The Schwarzschild de Sitter spacetime is a spherically symmetric solution to (1.1), and
distinguishes itself from de Sitter solution by the presence of a mass m > 0. The
manifold is Q× SO(3), and the metric g takes the form (1.2). Moreover — as we have
seen in Section 1.2 — in double null coordinates the metric takes the form (1.22), which
simply reduces to
g = −4Ω2dudv + r2 ◦γ (4.1)
The mass m, representing the “mass energy contained in a sphere” Su,v, can be defined
unambiguously in spherical symmetry as a function m : Q → [0,∞) satisfying
1− 2m(u, v)
r
− Λr
2
3
= − 1
Ω2
∂r
∂u
∂r
∂v
(4.2)
In vacuum, the Einstein equations (1.1) then imply that m is a constant, (which
parametrizes this 1-parameter family of solutions.) This allows us further to pass from
the unknown r : Q → (0,∞) to the “Regge-Wheeler coordinate”
r∗ =
∫
dr
1− 2m
r
− Λr2
3
(4.3)
which by virtue of (1.1) satisfies the simple p.d.e.
∂2r∗
∂u∂v
= 0 (4.4)
32Some features of non-spherically symmetric gauge transformations have already been discussed
for the de Sitter solution in Section 2; the difficulties that were highlighted there — in particular the
existence of double null foliations whose spheres of intersection do not foliate correctly null infinity —
are not specific to the de Sitter solution, and occur equally for the Schwarzschild de Sitter metric which
shares its leading order asymptotics. We do not revisit these aspects of non-spherically symmetric
foliations here, but it is important to keep in mind that we chose the de Sitter geometry mostly for
convenience, specifically exploiting its embedding in a higher dimensional Minkowski space to find
explicit solutions to the eikonal equation.
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The various double null coordinates discussed below can be thought of as different choices
of functions f , g appearing in the general solution r∗(u, v) = f(u) + g(v) of (4.4), and
constants of integration in (4.3).
Let us also note that the polynomial in r on the l.h.s. of (4.2) has three real distinct
roots rC, rH, rC provided 0 < m < 1/(3
√
Λ), the two positive ones rH and rC coinciding
with the event, and cosmological horizons H, and C, respectively, (where ∂ur = 0, or
∂vr = 0, by the equation). In the following we are only interested in charts covering the
cosmological region, and horizons, namely the domain r ≥ rC.
4.2 Eddington-Finkelstein gauge
In “Eddington-Finkelstein” coordinates we choose
r∗ = u+ v = −
∫ ∞
r
1
Λr2
3
+ 2m
r
− 1dr (4.5)
and thus cover R+ by
R+ = I+(C+ ∪ C+) =
{
(u, v, ϑ1, ϑ2) : u+ v < 0
}
. (4.6)
Note that the cosmological horizons C+∪C+ at r∗ = −∞, are not covered by this chart,
but strictly only its future; moreover future null infinity I+ can be identified with the
surface u+ v = 0. In these coordinates the metric takes the form
g = −4
(Λr2
3
+
2m
r
− 1
)
dudv + r2
◦
γAB dϑ
AϑB (4.7)
and we note specifically
∂r
∂u
=
∂r
∂v
= Ω2 =
Λ
3
r2 +
2m
r
− 1 (4.8)
With the definitions of the null normals (Lˆ, Lˆ) of Section 1.2 it is then straight-forward
to verify that33
ω =
Λ
3
r − 1
2
2m
r2
(4.9a)
ωˆ =
1
Ω
∂v log Ω =
1
2
1
Ω◦
(
2
Λ
3
r − 2m
r2
)
−→
√
Λ
3
(r →∞) (4.9b)
ωˆ = ωˆ (4.9c)
33We caution that this frame is not regular on the horizon, so the values of trχ, and trχ have no
meaning on C ∪ C.
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and
χAB = g◦(∇eALˆ, eB) =
Ω
r
g/AB (4.10a)
χˆ = 0 trχ =
2
r
Ω −→ 2
√
Λ
3
(r →∞) (4.10b)
χˆ = 0 trχ =
2
r
Ω (4.10c)
The Gauss equation (1.49) now allows us to calculate the ρ component of the Weyl
curvature: Since the spheres Su,v are round, we have K = r
−2, and we obtain with (4.10)
that
ρ◦[W ] =
Λ
3
−K − 1
4
trχ trχ =
1
r2
(Λ
3
r2 − 1− Ω2◦
)
= −2m
r3
. (4.11)
(This shows in particular that the mass m 6= 0 is the obstruction to conformal flatness.)
Moreover, since α◦[W ] = α◦[W ] = β◦[W ] = β◦[W ] = ζ◦[W ] = 0 in spherical symmetry
symmetry, and thus also σ◦[W ] = 0, we have also proven (1.8). In summary , ρ[W ], ωˆ, ωˆ,
and trχ, trχ are the only non-vanishing null structure components for the Schwarzschild
de Sitter solution.
4.3 Gauge transformations and “regular” coordinates
The choice of null coordinates in Section 4.2 has a shortcoming: the coordinates do not
extend to the cosmological horizons. While Eddington-Finkelstein coordinates provide
a natural notion of “retarded and advanced time”, we will now discuss coordinates
which extend beyond the cosmological horizons. The following discussion highlights in
particular the gauge dependence of the structure coefficients, and is relevant for the
dynamical problem.
4.3.1 Kruskal coordinates
Let us denote the Eddington-Finkelstein coordinates of Section 4.2 by (u∗, v∗). Then
“Kruskal coordinates” (uK, vK) are obtained with the following transformation:
uK = e2κCu∗ vK = e2κCv∗ (4.12)
In these coordinates r(u, v) is implicitly given by
uKvK = (r − rC)(r − rH)−αH(r + |rC|)−αC (4.13)
where αH, αC > 0 are positive exponents (depending on Λ, m) satisfying αH + αC = 1;
c.f. (3.16) in [Sch15]. In particular, in these coordinates the cosmological horizons C+,
and C+, are at uK = 0, and vK = 0, respectively, and the future boundary r = ∞ lies
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on the hyperbola uKvK = 1. The metric takes the form (4.1) where Ω is non-degenerate
on the C ∪ C; in fact
Ω2K =
1
4
Λ
3
κ−2C
(r − rH)1+αH(r + |rC|)1+αC
r
−→ 1
4
Λ
3
κ−2C r
2 (r →∞) (4.14)
and
∂r
∂uK
= 2κCΩ2KvK
∂r
∂vK
= 2κCΩ2KuK (4.15)
where κC > 0 is the surface gravity of the cosmological horizons; see Section 3 of [Sch15]
for derivations. It is then straight-forward to calculate that in this gauge,
χAB = g(∇eALˆ, eB) =
1
ΩK
1
r
∂vKr gAB =
2
r
κCΩKuK gAB , (4.16a)
χˆ = 0 trχ = 4κC
ΩKuK
r
(4.16b)
trχ = 0 on uK = 0 , trχ→ 2
√
Λ
3
uK as r →∞ . (4.16c)
Similarly,
χˆ = 0 trχ = 4κC
ΩKvK
r
(4.17a)
trχ = 0 on vK = 0 , trχ→ 2
√
Λ
3
vK as r →∞ . (4.17b)
We also calculate
ωˆ =
1
ΩK
∂
∂vK
log ΩK =
1
4κCΩCvK
[
2
Λ
3
r − 2m
r2
− 2κC
]
−→ 1
vK
√
Λ
3
as r →∞ (4.18a)
and ωˆ = 0 on u = 0. Similarly,
ωˆ =
1
4κCΩKuK
[
2
Λ
3
r − 2m
r2
− 2κC
]
→ 1
uK
√
Λ
3
as r →∞ (4.18b)
4.3.2 “Initial data” gauge
We give an example of a double null system which retains “retarded time” u of “Eddington-
Finkelstein type” along C+, and “advanced time” v of “Eddington-Finkelstein type”
along C+, yet is regular at the past horizons. It is trivially obtained by “patching”
the above coordinate systems, but its features are worth studying, because it mimics a
suitable gauge choice for the characteristic initial value problem.
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Let us define
u =
{
uK − 1 u∗ < 0
2κCu∗ u∗ > 0
v =
{
vK − 1 v∗ < 0
2κCv∗ v∗ > 0
(4.19)
Then
Q
g=

−4Ω2Kdudv : u∗ < 0, v∗ < 0
−4Ω2KuKdudv =: −4Ω2(u)dudv : u∗ > 0, v∗ < 0
−4Ω2KvKdudv =: −4Ω2(v)dudv : v∗ > 0, u∗ < 0
(4.20)
where
Ω2(u) = Ω
2
KuK =
1
4κ2C
1
v
[Λr2
3
+
2m
r
− 1
]
(4.21a)
Ω2(v) = Ω
2
KvK =
1
4κ2C
1
u
[Λr2
3
+
2m
r
− 1
]
(4.21b)
This means that in this gauge, along C+, for u∗ > 0, the null lapse behaves like
Ω|C+ = 1
2κC
· c(Λ,m) · eκCu∗ (4.22)
and along the null infinity, for u∗ > 0,
Ω2|I+ = 1
4κ2C
· e2κCu∗ · Λ
3
r2 (4.23)
Let us calculate the structure coefficients in the region u∗ > 0; (the region v∗ > 0 is
entirely analogous). In the same way as in Section 4.2, we find, relative to the normalised
frame,
Lˆ =
1
Ω(u)
∂
∂u
Lˆ =
1
Ω(u)
∂
∂v
(4.24)
that
χ
AB
=
1
Ω(u)
1
r
∂ur gAB =
1
Ω(u)
1
r
1
2κC
Ω2∗ gAB
= Ω(u)
2κC
r
vK gAB =
1
Ω(u)
1
2κC
1
r
(Λ
3
r2 +
2m
r
− 1
)
gAB
(4.25a)
or
χˆ = 0 trχ =
1
Ω(u)
1
κCr
(Λ
3
r2 +
2m
r
− 1
)
(4.25b)
so that
trχ|C+ = 0 (4.25c)
trχ −→ 2 · e−κCu∗ ·
√
Λ
3
(r →∞) (4.25d)
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Similarly, we find
χAB =
1
Ω(u)
1
r
∂vKrgAB =
2κC
r
Ω(u)gAB (4.26a)
χˆ = 0 trχ =
4κC
r
Ω(u) (4.26b)
in particular
trχ|C+ = c(Λ,m) · eκCu∗ (4.26c)
trχ −→ 2
√
Λ
3
· eκCu∗ (r →∞) (4.26d)
It remains to calculate the values of ωˆ, ωˆ in this gauge. We find
ωˆ =
1
2
1
Ω3(u)
∂uΩ
2
(u) =
1
4κCΩ(u)
(
2
Λ
3
r − 2m
r2
)
(4.27a)
ωˆ =
1
2
1
Ω3(u)
∂Ω2K
∂vK
uK = κCΩ(u)
(1 + αH
r − rH +
1 + αC
r + |rC| −
1
r
)
(4.27b)
and in particular
ωˆ|C+ = c(Λ,m)e−κCu∗ , ωˆ −→
√
Λ
3
· e−κu∗ (r →∞) (4.28a)
ωˆ|C+ = c(Λ,m) · eκCu∗ , ωˆ −→
√
Λ
3
· eκCu∗ (r →∞) (4.28b)
4.3.3 Gauge invariance
In view of the assumptions on the structure coefficients outlined in Section 1.2, we discuss
the gauge -dependence and -invariance of the relevant quantities for the Schwarzschild-de
Sitter example.
In Table 1 we summarize the asymptotics towards null infinity of the values of the
connection coefficients for the Schwarzschild de Sitter metric in the gauges discussed
above.
Note that each quantity, Ω, ωˆ, ωˆ, trχ, trχ, has the same asymptotics in r (towards
null infinity) in all gauges, but different behavior in u∗ along null infinity. In particular
note that Ω differs by a prefactor even at the leading order.
Nonetheless — since limr→∞(u∗ + v∗)|Σr = 0 — we have in all gauges
lim
r→∞
1
4
trχ trχ =
Λ
3
(4.29)
in agreement with the Gauss equation (1.49). Moreover, we have in all gauges,
lim
r→∞
|2ωˆ − trχ| = 0 lim
r→∞
|2ωˆ − trχ| = 0 . (4.30)
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Gauge Edd.-Finkelstein Kruskal “Initial data”
Ω2 Λ
3
r2 1
4
Λ
3
1
κ2C
r2 1
4
Λ
3
1
κ2C
e2κCu∗r2
trχ 2
√
Λ
3
2
√
Λ
3
e2κCu∗ 2
√
Λ
3
eκCu∗
trχ 2
√
Λ
3
2
√
Λ
3
e2κCv∗ 2
√
Λ
3
e−κCu∗
ωˆ
√
Λ
3
√
Λ
3
e−2κv∗
√
Λ
3
eκCu∗
ωˆ
√
Λ
3
√
Λ
3
e−2κCu∗
√
Λ
3
e−κCu∗
q 1 e2κCu∗ eκCu∗
Table 1: Schwarzschild de Sitter values in Eddington-Finkelstein, Kruskal and “Initial
data” gauges, asymptotically towards null infinity.
and
lim
r→∞
|q trχ− q−1 trχ| = 0 (4.31)
In fact, we have here in all gauges
lim
r→∞
q trχ = lim
r→∞
q−1 trχ = 2
√
Λ
3
. (4.32)
5 Global redshift effect
This Section contains a central part of this paper: We will prove a non-trivial bound
for the Weyl curvature in spacetimes that satisfy our assumptions. This is achieved by
means of energy estimates for the Bianchi equations, which are recalled in some gener-
ality in Section 5.1. In Section 5.2 we will construct a suitable “multiplier vectorfield”
whose associated energy is “redshifted”, or “damped” in a fashion that is related to the
expansion of the spacetime. This approach will then be further developed in Section 6
to obtain also bounds on the derivatives of the Weyl curvature.
5.1 Energy identity
Let us recall that the conformal curvature tensor W satisfies the contracted Bianchi
equations (1.26). The Bel-Robinson tensor Q(W ) defined by (1.27) is symmetric and
trace-free in all indices ; c.f. Proposition 12.5 in [Chr09]. Moreover it is non-negative
when evaluated on future-directed causal vectors.
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We have — by Proposition 12.6 in [Chr09], as a consequence of (1.26) — that Q(W )
is divergence-free, see (1.28). In particular, if we define the energy current P associated
to W as in (1.35) then it follows from (1.28) that
∇αP [W ](X,Y,Z)α =
= −1
2
Q[W ]αβγδ
(X)piαβY γZδ − 1
2
Q[W ]αβγδX
β(Y )piαγZδ − 1
2
Q[W ]αβγδX
βY γ(Z)piαδ (5.1)
In view of the trace-free property of Q[W ] it is actually only the trace-free part of the
deformation tensor that enters here:
(X)pˆi = (X)pi − 1
4
(tr (X)pi) g (5.2)
(X)pi = LXg (X)piµν = ∇µXν +∇νXµ (5.3)
Q[W ]αβγδ
(X)piαβY γZδ = Q[W ]αβγδ
(X)pˆiαβY γZδ (5.4)
Using also the symmetry with respect to any index we finally obtain:
∇αP [W ](X,Y,Z)α = −
1
2
Q[W ]αβγδ
(
(X)pˆiαβY γZδ + (Y )pˆiαβXγZδ + (Z)pˆiαβXγY δ
)
(5.5)
We defined P as a 1-form. Let ∗P be the dual of the corresponding vectorfield P ],
which is a 3-form:
∗Pνκλ = P µµνκλ (5.6)
Here  = dµg is the volume form of g. The exterior derivative of
∗P is a 4-form, and
hence must be proportional to the volume form:
d∗P = fdµg (5.7)
Moreover,
f = −∗d∗P = ∇µPµ (5.8)
so we can conclude
d∗P = ∇µPµ dµg . (5.9)
This implies, that integrated on any spacetime region D, we have by virtue of Stokes
theorem, ∫
∂D
∗P =
∫
D
d∗P =
∫
D
∇µPµdµg (5.10)
Let the domain D be as in Figure 12, namely
D(u,v)(r1,r2) =
⋃
r1≤r≤r2
Σr
⋂
{u ≤ u}
⋂
{v ≤ v} (5.11)
so that
∂D = Σcr1 ∪ Ccu ∪ Σcr2 ∪ Ccv (5.12)
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Σr1
Σr2 v = vu = u
D(u,v)(r1,r2)
Figure 12: Spacetime domain used in energy identities
where superscript c denotes that these surfaces are appropriately “capped”. We have∫
Σcr2
∗P =
∫
Σcr2
P ndµgr2 =
∫
Σcr2
−g(P, n)dµgr2 =
∫
Σcr2
Q[W ](n,X, Y, Z)dµgr2 (5.13)
where n is the unit normal to Σr; note that in the boundary integrals arising in Stokes
theorem, the normal is always outward pointing, in particular it will have the opposite
sign on the past boundary Σr1 . For the null boundaries we recall first from (1.204-6) in
[Chr09] that
 = dµg = 2Ω
2
√
det g/ du ∧ dv ∧ dϑ1 ∧ dϑ2 (5.14a)
dµg/ =
√
det g/dϑ1 ∧ dϑ2 (5.14b)
and then calculate, using that (u, ϑ1, ϑ2) are coordinates on C,∫
Ccv
∗P = −
∫
∗P (∂u, ∂ϑ1 , ∂ϑ2)dudϑ
1dϑ2
= −
∫
P µµuϑ1ϑ2dudϑ
1dϑ2 =
∫
P vuvϑ1ϑ2dudϑ
1dϑ2
=
∫
2Ω2P v
√
det g/dudϑ1dϑ2 = −
∫
g(P, ∂u)
√
det g/dudϑ1dϑ2
=
∫
Q[W ](∂u, X, Y, Z)dudµg/ =
∫
ΩQ[W ](Lˆ,X, Y, Z)dudµg/
(5.15)
where we used that
P ] = P u∂u + P
v∂v + P
A∂ϑA (5.16)
g(P, ∂u) = −2Ω2P v . (5.17)
On the null hypersurface Cu we have to be more careful because
g(P, ∂v) = −2Ω2P u + P vg/ABbAbB − g/ABPAbB (5.18)
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However,
g(P, bA∂ϑA) = −P vg/ABbAbB + g/ABPBbA (5.19)
and so
g(P, ∂v + b
A∂ϑA) = −2Ω2P u (5.20)
Therefore, similarly∫
Cu
∗P =
∫
∗Pvϑ1ϑ2dvdϑ
2ϑ2 =
∫
2Ω2P u
√
det g/dvdϑ1ϑ2
= −
∫
g(P, ∂v + b
A∂ϑA)dvdµg/ =
∫
ΩQ[W ](Lˆ,X, Y, Z)dvdµg/
(5.21)
To summarize we have proven the following:
Proposition 5.1. Let (M, g) be a spacetime, g be globally expressed in double null gauge
on a domain R ⊂ M, such that the level sets of the area radius r are spacelike on R.
Moreover let D be a domain of the form (5.11);see Fig. 12. Then for any Weyl field W
satisfying the Bianchi equations
∇αWαβγδ = Jβγδ (5.22)
we have∫
dv
∫
Su,v
dµg/ ΩQ[W ](Lˆ,X, Y, Z) +
∫
Σcr2
Q[W ](n,X, Y, Z)dµgr2
+
∫
D
(
divQ(W ))(X, Y, Z)dµg +
∫
du
∫
Su,v
dµg/ΩQ[W ](Lˆ,X, Y, Z)
+
∫
D
K(X,Y,Z)[W ]dµg =
∫
Σcr1
Q[W ](n,X, Y, Z)dµgr1 (5.23)
where Q[W ] denotes the Bel-Robinson tensor of W , and
K(X,Y,Z)[W ] =
1
2
Q[W ]αβγδ
(
(X)pˆiαβY γZδ + (Y )pˆiαβXγZδ + (Z)pˆiαβXγY δ
)
. (5.24)
Proof. By (5.9),∫
D
∇µPµdµg =
∫
∂D
∗P =
∫
Σcr2
∗P +
∫
Ccu
∗P +
∫
Ccv
∗P −
∫
Σcr1
∗P (5.25)
and we can insert the expressions (5.13) and (5.21) for the energy flux from above.
If J = 0, or W is the conformal Weyl field, then by (5.5)
−∇αP [W ](X,Y,Z)α = K(X,Y,Z)[W ] (5.26)
More generally, if J 6= 0, then the divergence contains the additional term
−∇αP [W ](X,Y,Z)α = (divQ(W ))(X, Y, Z) +K(X,Y,Z)[W ] . (5.27)
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5.2 Global redshift vectorfield
We define
M =
1
2
1
Ω
(
Lˆ+ Lˆ
)
. (5.28)
Note M is time-like future-directed, and the associated energy flux (5.13) is positive.
Its crucial property however is that also the associated divergence (5.9) has a sign and
bounds the energy flux, which lends it the name of a “redshift vectorfield”.
Remark 5.2. The choice (5.28) is motivated by the form of the “global redshift vector-
field” used in our treatment of linear waves on Schwarzschild de Sitter cosmologies in
[Sch15]. Therein we introduced
M =
1
r
∂
∂r
(5.29)
relative to coordinates (t, r, ϑ1, ϑ2) such that in the cosmological region the metric takes
the form (1.23) with
φ =
1√
Λr2
3
+ 2m
r
− 1
, (5.30)
and
gr =
(Λr2
3
+
2m
r
− 1
)
dt2 + r2
◦
γAB dϑ
AdϑB . (5.31)
Alternatively, using the gradient vectorfield V of r introduced in (3.36), the this
vectorfield can be expressed as
M =
1
r
φ2V , (5.32)
and in the coordinates introduced in Section 4.2,
V =
1
2
( ∂
∂u∗
+
∂
∂v∗
)
(5.33)
which implies
M =
φ2
2r
( ∂
∂u∗
+
∂
∂v∗
)
=
1
2
1
r
1
Λr2
3
+ 2m
r
− 1
( ∂
∂u∗
+
∂
∂v∗
)
. (5.34)
In fact, as discussed in Section 4.1 of [Sch15] it is equivalent to use the vectorfield
M ′ =
∂
∂r
=
1
2
1
Ω2
( ∂
∂u∗
+
∂
∂v∗
)
, (5.35)
which takes a remarkably simple form, and coincides precisely with (5.28).
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5.2.1 Fluxes
We will derive an energy identity associated to the multiplier vectorfield M on a domain
foliated by level sets of the area radius r. Let us first look at the energy flux of a
current constructed from M through a surface Σr. Recall here Lemma 3.1 concerning
the normal to Σr.
Lemma 5.3. Let M denote the vectorfield (5.28) and PM the current
PM [W ] = P [W ](M,M,M) . (5.36)
Then∫
Σr
∗PM =
∫
Σr
1
(2Ω)3
{
q|α[W ]|2 + 2(3q + q−1)|β[W ]|2
+ 6(q + q−1)
(
ρ[W ]2 + σ[W ]2
)
+ 2(q + 3q−1)|β[W ]|2 + q−1|α[W ]|2
}
dµgr (5.37)
and ∫
Cu
∗PM =
∫
dv
∫
Su,v
dµg/
1
4
1
Ω2
[
2|β|2 + 6ρ2 + 6σ2 + 6|β|2 + |α|2
]
(5.38)
Proof. This follows immediately from Lemma 12.2 in [Chr09].
5.2.2 Deformation Tensor
Next we calculate the components of the trace-free part of the deformation tensor of M ,
which enter the expression for K(M,M,M) in (5.24).
Lemma 5.4. The null components of the trace-free part pˆi of the deformation tensor
of M are given by
pˆiLˆLˆ =
ωˆ
Ω
pˆiLˆLˆ =
1
8
1
Ω
(
trχ+ trχ
)
pˆiLˆLˆ =
ωˆ
Ω
(5.39a)
pˆiLˆA = − 1
Ω
η]A pˆiLˆA = − 1
Ω
η]A (5.39b)
pˆiAB =
1
Ω
(
χˆ]]AB + χˆ]]AB +
1
4
(
trχ+ trχ
)
(g−1)AB
)
(5.39c)
Proof. We have
∇LˆM =
1
Ω
(
η] − ωˆLˆ
)
(5.40a)
∇LˆM =
1
Ω
(
η] − ωˆLˆ
)
(5.40b)
∇AM = 1
2
1
Ω
(
χ]
A
− η
A
Lˆ+ χ]A − ηALˆ
)
(5.40c)
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and thus
piLˆLˆ = 2g(∇LˆM, Lˆ) =
4
Ω
ωˆ (5.41a)
piLˆLˆ = 2g(∇LˆM, Lˆ) =
4
Ω
ωˆ (5.41b)
piLˆLˆ = 0 (5.41c)
piLˆeA = g(∇LˆM, eA) + g(Lˆ,∇AM) =
2
Ω
ηA (5.41d)
piLˆeA =
2
Ω
η
A
(5.41e)
pieAeB = g(∇AM, eA) + g(eA,∇BM) =
1
Ω
(
χ
AB
+ χAB
)
(5.41f)
and
tr pi =
1
Ω
(
trχ+ trχ
)
(5.42)
Therefore
pˆiLˆLˆ =
4
Ω
ωˆ pˆiLˆLˆ =
4
Ω
ωˆ (5.43a)
pˆiLˆLˆ =
1
2
1
Ω
(
trχ+ trχ
)
(5.43b)
pˆiLˆeA =
2
Ω
ηA pˆiLˆeA =
2
Ω
η
A
(5.43c)
pˆieAeB =
1
Ω
(
χˆ
AB
+ χˆAB +
1
4
(
trχ+ trχ
)
gAB
)
(5.43d)
or alternatively
pˆiLˆLˆ =
1
4
pˆiLˆLˆ =
ωˆ
Ω
pˆiLˆLˆ =
ωˆ
Ω
(5.44a)
pˆiLˆLˆ =
1
8
1
Ω
(
trχ+ trχ
)
(5.44b)
pˆiLˆA = − 1
Ω
η]A pˆiLˆA = − 1
Ω
η]A (5.44c)
pˆiAB =
1
Ω
(
χˆ]]AB + χˆ]]AB +
1
4
(
trχ+ trχ
)
(g−1)AB
)
. (5.44d)
Now we can calculate
KM := K(M,M,M)[W ] =
3
2
Q[W ]αβγδ
(M)pˆiαβMγM δ
=
3
8
1
Ω2
Q[W ]αβγδ
(M)pˆiαβLˆ
γ
Lˆ
δ
+
3
4
1
Ω2
Q[W ]αβγδ
(M)pˆiαβLˆ
γ
Lˆδ
+
3
8
1
Ω2
Q[W ]αβγδ
(M)pˆiαβLˆγLˆδ
(5.45)
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which involves the null components of Q[W ]. These are quadratic expressions in the
Weyl curvature, which are given by Lemma 12.2 in [Chr09]. In particular, we have
Q[W ](Lˆ, Lˆ, Lˆ, Lˆ) = 2|α[W ]|2 Q[W ](Lˆ, Lˆ, Lˆ, Lˆ) = 2|α[W ]|2 (5.46a)
Q[W ](Lˆ, Lˆ, Lˆ, Lˆ) = 4|β[W ]|2 Q[W ](Lˆ, Lˆ, Lˆ, Lˆ) = 4|β[W ]|2 (5.46b)
Q(W )(Lˆ, Lˆ, Lˆ, Lˆ) = 4
(
ρ[W ]2 + σ[W ]2
)
(5.46c)
Lemma 5.5. With M defined by (5.28), we have
KM [W ] = K+[W ] +K−[W ] (5.47)
where
Ω3
3
K+[W ] =
1
4
ωˆ|α[W ]|2 +ωˆ|β[W ]|2 + 1
2
(ωˆ+ωˆ)(ρ[W ]2 +σ[W ]2)+ωˆ|β[W ]|2 + 1
4
ωˆ|α[W ]|2
+
1
2
(
trχ+ trχ
)(1
2
|β[W ]|2 + ρ[W ]2 + σ[W ]2 + 1
2
|β[W ]|2
)
(5.48)
and
Ω3
3
K−[W ] =
1
2
α[W ](η], β][W ])− 1
2
α[W ](η], β][W ])
+
1
2
ρ[W ]
(
(2η]+η])·β[W ]−(2η+η])·β[W ])+ 1
2
σ[W ]
(
(2η]+η])·∗β[W ]+(2η]+η])·∗β[W ])
−(χˆ+ χˆ)(β[W ]], β[W ]])+ 1
4
ρ[W ](χˆ+ χˆ, α[W ]+α[W ])+
1
4
σ[W ](χˆ+ χˆ, ∗α[W ]− ∗α[W ])
(5.49)
Proof. Using the expressions for the null components of the Bel-Robinson tensor listed
in Proposition 12.2 in [Chr09] we note first that
η]AQ3A33 = −4α(η], β]) (5.50a)
η]AQ4A33 = −4ρη] · β − 4ση] · ∗β (5.50b)(
χˆ]]AB + χˆ]]AB
)
QAB33 = 2ρ(χˆ+ χˆ, α) + 2σ(χˆ+ χˆ,
∗α) (5.50c)
(g−1)ABQAB33 = 4|β|2 (5.50d)
and hence
ΩQαβγδ pˆi
αβLˆ
γ
Lˆ
δ
= 2ωˆ|α|2 + 4ωˆ(ρ2 + σ2) + 2(trχ+ trχ)|β|2
+ 4α(η], β]) + 4ρη] · β + 4ση] · ∗β + 2ρ(χˆ+ χˆ, α) + 2σ(χˆ+ χˆ, ∗α) . (5.51)
Similarly
ΩQαβγδ pi
αβLˆγLˆδ = 2ωˆ|α|2 + 4ωˆ(ρ2 + σ2) + 2(trχ+ trχ)|β|2
− 4α(η], β])− 4ρη] · β + 4ση] · ∗β + 2ρ(χˆ+ χˆ, α)− 2σ(χˆ+ χˆ, ∗α) . (5.52)
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Moreover, by Proposition 12.2 in [Chr09] we have
η]AQ3A34 = −4ρη] · β − 4ση] · ∗β (5.53a)
η]AQ4A34 = 4ρη
] · β − 4ση]A · ∗β (5.53b)(
χˆ]]AB + χˆ]]AB
)
QAB34 = −2
(
χˆ+ χˆ, β[W ]⊗ˆβ[W ]
)
(5.53c)
(g−1)ABQAB34 = 4
(
ρ2 + σ2
)
(5.53d)
where (
χˆ+ χˆ, β[W ]⊗ˆβ[W ]
)
= 2(χˆ+ χˆ)(β[W ]], β[W ]]) . (5.54)
Therefore,
ΩQαβγδpi
αβLˆ
γ
Lˆδ = 4ωˆ|β|2 + 4ωˆ|β|2 + 2(trχ+ trχ)(ρ2 + σ2)
+ 4ρ[W ]η] · β + 4ση] · ∗β − 4ρη] · β + 4ση]A · ∗β − 4(χˆ+ χˆ)(β], β]) (5.55)
Summing up these contributions according to (5.45) yields the statement of the
Lemma.
Remark 5.6. We already see that K+[W ] is manifestly positive if trχ > 0, trχ > 0, and
ωˆ > 0, ωˆ > 0, as it will be the case under our assumptions.
5.2.3 Lorentz Transformations
We will see in Section 5.3 that the simple choice (5.28) for M suffices to obtain the
desired energy estimate for the Weyl curvature W . However, it turns out in Section 6
that a more refined choice is necessary to obtain an estimates for higher order energies.
The required adjustment amounts to co-aligning the vectorfield with the normal to
Σr. This can be achieved by formally keeping exactly the same definition of M , but
changing the null frame that is used in (5.28). The fact that we can keep this simple
definition in terms of another null frame will be computationally very advantageous.
A simple Lorentz transformation is given by:
Lˆ 7→ aLˆ Lˆ 7→ a−1Lˆ (5.56)
for some function a > 0.
Remark 5.7. Let us give a heuristic discussion for the choice of a which aligns M with
n. Regarding the normal, we have by Lemma 3.1, and taking r →∞,
φn =
1
r
Ω
Ω trχ
Lˆ+
1
r
Ω
Ω trχ
→ 1
r
( 1
trχ
Lˆ+
1
trχ
Lˆ
)
(5.57)
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where we have neglected asymptotic deviations from spherical averages. Since by the
Gauss equation (1.49),
1
4
trχ trχ→ Λ
3
(5.58)
we can expect that for some function aχ, as r →∞,
trχ→ 2
√
Λ
3
aχ trχ→ 2
√
Λ
3
a−1χ (5.59)
Now we see clearly that the function aχ appearing in the asymptotics of trχ, and trχ, is
the required rescaling of the null vectors in (5.56). More precisely, with a = aχ, we can
expect that M , formally given by (5.28) relative to a frame resulting from the Lorentz
transformation (5.56), satifies asymptotically
M → φn . (5.60)
For any function a > 0, let us denote by
e3 = aLˆ e4 = a
−1Lˆ (5.61)
and eA : A = 1, 2 an arbitrary frame on the spheres. Note that both (Lˆ, Lˆ; eA) and
(e3, e4; eA) are null frames. Here the frame (Lˆ, Lˆ; eA) is the null frame derived from
the double null coordiantes, and we continue to denote by ωˆ, ωˆ, η, etc. the associated
structure coefficients. Now for the frame (e3, e4; eA) we find the following connection
coefficients:
∇3e3 =
(
aωˆ + Lˆa
)
e3 ∇4e4 =
(
a−1ωˆ + Lˆa−1
)
e4 (5.62a)
∇3e4 = 2η] −
(
aωˆ − a2Lˆa−1)e4 ∇4e3 = 2η] − (a−1ωˆ − a−2Lˆa)e3 (5.62b)
∇Ae3 = aχ]A +
(
ζA + d/A log a
)
e3 ∇Ae4 = a−1χ]A −
(
ζA + d/A log a
)
e4 (5.62c)
∇3eA = ∇/3eA + ηAe3 ∇4eA = ∇/4eA + ηAe4 (5.62d)
∇AeB = ∇/AeB + 1
2
a−1χABe3 +
1
2
aχ
AB
e4 (5.62e)
Also note:
e3 log Ω = aωˆ e4 log Ω = a
−1ωˆ (5.63)
In other words, the Lorentz transformation (5.56) induces the following transformations
of the structure coefficients:
χ 7→ aχ χ 7→ a−1χ (5.64a)
ζ 7→ ζ + d/ log a η 7→ η η → η (5.64b)
ωˆ 7→ aωˆ + 1
Ω
Da ωˆ 7→ a−1ωˆ + 1
Ω
Da−1 (5.64c)
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Lemma 5.8. For any function a = a(u, v, ϑ1, ϑ2) > 0, let Ma denote the vectorfield
Ma =
1
2
1
Ω
(
aLˆ+ a−1Lˆ
)
=
1
2
1
Ω
(
e3 + e4
)
(5.65)
Then with respect to the null frame (e3, e4; eA) the null components of the deformation
tensor of Ma are:
(Ma)pˆi33 =
4
Ω
aωˆ +
2
Ω
Lˆa (Ma)pˆi44 =
4
Ω
a−1ωˆ +
2
Ω
Lˆa−1 (5.66a)
(Ma)pˆi34 =
1
2
1
Ω
(
a trχ+ a−1 trχ
)− 1
2
1
Ω
(
Lˆa+ Lˆa−1
)
(5.66b)
(Ma)pˆi3A =
1
Ω
(
2ηA + d/A log a
)
(Ma)pˆi4A =
1
Ω
(
2η
A
− d/A log a
)
(5.66c)
(Ma)pˆiAB =
1
Ω
(
aχˆ
AB
+ a−1χˆAB +
1
4
(
a trχ+ a−1 trχ− Lˆa− Lˆa−1)g/AB) (5.66d)
where χ, χ, η, η, ζ, ωˆ, ωˆ are the structure coefficients associated to the null frame (Lˆ, Lˆ; eA).
Proof. Analogously to Lemma 5.4 we first compute
∇3M = 1
Ω
(
η] − aωˆe4
)
+
1
2
1
Ω
(Lˆa)
(
e3 − e4
)
(5.67a)
∇4M = 1
Ω
(
η] − a−1ωˆe3
)
+
1
2
1
Ω
(Lˆa−1)(e4 − e3) (5.67b)
∇AM = 1
2
1
Ω
(
aχ]
A
+ a−1χ]A
)− 1
2
1
Ω
(
η
A
− d/A log a
)
e3 − 1
2
1
Ω
(
ηA + d/A log a
)
e4 (5.67c)
using the frame relations (5.62) and (5.63), and then infer
pi33 =
4
Ω
aωˆ +
2
Ω
Lˆa pi44 =
4
Ω
a−1ωˆ +
2
Ω
Lˆa−1 (5.68a)
pi34 = − 1
Ω
Lˆa− 1
Ω
Lˆa−1 (5.68b)
pi3A =
1
Ω
(
2ηA + d/A log a
)
pi4A =
1
Ω
(
2η
A
− d/A log a
)
(5.68c)
piAB =
1
Ω
(
aχ
AB
+ a−1χAB
)
(5.68d)
and
trpi =
1
Ω
(
a trχ+ a−1 trχ+ Lˆa+ Lˆa−1
)
(5.69)
which gives the formulas of the Lemma for the trace free part of pi.
We continue to denote by (α[W ], α[W ], β[W ], β[W ], ρ[W ], σ[W ]) the null compo-
nents of W with respect to the null frame (Lˆ, Lˆ; eA). To avoid confusion, we will ex-
plicitly denote the null components of W with respect to the null frame (e3, e4; eA) by
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(αa[W ], αa[W ], βa[W ], βa[W ], ρa[W ], σa[W ]), and note that
αa[W ] = a
2α[W ] αa[W ] = a
−2α[W ] (5.70a)
β
a
[W ] = aβ[W ] βa[W ] = a
−1β[W ] (5.70b)
ρa[W ] = ρ[W ] σa[W ] = σ[W ] (5.70c)
Note that if we take a := q, where q is the quotient appearing in (3.40), then the
normal takes the simple form
n =
1
2
(
e3 + e4
)
; (5.71)
this, of course, is the purpose of introducing the frame (e3, e4; eA) in the first place.
Moreover, it follows immediately that∫
Σr
∗PMq [W ] =
∫
Σr
Q[W ](n,Mq,Mq,Mq)dµgr
=
∫
Σr
1
(2Ω)3
[
|αq[W ]|2 + 8|βq[W ]|2 + 12ρ[W ]2 + 12σ[W ]2 + 8|βq[W ]|2 + |αq[W ]|2
]
dµgr
(5.72)
and∫
Cu
∗PMq [W ] =
∫
dv
∫
Su,v
dµg/ΩQ[W ](Lˆ,Mq,Mq,Mq) =
=
∫
dv
∫
Su,v
dµg/
q
(2Ω)2
[
2|β
q
[W ]|2 + 6ρ[W ]2 + 6σ[W ]2 + 6|βq[W ]|2 + |αq[W ]|2
]
. (5.73)
Let us prove the analogue of Lemma 5.5:
Lemma 5.9. Let Ma be defined as in (5.65). Then
KMa [W ] = Ka+[W ] +K
a
−[W ] (5.74)
where
(2Ω)3
3
Ka+[W ] =
(
2a−1ωˆ+ Lˆa−1
)
a4|α|2 + 2(a trχ+a−1 trχ+ 4a−1ωˆ− Lˆa+ Lˆa−1)a2|β|2
+
(
4aωˆ + 4a trχ− 2Lˆa+ 4a−1ωˆ + 4a−1 trχ− 2Lˆa−1)(ρ2 + σ2)
+ 2
(
a trχ+ a−1 trχ+ 4aωˆ + Lˆa− Lˆa−1)a−2|β|2 + (2aωˆ + Lˆa)a−4|α|2 (5.75)
and
(2Ω)3
3
Ka−[W ] = +4a
3α(2η]−∇/ log a, β])+4a(ρβ+σ∗β, 2η+∇/ log a)+2a2(aχˆ+a−1χˆ, ρα+σ∗α)
+ 8a(ρβ + σ∗β, 2η − d/ log a)− 8a−1(ρβ − σ∗β, 2η + d/ log a)− 8(aχˆ+ a−1χˆ)(β], β])
− 4a−3α(2η] +∇/ log a, β])− 4a−1(ρβ− σ∗β, 2η−∇/ log a) + 2a−2(aχˆ+ a−1χˆ, ρα− σ∗α)
(5.76)
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Remark 5.10. Note that the formula for Ka+ reduces to (5.48) when a = 1. Moreover,
the formulas in Lemma 5.9 are obtained from those in Lemma 5.5 with the replacements
ωˆ 7→ aωˆ + 1
2
Lˆa ωˆ 7→ a−1ωˆ + 1
2
Lˆa−1 (5.77a)
trχ+ trχ 7→ a trχ+ a−1 trχ− Lˆa− Lˆa−1 (5.77b)
η 7→ η − 1
2
d/ log a η 7→ η + 1
2
d/ log a (5.77c)
χˆ 7→ aχˆ χˆ 7→ a−1χˆ (5.77d)
(they agree with the correspondence (5.64) up to terms involving derivatives of a).
Proof. As in (5.45) we have
KMa =
3
8
1
Ω2
Q[W ]αβγδ
(M)pˆiαβeγ3e
δ
3 +
3
4
1
Ω2
Q[W ]αβγδ
(M)pˆiαβeγ3e
δ
4
+
3
8
1
Ω2
Q[W ]αβγδ
(M)pˆiαβeγ4e
δ
4
(5.78)
The statement of the Lemma then follows from the following contributions:
ΩQαβγδ pˆi
αβeγ3e
δ
3 =
=
(
2a−1ωˆ+ Lˆa−1
)
a4|α|2 + 2(a trχ+a−1 trχ− Lˆa− Lˆa−1)a2|β|2 + (4aωˆ+ 2Lˆa)(ρ2 +σ2)
+ 4a3α(2η] −∇/ log a, β]) + 4a(ρβ + σ∗β, 2η +∇/ log a) + 2a2(aχˆ+ a−1χˆ, ρα + σ∗α)
(5.79)
ΩQαβγδpˆi
αβeγ3e
δ
4 =
=
(
4a−1ωˆ+2Lˆa−1
)
a2|β|2+2(a trχ+a−1 trχ−Lˆa−Lˆa−1)(ρ2+σ2)+(4aωˆ+2Lˆa)a−2|β|2
+ 4a(ρβ + σ∗β, 2η − d/ log a)− 4a−1(ρβ − σ∗β, 2η + d/ log a)− 4(aχˆ+ a−1χˆ)(β], β])
(5.80)
ΩQαβγδ pi
αβLˆγLˆδ =
=
(
2aωˆ+Lˆa
)
a−4|α|2+2(a trχ+a−1 trχ−Lˆa−Lˆa−1)a−2|β|2+(4a−1ωˆ+2Lˆa−1)(ρ2+σ2)
− 4a−3α(2η] +∇/ log a, β])− 4a−1(ρβ− σ∗β, 2η−∇/ log a) + 2a−2(aχˆ+ a−1χˆ, ρα− σ∗α)
(5.81)
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5.3 Global redshift estimate
In this Section we will show that the energy on Σr associated to the current P
M [W ]
decays uniformly in r. The decay mechanism lies in the expansion of the spacetime —
as manifested in our assumptions, in particular trχ > 0, and trχ > 0 — and results in
the positivity of the KM , which we have proven in Section 5.2.
In order to exploit the positivity of K+[W ] in the bulk term — in comparison to the
flux terms associated to PM [W ] — we need a version of the coarea formula: We foliate
the spacetime domain D by the level sets of r(u, v) = c, and first note that we have
already calculated the normal separation of the leaves in Lemma 3.1:
φ =
1√−g(V, V ) = 2r Ω√Ω trχΩ trχ (5.82)
Therefore we have, for any function f ,∫
D
fdµg =
∫
dr
∫
Σr
φfdµgr =
∫
dr
∫
Σr
2
r
Ωf√
Ω trχΩ trχ
dµgr (5.83)
Lemma 5.11. Let the null structure coefficients satisfy
trχ > 0 trχ > 0 (5.84a)
|2ωˆ − trχ| ≤  trχ |2ωˆ − trχ| ≤  trχ (5.84b)
|Ω trχ− Ω trχ| ≤ Ω trχ |Ω trχ− Ω trχ| ≤ Ωtrχ (5.84c)
for some  > 0. Then∫
D
K+[W ]dµg ≥ 6(1− )2
∫
dr
1
r
∫
Σr
∗PM [W ] (5.85)
Proof. Consider the expression (5.48) for K+ in Lemma 5.5. We compare the coefficients
to each curvature term with the corresponding coefficients in the expression (5.37) for
the curvature flux ∗PM in Lemma 5.3. We begin with α, α, β, β:
2
[
3
4
ωˆ|α[W ]|2+3ωˆ|β[W ]|2+ 3
4
(
trχ+trχ
)(|β[W ]|2+|β[W ]|2)+3ωˆ|β[W ]|2+ 3
4
ωˆ|α[W ]|2
]
≥ 6(1− )
8
[
trχ|α[W ]|2+2
(
3 trχ+trχ
)
|β[W ]|2+2
(
trχ+3 trχ
)
|β[W ]|2+trχ|α[W ]|2
]
and continue with ρ, σ:
2
3
2
[
ωˆ + ωˆ + trχ+ trχ
](
ρ[W ]2 + σ[W ]2
) ≥ 6(1− )
8
6
[
trχ+ trχ
](
ρ[W ]2 + σ[W ]2
)
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We add up these two inequalties, and in view of the formula (5.82) for the lapse function,
it then follows immediately from Lemma 5.5 and Lemma 5.3 that
φK+dµgr ≥
6(1− )2
r
∗PM
and therefore by the co-area formula∫
D
K+dµg ≥ 6(1− )2
∫
dr
1
r
∫
Σr
∗PM .
It remains to estimate the error terms occuring in Lemma 5.5.
Lemma 5.12. Let the structure coefficients satisfy
4|η|g/ ≤ ωˆ 4|η|g/ ≤ ωˆ (5.86a)
4|η|g/ ≤ (trχ+ trχ) 4|η|g/ ≤ (trχ+ trχ) (5.86b)
4|χˆ|g/ ≤ ωˆ 4|χˆ|g/ ≤ ωˆ (5.86c)
4|χˆ|g/ ≤ ωˆ 4|χˆ|g/ ≤ ωˆ (5.86d)
for some  > 0. Then
|K−| ≤ K+ . (5.87)
Proof. Immediate from the expressions (5.48) and (5.49) obtained in Lemma 5.5.
A completely analogous estimate can be derived for the vectorfield Mq under the
assumptions (5.84), and an additional assumption on the derivatives of of q:
|D log q| ≤ Ω trχ |D log q| ≤ Ω trχ (5.88)
Here we will state the redshift estimate for Mq under the stronger assumptions (BA:I.i),
(BA:I.ii), (BA:I.iii), (BA:I.iv), introduced in Section 1.2:
trχ > 0 trχ > 0
Ω|2ωˆ − trχ| ≤ C0 trχ Ω|2ωˆ − trχ| ≤ C0 trχ
|Ω trχ− Ω trχ| ≤ 0Ω trχ |Ω trχ− Ω trχ| ≤ 0Ω trχ
Ω|χˆ|g/ ≤ C0 trχ Ω|χˆ| ≤ C0 trχ
(BA:I.i-iv)
and the additional assumptions
|D log q| ≤ C0 trχ |D log q| ≤ C0 trχ (BA:I.v)
Ω|η|+ Ω|η|+ Ω|d/ log q| ≤ C0(q trχ+ q−1 trχ) (BA:I.vi)
Let us denote for simplicity by
P q[W ] := P (Mq ,Mq ,Mq) , Kq[W ] := K(Mq ,Mq ,Mq)[W ] . (5.89)
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Lemma 5.13. Let the structure coefficients satisfy (BA:I) for some 0 < 0 <
1
2
, and
C0 > 0. Then
φKq+[W ]dµgr ≥
6
r
(
1− 0
)2 ∗P q[W ] (5.90)
provided C0Ω
−1 ≤ 0. Moreover, for some constant C > 0,
φ|Kq−[W ]| ≤ CC0Ω−1φKq+[W ] . (5.91)
Proof. Note first that under the assumptions on the structure coefficients
Ω|Lˆq| ≤ C0q trχ Ω|Lˆq−1| ≤ C0q−1 trχ
2q−1ωˆ + Lˆq−1 ≥ (1− 2C0Ω−1)q−1 trχ
q trχ+ q−1 trχ+ 4q−1ωˆ − Lˆq + Lˆq−1 ≥ (1− C0Ω−1)q trχ+ 3(1− C0Ω−1)q−1 trχ
4qωˆ + 4q trχ− 2Lˆq + 4q−1ωˆ + 4q−1 trχ− 2Lˆq−1 ≥ (6− 4C0Ω−1)q trχ+ (6− 4C0Ω−1)q−1 trχ
q trχ+ q−1 trχ+ 4qωˆ + Lˆq − Lˆq−1 ≥ 3(1− C0Ω−1)q trχ+ (1− C0Ω−1)q−1 trχ
2qωˆ + Lˆq ≥ (1− 2C0Ω−1)q trχ
Hence by Lemma 5.9:
(2Ω)3
3
Kq+[W ] ≥ (1− 2C0Ω−1)q−1 trχq4|α|2 + 2(1− C0Ω−1)
(
q trχ+ 3q−1 trχ
)
q2|β|2
+ (6− 4C0Ω−1)
(
q trχ+ q−1 trχ
)
(ρ2 + σ2)
+ 2(1− C0Ω−1)
(
3q trχ+ q−1 trχ
)
q−2|β|2 + (1− 2C0Ω−1)q trχq−4|α|2
Secondly note that by the definition of q,
φ q−1 trχ =
2
r
Ω trχ
Ω trχ
≥ 2
r
(1− 0)
φ q trχ =
2
r
Ω trχ
Ω trχ
≥ 2
r
(1− 0)
Therefore
1
3
φKq+[W ] ≥
2
r
(1− 0)(1− 2C0Ω−1)
(2Ω)3
[
q4|α|2 + 8q2|β|2 + 12(ρ2 +σ2) + 8q−2|β|2 + q−4|α|2
]
and thus in comparison to (5.72),
φKq+dµgr ≥ (1− 0)(1− 2C0Ω−1)
6
r
∗PMq
The final bound (5.91) follows by inspection of the formulas given in Lemma 5.9.
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The assumptions for Lemma 5.13 are referred to as “stronger” because the smallness
parameter  of (5.84) is replaced by Ω−1, which by (BA:III.i) will be assumed to satisfy
C0
r
≥ Ω−1 ≥ 1
C0r
(5.92)
We will state the main conclusion for the energy current associated to Mq, but this
result of course also holds for the energy associated to M and the same proof applies.
Proposition 5.14. Assume (BA:I) and (BA:III.i), for some 0 > 0 and C0 > 0.
Then there exists an 0 <  < 0, and a constant C(r0) such that for any solution W to
(1.26),
r6−
∫
Σr
∗P q[W ] ≤ C(r0)
∫
Σr0
∗P q[W ] , (r ≥ r0) . (5.93)
Proof. Apply Proposition 5.1 to the energy current P q[W ] to obtain the inequality∫
Σcr2
∗P [W ] +
∫
D(r1,r2)
Kq[W ]dµg ≤
∫
Σcr1
∗P [W ]
for any r2 > r1 > r0. Let us assume without loss of generality that r0 is chosen
sufficiently large, so that
C0Ω
−1  0 (r ≥ r0)
Then by the co-area formula (5.83), and by Lemma 5.13,∫
D(r1,r2)
Kq[W ]dµg =
∫ r2
r1
dr
∫
Σcr
φKq[W ]dµgr
≥ (1− 0)
∫ r2
r1
dr
∫
Σcr
φKq+[W ]dµgr ≥ 6(1− 0)3
∫ r2
r1
dr
1
r
∫
Σcr
∗P q[W ]
which implies the inequality∫
Σcr2
∗P q[W ] + 6(1− 0)3
∫ r2
r1
dr
1
r
∫
Σcr
∗P q[W ] ≤
∫
Σcr1
∗P q[W ]
A Gronwall-type argument then implies the statement of the Proposition, see Section 6.4.
Remark 5.15. An equivalent statement can also be derived for a weighted null flux.
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6 First order redshift
The aim of this Section is derive an energy estimate for ∇W , similar to the redshift
estimate for W in Section 5.3. This is achieved by commuting the Bianchi equations
(1.26) with a vectorfield X, which yields an inhomogeneous equation of the form (6.6) for
the modified Lie derivative L˜XW . The strategy here is to choose X to be future-directed
time-like, in fact colinear with the normal n to Σr, and to derive a redshift estimate for
solutions L˜XW to (6.6), which can then be used to control all derivatives ∇W tangential
to Σr. This last step relies on an elliptic estimate in the context of the electro-magnetic
decomposition of W with respect to Σr, which we will discuss separately in Section 7.
A natural choice of the commutator would be
Mq =
1
2Ω
(
e3 + e4) (6.1)
where
e3 = qLˆ e4 = q
−1Lˆ ; (6.2)
namely the “aligned” redshift vectorfield of Section 5.2. The task is then to exhibit a
positivity property of (
divQ(L˜MqW )
)
(Mq,Mq,Mq) , (6.3)
which appears as an additional term in the energy identity of Proposition 5.1, for
solutions to the inhomogeneous Bianchi equations. While (6.3) does have a sign —
c.f. Lemma 6.9 — in the highest order terms ∇W , the lower order terms at the level
of W still form an obstruction to the required decay rate of the energy associated to
L˜MqW on Σr. We choose instead as commutator vectorfield:34
N = Ω2Mq (6.4)
Now by the classical Proposition 12.1 in [Chr09] the Weyl field L˜NW ,
L˜NWαβγδ = LNWαβγδ − 1
8
tr (N)piWαβγδ
− 1
2
[
(N)pˆi µα Wµβγδ +
(N)pˆi µβ Wαµγδ +
(N)pˆi µγ Wαβµδ +
(N)pˆi µδ Wαβγµ
]
(6.5)
satisfies the equation
∇α(L˜NW)αβγδ = (N)J(W )βγδ (6.6)
34One reason to expect that this vectorfield produces the correct lower order terms can already be
inferred without computing the terms in (6.3): The modified Lie derivative is an expression of the
form (6.5). Given control on L˜NW , we only obtain control on all tangential derivatives by the elliptic
estimate of Section 7, if the lower order term in the expression for L˜NW match precisely the lower order
terms in the “Maxwell equations” (7.3) of the electro-magnetic decomposition on Σr, c.f. Lemma 7.1.
This gives a condition on tr (N)pi which can motivate the rescaling by Ω2 in (6.4).
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where the Weyl current (N)J(W ) is detailed below in (6.8). Therefore, according to
Lemma 12.3 in [Chr09] we have the important formula
8Ω3
(
divQ(L˜NW )
)
(Mq,Mq,Mq) = 4(α˜q, Θ˜q) + 8(β˜q, Ξ˜q)
+ 3
(
8ρ˜q
(
Λ˜q + Λ˜q
)− 8σ˜(K˜q − K˜q)− 8(β˜q, I˜q) + 8(β˜q, I˜q))
+ 4(α˜q, Θ˜q)− 8(β˜q, Ξ˜q) (6.7)
where α˜q, β˜q,ρ˜q, σ˜q,β˜q, α˜q refer to the null components of L˜NW , and Ξ˜q, Ξ˜q, Λ˜q, Λ˜q,
K˜q, K˜q, Θ˜q, Θ˜q refer to the null components of
(N)J(W ).
Remark 6.1. Throughout this Section we use a null decomposition with respect to the
null frame (e3, e4; eA). However the null structure coefficents are still associated to the
frame coming from the foliation (Lˆ, Lˆ; eA). To avoid confusion we append a subscript q
to any null components decomposed relative to (e3, e4; eA). In particular in reference to
(6.7) we have
(α˜q)AB := (αq[L˜NW ])AB := L˜NW (eA, e3, eB, e3) (α˜q)AB := L˜NW (eA, e4, eB, e4)
(β˜
q
)A := (βq[L˜NW ])A :=
1
2
L˜NW (eA, e3, e3, e4) (β˜q)A := 1
2
L˜NW (eA, e4, e3, e4)
ρ˜ :=
1
4
L˜NW (e3, e4, e3, e4) σ˜ := 1
4
/ABL˜NW (eA, eB, e3, e4)
and
(Ξ˜q)A := (Ξq[
(N)J(W )])A :=
1
2
(N)J(W )33A (Ξ˜q)A :=
1
2
(N)J(W )44A
Λ˜q := Λq[
(N)J(W )] :=
1
4
(N)J(W )343 Λ˜q :=
1
4
(N)J(W )434
K˜q := Kq[
(N)J(W )] :=
1
4
/AB(N)J(W )3AB K˜q :=
1
4
/AB(N)J(W )4AB
(Θ˜q)AB = Θ(
(N)J(W ))AB (Θ˜q)AB = Θ(
(N)J(W ))AB ,
c.f. Chapter 12.2 in [Chr09].
According to Proposition 12.1 in [Chr09] we have that the Weyl current (N)J(W ) in
(6.6) is given by
(N)J(W ) = (N)J1(W ) + (N)J2(W ) + (N)J3(W ) (6.8)
where, c.f. (14.5) in [Chr09],
(N)J1(W )βγδ =
1
2
(N)pˆiµν∇νWµβγδ (6.9a)
(N)J2(W )βγδ =
1
2
pµW
µ
βγδ (6.9b)
(N)J3(W )βγδ =
1
2
(
dµβνW
µν
γδ + dµγνW
µ ν
β δ + dµδνW
µ ν
βγ
)
(6.9c)
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and35
pµ :=
(N)pµ := ∇α(N) pˆiαµ (6.10a)
dαβγ :=
(N)dαβγ := ∇β(N)pˆiγα −∇γ(N)pˆiβα + 1
3
(
pβgαγ − pγgαβ
)
(6.10b)
Remark 6.2. Note that only the part J1(W ) contains terms ∇W , and thus only the
null decomposition of J1 may contain α˜, α˜,β˜, β˜,ρ˜, σ˜. We sometimes refer to these as
“principal terms”. In the first place it suffices then to look at the components of J1 to
show the presence of positive quadratic terms in ∇W in (6.7). Its null components are
calculated in Lemma 14.1 in [Chr09]; in fact, the formulas in Lemma 14.1 in [Chr09] are
only true in the special case that two components of the deformation tensor n = n = 0
(defined below) vanish, and we will discuss the general case in Section 6.2. The discussion
of the “lower order” terms, involving W , then requires the inclusion of the parts J2, and
J3. We emphasize that these parts cannot be treated separately, because cancellations
appear accross the expressions for J1, J2, and J3. The null decompositions of J2 and
J3 are detailed in Chapter 14.3-4 in [Chr09], c.f. Lemma 14.2 in [Chr09].
We adopt the notation of Chapter 8.1 in [Chr09] for the components of the defor-
mation tensor, i.e.
i := (N)i := (N)pˆi/
m := (N)mq :=
(N)pˆi/3 m :=
(N)mq :=
(N)pˆi/4
n := (N)nq :=
(N)pˆi33 n :=
(N)nq :=
(N)pˆi44
j := (N)pˆi34
and calculate here in particular the values for the commutator vectorfield N ; recall also
our results from Lemma. 5.8.
Lemma 6.3. The components of the deformation tensor of
N =
Ω
2
(
e3 + e4) (6.11)
are
i = Ω
(
qχˆ+ q−1χˆ
)
+
Ω
4
(
q trχ+ q−1 trχ− 2qωˆ − 2q−1ωˆ − Lˆq − Lˆq−1)g/ (6.12a)
m = Ω
(
2ζ + d/ log q
)
m = −Ω(2ζ + d/ log q) (6.12b)
n = 2ΩLˆq n = 2ΩLˆq−1 (6.12c)
j =
Ω
2
(
q trχ+ q−1 trχ− 2qωˆ − 2q−1ωˆ − Lˆq − Lˆq−1
)
(6.12d)
35In this paper we denote the Weyl current defined in (6.10b) by d, and not q as in [Chr09], because
the notation q is already used in Lemma 3.1.
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Proof. Recall that we have already calculated the deformation tensor ofMq in Lemma. 5.8.
Moreover,
(N)pi34 = −2
(
e3 + e4
)
Ω + Ω2 (Mq)pi34
(N)pi33 = −4e3Ω + Ω2 (Mq)pi33 (N)pi44 = −4e4Ω + Ω2 (Mq)pi44
(N)pi3A = −2eAΩ + Ω2 (Mq)pi3A (N)pi4A = −2eAΩ + Ω2 (Mq)pi4A
(N)piAB = Ω
2 (Mq)piAB
and
tr (N)pi = 2
(
e3 + e4
)
Ω + Ω2 tr (Mq)pi
Now recall that
e3Ω = qD log Ω = qω e4Ω = q
−1ω
tr (Mq)pi =
1
Ω
(
q trχ+ q−1 trχ+ Lˆq + Lˆq−1
)
to infer that
tr (N)pi = Ω
(
2qωˆ + 2q−1ωˆ + q trχ+ q−1 trχ+ Lˆq + Lˆq−1
)
Moreover, using the results of Lemma 5.8,
(N)pˆi34 = −
(
qω + q−1ω
)
+ Ω2(Mq)pˆi34 =
Ω
2
(
q trχ+ q−1 trχ− 2qωˆ − 2q−1ωˆ − Lˆq − Lˆq−1
)
(N)pˆi33 = 2ΩLˆq
(N)pˆi44 = 2ΩLˆq
−1
(N)pˆi3A = Ω
(
2ηA + d/A log q − 2d/A log Ω
)
= Ω
(
2ζA + d/A log q
)
(N)pˆi4A = Ω
(
2η
A
− d/A log q − 2d/A log Ω
)
= −Ω(2ζA + d/A log q)
(N)pˆiAB = Ω
(
qχˆ+ q−1χˆ
)
+
Ω
4
(
q trχ+ q−1 trχ− 2qωˆ − 2q−1ωˆ − Lˆq − Lˆq−1)g/AB
Given that in this Section we work mainly with the null decomposition with respect
to (e3, e4; eA) we will state here for convenience the form of the Bianchi equations relative
to this frame.
Proposition 6.4. The Bianchi equations decomposed in the frame (e3, e4; eA) read as
in Proposition 12.4 in [Chr09] with the following replacements:
D → q−1D D → qD (6.14a)
α→ αq β → βq β → βq α→ αq (6.14b)
χ→ q−1χ χ→ qχ ζ → ζ + d/ log q (6.14c)
ωˆ → qωˆ + Ω−1Dq ωˆ → q−1ωˆ + Ω−1Dq−1 (6.14d)
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Proof. First derive the analogous formulas to Proposition 1.1 in [Chr09]. Since these
are derived using Leibniz rule and the frame relations (1.175) in [Chr09], it is clear that
if instead the relations (5.62) are used, they are formally obtained with replacements
χ→ q−1χ χ→ qχ ζ → ζ + d/ log q
ωˆ → qωˆ + Ω−1Dq ωˆ → q−1ωˆ + Ω−1Dq−1
and
α→ αq β → βq β → βq α→ αq
because the null decomposition now refers to the frame (e3 = qLˆ, e4 = q
−1Lˆ; eA). There-
fore (1.190) in [Chr09] holds for the null decomposition of W with respect to this frame,
and with the above replacements. It remains to check that, by (1.191,1.193) in [Chr09]
for any 1-form ξ, and any 2-form θ,
q−1Dξ = q−1Ω
(∇/Lˆξ + χ] · ξ) = Ω(∇/4 + q−1χ] · ξ)
q−1Dθ = q−1Ω
(∇/Lˆθ + χ× θ + θ × χ) = Ω(∇/4θ + q−1χ× θ + q−1θ × χ)
(similarly for the conjugate equations) and thus the above replacements of the structure
coefficients are consistent with the replacements
D → q−1D D → qD .
6.1 Commutations
Lemma 6.5. The null components of L˜NW are given by
α[L˜NW ] = Lˆ/Nαq +
Ω
8
(
6qωˆ + 6q−1ωˆ − q trχ− q−1 trχ+ 7Lˆq − Lˆq−1)αq
− Ω(2ζ + d/ log q)⊗ˆβq (6.15a)
αq[L˜NW ] = Lˆ/Nαq +
Ω
8
(
6q−1ωˆ + 6qωˆ − q trχ− q−1 trχ+ 7Lˆq−1 − Lˆq)αq
− Ω(2ζ + d/ log q)⊗ˆβ
q
(6.15b)
βq[L˜NW ] = L/Nβq − 1
2
iˆ] · βq + Ω
8
(
6qωˆ + 6q−1ωˆ + q trχ+ q trχ+ Lˆq + Lˆq
)
βq
− 3
4
Ω
(
2ζ + d/ log q
)
ρ− 3
4
Ω∗
(
2ζ + d/ log q
)
σ +
1
4
Ωα]q ·
(
2ζ + d/ log q
)
(6.15c)
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β
q
[L˜NW ] = L/Nβq −
1
2
iˆ] · β
q
+
Ω
8
(
6qωˆ + 6q−1ωˆ + q trχ+ q trχ+ Lˆq + Lˆq
)
β
q
− 3
4
Ω
(
2ζ + d/ log q
)
ρ+
3
4
Ω∗
(
2ζ + d/ log q
)
σ +
1
4
Ωα]q ·
(
2ζ + d/ log q
)
(6.15d)
ρ[L˜NW ] = Nρ+ 3
8
Ω
(
2qωˆ + 2q−1ωˆ + q trχ+ q−1 trχ+ Lˆq + Lˆq−1
)
ρ
+
Ω
2
(2ζ + d/ log q, βq + βq) (6.15e)
σ[L˜NW ] = Nσ + 3
8
Ω
(
2qωˆ + 2q−1ωˆ + q trχ+ q−1 trχ+ Lˆq + Lˆq−1
)
σ
+
Ω
2
(
2∗ζ + ∗d/ log q, βq − βq
)
Lemma 6.6. The commutation relations of N with the frame are
[N, eA] =
Ω
2
Π[e3 + e4, eA]− Ω
2
d/A log q
(
e3 − e4
)
(6.16a)
[N, e3] = −1
2
(
m−m)] + Ωd/ log q] + 1
4
ne4 − Ω
2
(
q−1ωˆ + qωˆ + Lˆq−1
)
e3 (6.16b)
[N, e4] =
1
2
(
m−m)] − Ωd/ log q] − Ω
2
(
qωˆ + Lˆq + q−1ωˆ
)
e4 +
1
4
ne3 (6.16c)
Proof. It follows from the frame relations (5.62) that
[e3, e4] = ∇3e4 −∇4e3 = 2η] − 2η] −
(
qωˆ + Lˆq
)
e4 +
(
q−1ωˆ + Lˆq−1
)
e3
[e3, eA] = ∇/3eA − qχ]A +
(
d/A log Ω− d/A log q
)
e3
[e4, eA] = ∇/4eA − q−1χ]A +
(
d/A log Ω + d/A log q
)
e4
and thus
[N, e3] = −Ωη] + Ωη] + Ω
2
Lˆq e4 − Ω
2
(
q−1ωˆ + qωˆ + Lˆq−1
)
e3
[N, e4] = Ωη
] − Ωη] − Ω
2
(
qωˆ + Lˆq + q−1ωˆ
)
e4 +
Ω
2
Lˆq−1 e3
[N, eA] =
Ω
2
(∇/3eA +∇/4eA − qχ]A − q−1χ]A)− Ω2 d/A log q (e3 − e4)
The stated formulas then follow with (6.12).
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Proof of Lemma 6.5. Using the commutation relations obtained in Lemma 6.6 we cal-
culate
(LNW )(·, e4, ·, e4) = L/Nαq + Ω
(
qωˆ + q−1ωˆ + Lˆq
)
αq +
1
2
nρg/
− Ω(η − η + d/ log q)⊗ˆβq + Ω(η − η + d/ log q, β)g/
(LNW )(·, e3, ·, e3) = L/Nαq + Ω
(
q−1ωˆ + qωˆ + Lˆq−1
)
αq +
1
2
nρg/
− Ω(η − η + d/ log q)⊗ˆβ + Ω(η − η + d/ log q, β)g/
(LNW )(·, e4, e3, e4) = 2L/Nβq + Ω
(
3qωˆ + 3q−1ωˆ + Lˆq + Lˆq−1
)
βq
− Ω(2d/ log q + η − η)ρ− 3Ω∗(η − η + d/ log q)σ − n
2
β
q
+ Ωα] · (η − η + d/ log q)
(LNW )(·, e3, e3, e4) = 2L/Nβq + Ω
(
3qωˆ + 3q−1ωˆ + Lˆq + Lˆq−1
)
β
q
− Ω(d/ log q + η − η)ρ+ 3Ω∗(η − η + d/ log q)σ − n
2
βq + Ωα
] · (η − η + d/ log q)
(LNW )(e3, e4, e3, e4) = 4LNρ+ 4Ω
(
2qωˆ + 2q−1ωˆ + Lˆq + Lˆq−1
)
ρ
+ 4Ω(η − η + d/ log q)] · βq + 4Ω(η − η + d/ log q)] · βq
/ABLNWAB34 = 4Nσ + 2Ω
(
2qωˆ + 2q−1ωˆ + q trχ+ q−1 trχ+ Lˆq + Lˆq−1
)
σ
+ 2Ω
(
d/ log q + η − η, ∗β
q
)− 2Ω(d/ log q + η − η, ∗βq)
where in the last formula we also used (12.46) in [Chr09].
Adopting the notation of (12.48) in [Chr09] we can write
(L˜NW )αβγδ = (LNW )αβγδ − 1
2
(N)[W ]− 1
8
tr (N)piWαβγδ
and find, similarly to (12.49) in [Chr09] that:
[W ]A4B4 = (ˆi, αq)g/AB − 2mC(βq)Cg/AB + nρg/AB
[W ]A3B3 = (ˆi, αq)g/AB + 2m
C(β
q
)Cg/AB + nρg/AB
[W ]A434 = −mAρ+ 3∗mAσ + 2ˆi]BA (βq)B − 2j(βq)A − n(βq)A + (αq)
]B
A mB
[W ]A334 = mAρ+ 3
∗mAσ + 2ˆi
]B
A (βq)B − 2jβA − n(βq)A − (αq)
]B
A ·mB
[W ]3434 = −8jρ+ 4m] · βq − 4m] · βq
/AB[W ]AB34 = 0
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The formulas given in the statement of the Lemma then follow.
6.2 Weyl Currents
The components of the first order Weyl current
(X)J1(W )βγδ =
1
2
(X)pˆiµν∇νWµβγδ (6.18)
have been calculated for a general commutation vectorfield X, and are presented in the
special case n = n = 0, and relative to the frame (Lˆ, Lˆ; eA) in Lemma 14.1 in [Chr09].
In the following Lemma we list the formulas for the components in the general case,
n 6= n 6= 0, decomposed relative to the frame (e3, e4; eA). These formulas can be inferred
from the expressions in Lemma 14.1 in [Chr09] using the replacements (5.64).
Lemma 6.7. The null components of the Weyl current J1(W ) relative to the frame
(e3, e4; eA) are given by
4Ξ1A = −
1
2
j
{
q−1Ω−1(Dβq)A + (div/ αq)A − q−1χBA(βq)B
− q−1 trχ(βq)A −
(
q−1ωˆ +
1
Ω
Dq−1
)
(βq)A + α
B
A
(
2ζB + 2d/B log q − ηB
)}
+
1
2
mB
{
2∇/B(βq)A + qΩ−1(Dˆαq)AB − qχCB(αq)AC − q trχ(αq)AB + 2
(
qωˆ +
1
Ω
Dq
)
(αq)AB
+ 2
(
(ζ + d/ log q − 2η)⊗ˆβq
)
AB
− 3q−1(χABρ+ ∗χABσ)}
+
1
2
mB
{
q−1Ω−1(Dˆαq)AB − q−1 trχ(αq)AB − 2
(
q−1ωˆ +
1
Ω
Dq−1
)
(αq)AB
}
−iˆBC
{
∇/C(αq)AB − q−1(χ⊗ˆβq)CAB + 2
(
ζ + d/ log q
)
C
(αq)AB
}
+
1
2
n
{
−qΩ−1(Dβq)A + qχBA(βq)B −
(
qωˆ +
1
Ω
Dq
)
(βq)A + 3ηAρ+ 3
∗ηAσ
}
(6.19a)
Moreover
4Ξ1 = ∗+ 1
2
n
{
q−1Ω−1Dβ
q
− q−1χ] · β
q
+
(
q−1ωˆ +
1
Ω
Dq−1
)
β
q
+ 3ηρ− 3∗ησ
}
(6.19b)
4Λ1 = ∗+ 1
2
n
{
q−1Ω−1Dρ− 2η] · βq
}
(6.19c)
4Λ1 = ∗+ 1
2
n
{
qΩ−1Dρ+ 2η] · β
q
}
(6.19d)
4K1 = ∗+ 1
2
n
{
−q−1Ω−1Dσ − 2η ∧ βq
}
(6.19e)
4K1 = ∗+ 1
2
n
{
qΩ−1Dσ + 2η ∧ β
q
}
(6.19f)
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4I1 = ∗+ 1
2
n
{
−qΩ−1Dβ
q
+ qχ] · β
q
+
(
qωˆ +
1
Ω
Dq
)
β
q
− η] · αq
}
(6.19g)
4I1 = ∗+ 1
2
n
{
q−1Ω−1Dβq − q−1χ] · βq −
(
q−1ωˆ +
1
Ω
Dq−1
)
βq − η] · αq
}
(6.19h)
4Θ1 = ∗+ 1
2
n
{
qΩ−1Dˆαq − q trχαq − 2
(
qωˆ +
1
Ω
Dq
)
αq
}
(6.19i)
4Θ1 = ∗+ 1
2
n
{
q−1Ω−1Dˆαq − q−1 trχαq − 2
(
q−1ωˆ +
1
Ω
Dq−1
)
αq
}
(6.19j)
where ∗ denotes the corresponding terms listed in Lemma 14.1 in [Chr09] (pp 446-451)
with the formal replacements of (6.14).
Proof. Consider for example
Λ1 =
1
4
(Mq)J1343(W ) =
1
2
1
4
(Mq)pˆiµν∇νWµ343
Let us write out the terms which have j as a common factor. This can arise either from
(µν) = (43), or (µν) = (AB), because tr i = j. Indeed
1
2
(Mq)pˆi43∇3W4343 = 1
2
1
4
j
[
e3
(
4ρ
)− 2W (∇3e4, e3, e4, e3)− 2W (e4,∇3e3, e4, e3)]
Now inserting the frame relations (5.62) (with a = q) we see that these differ only in the
coefficients from those used in (1.175) in [Chr09], and can be obtained from the latter
using the replacements (5.64) with (a = q). For definiteness,
−2W (∇3e4, e3, e4, e3) = 8η] · βq + 8
(
qωˆ − a2Lˆq−1)ρ
−2W (e4,∇3e3, e4, e3) = −8
(
qωˆ + Lˆq
)
ρ
and thus
1
2
(Mq)pˆi43∇3W4343 = 1
2
j
[
qΩ−1Dρ+ 2η] · β
q
]
Furthermore we have the following contribution:
1
2
(Mq)pˆiAB∇BWA343 = 1
2
iˆAB∇BWA343 + 1
4
jgAB∇BWA343
while
gAB∇BWA343 = −gABeB
(
2β
A
)− gABW (∇BeA, e3, e4, e3)− gABW (eA,∇Be3, e4, e3)
− gABW (eA, e3,∇Be4, e3)− gABW (eA, e3, e4,∇Be3)
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and again inserting the frame relations (5.62) (with a = q) gives the same result as
inserting (1.175) in [Chr09] followed by the replacements (5.64). For definiteness,
−gABW (∇BeA, e3, e4, e3) = +2g/AB∇/BeCA(βq)C − 2q trχρ
−gABW (eA,∇Be3, e4, e3) = 2qg/ABχ]CB σ/AC + 2g/AB
(
ζB + d/B log q
)
(β
q
)A
−gABW (eA, e3,∇Be4, e3) = −q−1g/ABχ]CB (αq)AC − 2g/AB
(
ζB + d/B log q
)
(β
q
)A
−gABW (eA, e3, e4,∇Be3) = qg/ABχ]CB
(−ρg/AC + σ/AC)+ 2g/AB(ζB + d/B log q)(βq)A
and thus
gAB∇BWA343 = −2g/AB∇/B(βq)A − 3q trχρ− q−1(χˆ, αq) + 3q tr ∗χσ + 2
(
ζ + d/ log q, β
q
)
In conclusion, we have calculated that the terms in Λ which come with a factor j are
given by
4Λ1
.
=
1
2
j
[
qΩ−1Dρ− 3
2
q trχρ+
(
ζ + 2η + d/ log q, β
q
)− div/ β
q
− 1
2
q−1(χˆ, αq)
]
This coincides precisely with the formula given in Lemma 14.1 in [Chr09] (p 448-449)
modulo the replacements indicated in the statement of this Lemma.
Similarly for all other components.
6.3 Positive Current
Finally in this section we will analyse in all detail the terms appearing in (6.7) for the
commutation vectorfield N defined in (6.4). (For completeness we will include a similar
result for the commutator Mq in Lemma 6.9.) As explained in Section 1.2, and as it
is clear from (6.9), a quantitative bound on divQ[L˜NW ] can only be obtained under
additional assumptions on ∇(N)pi, (which similarly to the assumptions on (N)pi have to
be recovered in the full existence theorem.)
In addition to (BA:I.i-vi) we assume
q trχ ≤ C0 q−1 trχ ≤ C0 (BA:I.vii)
Ω|q trχ− q−1 trχ| ≤ C0
(
q trχ+ q−1 trχ
)
(BA:I.viii)
and to deal with several “borderline” terms we strengthen (BA:I.iv) and (BA:I.vi) to
Ω|χˆ| ≤ 0 trχ Ω|χˆ| ≤ 0 trχ (BA:I.iv )
Ω|η|+ Ω|η|+ Ω|d/ log q| ≤ 0(q trχ+ q−1 trχ) (BA:I.vi )
Furthermore we assume
|D(Ωχˆ)| ≤ C0 trχ trχ |D(Ωχˆ)| ≤ C0 trχ trχ (BA:II.i)
|D(Ωχˆ)| ≤ C0 trχ trχ |D(Ωχˆ)| ≤ C0 trχ trχ
Ω|∇/(Ωχˆ)| ≤ C0 trχ Ω|∇/(Ωχˆ)| ≤ C0 trχ (BA:II.ii)
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and (BA:II.iii-viii) below.
The main conclusion is that under these assumptions the divergence (6.7) is positive
up to a sufficiently fast decaying error:
Proposition 6.8. Assume (BA:I) — including (BA:I.iv ) and (BA:I.vi ) — and
(BA:II) hold for some C0 > 0, and 0 > 0. Then there is a constant C > 0, such that
for all solutions W to (1.26),
φ
(
divQ(L˜NW )
)
(Mq,Mq,Mq) ≥
≥ −C
r
(
0C0 +
C0
Ω
)[
Q[L˜NW ](n,Mq,Mq,Mq) +Q[W ](n,Mq,Mq,Mq)
]
− C
r
C0
Ω
Ω2P/ q
(6.20)
where
P/ q :=
1
(2Ω)3
[
|∇/αq|2 + |∇/βq|2 + |∇/ρ|2 + |∇/σ|2 + |∇/βq|2 + |∇/αq|2
]
(6.21)
We will give the proof of this Proposition in Sections 6.3.1-6.3.3.
It might be instructive to compare this result to the conclusion that we would obtain
by commuting with Mq. Recall that (BA:I ) includes the assumption
Ω|2ωˆ − trχ| ≤ C0 trχ Ω|2ωˆ − trχ| ≤ C0 trχ (BA:I.ii)
which is stronger than needed to prove the redshift property at the level of the energy
of W as shown in Lemma 5.11. Indeed it is possible to show under similar assumptions
even a positivity property at the level of ∇W , which is the content of Proposition 6.9
below. This illustrates that the stronger assumptions — where the smallness parameter
0 in the assumptions of Lemma 5.11, and Proposition 6.9 is replaced by the weight
Ω−1 in (BA:I ) — are related to the lower order terms, specifically the remainders in
W ∗ L˜NW after cancellations occured due to the use of N , as opposed to Mq, as a
commutator.
Proposition 6.9. Assume that (5.84) holds as in Lemma 5.11 for some 0 > 0. More-
over let us assume (BA:I.vii) and for some 0 > 0:
|D log q| ≤ 0 Ω trχ |D log q| ≤ 0 Ω trχ (6.22a)
|qωˆ − q−1ωˆ| ≤ 0
(
q trχ+ q−1 trχ
)
(6.22b)
|χˆ| ≤ 0 trχ |χˆ| ≤ 0 trχ (6.22c)
|d/ log q|+ |η|+ |η| ≤ 0
(
q trχ+ q−1 trχ
)
(6.22d)
Let 0 < ˜ < 1/2 be an arbitrarily small constant, and assume 0 <  ≤ ˜. Then, for some
constant C > 0 (depending on ˜, and C above, but not on ),
φ
[(
divQ(L˜MqW )
)
(Mq,Mq,Mq)
]1
dµgr ≥
2
r
∗P q[L˜MqW ]−
C
Ω2
1
r
∗P q[W ]
+ (1− 2˜)2
r
∗P q[L˜MqW ]−

r
C
Ω2
P/ qdµgr . (6.23)
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Here [divQ]1 indicates that only contributions from J1 are included in the sum (6.7).
The redshift property is manifest in (6.23). However, the “lower order terms” controlled
by the energy P q[W ] do not decay fast enough, and form an obstruction for the energy
associated to P q[L˜NW ] to decay at the rate r−6−4+, which could be inferred on the
basis of the positive “principal terms” in (6.23), which come with the additional factor
(4− ). 36 However, even with the stronger assumptions imposed in Proposition 6.8 this
obstruction cannot be removed.
6.3.1 J1
Lemma 6.10. Assume that (BA:I.i-iii,v,vii) hold, i.e. for some C0 > 0, 0 > 0,
trχ > 0 trχ > 0
|2ω − Ω trχ| ≤ C0 trχ |2ω − Ω trχ| ≤ C0 trχ
|Ω trχ− Ω trχ| ≤ 0 Ω trχ |Ω trχ− Ω trχ| ≤ 0 Ω trχ
|D log q| ≤ C0 trχ |D log q| ≤ C0 trχ
q trχ ≤ C0 q−1 trχ ≤ C0
Ω|q trχ− q−1 trχ| ≤ C0
(
q trχ+ q−1 trχ
)
and moreover that (BA:I.iv,vi) hold,37 i.e. for some C0 > 0,
Ω|χˆ| ≤ C0 trχ Ω|χˆ| ≤ C0 trχ
Ω|η|+ Ω|η|+ Ω|d/ log q| ≤ C0
(
q trχ+ q−1 trχ
)
.
Then,
φ
[(
divQ(L˜NW )
)
(Mq,Mq,Mq)
]1
≥ φ
(2Ω)3
[
X1 + Y 1
]
− C
r
1
Ω
Q[L˜NW ](n,Mq,Mq,Mq)− C
r
1
Ω
Q[W ](n,Mq,Mq,Mq)− C
r
1
Ω
[
Ω2P/ q
]
(6.26)
where
X1 := X1Λ +X
1
K +X
1
Ξ +X
1
Ξ +X
1
Θ +X
1
Θ
Y 1 := X1Λ + Y
1
K + Y
1
Ξ + Y
1
Ξ + Y
1
Θ + Y
1
Θ
and X1Λ, X
1
K, X
1
Ξ, X
1
Ξ, X
1
Θ, X
1
Θ, are given by (6.29e), (6.39b), (6.40b), (6.41b), (6.42b),
(6.43b), respectively, while Y 1Λ , Y
1
K, Y
1
Ξ , Y
1
Ξ , Y
1
Θ, Y
1
Θ, are given by (6.29f), (6.39d),
(6.40d), (6.41d), (6.42d), (6.43d), respectively.
36Note that this improved rate of decay for P q[L˜MqW ] as compared to P q[L˜NW ] would be necessary
for the application of the Sobolev inequality, to compensate for the absence of the Ω2 weight in Mq.
37Note specifically that this Lemma does not require the stricter version (BA:I.iv,vi) to hold.
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Proof. We use Lemma 6.7, and Lemma 14.1 in [Chr09] as discussed above, to write out
the null components of the current (N)J1(W ).
We begin with
Λ˜
1
q :=
1
4
(N)J1[W ](e3, e4, e3) Λ˜
1
q :=
1
4
(N)J1[W ](e4, e3, e4)
In the first place we are only interested in terms whose factors are either j, or n, n,
and ignore all other terms with factors m, m, and iˆ; thus in the following formula we
set
m = 0 , m = 0 , iˆ = 0 . (6.27a)
By Lemma 6.7,
8Λ˜1q + 8Λ˜
1
q = j
{
q−1Ω−1Dρ+ div/ βq − 3
2
q−1 trχρ+ (ζ + d/ log q − 2η, βq)− 1
2
q(χˆ, αq)
+ qΩ−1Dρ− div/ β
q
− 3
2
q trχρ+ (ζ + d/ log q + 2η, β
q
)− 1
2
q−1(χˆ, αq)
}
+ n
{
q−1Ω−1Dρ− 2η] · βq
}
+ n
{
qΩ−1Dρ+ 2η] · β
q
}
= j
{ 2
Ω
(
q−1Dρ+ qDρ
)− 4(η, βq) + 4(η, βq)}
+ n
{
q−1Ω−1Dρ− 2η] · βq
}
+ n
{
qΩ−1Dρ+ 2η] · β
q
}
(6.27b)
where we have used the Bianchi equations in the form of Prop. 6.4. We symmetrize the
terms with coefficients in n, and n, and use commutation Lemma 6.5 to obtain:
8Λ˜1q + 8Λ˜
1
q =
(
j +
n+ n
4
){ 2
Ω
(
q−1Dρ+ qDρ
)− 4(η, βq) + 4(η, βq)}
− n− n
2
{
q−1Ω−1Dρ− 2η] · βq − qΩ−1Dρ− 2η] · βq
}
=
(
j +
n+ n
4
){ 4
Ω
ρ˜− 3
2
(
2qωˆ + 2q−1ωˆ + q trχ+ q−1 trχ+ Lˆq + Lˆq−1
)
ρ
− 2(η + η + d/ log q, βq) + 2(η + η − d/ log q, βq)
}
− n− n
2
{
−3
2
(
q−1 trχ− q trχ)ρ+ div/ βq + div/ βq
+ (ζ + d/ log q, β)− (ζ + d/ log q, β)− 1
2
q(χˆ, αq) +
1
2
q−1(χˆ, αq)
}
(6.27c)
In this symmetrization, we have on one hand gained that the sum yields an additional
positive term, while on the other hand by the Bianchi equations of Prop. 6.4 the differ-
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ence leaves us with terms only involving angular derivatives:
q−1Ω−1Dρ− 2η] · βq − qΩ−1Dρ− 2η] · βq =
= −3
2
(
q−1 trχ− q trχ)ρ+ div/ βq + div/ βq
+ (ζ + d/ log q, β)− (ζ + d/ log q, β)− 1
2
q(χˆ, αq) +
1
2
q−1(χˆ, αq) (6.27d)
Remark 6.11. With Mq as commutator the prefactor that appears in bold in (6.27c)
would be different, and this term would fail to cancel with similar terms appearing in
Λ˜2 + Λ˜
2
discussed below. The cancellations that do occur with N as a commutator are
discussed in Section 6.3.3.
In the second instance we consider all terms with factors m, m, and iˆ, and set
j = 0 , n = 0 , n = 0 , (6.28a)
in the following formula:
8Λ˜1 = −
(
m,Ω−1qDβq − qχ] · β +
(
qωˆ + Ω−1Dq
)
βq − 3ηρ− 3∗ησ
)
− 2
(
m, d/ρ+ q−1χ] · β
q
− qχ] · βq
)
− 2
(
m,Ω−1q−1Dβq − q−1χ] · βq −
(
q−1ωˆ + Ω−1Dq−1
)
βq − η] · αq
)
+
(
iˆ,∇/⊗ˆβq +
(
ζ + d/ log q
)⊗ˆβq − 3(q−1χˆρ+ q−1∗χˆσ)− 1
2
q trχαq
)
= −
(
m,−2q trχβq + q−1 trχβq + 3d/ρ− ∗d/σ + 4q−1χˆ] · βq − 2qχˆ] · βq
)
− 2
(
m,−2q−1 trχβq + div/ αq + 2
(
ζ + d/ log q
)] · αq)
+
(
iˆ,∇/⊗ˆβq +
(
ζ + d/ log q
)⊗ˆβq − 3(q−1χˆρ+ q−1∗χˆσ)− 1
2
q trχαq
)
(6.28b)
8Λ˜
1
= −
(
m,−Ω−1q−1Dβ
q
+ q−1χ] · β
q
− (q−1ωˆ + Ω−1Dq−1)β
q
− 3ηρ+ 3∗ησ
)
− 2
(
m, d/ρ− qχ] · βq + q−1χ] · βq
)
− 2
(
m,−Ω−1qDβ
q
+ qχ] · βq +
(
qω + Ω−1Dq
)
β
q
− η] · αq
)
+
(
iˆ,−∇/⊗ˆβ + (ζ + d/ log q)β
q
− 3(qχˆρ− q∗χˆσ)− 1
2
q−1 trχαq
)
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= −
(
m, 2q−1 trχβ
q
− q trχβq + 3d/ρ− ∗d/σ − 4χˆ] · βq + 2q−1χ] · βq
)
− 2
(
m, 2q trχβ
q
+ div/ αq − 2
(
ζ + d/ log q
)] · αq)
+
(
iˆ,−∇/⊗ˆβ + (ζ + d/ log q)β
q
− 3(qχˆρ− q∗χˆσ)− 1
2
q−1 trχαq
)
(6.28c)
where we used the Bianchi equations in the second step to eliminate Dβq, Dβq, Dβq,
and Dβ
q
in terms of derivatives tangential to the spheres.
Let us employ here already that by Lemma 6.3,
m = −m (6.28d)
to conclude
8Λ˜1q + 8Λ˜
1
q =
(
q trχ− 4q−1 trχ
)(
m,βq
)
+
(
−q−1 trχ+ 4q trχ
)(
m,β
q
)
−
(
m, 4q−1χˆ] · β
q
− 2qχˆ] · βq + 4χˆ] · βq − 2q−1χ] · βq
)
− 2
(
m, div/ αq + 2
(
ζ + d/ log q
)] · αq)− 2(m, div/ αq − 2(ζ + d/ log q)] · αq)
+
(
iˆ,∇/⊗ˆβq +
(
ζ + d/ log q
)⊗ˆβq − 3(q−1χˆρ+ q−1∗χˆσ)− 1
2
q trχαq
)
−
(
iˆ,∇/⊗ˆβ − (ζ + d/ log q)β
q
+ 3
(
qχˆρ− q∗χˆσ)+ 1
2
q−1 trχαq
)
(6.28e)
In particular we have the following contributions to the divergence (6.7):
3 · 8ρ˜(Λ˜1 + Λ˜1) = 6 2
Ω
(
j +
1
4
(n+ n)
)
ρ˜2 +X1Λ + Y
1
Λ +Q
1
Λ +R
1
Λ (6.29a)
Note here that
|j| ≤ 1
2
q|Ω trχ− 2ω|+ 1
2
q−1|Ω trχ− 2ω|+ 1
2
|Dq|+ 1
2
|Dq−1| ≤ C(q trχ+ q−1 trχ)
(6.29b)
|n+ n
4
| = 1
2
|Dq|+ 1
2
|Dq−1| ≤ C
2
(
q trχ+ q−1 trχ
)
(6.29c)
Remark 6.12. Note that for Mq as a commutator we would have by Lemma 5.8,
j +
1
4
(n+ n) =
1
2Ω
(
q trχ+ q−1 trχ+ 2qωˆ + 2q−1ωˆ
)
≥ 0
which explains the positive terms in Lemma 6.9.
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Further to the notation used in (6.29a), we have a quadratic error term
Q1Λ := 3ρ˜
(
j +
n+ n
4
){
−2(η + η + d/ log q, βq) + 2(η + η − d/ log q, βq)
}
− 3ρ˜n− n
4
{
−3
2
(
q−1 trχ− q trχ)ρ+ div/ βq + div/ βq
+ (ζ + d/ log q, β)− (ζ + d/ log q, β)− 1
2
q(χˆ, αq) +
1
2
q−1(χˆ, αq)
}
(6.29d)
and a term which we do not estimate but rather keep in its precise form:
X1Λ := −
9
2
(
j +
n+ n
4
)(
2qωˆ + 2q−1ωˆ + q trχ+ q−1 trχ+ Lˆq + Lˆq−1
)
ρρ˜ (6.29e)
Finally we collect the following “borderline error terms” in
Y 1Λ := −
3
2
ρ˜q trχ
(ˆ
i, αq
)− 3
2
ρ˜q−1 trχ
(ˆ
i, αq
)−9q−1 trχρ˜(m,βq)+9q trχρ˜(m,βq) (6.29f)
and call
R1Λ :=
(
quadratic error term from case j = n = n = 0
)
− Y 1Λ (6.29g)
In fact we can already estimate the quadratic error terms by:
|Q1Λ| ≤ 12C
(
q trχ+ q−1 trχ
)
ρ˜
(|d/ log q|+ |η|+ |η|)(|βq|+ |βq|)
+
3C
2
ρ˜
(
q trχ+ q−1 trχ
){3
2
∣∣q−1 trχ− q trχ∣∣ρ+ | div/ βq|+ | div/ βq|
+ |ζ + d/ log q||βq|+ |ζ + d/ log q||βq|+
1
2
|qχˆ||αq|+ 1
2
|q−1χˆ||αq|
}
(6.29h)
|R1Λ| ≤ 3|q trχ− q−1 trχ||m||ρ˜||βq|+ 3| − q−1 trχ+ q trχ||m||ρ˜||βq|
+
3|ρ˜|
Ω
|m|
∣∣∣4q−1Ωχˆ] · β
q
− 2qΩχˆ] · βq + 4qΩχˆ] · βq − 2q−1Ωχ] · βq
∣∣∣
+ 6|ρ˜||m|
∣∣∣div/ αq + 2(ζ + d/ log q)] · αq∣∣∣+ 6|ρ˜||m|∣∣∣div/ αq − 2(ζ + d/ log q)] · αq∣∣∣
+ 3|ρ˜||ˆi|
∣∣∣∇/⊗ˆβq + (ζ + d/ log q)⊗ˆβq − 3(q−1χˆρ+ q−1∗χˆσ)∣∣∣
+ 3|ρ˜||ˆi|
∣∣∣∇/⊗ˆβ − (ζ + d/ log q)β
q
+ 3
(
qχˆρ− q∗χˆσ)∣∣∣ (6.29i)
Note here also that
|ˆi| = Ω(q|χˆ|+ q−1|χˆ|) ≤ C0(q trχ+ q−1 trχ) (6.29j)
|m| = |m| = Ω(2|ζ|+ |d/ log q|) ≤ C0(q trχ+ q−1 trχ) (6.29k)
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Let us now turn to the remaining components:
K˜
1
q :=
1
4
/AB(N)J1[W ](e3, eA, eB) K˜
1
q :=
1
4
AB(N)J1[W ](e4, eA, eB)
(I˜
1
q)A :=
1
2
(N)J1[W ](e4, e3, eA) (I˜
1
q )A :=
1
2
(N)J1[W ](e3, e4, eA)
(Ξ˜
1
q)A :=
1
2
(N)J1[W ](e3, e3, eA) (Ξ˜
1
q)A :=
1
2
(N)J1[W ](e4, e4, eA)
and
(Θ˜
1
q)AB :=
1
2
(
(J/3)AB + (J/3)BA − g/AB tr(J/3)AB
)
(Θ˜1q)AB :=
1
2
(
(J/4)AB + (J/4)BA − g/AB tr(J/4)AB
)
where
(J/3)AB :=
(N)J1[W ](eA, e3, eB) (J/4)AB :=
(N)J1[W ](eA, e4, eB) .
In the first instance we set
m = 0 , m = 0 , iˆ = 0 . (6.30)
8K˜1q − 8K˜
1
q = j
{
q−1Ω−1Dσ − curl/ βq − 3
2
q−1 trχσ− (ζ + d/ log q− 2η)∧ βq + 1
2
qχˆ∧ αq
+ qΩ−1Dσ − curl/ β
q
− 3
2
q trχσ + (ζ + d/ log q + 2η) ∧ β
q
− 1
2
q−1χˆ ∧ αq
}
+ n
{
qΩ−1Dσ + 2η ∧ β
q
}
− n
{
−q−1Ω−1Dσ − 2η ∧ βq
}
=
(
j +
n+ n
4
){ 2
Ω
(
qDσ + q−1Dσ) + 4η ∧ βq + 4η ∧ βq
}
+
n− n
2
{
qΩ−1Dσ + 2η ∧ β
q
− q−1Ω−1Dσ − 2η ∧ βq
}
=
(
j +
n+ n
4
){ 4
Ω
σ˜ − 3
2
(
2qωˆ + 2q−1ωˆ + q trχ+ q−1 trχ+ Lˆq + Lˆq−1
)
σ
+ 2(3η − η − d/ log q) ∧ βq + 2(3η − η + d/ log q) ∧ βq
}
+
n− n
2
{
−3
2
(
q trχ− q−1 trχ)σ − curl/ β + curl/ β
+
(
ζ + d/ log q
) ∧ (β
q
+ βq)− 1
2
q−1χˆ ∧ αq −
1
2
qχˆ ∧ αq
}
(6.31)
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8Ξ˜
1
q−8I˜
1
q = j
{
qΩ−1Dβ
q
−div/αq−qχ]·βq−q trχβq−
(
qωˆ+Ω−1Dq
)
β
q
+α]q·(2ζ+2d/ log q+η)
+q−1Ω−1Dβ
q
−d/ρ+∗d/σ−q−1 trχβ
q
+
(
q−1ωˆ+Ω−1Dq−1
)
β
q
+3ηρ−3∗ησ−q−1χ]·β
q
+2qχˆ·βq
}
+ n
{
q−1Ω−1Dβ
q
− q−1χ] · β
q
+
(
q−1ωˆ +Dq−1
)
β
q
+ 3ηρ− 3∗ησ
}
− n
{
−qΩ−1Dβ
q
+ qχ] · β
q
+
(
qωˆ + Ω−1Dq
)
β
q
− η] · αq
}
=
(
j +
n+ n
4
){ 2
Ω
qDβ − 2qχ] · β
q
− 2(qωˆ + Ω−1Dq)β
q
+ 2η] · αq
+
2
Ω
q−1Dβ + 2
(
q−1ωˆ + Ω−1Dq−1
)
β
q
+ 6ηρ− 6∗ησ − 2q−1χ] · β
q
}
+ jq trχβ
q
+
n− n
2
{
q−1Ω−1Dβ
q
− q−1χ] · β
q
+
(
q−1ωˆ +Dq−1
)
β
q
+ 3ηρ− 3∗ησ
− qΩ−1Dβ
q
+ qχ] · β
q
+
(
qωˆ + Ω−1Dq
)
β
q
− η] · αq
}
=
(
j +
n+ n
4
){ 4
Ω
β˜
q
− 1
2
(
10qωˆ + 2q−1ωˆ + 3q trχ+ 3q−1 trχ+ 5Lˆq − 3Lˆq)β
q
+ 3
(
η + η + d/ log q
)
ρ− 3∗(η + η + d/ log q)σ + α]q · (η + η − d/ log q)}+ j q trχβq
+
n− n
2
{(−q−1 trχ+ 2q trχ)β
q
− d/ρ+ ∗d/σ + div/ αq + 2qχˆ] · β − 2
(
ζ + d/ log q
)] · αq}
(6.32)
− 16I˜1q = j
{ 2
Ω
q−1Dβ − 2d/ρ+ 2∗d/σ − 2q−1 trχβ + 2(q−1ωˆ + Ω−1Dq−1)β
q
+6ηρ−6∗ησ−2q−1χ·β
q
+4qχˆ·βq
}
−2n
{
−Ω−1qDβ+qχ] ·β
q
+
(
qωˆ+Ω−1Dq
)
β
q
−η] ·αq
}
= 4j
{ 1
Ω
q−1Dβ +
(
q−1ωˆ +Dq−1
)
β
q
+ 3ηρ− 3∗ησ − q−1χ] · β
q
}
+ 2n
{
Ω−1qDβ − qχ] · β − (qωˆ + Ω−1Dq)β
q
+ η] · αq
}
=
(
2j + n
){ 2
Ω
β˜
q
− 1
4
(
10qωˆ + 2q−1ωˆ + 3q trχ+ 3q−1 trχ+ 5Lˆq − 3Lˆq−1)β
q
+
3
2
(
η + η + d/ log q
)
ρ− 3
2
∗(η + η + d/ log q)σ + 1
2
α]q ·
(
η + η − d/ log q)}
+
(
2j − n){(2q trχ− q−1 trχ)β
q
− d/ρ+ ∗d/σ+ div/ αq + 2qχˆ] · β − 2
(
ζ + d/ log q
)] · αq}
(6.33)
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8I˜1q−8Ξ˜1q = j
{
Ω−1qDβ+d/ρ+∗d/σ−q trχβq+
(
qωˆ+Ω−1Dq
)
βq−3ηρ−3∗ησ−qχ]·βq+2q−1χ]·βq
+Ω−1q−1Dβq+div/α−q−1χ] ·βq−q−1 trχβq−
(
q−1ωˆ+Dq−1
)
βq+(2ζ+2d/ log q−η)] ·αq
}
+ n
{
Ω−1q−1Dβq − q−1χ] · βq −
(
q−1ωˆ + Ω−1Dq−1
)
βq − η] · αq
}
− n
{
−Ω−1qDβq + qχ] · βq −
(
qωˆ + Ω−1Dq
)
βq + 3ηρ+ 3
∗ησ
}
=
(
j +
n+ n
4
){ 2
Ω
qDβ + 2
(
qωˆ + Ω−1Dq
)
βq − 6ηρ− 6∗ησ − 2qχ] · βq
+
2
Ω
q−1Dβq − 2q−1χ] · βq − 2
(
q−1ωˆ + Ω−1Dq−1
)
βq − 2η] · αq
}
+ jq−1 trχβq
+
n− n
2
{
Ω−1q−1Dβq − q−1χ] · βq −
(
q−1ωˆ + Ω−1Dq−1
)
βq − η] · αq
− Ω−1qDβq + qχ] · βq −
(
qωˆ + Ω−1Dq
)
βq + 3ηρ+ 3
∗ησ
}
=
(
j +
n+ n
4
){ 4
Ω
β˜q − 1
2
(
2qωˆ + 10q−1ωˆ + 3q trχ+ 3q trχ− Lˆq + 5Lˆq)βq
− 3(η + η − d/ log q)ρ− 3∗(η + η − d/ log q)σ − α]q · (η + η + d/ log q)}+ jq−1 trχβq
+
n− n
2
{(
q trχ− 2q−1 trχ)βq + div/ αq − d/ρ− ∗d/σ
+ 2
(
ζ + d/ log q
)] · αq − 2q−1χˆ] · βq} (6.34)
16I˜1q = j
{
2Ω−1qDβ+2d/ρ+2∗d/σ−2q trχβq+2ωˆβq−6ηρ−6∗ησ−2qχ] ·βq+4q−1χˆ] ·βq
}
+ 2n
{
Ω−1q−1Dβ − q−1χ] · βq −
(
q−1ωˆ + Ω−1Dq−1
)
βq − η] · αq
}
= 4j
{ 1
Ω
qDβ +
(
qωˆ + Ω−1Dq
)
βq − qχ] · βq − 3ηρ− 3∗ησ
}
+ 2n
{
Ω−1q−1Dβ − q−1χ] · βq −
(
q−1ωˆ + Ω−1Dq−1
)
βq − η] · αq
}
=
(2j + n
2
){ 4
Ω
β˜q − 1
2
(
2qωˆ + 10q−1ωˆ + 3q trχ+ 3q trχ− Lˆq + 5Lˆq)βq
− 3(η + η − d/ log q)ρ− 3∗(η + η − d/ log q)σ − α]q · (η + η + d/ log q)}
+
(
2j−n){(q trχ−2q−1 trχ)βq +div/αq−d/ρ− ∗d/σ+2(ζ+d/ log q)] ·αq−2q−1χˆ] ·βq}
(6.35)
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4Θ˜
1
q =
1
2
j
{
Ω−1q−1Dˆαq −∇/⊗ˆβq −
3
2
q−1 trχα + 2
(
q−1ωˆ + Ω−1Dq−1
)
αq
+(ζ+d/ log q+4η)⊗ˆβ
q
−3qχˆρ+3q∗χˆσ
}
+
1
2
n
{
Ω−1qDˆαq−q trχαq−2
(
qωˆ+Ω−1Dq−1
)
αq
}
= j
{ 1
Ω
q−1Dˆα− q−1 trχαq + 2
(
q−1ωˆ + Ω−1Dq−1
)
αq + 4η⊗ˆβ
}
+
1
2
n
{
Ω−1qDˆαq − q trχαq − 2
(
qωˆ + Ω−1Dq
)
αq
}
=
2j + n
4
{ 2
Ω
α˜q −
1
4
(−2q−1ωˆ + 14qωˆ + 3q trχ+ 3q−1 trχ− Lˆq−1 + 7Lˆq)αq
+ 2
(
η + η + d/ log q
)⊗ˆβ
q
}
+
2j − n
4
{
− 2
Ω
α˜q +
1
4
(−2q−1ωˆ + 14qωˆ + 3q trχ+ 3q−1 trχ− Lˆq−1 + 7Lˆq)αq
− q−1 trχαq − 2
(
η + 3η
)⊗ˆβ
q
− 2∇/⊗ˆβ
q
− 6qχˆρ+ 6∗χˆσ
}
(6.36)
4Θ˜1q =
1
2
j
{
Ω−1qDˆαq +∇/⊗ˆβq − 3
2
q trχαq + 2
(
qωˆ + Ω−1Dq
)
αq
+ (ζ + d/ log q − 4η)⊗ˆβq − 3q−1χˆρ− 3q−1∗χˆσ
}
+
1
2
n
{
Ω−1q−1Dˆα− q−1 trχαq − 2
(
q−1ωˆ + Ω−1Dq−1
)
αq
}
= j
{ 1
Ω
qDˆα− q trχαq + 2
(
qωˆ + Ω−1Dq
)
αq − 4η⊗ˆβq
}
+
1
2
n
{
Ω−1q−1Dˆαq − q−1 trχαq − 2
(
q−1ωˆ + Ω−1Dq−1
)
αq
}
=
2j + n
4
{ 2
Ω
α˜q − 1
4
(−2qωˆ + 14q−1ωˆ + 3q trχ+ 3q−1 trχ− Lˆq + 7Lˆq−1)αq
− 2(η + η − d/ log q)⊗ˆβq}
+
2j − n
4
{
− 2
Ω
α˜q +
1
4
(−2qωˆ + 14q−1ωˆ + 3q trχ+ 3q−1 trχ− Lˆq + 7Lˆq−1)αq
+ 2
(
η + η − d/ log q)⊗ˆβq − q trχαq + 2∇/⊗ˆβq + 2(ζ + d/ log q)⊗ˆβ − 6χˆρ− 6∗χˆσ} (6.37)
In the second instance we set
j = 0 , n = 0 , n = 0 ,
but we shall not list these expressions here and instead collect all terms with factors m,
m, and iˆ, directly under the label R1, and Y 1 below. In view of Lemma 6.7 the algebraic
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expressions for the null components of J1 involving factors in m, m, and iˆ can be read off
verbatim from Lemma 14.1 in [Chr09]. We employ immediately Prop. 6.4 to eliminate
derivatives of W , W in null directions, DW , DW in favor of angular derivatives ∇/W .
In the extreme cases where derivatives appear that cannot be directly eliminated using
the Bianchi equations — such as Dˆα in Ξ˜
1
— we also use Lemma 6.5 to rewrite these
in terms of L˜NW :
q
Ω
Dˆα− q trχαq − 2(ωˆ + Lˆq)αq =
=
2
Ω
α˜− 1
4
(
6q−1ωˆ + 6qωˆ − q trχ− q−1 trχ+ 7Lˆq−1 − Lˆq)αq
− q−1Ω−1Dˆα− q trχαq − 2(ωˆ + Lˆq)αq + 2
(
2ζ + d/ log q
)⊗ˆβ
q
=
2
Ω
α˜− 1
4
(
6q−1ωˆ + 6qωˆ + 3q trχ+ q−1 trχ+ 7Lˆq−1 − Lˆq)αq
+∇/⊗ˆβ + (4η + 3ζ + d/ log q)⊗ˆβ
q
+ 3qχˆρ− 3q∗χˆσ (6.38)
In conclusion:
3(−8σ˜)(K˜1 − K˜1) = 6 2
Ω
(
j +
n+ n
4
)
σ˜2 +X1K +Q
1
K + Y
1
K +R
1
K (6.39a)
X1K := −
9
2
(
j +
n+ n
4
)(
2qωˆ + 2q−1ωˆ + q trχ+ q−1 trχ+ Lˆq + Lˆq−1
)
σ˜σ (6.39b)
Q1K := 3σ˜
(
j +
n+ n
4
){
2(3η − η − d/ log q) ∧ βq + 2(3η − η + d/ log q) ∧ βq
}
+ 3σ˜
n− n
2
{
−3
2
(
q trχ− q−1 trχ)σ − curl/ β + curl/ β
+
(
ζ + d/ log q
) ∧ (β
q
+ βq)− 1
2
q−1χˆ ∧ αq −
1
2
qχˆ ∧ αq
}
(6.39c)
Y 1K :=
3
2
q trχσ˜iˆ ∧ α− 3
2
q−1 trχσ˜iˆ ∧ αq − 9q trχσ˜m ∧ βq + 9q−1 trχσ˜m ∧ βq (6.39d)
R1K := 3σ˜m∧
{(
q−1 trχ−q trχ)β
q
+
(
q−1 trχ−q trχ)βq+2d/ρ−2qχˆ] ·βq+2q−1χˆ] ·βq}
− 2 div/ α− 2 div/ α− 2(η − 2ζ − 2d/ log q)] · αq − 2(η + 2ζ + 2d/ log q)] · αq
}
− 6σ˜
(
m, η] · ∗αq + η] · ∗αq
)
− 3σ˜
(
iˆ,∇/⊗ˆ∗β+∇/⊗ˆ∗β+ (ζ + d/ log q)⊗ˆ(∗βq− ∗βq) + 3(q∗χˆ− q−1∗χˆ)ρ+ 3(qχˆ+ q−1χˆ)σ
)
(6.39e)
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8(β˜
q
, Ξ˜
1 − I˜1)− 16(β˜
q
, I˜
1
) = 2
2
Ω
(
j +
n+ n
4
+
2j + n
2
)
|β˜
q
|2 +X1Ξ +Q1Ξ + Y 1Ξ +R1Ξ
(6.40a)
X1Ξ := −
1
2
(
j+
n+ n
4
+
2j + n
2
)(
10qωˆ+2q−1ωˆ+3q trχ+3q−1 trχ+5Lˆq−3Lˆq)(β˜
q
, β
q
)
+ j q trχ(β˜
q
, β
q
) +
(n− n
2
+ 2j − n
)(
2q trχ− q−1 trχ)(β˜
q
, β
q
) (6.40b)
Q1Ξ :=
(
j+
n+ n
4
+
2j + n
2
)(
β˜
q
, 3
(
η+η+d/ log q
)
ρ−3∗(η+η+d/ log q)σ+α]q·(η+η−d/ log q))
+
(n− n
2
+ 2j − n
)(
β˜
q
,−d/ρ+ ∗d/σ + div/ αq + 2qχˆ] · β − 2
(
ζ + d/ log q
)] · αq) (6.40c)
Y 1Ξ := 6q trχ β˜
A
iˆ BA βB +
1
2
q−1 trχαABβ˜
A
mB + 3q trχ(β˜,m)ρ− 3q trχ(β˜, ∗m)σ
− 1
4
(
6q−1ωˆ + 6qωˆ + 3q trχ+ q−1 trχ+ 7Lˆq−1 − Lˆq)αABβ˜AmB (6.40d)
R1Ξ :=
2
Ω
α˜ABβ˜
A
mB + β˜
A
mB
{
4∇/BβA − q−1χˆ CB αAC + 2((ζ + d/ log q + 2η)⊗ˆβ)AB
− 2(∇/⊗ˆβ)AB − ((4η − ζ − d/ log q)⊗ˆβ)AB −
(
(4η + 3ζ + d/ log q)⊗ˆβ)
AB
}
− 2β˜AiˆBC
{
∇/CαAB + (qχˆ− 3q−1χˆ)CAβB + (qχˆ+ 3q−1χˆ)CBβA − (qχˆ− 3q−1χˆ) DC βDg/AB
− 2(ζ + d/ log q)CαAB − 3qχˆCAβB + 3qχˆCBβA + 3g/ABqχˆ DC βD
}
+ 3(β˜,m)
{3
2
(q trχ− q−1 trχ)ρ+ div/ β + div/ β
+ (2η + ζ + d/ log q, β)− (2η − ζ − d/ log q, β)− 1
2
(qχˆ, α) +
1
2
(q−1χˆ, α)
}
− 3(β˜, ∗m)
{3
2
(q trχ− q−1 trχ)σ − curl/ β + curl/ β
− (2η + ζ + d/ log q) ∧ β + (2η − ζ − d/ log q) ∧ β + 1
2
qχˆ ∧ α + 1
2
q−1χˆ ∧ α
}
− 6β˜AmB
{
η
A
βB − ηBβA + g/AB(η, β) + ηAβB − ηBβA + g/AB(η, β)
}
+ 3β˜
A
mB
{
2(ζ + d/ log q)BβA − q−1χˆ CB αAC
}
− 6β˜AiˆBAd/Bρ+ 6β˜
A
iˆ BA d/Bσ (6.40e)
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8(β˜q, I˜
1 − Ξ˜1) + 16(β˜q, I˜1) = 2 2
Ω
(
j +
n+ n
4
+
2j + n
2
)
|β˜q|2 +X1Ξ +Q1Ξ + Y 1Ξ +R1Ξ
(6.41a)
X1Ξ := −
(
j +
n+ n
4
+
2j + n
2
)1
2
(
2qωˆ + 10q−1ωˆ + 3q trχ+ 3q trχ− Lˆq + 5Lˆq)(β˜q, βq)
+ jq−1 trχ(β˜q, βq) +
(n− n
2
+ 2j − n
)(
q trχ− 2q−1 trχ)(β˜q, βq) (6.41b)
Q1Ξ :=
(
j+
n+ n
4
+
2j + n
2
)(
β˜q,−3
(
η+η−d/ log q)ρ−3∗(η+η−d/ log q)σ−α]q·(η+η+d/ log q))
+
(n− n
2
+ 2j − n
)(
β˜q, div/ αq − d/ρ− ∗d/σ + 2
(
ζ + d/ log q
)] · αq − 2q−1χˆ] · βq)
(6.41c)
Y 1Ξ := 6q
−1 trχβ˜Aiˆ BA βB +
1
2
q trχαABβ˜
AmB + 3q−1 trχ(β˜,m)ρ− 3q−1 trχ(β˜, ∗m)σ
− 1
4
(
6qωˆ + 6q−1ωˆ + 3q−1 trχ+ q trχ+ 7Lˆq − Lˆq−1)αABβ˜AmB (6.41d)
R1Ξ :=
2
Ω
α˜ABβ˜
AmB + β˜AmB
{
4∇/BβA − qχˆ CB αAC − 2((−ζ − d/ log q + 2η)⊗ˆβ)AB
− 2(∇/⊗ˆβ)AB + ((4η − ζ − d/ log q)⊗ˆβ)AB +
(
(4η + 3ζ + d/ log q)⊗ˆβ)
AB
}
− 2β˜AiˆBC
{
∇/CαAB + (q−1χˆ− 3qχˆ)CAβB + (q−1χˆ+ 3qχˆ)CBβA − (q−1χˆ− 3qχˆ) DC βDg/AB
+ 2(ζ + d/ log q)CαAB − 3q−1χˆCAβB + 3q−1χˆCBβA + 3g/ABq−1χˆ DC βD
}
+ 3(β˜,m)
{
−3
2
(q trχ− q−1 trχ)ρ+ div/ β + div/ β
− (2η − ζ − d/ log q, β) + (2η + ζ + d/ log q, β)− 1
2
(q−1χˆ, α) +
1
2
(qχˆ, α)
}
− 3(β˜, ∗m)
{
−3
2
(q trχ− q−1 trχ)σ − curl/ β + curl/ β
+ (2η − ζ − d/ log q) ∧ β − (2η + ζ + d/ log q) ∧ β + 1
2
q−1χˆ ∧ α + 1
2
qχˆ ∧ α
}
− 6β˜AmB
{
ηAβB − ηBβA + g/AB(η, β) + ηAβB − ηBβA + g/AB(η, β)
}
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+ 3β˜AmB
{
−2(ζ + d/ log q)BβA − qχˆ CB αAC
}
+ 6β˜AiˆBAd/Bρ+ 6β˜
Aiˆ BA d/Bσ (6.41e)
4(α˜q, Θ˜
1
) =
n
Ω
|α˜q|2 +X1Θ +Q1Θ + Y 1Θ +R1Θ (6.42a)
X1Θ := −
1
4
n
2
(−2q−1ωˆ + 14qωˆ + 3q trχ+ 3q−1 trχ− Lˆq−1 + 7Lˆq)(α˜q, αq)
− 2j − n
4
q−1 trχ(α˜q, αq) (6.42b)
Q1Θ := n
(
α˜q,
(
η+η+d/ log q
)⊗ˆβ
q
)
− 2j − n
2
(
α˜q,
(
ζ+d/ log q
)⊗ˆβ
q
+∇/⊗ˆβ
q
+3qχˆρ−3q∗χˆσ
)
(6.42c)
Y 1Θ := −
3
2
q trχ
(
α˜, iˆ
)
ρ+
3
2
q trχ
(
α˜, ∗iˆ
)
σ − 1
4
q trχ
(
α˜,m⊗ˆβ
q
)
(6.42d)
R1Θ := −
1
2
(
α˜,m⊗ˆ
((
q−1 trχ− q trχ)β
q
+ d/ρ− ∗d/σ − 2q−1χˆ] · β
))
− 1
2
(
α˜,m⊗ˆ
(
div/ αq + (η − 2ζ − 2d/ log q)] · αq
))
− 1
2
(
α˜, η⊗ˆ
(
m] · αq
))
+
1
2
(
m, η + 2d/ log q)
(
α˜, αq
)
− 1
2
α˜ABmC
{
∇/CαAB + (qχˆ⊗ˆβq)CAB
}
− 2α˜AB iˆ DA ∇/DβB + α˜AB iˆCDq−1χˆCAαDB
− (ˆi, q−1χˆ)(α˜, αq) + 12(α˜, (ˆi] · (ζ + d/ log q))⊗ˆβq) (6.42e)
4(α˜q, Θ˜
1) =
n
Ω
|α˜q|2 +X1Θ +Q1Θ + Y 1Θ +R1Θ (6.43a)
X1Θ := −
1
4
n
2
(−2qωˆ + 14q−1ωˆ + 3q trχ+ 3q−1 trχ− Lˆq + 7Lˆq−1)(α˜q, αq)
− 2j − n
4
q trχ(α˜q, αq) (6.43b)
Q1Θ := −n
(
α˜q,
(
η+η−d/ log q)⊗ˆβq)+2j − n
2
(
α˜q,∇/⊗ˆβq+(ζ+d/ log q)⊗ˆβ−3q−1χˆρ−3q−1∗χˆσ
)
(6.43c)
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Y 1Θ := −
3
2
q−1 trχ
(
α˜, iˆ
)
ρ+
3
2
q−1 trχ
(
α˜, ∗iˆ
)
σ +
1
4
q−1 trχ
(
α˜,m⊗ˆβq
)
(6.43d)
R1Θ := −
1
2
(
α˜,m⊗ˆ
((
q−1 trχ− q trχ)βq + d/ρ+ ∗d/σ + 2q−1χˆ] · β))
− 1
2
(
α˜,m⊗ˆ
(
−3
2
q−1 trχβq + div/ αq + (η + 2ζ + 2d/ log q)] · αq
))
− 1
2
(
α˜, η⊗ˆ
(
m] · αq
))
+
1
2
(
m, η − 2d/ log q)(α˜, αq)
− 1
2
α˜ABmC
{
∇/CαAB + (q−1χˆ⊗ˆβq)CAB
}
+ 2α˜AB iˆ DA ∇/DβB + α˜AB iˆCDqχˆCAαDB
− (ˆi, qχˆ)(α˜, αq) + 1
2
(
α˜,
(ˆ
i] · (ζ + d/ log q))⊗ˆβq) (6.43e)
The full divergence, divQ[L˜NW ](Mq,Mq,Mq), is given — according to (6.7) — by
the sum of (6.29a), (6.39a), (6.40a), (6.41a), (6.42a), and (6.43a). After multiplying by
φ, the sum of the “principal terms” — namely the first terms in each of the formulas —
is bounded by
φ
(2Ω)3
[
2
Ω
(
j +
1
4
(n+ n)
)(
2|β˜
q
|2 + 6ρ˜2 + 6σ˜2 + 2|β˜q|2
)
+
n
Ω
|α˜q|2 + 2
2
Ω
(2j + n)|β˜
q
|2 + 2 2
Ω
(2j + n)|β˜q|2 + n
Ω
|α˜q|2
]
≤
≤ C
Ω
2
r
1
(2Ω)3
[
|α˜|2 + |β˜|2 + ρ˜2 + σ˜2 + |β˜|2 + |α˜|2
]
≤ 1
Ω
C
r
Q[L˜NW ](n,Mq,Mq,Mq)
where we used — the lower bound was already used in the prooof of Lemma 5.13 —
that
φ q−1 trχ =
2
r
Ω trχ
Ω trχ
≤ 2
r
(1 + 0) (6.44a)
φ q trχ =
2
r
Ω trχ
Ω trχ
≤ 2
r
(1 + 0) (6.44b)
Moreover, it then follows from (6.29h), (6.39c), (6.40c), (6.41c), (6.42c), and (6.43c)
that
φ
(2Ω)3
[
|Q1Λ|+ |Q1Λ|+ |Q1Ξ|2 + |Q1Ξ|2 + |QΘ|2 + |QΘ|2
]
≤ C
Ωr
(
Q[L˜NW ](n,Mq,Mq,Mq) +Q[W ](n,Mq,Mq,Mq)
)
+
C
Ωr
1
(2Ω)3
[
Ω2|∇/αq|2 + Ω2|∇/βq|2 + Ω2|∇/ρ|2 + Ω2|∇/σ|2 + Ω2|∇/βq|2 + Ω2|αq|2
]
(6.45)
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Similarly for the terms R1Λ, R
1
K , R
1
Ξ, R
1
Ξ, R
1
Θ, R
1
Θ.
6.3.2 J2, and J3
Here we analyse the currents J2, and J3. They contain “lower order” terms at the level
of W , but also factors at the level of ∇pi. We are interested in their precise structure to
show cancellations with “lower order” terms from J1, and control the remainder with
assumptions on ∇Γ.
Recall the notation
pβ = ∇α (N)pˆiαβ p3 = pβeβ3 p4 = pβeβ4 ,
and also that we denote by d the 3-form
dαβγ = ∇β (N)pˆiγα −∇γ (N)pˆiβα + 1
3
(
pβgαγ − pγgαβ
)
which has the algebraic properties of a Weyl current, and can be decomposed into the
Su,v-1-forms Ξ(d), Ξ(d), the functions Λ(d), Λ(d), K(d), K(d), and the Su,v 2-forms
Θ(d), Θ(d); c.f. (12.51-61) in [Chr09].
In order to control the derivatives of the deformation tensor of N we introduce the
following assumptions:
|D(Ω trχ− 2ω)| ≤ C0 trχ trχ |D(Ω trχ− 2ω)| ≤ C0 trχ trχ (BA:II.iii)
|D(Ω trχ− 2ω)| ≤ C0 trχ trχ |D(Ω trχ− 2ω)| ≤ C0 trχ trχ
Ω
∣∣∇/(Ω trχ− 2ω)∣∣ ≤ C0 trχ Ω∣∣∇/(Ω trχ− 2ω)∣∣ ≤ C0 trχ (BA:II.iv)
|DD log q| ≤ C0 trχ trχ |DD log q| ≤ C0 trχ trχ (BA:II.v)
|DD log q| ≤ C0 trχ trχ |DD log q| ≤ C0 trχ trχ
|Ω∇/D log q| ≤ C0 trχ |Ω∇/D log q| ≤ C0 trχ (BA:II.vi)
|D(Ωζ)|+ |D(Ωd/ log q)| ≤ C0 trχ |D(Ωζ)|+ |D(Ωd/ log q)| ≤ C0 trχ (BA:II.vii)
Ω|∇/(Ωζ)|+ Ω|∇/(Ωd/ log q)| ≤ C0
(
q trχ+ q−1 trχ
)
(BA:II.viii)
Remark 6.13. The assumptions (BA:II ) should really be formulated in the L4(Su,v)
norm to be consistent with our existence proof, but we state them here for simplicity as
L∞ assumptions. While the scaling and weights are identical to the necessary assump-
tions in L4, we can proceed here for convenience with estimating all quantities pointwise,
as opposed to also considering integrations on Su,v.
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Lemma 6.14. Assume that (BA:I.i-iii,iv,v,vi,vii) hold for some C0 > 0, 0 > 0, (as in
Lemma 6.10). Furthermore assume (BA:I.ii-viii) hold for some C0 > 0. Then,
φ
[(
divQ(L˜NW )
)
(Mq,Mq,Mq)
]2
+ φ
[(
divQ(L˜NW )
)
(Mq,Mq,Mq)
]2
dµgr ≥
≥ φ
(2Ω)3
[
X2+3 + Y 2+3
]
− C
r
1
Ω
Q[L˜NW ](n,Mq,Mq,Mq)− C
r
1
Ω
Q[W ](n,Mq,Mq,Mq)− C
r
1
Ω
[
Ω2P/ q
]
(6.47)
where
X2+3 := X2+3Λ +X
2+3
K +X
2+3
Ξ +X
2+3
Ξ +X
2+3
Θ +X
2+3
Θ
Y 2+3 := X2+3Λ + Y
2+3
K + Y
2+3
Ξ + Y
2+3
Ξ + Y
2+3
Θ + Y
2+3
Θ
and X2+3Λ , X
2+3
K , X
2+3
Θ , X
2+3
Θ , are given by (6.51b), (6.52b), (6.54b), (6.53b), respec-
tively, while Y 2+3Λ , Y
2+3
K , Y
2+3
Θ , Y
2+3
Θ , are given by (6.51c), (6.52c), (6.54c), (6.53c),
respectively.
Proof. For the null components of (N)J2[W ], we directly refer to (14.98) in [Chr09]:
8Λ˜2 + 8Λ˜
2
= −2(p3 + p4)ρ+ 2(p/ , βq − βq) (6.48a)
8K˜2 − 8K˜2 = −2(p4 + p3)σ − 2p/ ∧ (βq + βq) (6.48b)
4Θ˜2 = −p3αq + p/ ⊗ˆβq (6.48c)
4Θ˜
2
= −p4αq − p/ ⊗ˆβq (6.48d)
8(Ξ˜
2 − 3I˜2) = 2p3βq − 2p/ ] · αq − 6p4βq − 6p/ ρ+ ∗p/ σ (6.48e)
8(−Ξ˜2 + 3I˜2) = 2p4βq + 2p/ ] · αq − 6p3βq + 6p/ ρ+ 6∗p/ σ (6.48f)
We do not write out the expressions for p at this point, due to cancellations with
contributions from J3.
For the null components of (N)J3[W ] we have Lemma 14.2 in [Chr09]:
8Λ˜3 + 8Λ˜
3
=
(
Θ(d), αq
)
+
(
Θ(d), αq
)− 3(2Λ(d) + 2Λ(d))ρ+ 3(2K(d)− 2K(d))σ
+ 2
(
Ξ(d), β
q
)− 2(Ξ(d), βq) (6.49a)
8K˜3 − 8K˜3 = −Θ(d) ∧ αq + Θ(d) ∧ αq − 3
(
2Λ(d) + 2Λ(d)
)
σ − 3(2K(d)− 2K(d))ρ
+ 2Ξ(d) ∧ β
q
+ 2Ξ(d) ∧ βq (6.49b)
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4Θ˜3 = 3Λ(d)αq − 3K(d)∗αq − 6I(d)⊗ˆβ + 3Θ(d)ρ+ 3∗Θ(d)σ (6.49c)
4Θ˜
3
= 3Λ(d)αq − 3K(d)∗αq + 6I(d)⊗ˆβ + 3Θ(d)ρ− 3∗Θ(d)σ (6.49d)
8
(
Ξ˜
3 − 3I˜3) = 6(Ξ(d)− I(d))] · αq − 12Λ(d)βq − 12K(d)∗βq
+ 6(Ξ(d) + 3I(d))ρ− 6∗(Ξ(d) + 3I(d))σ − 12Θ(d) · β]q (6.49e)
8
(−Ξ˜3 + 3I3) = +6(I(d)− Ξ(d))] · αq − 12Λ(d)βq − 12K(d)∗βq
− 6(Ξ(d) + 3I(d))ρ− 3∗(Ξ(d) + 3I(d))σ − 12Θ(d) · β]
q
(6.49f)
Now most importantly,
2Λ(d) =
1
2
d434 =
1
2
∇3(N)pˆi44 − 1
2
∇4(N)pˆi34 + 1
3
p4 = −∇4(N)pˆi34 + gAC∇C (N)pˆiA4 − 2
3
p4
2Λ(d) =
1
2
d343 = −∇3(N)pˆi34 + gAC∇C (N)pˆiA3 − 2
3
p3
where we used that
p4 = ∇α(N)pˆiα4 = −1
2
∇4(N)pˆi34 − 1
2
∇3(N)pˆi44 +∇A(N)pˆiA4
p3 = −1
2
∇4(N)pˆi33 − 1
2
∇3(N)pˆi43 +∇A(N)pˆiA3
Moreover,
2ΞA(d) = Ω
−1q−1Dm+ q−1χ] ·m− (q−1ωˆ + Lˆq−1)m−∇/An− (η + d/ log q)n
2ΞA(d) = Ω
−1qDm+ qχ] ·m− (qωˆ + Lˆq)m−∇/An+ (η + d/ log q)n
2Θ(d) = 2q−1Ω−1Dˆiˆ− q−1 trχiˆ−∇/⊗ˆm+ 2q−1χˆj + qχˆn− (2η + ζ + d/ log q)⊗ˆm
2Θ(d) = 2qΩ−1Dˆiˆ− trχiˆ−∇/⊗ˆm+ 2qχˆj + q−1χˆn− (2η − ζ − d/ log q)⊗ˆm
2K(d) = curl/ m+ q−1χˆ ∧ iˆ+ (ζ + d/ log q) ∧m
2K(d) = curl/ m+ qχˆ ∧ iˆ− (ζ + d/ log q) ∧m
2I(d) = q−1Ω−1Dm− (q−1ωˆ + Lˆq−1)m− d/j − 2ηj − 2η] · iˆ+ χ] ·m+ 2
3
p/
2I(d) = qΩ−1Dm− (qωˆ + Lˆq)m− d/j − 2ηj − 2η] · iˆ+ χ] ·m+ 2
3
p/
Note also,
p/ = −1
2
(
q−1Ω−1Dm+ qΩ−1Dm
)
+ div/ iˆ+
1
2
d/j +
(
η + η
)] · iˆ+ (η + η)j
− 1
2
(
q−1ωˆ + Lˆq−1 + q−1 trχ
)
m− 1
2
(
qωˆ + Lˆq + q trχ
)
m
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Since
∇4(N)pˆi34 = q−1Lˆj ∇3(N)pˆi34 = qLˆj
gAC∇C (N)pˆiA4 = div/ m− q−1 trχj − 1
2
q trχn
gAC∇C (N)pˆiA3 = div/ m− q trχj − 1
2
q−1 trχn
we obtain
8Λ˜3 + 8Λ˜
3
=
[
3Ω−1q−1Dj + 3Ω−1qDj − 3 div/ (m+m)
+ 3
(
q trχ+ q−1 trχ
)
j +
3
2
q trχn+
3
2
q−1 trχn
]
ρ+ 2(p3 + p4)ρ
+
(
Ω−1q−1Dm+ q−1χ] ·m− (q−1ωˆ + Lˆq−1)m−∇/An− (η + d/ log q)n, βq)
−
(
Ω−1qDm+ qχ] ·m− (qωˆ + Lˆq)m−∇/An+ (η + d/ log q)n, βq)
+
1
2
(
2qΩ−1Dˆiˆ− trχiˆ−∇/⊗ˆm+ 2qχˆj + q−1χˆn− (2η − ζ − d/ log q)⊗ˆm,αq)
+
1
2
(
2q−1Ω−1Dˆiˆ− q−1 trχiˆ−∇/⊗ˆm+ 2q−1χˆj + qχˆn− (2η + ζ + d/ log q)⊗ˆm,αq)
+ 3
(
curl/ m+ q−1χˆ ∧ iˆ+ (ζ + d/ log q) ∧m− curl/ m− qχˆ ∧ iˆ+ (ζ + d/ log q) ∧m)σ
(6.50)
Note now that by adding (6.48a) and (6.50) the term 2(p3 + p4)ρ cancels. Therefore
— let us only write the ρ and σ terms in the following formula — we have:
8
(
Λ˜2 + Λ˜3
)
+ 8
(
Λ˜
2
+ Λ˜
3) .
= 3
(
j +
n+ n
4
)(
q trχ+ q−1 trχ
)
ρ
+
[
3Ω−1q−1Dj + 3Ω−1qDj + 3
n− n
4
(
q trχ− q−1 trχ)]ρ
For the following recall also that
m+m = 0 .
In conclusion:
3 · 8ρ˜
(
Λ˜
2
+ Λ˜
3
+ Λ˜2 + Λ˜3
)
= X2+3Λ + Y
2+3
Λ +Q
2
Λ +Q
2,4
Λ +Q
3
Λ +Q
3,4
Λ (6.51a)
where
X2+3Λ := 9
(
j +
n+ n
4
)(
q trχ+ q−1 trχ
)
ρρ˜ (6.51b)
97
Y 2+3Λ := 3ρ˜
(
qΩ−1Dˆiˆ, αq
)− 3
2
ρ˜q trχ
(ˆ
i, αq
)
+ 3ρ˜
(
q−1Ω−1Dˆiˆ, αq
)− 3
2
ρ˜q−1 trχ
(ˆ
i, αq
)
(6.51c)
and
Q2Λ = 3ρ˜
(
2
(
η + η
)] · iˆ+ 2(η + η)j, βq − βq)
+ 3ρ˜
(
q−1ωˆ + Lˆq−1 + q−1 trχ− qωˆ − Lˆq − q trχ
)(
m,βq − βq
)
Q2,4Λ = −
3ρ˜
Ω
(
q−1Dm+ qDm− 2Ω div/ iˆ− Ωd/j, βq − βq
)
Q3Λ = 9ρ˜
n− n
4
(
q trχ− q−1 trχ)ρ
+
3ρ˜
2
(
q−1 trχ− 2q−1ωˆ − 2Lˆq−1
)(
m,β
q
)− 3ρ˜
2
(
q trχ− 2qωˆ − 2Lˆq
)(
m,βq
)
+
9ρ˜
2Ω
[
D log q
(
Ω trχ−2ω)−q−2D log q(Ω trχ−2ω)−D log qD log q−q−2D log qD log q]ρ
+
9ρ˜
2Ω
[
q2D log q
(
Ω trχ−2ω)−D log q(Ω trχ−2ω)− q2D log qD log q−D log qD log q]ρ
+
3ρ˜
Ω
(
q−1Ωχˆ] ·m− 2q−1Ω∇/ log qD log q − Ω(η + d/ log q)n, β
q
)
− 3ρ˜
Ω
(
qΩχˆ] ·m− 2qΩ∇/ log qD log q + Ω(η + d/ log q)n, βq)
+
3
2
ρ˜
(
2qχˆj + q−1χˆn− (2η − ζ − d/ log q)⊗ˆm,αq)
+
3
2
ρ˜
(
2q−1χˆj + qχˆn− (2η + ζ + d/ log q)⊗ˆm,αq)
+ 9ρ˜
(
q−1χˆ ∧ iˆ+ (ζ + d/ log q) ∧m− qχˆ ∧ iˆ+ (ζ + d/ log q) ∧m)σ
Q3,4Λ =
9ρ˜
2Ω
[
D
(
Ω trχ− 2ω)+ q−2D(Ω trχ− 2ω)−DD log q + q−2DD log q
+ q2D
(
Ω trχ− 2ω)+D(Ω trχ− 2ω)− q2DD log q +DD log q]ρ
+
3ρ˜
Ω
(
q−1Dm+ 2q−1Ω∇/D log q, β
q
)
− 3ρ˜
Ω
(
qDm− 2qΩ∇/D log q, βq
)
+ 9ρ˜
(
curl/ m− curl/ m
)
σ − 3
2
ρ˜
(∇/⊗ˆm,αq)− 3
2
ρ˜
(∇/⊗ˆm,αq)
Here we used that
j =
1
2
q
(
Ω trχ− 2ω)+ 1
2
q−1
(
Ω trχ− 2ω)− 1
2
qD log q +
1
2
q−1D log q
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q−1Dj =
1
2
D log q
(
Ω trχ− 2ω)− 1
2
q−2D log q
(
Ω trχ− 2ω)
− 1
2
D log qD log q − 1
2
q−2D log qD log q
+
1
2
D
(
Ω trχ− 2ω)+ 1
2
q−2D
(
Ω trχ− 2ω)− 1
2
DD log q +
1
2
q−2DD log q
and similarly for qDj. Also,
n = −2q−1D log q
∇/n = 2q−1∇/ log qD log q − 2q−1∇/D log q
and similarly for ∇/n.
Analogously we conclude:
3 · 8σ˜
(
K˜2 + K˜3 − K˜2 − K˜3
)
= X2+3K + Y
2+3
K +Q
2
K +Q
2,4
K +Q
3
K +Q
3,4
K (6.52a)
where
X2+3K := 9
(
j +
n+ n
4
)(
q trχ+ q−1 trχ
)
σσ˜ (6.52b)
Y 2+3K := −3σ˜qΩ−1Dˆiˆ ∧ α +
3
2
σ˜q trχiˆ ∧ α + 3σq−1Ω−1Dˆiˆ ∧ α− 3
2
σ˜q−1 trχiˆ ∧ α (6.52c)
The terms Q2K , Q
2,4
K , Q
3
K , Q
3,4
K , are of a similar structure as Q
2
Λ, Q
2,4
Λ , Q
3
Λ, Q
3,4
Λ , respec-
tively.
With regard of the Θ, and Θ components, we compute:
−p3 + 3Λ(d) = ∇4(N)pˆi33 − 1
2
∇3(N)pˆi34 − 1
2
∇A(N)pˆiA3
−p4 + 3Λ(d) = ∇3(N)pˆi44 − 1
2
∇4(N)pˆi34 − 1
2
∇A(N)pˆiA4
∇4(N)pˆi33 = q−1Ω−1Dn− 4η] ·m+ 2
(
q−1ωˆ + Lˆq−1
)
n
∇3(N)pˆi44 = qΩ−1Dn− 4η] ·m+ 2
(
qωˆ + Lˆq
)
n
and
p/ − 6I(d) = −p/ − 3q−1Ω−1Dm+ 3(q−1ωˆ + Lˆq−1)m+ 3d/j + 6ηj + 6η] · iˆ− 3qχ] ·m
=
1
2
(−5q−1Ω−1Dm+ qΩ−1Dm)− div/ iˆ+ 5
2
d/j − (−5η + η)] · iˆ− (η − 5η)j
+
1
2
(
7q−1ωˆ + 7Lˆq−1 + q−1 trχ
)
m+
1
2
(
qωˆ + Lˆq − 2q trχ)m− 3χˆ] ·m
99
− p/ + 6I(d) = p/ + 3qΩ−1Dm− 3(qωˆ + Lˆq)m− 3d/j − 6ηj − 6η] · iˆ+ 3q−1χ] ·m
= −1
2
(
q−1Ω−1Dm− 5qΩ−1Dm)+ div/ iˆ− 5
2
d/j +
(
η − 5η)] · iˆ+ (−5η + η)j
− 1
2
(
q−1ωˆ + Lˆq−1 − 4q−1 trχ)m− 1
2
(
7qωˆ + 7Lˆq + q trχ
)
m+ 3χˆ] ·m
Also,
∇4(N)pˆi34 = q−1Lˆj ∇3(N)pˆi34 = qLˆj
gAC∇C (N)pˆiA4 = div/ m− q−1 trχj − 1
2
q trχn
gAC∇C (N)pˆiA3 = div/ m− q trχj − 1
2
q−1 trχn
Therefore
4(α˜q, Θ˜
2 + Θ˜3) = X2+3Θ + Y
2+3
Θ +Q
2+3
Θ (6.53a)
where
X2+3Θ :=
1
2
q trχj(α˜q, αq) +
1
4
(
q−1 trχ+ 8q−1ωˆ + 8Lˆq−1
)
n(α˜q, αq) (6.53b)
Y 2+3Θ := −
3
2
q−1 trχ
(
ρα˜q − σ∗α˜, iˆ
)
+ 3
(
ρα˜q − σ∗α˜q, q−1Ω−1Dˆiˆ
)
+
1
2
(
7q−1ωˆ + 7Lˆq−1 + q−1 trχ
)
(α˜,m⊗ˆβ) + 1
2
(
qωˆ + Lˆq − 2q trχ)(α˜,m⊗ˆβ) (6.53c)
and
Q2+3Θ :=
[
q−1Ω−1Dn− 4η] ·m− 1
2
qΩ−1Dj − 1
2
div/ m
]
(α˜q, αq)
− 3
2
[
curl/ m+ qχˆ ∧ iˆ− (ζ + d/ log q) ∧m](α˜q, ∗αq) + (α˜q, (p/ − 6I(d))′⊗ˆβq)
+
3
2
(
ρα˜q − σ∗α˜q,−∇/⊗ˆm−
(
2η + ζ + d/ log q
)⊗ˆm+ 2q−1χˆj + qχˆn) (6.53d)
(Here (p/ − 6I)′ denotes the above expression for p/ − 6I without the border line terms
included in Y 2+3Θ above.)
Similarly,
4(α˜q, Θ˜
2
+ Θ˜
3
) = X2+3Θ + Y
2+3
Θ +Q
2+3
Θ (6.54a)
X2+3Θ :=
1
2
q−1 trχj(α˜q, αq) +
1
4
(
q trχ+ 8qωˆ + 8Lˆq
)
n(α˜q, αq) (6.54b)
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Y 2+3Θ := −
3
2
trχ
(
ρα˜ + σ∗α˜, iˆ
)
+ 3
(
ρα˜ + σ∗α˜, qΩ−1Dˆiˆ
)
− 1
2
(
q−1ωˆ + Lˆq−1 − 4q−1 trχ)(α˜,m⊗ˆβ)− 1
2
(
7qωˆ + 7Lˆq + q trχ
)(
α˜,m⊗ˆβ
)
(6.54c)
Q2+3Θ :=
[
qΩ−1Dn− 4η] ·m− 1
2
q−1Lˆj − 1
2
div/ m
]
(α˜q, αq)
− 3
2
[
curl/ m+ q−1χˆ ∧ iˆ+ (ζ + d/ log q) ∧m](α˜q, ∗αq) + (α˜, (6I(d)− p/ )′⊗ˆβ)
+
3
2
(
ρα˜ + σ∗α˜,−∇/⊗ˆm+ 2qχˆj + q−1χˆn− (2η − ζ − d/ log q)⊗ˆm) (6.54d)
6.3.3 Proof of Prop. 6.8
The statement of Proposition 6.8 follows from Lemma 6.10 and Lemma 6.14. Indeed by
adding (6.26) and (6.47) we obtain
φ
(
divQ(L˜NW )
)
(Mq,Mq,Mq) ≥ φ
(2Ω)3
[
X + Y
]
− C
r
1
Ω
Q[L˜NW ](n,Mq,Mq,Mq)− C
r
1
Ω
Q[W ](n,Mq,Mq,Mq)− C
r
1
Ω
[
Ω2P/ q
]
(6.55)
and it remains to control
X := X1 +X2+3 , Y := Y 1 + Y 2+3 . (6.56)
We will show that the terms in X essentially cancel, while the terms in Y are controlled
by our assumptions.
Consider first
XΛ := X
1
Λ +X
2+3
Λ XK := X
1
K +X
2+3
K (6.57a)
We have by (6.29e) and (6.51b) as well as (6.39b) and (6.52b) that
XΛ =
9
2
(
j +
n+ n
4
)[
q trχ+ q−1 trχ− 2qωˆ − 2q−1ωˆ − Lˆq − Lˆq−1]ρρ˜
=
9
Ω
(
j +
n+ n
4
)
jρρ˜
XK =
9
Ω
(
j +
n+ n
4
)
jσ˜σ
(6.57b)
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Thus
φ|XΛ| ≤ 9
Ω
3C
2
φ
(
q trχ+ q−1 trχ
)|j|ρ˜ρ ≤ 27
Ω
(2C)3
r
ρ˜ρ (6.57c)
Moreover for
XΘ := X
1
Θ +X
2+3
Θ XΘ = X
1
Θ +X
2+3
Θ (6.58a)
we have by (6.42b) and (6.54b) as well as (6.43b) and (6.53b) that
XΘ =
n
8
(
2qωˆ + 2q−1ωˆ − q trχ− q−1 trχ+ Lˆq + 9Lˆq−1)(α˜q, αq)
= − nj
4Ω
(α˜q, αq) + nLˆq
−1(α˜q, αq)
XΘ =
n
8
(
2q−1ωˆ + 2qωˆ − q trχ− q−1 trχ+ Lˆq−1 + 9Lˆq)(α˜q, αq)
= − nj
4Ω
(α˜q, αq) + nLˆq(α˜q, αq)
(6.58b)
and thus
φ|XΘ| ≤ 1
Ω
C
r
|α˜q||αq| φ|XΘ| ≤ 1
Ω
C
r
|α˜q||αq| (6.58c)
Similarly for XΞ and XΞ.
Let us now turn to the “borderline error terms” Y .38 We consider first
YΛ := Y
1
Λ + Y
2+3
Λ (6.59a)
which in view of (6.29f) and (6.51c) is given by
YΛ = −3ρ˜q trχ
(ˆ
i, αq
)− 3ρ˜q−1 trχ(ˆi, αq)− 9q−1 trχρ˜(m,βq)+ 9q trχρ˜(m,βq)
+ 3ρ˜
(
qΩ−1Dˆiˆ, αq
)
+ 3ρ˜
(
q−1Ω−1Dˆiˆ, αq
)
(6.59b)
By (BA:I.iv ), (BA:I.vi ) and (BA:II.i) we estimate
φ|ρ˜q trχ(ˆi, αq)| ≤ |ρ˜|40
r
(
q trχ+ q−1 trχ
)|αq| ≤ 0C
r
[|ρ˜|2 + |αq|2]
φ|q trχρ˜(m,β
q
)| ≤ 4
r
ρ˜
(
Ω|η|+ Ω|η|+ Ω|d/ log q|)|β| ≤ 0C
r
[
ρ˜2 + |β|2]
φ|ρ˜(qΩ−1Dˆiˆ, αq)| ≤ φ
Ω
|ρ˜|q|Dˆiˆ||αq| ≤ |ρ˜|
Ω
φ
(
q trχq trχ+ q trχq−1 trχ
)|αq| ≤ C
Ωr
|ρ˜||αq|
38The appearance of such borderline error integrals may be familiar already from [Chr09]. Indeed
terms of precisely this form play a prominent role in Chapter 14.2, see e.g. (14.32, 14.34, 14.37) in
[Chr09], which also require more precise estimates. Here we simply deal with these terms by imposing
stricter assumptions on χˆ, χˆ, and η, η but it is plausible that a different way to estimate these terms
can be found.
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and thus
φ
(2Ω)3
|YΛ| ≥ −
(
0 + Ω
−1)C
r
(
Q[W ](n,Mq,Mq,Mq) +Q[L˜NW ](n,Mq,Mq,Mq)
)
(6.59c)
Next consider
YΘ := Y
1
Θ + Y
2+3
Θ YΘ := Y
1
Θ + Y
2+3
Θ . (6.60a)
By (6.43d) and (6.53c) as well as (6.42d) and (6.54c) we have
YΘ = −3q−1 trχ
(
α˜, iˆ
)
ρ+ 3q−1 trχ
(
α˜, ∗iˆ
)
σ +
3
4
(
q−1 trχ+ q trχ
)(
α˜,m⊗ˆβq
)
+3
(
ρα˜q−σ∗α˜q, q−1Ω−1Dˆiˆ
)
+
1
4
(
q trχ−2qωˆ−2Lˆq)(α˜,m⊗ˆβq)+7
2
(
q−1ωˆ+Lˆq−1
)
(α˜,m⊗ˆβ)
(6.60b)
YΘ = −3q trχ
(
α˜, iˆ
)
ρ+ 3q trχ
(
α˜, ∗iˆ
)
σ − 3
4
(
q trχ+ q−1 trχ
)(
α˜,m⊗ˆβ
q
)
+3
(
ρα˜+σ∗α˜, qΩ−1Dˆiˆ
)
−1
4
(
2q−1ωˆ+2Lˆq−1−q−1 trχ)(α˜,m⊗ˆβ)−7
2
(
qωˆ+Lˆq
)(
α˜,m⊗ˆβ
)
(6.60c)
and thus
φ|YΘ| ≤ C
r
(
0 + Ω
−1C0
)|α˜|[|ρ|+ |σ|+ |βq|] (6.60d)
φ|YΘ| ≤ C
r
(
0 + Ω
−1C0
)|α˜|[|ρ|+ |σ|+ |β
q
|] (6.60e)
Similarly for YΞ and YΞ.
6.4 Integral inequality
We discuss briefly the implications of the integral inequality obtained with the help of
Prop. 6.8. The remaining error term is the subject of Section 7, where it will be shown
that after integration on Σr it is controlled by the same error terms already introduced
in (6.20), and thus does not alter the following discussion.
6.4.1 Gronwall argument
Consider an integral inequality for a positive function f : R+ → R+ of the form
f(r2) +
∫ r2
r1
[κ(r)
r
f(r)− C
r
h(r)
]
dr ≤ f(r1) ∀r2 > r1 ≥ r0 (6.61)
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where C > 0 is a constant, h : R+ → R an arbitrary function, and κ : R+ → R+ a
positive function with the property that
κ0 ≤ κ(r) ≤ κ1 (6.62)
for some positive constants 0 < κ0 < κ1 <∞.
With
F (r2, r1) :=
∫ r2
r1
[κ(r)
r
f(r)− C
r
h(r)
]
dr (6.63)
we then obtain
d
dr
[
F (r2, r)r
κ1
]
r=r1
=
κ(r1)
r1
[
−f(r1) + κ1
κ(r1)
F (r2, r1) +
C
κ(r1)
h(r1)
]
rκ11
≤ −κ(r1)f(r2)rκ1−11 +
κ1 − κ(r1)
r1
F (r2, r1)r
κ1
1 + Ch(r1)r
κ1−1
1
or
d
dr
[
F (r2, r)r
κ1e−K(r)
]
r=r1
≤
[
−κ0f(r2)rκ1−11 + Ch(r1)rκ1−11
]
e−K(r1)
where
K(r) :=
∫ r
r0
κ1 − κ(r)
r
dr ≥ 0 (6.64)
and we assume K ≤ K1 for some constant 0 < K1 < ∞. Then we may integrate in r1
on [r0, r2]
−F (r2, r0)rκ10 e−K(r0) ≤ −f(r2)
κ0e
−K1
κ1
(
rκ12 − rκ10
)
+ C
∫ r2
r0
|h(r)|rκ1−1dr
This implies the following upper bound on f :
(
rκ1 − rκ10
)
f(r) ≤ κ1r
κ1
0 e
K1
κ0
f(r0) +
Cκ1e
K1
κ0
H(r, r0)
where
H(r1, r0) :=
∫ r1
r0
|h(r)|rκ1−1dr (6.65)
If also H < H1 < ∞ is finite, then for some constant C, depending on κ1/κ0, K1, H1
and f(r0), we have for all r ≥ 2r0,
f(r) ≤ C
rκ1
. (6.66)
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6.4.2 Applications
In Section 5.3 we have shown (6.61) to be true with
f(r) :=
∫
Σr
∗P q[W ] κ = κ1 = 6−  h = 0 (6.67)
which trivially implies, c.f. Proposition 5.14,
r6−f(r) ≤ Cr6−0 f(r0) r ≥ 2r0 . (6.68)
Now in Section 6.3 we have have shown that (6.61) (with g in place of f) also holds
for
g(r) :=
∫
Σr
∗P q[L˜NW ] (6.69a)
κ(r) = 6− − C00 − C0 sup
Σr
Ω−1 h(r) = C0(0 + sup
Σr
Ω−1
)
f(r) (6.69b)
We then employ (BA:III.i), namely the assumption Ω−1 ≤ C0/r, to conclude that
(6.61) holds with
κ1 = 6− − C00 κ(r) = κ1 − C0
r
h(r) =
∫
Σr
∗P q[W ] (6.70)
Note that with these choices
K1 =
∫ ∞
r0
1
r
C0
r
dr <∞ (6.71)
and using (6.68)
H1 =
∫ ∞
r0
f(r)rκ1−1dr ≤ Cf(r0)
∫ ∞
r0
r−C00−1dr <∞ . (6.72)
Therefore
r6−−0C0g(r) ≤ Cr6−−0C00 g(r0) + Cr6−0 f(r0) (6.73)
6.4.3 Conclusions
We conclude this Section with the main estimate for the energy flux associated to the
solution L˜NW of (6.6). The proof will also make use of the main estimate of Section 7.
Proposition 6.15. Assume (BA:I), (BA:II) and (BA:III.i,ii) hold for some C0 > 0,
0 > 0. Let  > 0, and choose 0 sufficiently small so that 0C0  . Then there exists
a constant C > 0 so that for all solutions W to (1.26), we have
r6−
∫
Σr
∗P q[L˜NW ] + r6−
∫
Σr
∗P q[W ] ≤ C
∫
Σr0
∗P q[L˜NW ] + C
∫
Σr0
∗P q[W ] (6.74)
for all r ≥ r0.
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Proof. We apply the energy identity of Prop. 5.1 to the current P q[L˜NW ] on a domain
(5.11). The “bulk term” contains on one hand∫
D
Kq[L˜NW ]dµg ≥ 6(1− 0)2
∫
dr
r
∫
Σr
(
1− C0Ω−1
)∗P q[L˜NW ]
where we applied Prop. 5.13 — which is independent of the “Weyl field” and only an
algebraic property of the compatible current P q — and on the other hand the “divergence
term”∫
D
(
divQ[L˜NW ]
)
(Mq,Mq,Mq)dµg =
∫
dr
∫
Σr
φ
(
divQ[L˜NW ]
)
(Mq,Mq,Mq)dµgr
and by our Prop. 6.8,∫
Σr
φ
(
divQ[L˜NW ]
)
(Mq,Mq,Mq)dµgr ≥
≥ −C
r
∫
Σr
(
0C0 + C0Ω
−1
)[
∗P q[L˜NW ] + ∗P q[W ]
]
− C
r
∫
Σr
C0
Ω
Ω2P/ qdµgr .
Let us now invoke (BA:III.i), namely the assumption that Ω and r are comparable.
Then by Corollary 7.4 below — c.f. (6.21) for the definition of P/ , and Section 7 for the
defintions of E, H —∫
Σr
1
Ω
Ω2P/ qdµgr ≤ C0
1
r
∫
Σr
Ω2
(2Ω)3
[
|∇/αq|2 + |∇/βq|2 + |∇/ρ|2 + |∇/σ|2 + |∇/βq|2 + |∇/αq|2
]
≤ C0 1
r
1
(2r)3
∫
Σr
|∇(rE)|2 + |∇(rH)|2dµgr
≤ C0
r
∫
Σr
1
(2Ω)3
[
|α˜|2 + |β˜|2 + ρ˜2 + σ˜2 + |β˜|2 + |α˜|2
]
dµgr
+
C0
r
∫
Σr
1
(2Ω)3
[
|α|2 + |β|2 + ρ2 + σ2 + |β|2 + |α|2
]
dµgr
≤ C0
r
∫
Σr
∗P q[L˜NW ] + ∗P q[W ]
Therefore∫
Σr
φ
(
divQ[L˜NW ]
)
(Mq,Mq,Mq)dµgr ≥ −
CC0
r
(
0 +
1
r
)∫
Σr
∗P q[L˜NW ] + ∗P q[W ]
The energy
g(r) :=
∫
Σr
∗P q[L˜NW ]
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thus satisfies the integral inequality
g(r2) +
∫ r2
r1
κ(r)
r
g(r)− C
r
f(r)dr ≤ g(r1)
where
κ(r) := κ1 − CC0
r
κ1 := 6(1− 0)2 − CC00
f(r) :=
∫
Σr
∗P q[W ] .
Since also by Prop. 5.14, for some  > 0,
r6−f(r) ≤ Cr6−0 f(r0)
the argument of Sections 6.4.1-6.4.2 applies, and the statement of the Proposition fol-
lows, provided 0 < (CC0)
−1 is chosen sufficiently small.
7 Electromagnetic decomposition
The electromagnetic formalism is a decomposition of the Weyl curvature — and more
generally of any “Weyl field” — into “electric” and “magnetic” parts relative to a space-
like hypersurface Σ.39 The decomposition with respect to Σr — which we use in addition
to the null decomposition of W introduced in Section 3.4 — occurs naturally in the
redshift estimate of Sections 5.3, 6, and is also necessary to control the remaining error
that we have seen in Section 6.3. The electromagnetic decomposition has been used in
[CK93], which can serve as a reference for some of the results that we shall discuss.
In Section 7.1 we discuss the from of the Bianchi equations relative to the electro-
magnetic decomposition, in Section 7.2 its relation to the null decomposition, and in
Section 7.3 an elliptic estimate for the resulting system on Σr.
7.1 Bianchi equations
We consider a domain foliated by the spacelike level sets of the area radius r:
D =
⋃
Σr (7.1)
where each leaf Σr is diffeomorphic to a cylinder R× S2. We denote by n the time-like
unit normal to Σr, and by φ the associated lapse function of the foliation, c.f. Section 3.5.
39One may think of the resulting fields as electric and magnetic parts in the frame of reference of an
observer with 4-velocity n, the normal to Σ.
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The electromagnetic decomposition of a Weyl field W consists of a pair of symmetric
trace-less Σr-tangent 2-tensors
E[W ] := iin[W ] H[W ] := iin[
∗W ] (7.2a)
E[W ](X, Y ) = W (n,X, n, Y ) H[W ] = ∗W (n,X, n, Y ) (7.2b)
Following Chapter 7.2 in [CK93] we will derive that E, and H, satisfy — in the
frame discussed in Section 3.5 — the following equations:
divE = H ∧ k (7.3a)
L̂nH + curlE = ∇ log φ ∧ E − 1
2
k ×H (7.3b)
divH = −E ∧ k (7.3c)
−L̂nE + curlH = ∇ log φ ∧H + 1
2
k × E (7.3d)
where L̂nH ij = LnHij + 23(k ·H)g ij, k is the second fundamental form of Σr, ‘×’ is the
product defined in (4.4.17) in [CK93] and ‘∧’ in (7.2.2e-) therein. More explicitly, (7.3b)
can also be expressed as:
1
φ
∂Hij
∂r
+ (curlE)ij = (∇ log φ ∧ E)ij − 1
2
(H × k)ij + 2
3
(H · k)gij (7.3e)
Note that, c.f. (7.2.2) in [CK93],
∇kWi0j0 = ∇kEij +
(
 mil Hmj −  mjl Hmi
)
klk
∇k∗Wi0j0 = ∇kHij −
(
 mil Emj + 
m
jl Emi
)
klk
The equations (7.3a) and (7.3c) then follow directly by taking the trace and using (3.29).
Moreover40
∇0Wkij0 = − lki
1
φ
∂Hlj
∂r
− tr k lki Hlj +  mli klkHmj +  mkl kliHmj +  mki kljHml
+ (∇k log φ)Eij − (∇i log φ)Ekj − (∇l log φ)Wkijl
∇kWi0j0 +∇iW0kj0 =  lki
1
φ
∂Hlj
∂r
+ tr k lki Hlj −  mli klkHmj −  mkl kliHmj −  mki kljHml
− (∇k log φ)Eij + (∇i log φ)Ekj + (∇l log φ)Wkijl
40This formula differs from (7.2.2h) in [CK93] because Σr is not maximal, and the frame not Fermi
transported.
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2 kin ∇kWi0j0 = 2
1
φ
∂Hnj
∂r
− 2 kin (∇k log φ)Eij − 2 lmj (∇l log φ)Emn
From (7.2.2f):
 kin ∇kWi0j0 +  kij ∇kWi0n0 = −2(curlE)nj − (H × k)nj +
4
3
(H · k)gnj
This yields (7.3e), and thus (7.3b). Similarly for (7.3d).
7.2 Relation to null decomposition
In this Section we discuss the relation between the electromagnetic and null decompo-
sitions. In particular, when (7.3) is viewed as a Hodge system on Σr,
divE = ρE curlE = σH (7.6a)
divH = ρH curlH = σE (7.6b)
we establish that the “source terms” coincide — including the lower order terms — with
components of the modified Lie derivative L˜NW . This is a non-trivial consequence of
our choice of N in (6.4), and is important for the application of the elliptic estimate of
Section 7.3.
Recall first
n =
1
2
(e3 + e4) ,
and also define
X =
1
2
(
e3 − e4
)
(7.7)
then
e3 = n+X e4 = n−X .
We record, c.f. (7.3.3e) in [CK93],
EXX = ρ HXX = σ (7.8a)
EAX =
1
2
β
A
+
1
2
βA HAX =
1
2
∗β
A
− 1
2
∗βA (7.8b)
EAB =
1
4
αAB +
1
4
αAB −
1
2
ρg/AB HAB = −1
4
∗αAB +
1
4
∗αAB −
1
2
σg/AB (7.8c)
We now compare the components of L̂nE, L̂nH to the null components of the mod-
ified Lie derivative of W with respect to N = Ωn.
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Lemma 7.1. For any Weyl field W decomposed into electric and magnetic parts E, and
H with respect to the normal n, we have the following relations to the null decomposition
of L˜NW where N = Ωn:∣∣∣L̂nE(X,X) + 1
2
k×E− 1
Ω
ρ[L˜NW ]
∣∣∣ ≤ C∣∣Lˆq+ Lˆq−1 + q(2ωˆ− trχ) + q−1(2ωˆ− trχ)∣∣|ρ|
+ C|(ζ + d/ log q, β + β)|+ C|(qχˆ+ q−1χˆ, α + α)| (7.9a)
∣∣∣L̂nE(eA, X)+ 1
2
(k×E)(eA, X)− 1
2Ω
(
β
q
[L˜NW ]+βq[L˜NW ]
)∣∣∣ ≤ ∣∣Lˆq+ Lˆq−1∣∣(|β|+ |β|)
+ 2
(|η|+ |η|+ |d/ log q|)|ρ|+ (|α|+ |α|)(|η|+ |η|+ |d/ log q|)+ (q|χˆ|+ q−1|χˆ|)(|β|+ |β|)
(7.9b)
∣∣∣L̂nE+ 1
2
(k×E)+ 1
2
(L̂nE(X,X)+ 1
2
(k×E)(X,X))g/− 1
4Ω
(
αq[L˜NW ]+αq[L˜NW ]
)∣∣∣
g/
≤
+ q
∣∣2ωˆ − trχ∣∣|ρ|+ q−1∣∣2ωˆ − trχ∣∣|ρ|+ |Lˆq + Lˆq−1||ρ|+ (q|χˆ|+ q−1|χˆ|)|ρ|
+
(
q
∣∣trχ− 2ωˆ∣∣+ q−1∣∣trχ− 2ωˆ∣∣+ |Lˆq|+ |Lˆq−1|+ q|χˆ|+ q−1|χˆ|)(|αq|+ |αq|)
+ 2
(|ζ|+ |d/ log q|)(|βq|+ |βq|) (7.9c)
Similarly for the magnetic part H.
Proof. Note first
g(X,X) = 1 g(X, eA) = 0
Define
gr(E
] · Y, Z) = E(Y, Z)
then
E] ·X = ρX + 1
2
β
A
eA +
1
2
βAeA
E] · eA = 1
2
(
β
A
+ βA)X +
1
4
(
α]BA + α
]B
A
) · eB − 1
2
ρeA
Moreover
k] ·X = 1
2
(
qωˆ + q−1ωˆ + Lˆq + Lˆq−1
)
X +
1
2
η] − 1
2
η]
k] · eA = 1
2
(
ηA − ηA
)
X +
1
2
qχ]B
A
eB +
1
2
q−1χ]BA eB
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because
k(X,X) = g(∇Xn,X) = 1
2
(
qωˆ + q−1ωˆ + Lˆq + Lˆq−1
)
k(X, eA) =
1
2
ηA − 1
2
η
A
k(eA, eB) =
1
2
qχ
AB
+
1
2
q−1χAB
Thus
g(k] ·X,E] ·X) = 1
2
(
qωˆ + q−1ωˆ + Lˆq + Lˆq−1
)
ρ+
1
4
(
η − η, β + β)
g(k] · eA, E] · eB
)
=
1
4
(
ηA − ηA
)(
βB + βB) +
1
8
(
α + α
)]C
B
(
qχˆ
AC
+ q−1χˆAC
)
− 1
4
(
qχˆ+ q−1χˆ
)
AB
ρ+
1
16
(
q trχ+ q−1 trχ
)(
α + α
)
AB
− 1
8
(
q trχ+ q−1 trχ
)
g/ABρ
g(k] · eA, E] ·X) = 1
2
(
ηA − ηA
)
ρ+
1
4
(
qχ+ q−1χ
)]
A
· (β + β)
g(k] ·X,E] ·eA) = 1
4
(
qωˆ+q−1ωˆ+Lˆq+Lˆq−1
)(
β
A
+βA)+
1
8
(
α]A+α
]
A
)·(η−η)− 1
4
(
ηA−ηA
)
ρ
k · E = kijEij = k(X,X)E(X,X) + g/ABk(X, eA)E(X, eB) + g/ACg/BDkCDEAB
=
1
4
(
2qωˆ+2q−1ωˆ−q trχ−q−1 trχ+2Lˆq+2Lˆq−1)ρ+1
4
(
η−η, β+β)+1
8
(
qχˆ+q−1χˆ, α+α
)
and by Lemma 4.4.2 in [CK93]
1
2
(k × E)(X,X) = g(k] ·X,E] ·X)− 1
3
(k · E)g(X,X)
=
1
2
1
6
(
4qωˆ + 4q−1ωˆ + q trχ+ q−1 trχ+ 4Lˆq + 4Lˆq−1
)
ρ+
1
6
(
η − η, β + β)
− 1
3
1
8
(
qχˆ+ q−1χˆ, α + α
)
(k × E)(eA, X) = 1
4
(
ηA − ηA
)
ρ+
1
4
(
qχˆ+ q−1χˆ
)]
A
· (β + β)
+
1
8
(
2qωˆ+ 2q−1ωˆ+ q trχ+ q−1 trχ+ 2Lˆq+ 2Lˆq−1
)(
β
A
+ βA) +
1
8
(
α]A + α
]
A
) · (η− η)
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(k × E)(eA, eB) = 1
4
(
η − η)⊗ˆ(β + β)
AB
+
1
12
(
η − η, β + β)g/AB
+
1
24
(
α + α, qχˆ+ q−1χˆ
)
g/AB − 1
2
(
qχˆ+ q−1χˆ
)
AB
ρ+
1
8
(
q trχ+ q−1 trχ
)(
α + α
)
AB
− 1
3
1
4
(
4qωˆ + 4q−1ωˆ + q trχ+ q−1 trχ+ 4Lˆq + 4Lˆq−1
)
g/ABρ
Finally since
[n,X] = −1
2
(
2η − 2η − (qωˆ + Lˆq)e4 + (q−1ωˆ + Lˆq−1)e3)
[n, eA] =
1
2
(∇/3eA +∇/4eA)+ 1
2
ηAe3 +
1
2
η
A
e4 − 1
2
(
qχ+ q−1χ
)]
A
− (ζ + d/ log q)
A
X
we have
LnE(X,X) = nρ+
(
η − η, β + β)+ (qωˆ + q−1ωˆ + Lˆq + Lˆq−1)ρ
LnE(eA, X) = 1
4
1
Ω
(
Dβ +Dβ +Dβ +Dβ
)
+
1
4
(
qωˆ + q−1ωˆ + Lˆq + Lˆq−1
)(
β
A
+ βA
)
+
1
2
(
ζ + d/ log q − 2η + 2η)
A
ρ+
1
4
(
α + α
)]
A
· (η − η)
LnE(eA, eB) = 1
8
1
Ω
(
Dˆα + Dˆα + Dˆα + Dˆα
)− 1
4
(
2nρ+ q trχρ+ q−1 trχρ
)
g/AB
− 1
4
(
ηA − ηA − 4ζ − 4d/ log q
)(
β
B
+ βB
)− 1
4
(
ηB − ηB − 4ζ − 4d/ log q
)(
β
A
+ βA
)
+
1
8
(
qχˆ+ q−1χˆ, α + α
)
g/AB
and thus
L̂nE(X,X) = LnE(X,X) + 2
3
(k · E)g(X,X) =
= nρ+
7
6
(
η − η, β + β)+ 1
3
1
4
(
qχˆ+ q−1χˆ, α + α
)
+
1
3
1
2
(
8qωˆ + 8q−1ωˆ − q trχ− q−1 trχ+ 8Lˆq + 8Lˆq−1)ρ
L̂nE(eA, eB) = LnE(eA, eB) + 2
3
(k · E)gAB = 1
8
1
Ω
(
Dˆα + Dˆα + Dˆα + Dˆα
)
AB
− 1
2
nρg/AB +
1
3
1
4
(
4qωˆ + 4q−1ωˆ − 5q trχ− 5q−1 trχ+ 4Lˆq + 4Lˆq−1)g/ABρ
− 1
4
(
η − η)⊗ˆ(β + β)
AB
+
(
ζA + d/A log q
)(
β
B
+ βB
)
+
(
ζB + d/B log q
)(
β
A
+ βA
)
+
5
24
(
qχˆ+ q−1χˆ, α + α
)
g/AB − 1
12
(
η − η, β + β)g/AB
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Therefore
L̂nE(X,X) + 1
2
(k × E)(X,X) = nρ+ 4
3
(
η − η, β + β)+ 1
3
1
8
(
qχˆ+ q−1χˆ, α + α
)
+
1
6
1
2
(
20qωˆ + 20q−1ωˆ − q trχ− q−1 trχ+ 20Lˆq + 20Lˆq−1)ρ
L̂nE(eA, X) + 1
2
(k × E)(eA, X) = 1
4
1
Ω
(
Dβ +Dβ +Dβ +Dβ
)
+
1
16
(
6qωˆ + 6q−1ωˆ + q trχ+ q−1 trχ+ 6Lˆq + 6Lˆq−1
)(
β
A
+ βA
)
+
1
8
(
4ζ + 4d/ log q − 7η + 7η)
A
ρ+
5
16
(
α]A + α
]
A
) · (η − η)+ 1
8
(
qχˆ+ q−1χˆ
)]
A
· (β + β)
L̂nE(eA, eB) + 1
2
(k × E)(eA, eB) + 1
2
L̂nE(X,X)g/AB + 1
4
(k × E)(X,X)g/AB =
=
1
8
1
Ω
(
Dˆα+ Dˆα+ Dˆα+ Dˆα
)
+
1
2
(
2qωˆ+ 2q−1ωˆ− q trχ− q−1 trχ+ 2Lˆq+ 2Lˆq−1)g/ABρ
− 1
8
(
η − η)⊗ˆ(β + β)
AB
+
(
ζA + d/A log q
)(
β
B
+ βB
)
+
(
ζB + d/B log q
)(
β
A
+ βA
)
+
1
4
(
qχˆ+ q−1χˆ, α + α
)
g/AB +
5
8
(
η − η, β + β)g/AB
− 1
4
(
qχˆ+ q−1χˆ
)
AB
ρ+
1
16
(
q trχ+ q−1 trχ
)(
α + α
)
AB
and in comparison to Lemma 6.5:
L̂nE(X,X) + 1
2
(k × E)(X,X) = 1
Ω
ρ[L˜NW ] + 4
3
(
Lˆq + Lˆq−1
)
ρ
+
1
6
(
4ζ−3d/ log q, β+β)+ 1
3
1
8
(
qχˆ+ q−1χˆ, α+α
)
+
11
24
(
q(2ωˆ− trχ)+ q−1(2ωˆ− trχ))ρ
4L̂nE(eA, X) + 2(k × E)(eA, X) = 2
Ω
(
β˜
q
+ β˜q
)
+
5
4
(
Lˆq + Lˆq−1
)(
β
A
+ βA
)
+
1
2
(
η−η+ 10d/ log q)
A
ρ+
1
4
(
α]A +α
]
A
) · (3η−3η−2d/ log q)+ 3
2
(
qχˆ+ q−1χˆ
)]
A
· (β+β)
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8L̂nE(eA, eB) + 4(k × E)(eA, eB) + 4L̂nE(X,X)g/AB + 2(k × E)(X,X)g/AB =
=
2
Ω
(
α˜q + α˜q
)
AB
+ 4
(
2qωˆ + 2q−1ωˆ − q trχ− q−1 trχ+ 2Lˆq + 2Lˆq−1)g/ABρ
+
1
4
(
3q trχ+ 3q−1 trχ− 6qωˆ − 6q−1ωˆ − 7Lˆq + Lˆq−1)αAB
+
1
4
(
3q trχ+ 3q−1 trχ− 6q−1ωˆ − 6qωˆ − 7Lˆq−1 + Lˆq)αAB
+ 10
(
ζ + d/ log q
)⊗ˆ(β + β)
AB
+ 2d/ log q⊗ˆ(β + β)
AB
+ 2
(
ζ − 4d/ log q, β + β)g/AB
+ 2
(
qχˆ+ q−1χˆ, α + α
)
g/AB − 2
(
qχˆ+ q−1χˆ
)
AB
ρ
Also note that
(E ∧ k)(X) = 1
4
(∗η − ∗η, β + β)+ 1
8
(
α + α
) ∧ (qχˆ+ q−1χˆ) (7.10)
contains no terms linear in q trχ, q−1 trχ due to the antisymmetry of the product.
Similarly for the other components.
7.3 Elliptic estimate for Maxwell system
We quote the following result from Section 4.4 in [CK93] for symmetric Hodge systems.
Lemma 7.2 (Corollary 4.4.2.1 in [CK93]). Let E and H be symmetric traceless tensors
on a 3-dimensional Riemannian manifold (Σ, g) which satisfy the system (7.6). Then
there is a constant C > 0 such that∫
Σ
(
|∇E|2 + |∇H|2
)
dµg ≤ C
∫
Σ
|ρE|2 + |ρH |2 + |σE|2 + |σH |2dµg
+ C
∫
Σ
|Ric(g)|(|E|2 + |H|2)dµg (7.11)
Here we will make for simplicity an assumption directly on the Ricci curvature of Σr:
|Ric| ≤ C0
r2
(BA:III:ii)
We note however that in view of the Gauss equations of the embedding of Σr in (D, g)
we can reduce this condition to an assumption on the scalar curvature of Σr, and further
the Gauss curvature of the spheres Su,v ⊂ Σr, modulo the assumptions on the second
fundamental forms already made above. We point out, however, that in order to retrieve
(BA:III:ii) we would have to make the stronger assumption that
Ω2
(
2ωˆ − trχ) ≤ C Ω2(2ωˆ − trχ) ≤ C (7.12)
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which reflects the behavior in (Schwarzschild-)de Sitter, but goes beyond the assump-
tions already made in (BA:I.ii).
Lemma 7.3. Suppose (Σ, gr) is embedded as a spacelike hypersurface in (M, g) , which
is a solution to (1.1). Assume (BA:I.ii,iv-vii) hold for some C0 > 0. Then there is a
constant C > 0,
|Ric|2 ≤ C
( 1
Ω2
+R
2
+ |W |2
)
(7.13)
Proof. Recall the Gauss equation
Ricij + tr kkij − k mi kmj = Ricij +R0i0j
From the Einstein equations
Ricij = Λgij
and with (3.5)
R0i0j = W0i0j − Λ
3
gij .
Then using the formulas obtained in the proof of Lemma 7.1,
tr k =
1
2
(
qωˆ + q−1ωˆ + q trχ+ q−1 trχ+ Lˆq + Lˆq−1
)
|k|2 = 1
4
(
qωˆ + q−1ωˆ + Lˆq + Lˆq−1
)2
+
1
4
|qχˆ+ q−1χˆ|2 + 1
8
(
q trχ+ q−1 trχ
)2
we have
Ric(X,X) = − tr k k(X,X) + g(k] ·X, k] ·X) + 2
3
Λ + EXX
Ric(eA, X) = − tr k k(X, eA) + g(k] · eA, k] ·X) + EAX
RicAB = − tr k kAB + g(k] · eA, k] · eB) + 2
3
Λg/AB + EAB
Now the Gauss equation tells us
R + (tr k)2 − |k|2 = 2Λ
so we can write
Ric(X,X) =
1
3
tr k
(
tr k − 3k(X,X))+ 1
3
(
3g(k] ·X, k] ·X)− |k|2)+ 1
3
R + ρ
Ric(eA, X) = − tr k k(X, eA) + g(k] · eA, k] ·X) + 1
2
(
β + β
)
A
RicAB =
1
3
tr k
(
tr kg/AB − 3kAB
)
+
1
3
(
3g(k] · eA, k] · eB)− |k|2g/AB
)
+
1
3
Rg/AB + EAB
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Since
tr k − 3k(X,X) = 1
2
(
q trχ+ q−1 trχ− 2qωˆ − 2q−1ωˆ − 2Lˆq − 2Lˆq−1)
3g(k] ·X, k] ·X)− |k|2 = 1
8
(
2qωˆ + 2q−1ωˆ − q trχ− q−1 trχ+ 2Lˆq + 2Lˆq−1)×
×(2qωˆ + 2q−1ωˆ + q trχ+ q−1 trχ+ 2Lˆq + 2Lˆq−1)+ 3|ζ|2
g(k] · eA, k] ·X) = 1
8
(
2qωˆ + 2q−1ωˆ + q trχ+ q−1 trχ+ 2Lˆq + 2Lˆq−1
)(
ηA − ηA
)
+
1
4
(
qχˆ]
A
+ q−1χˆ]A
) · (η − η)
tr kg/AB − 3kAB = 1
4
(
2qωˆ + 2q−1ωˆ − q trχ− q−1 trχ+ 2Lˆq + 2Lˆq−1)g/AB
− 3
2
qχˆ
AB
+
3
2
q−1χˆAB
3g(k] · eA, k] · eB)− |k|2g/AB = +3
4
(
q trχ+ q−1 trχ
)(
qχˆ+ q−1χˆ
)
AB
+
3
4
(
ηA − ηA
)(
ηB − ηB
)
+
1
8
|qχˆ+ q−1χˆ|2g/AB
+
1
16
(
q trχ+ q−1 trχ− 2qωˆ − 2q−1ωˆ − 2Lˆq − 2Lˆq−1)×
× (q trχ+ q−1 trχ+ 2qωˆ + 2q−1ωˆ + 2Lˆq + 2Lˆq−1)g/AB
the result follows from
|Ric|2 = (Ric(X,X))2 + 2g/ABRic(X, eA)Ric(X, eB) + g/ACg/BDRicABRicCD .
Corollary 7.4. Let W be a solution to (1.26), and E and H the electric and magnetic
parts of W relative to Σr. Assume (BA:I,ii,iv-vi) and (BA:III:ii) hold for some
C0 > 0. Then∫
Σr
|∇E|2 + |∇H|2dµgr ≤ C
∫
Σr
1
Ω2
[
|α˜|2 + |β˜|2 + ρ˜2 + σ˜2 + |β˜|2 + |α˜|2
]
dµgr
+ C
∫
Σr
( 1
r2
+
1
Ω2
)(
|E|2 + |H|2
)
dµgr (7.14)
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Proof. Since W solves the Bianchi equations, E, and H solve (7.6) — c.f. (7.3) — with
ρE = H ∧ k σE = ∇ log φ ∧ E − 1
2
k ×H − L̂nH
ρH = −E ∧ k σH = ∇ log φ ∧H + 1
2
k × E + L̂nE
By Lemma 7.1, and the assumptions (BA:I,ii,iv-vi) we have
|L̂nE + 1
2
k × E|2 + |L̂nH + 1
2
k ×H|2 ≤
≤ 1
Ω2
[
ρ˜2 + σ˜2 + |β˜|2 + |β˜|2 + |α˜|2 + |α˜|2 + ρ2 + σ2 + |β
q
|2 + |βq|2 + |αq|2 + |αq|2
]
Moreover by (7.10), and the assumptions (BA:I,ii,iv-vi),
|E ∧ k|2 + |H ∧ k|2 ≤ C
Ω2
[|αq|2 + |βq|2 + ρ2 + σ2 + |βq|2 + |αq|2]
The statement of the Corollary then follows immediately from Lemma 7.2, and (7.8).
8 Sobolev inequalties
We will prove a Sobolev trace inequality on the spacelike hypersurfaces Σr to relate the
bounds on the energy fluxes obtained in Sections 5-6 to Lp estimates on the spheres.
8.1 Preliminaries
Here (Σr, gr) are 3-dimensional Riemannian manifolds diffeomorphic to a cylinder R×S2,
and there exists a differentiable function u : Σr → R, namely the restriction of the null
coordinate u to Σr, such that the level sets of u|Σr are spheres Su,r diffeomorphic to S2,
and u has no critical points. In fact, in Lemma 3.2 we proven that the metric on Σr in
(u, ϑ1, ϑ2) coordinates, takes the canonical form
gr = q
−2Ω2du2 + g/ABdϑ1dϑ2 . (8.1)
We also found that the volume form is given by
dµgr = q
−1Ω du ∧ dµg/ = q−1Ω
√
det g/ du ∧ dϑ1 ∧ dϑ2 (8.2)
The “lapse function” of the foliation of Σr by spheres Su := Su,r is thus given by
a =
Ω
q
(8.3)
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Recall that in Section 7.2 we introduced X as the unit tangent vector to Σr, orthog-
onal to Su. Thus we have aXf = ∂uf , for any function f(u, ϑ
1, ϑ2) on Σr. We denote by
θ the second fundamental form of the surfaces Su embedded in Σr. Viewed as a tensor
on Σr we can write
θ(Y, Z) = g/(∇ΠYX,ΠZ) (8.4)
where Π denotes the projection to the tangent space of Su, and thus
θij = ∇iXj +Xi∇/j log a
because ∇XX = −∇/ log a. Therefore
trg θ = g
ijθij = ∇iXi = divX . (8.5)
We also have the first variational formula
θAB =
1
2a
∂uγAB θAB = θ(∂ϑA , ∂ϑB)
which gives
tr θ =
1
2a
∂u log det(g/AB)
Consequently,
d
du
A(u) =
∫
Su
a tr θdµg/ (8.6)
and more generally, for any function f ,
d
du
∫
Su
fdµg/ =
∫
Su
a
{
Xf + f tr θ
}
dµg/ (8.7)
Remark 8.1. In the spherically symmetric setting, det g/ = r4 is constant on Σr, leading
to the vanishing of the mean curvature tr θ = 0. Thus it cannot be expected that in the
present setting tr θ has a sign.
8.2 Isoperimetric Sobolev Inequalities
We can adapt the proof of the following Sobolev inequality of Proposition 3.2.1 in [CK93].
There the geometric setting is different, the manifold Σ being diffeomorphic to R3, and
u being a radial function whose level sets have positive mean curvature. However, as
already remarked there, the proof carries over more generally, if the constant is allowed
to depend on the mean curvature. Here we require that
r| tr θ| ≤ C (8.8)
Since
θAB =
1
2
qχ− 1
2
q−1χAB (8.9)
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the assumption amounts to
|q r trχ− q−1 r trχ| ≤ C0 (BA:I.viiiw)
which follows from (BA:I:vii,viii); in fact (BA:I.viiiw) is weaker than (BA:I:viii).
Furthermore we will assume that the lapse function of the foliation of Σr by level
sets of u is bounded above and below:
am = inf
Σr
a > 0 aM = sup
Σr
a <∞ (BA:III.iii)
The Sobolev inequality on Σr stated below relies on the isoperimetric inequalities on the
spheres Su, and we thus need some control on the isoperimetric constant I(u) of each
sphere Su:
I := sup
u
I(u) <∞ (BA:III.iv)
Lemma 8.2. Assume (BA:III.iii,iv) hold. Moreover assume (BA:I.viiiw) for some
C0 > 0. Then for any Su-tangent tensorfield θ we have(∫
Σr
r6|θ|6
) 1
6 ≤ C
(∫
Σr
|θ|2 + r2|∇θ|2
) 1
2
(8.10a)
sup
u
(∫
Su
r4|θ|4
) 1
4 ≤ C
(∫
Σr
|θ|2 + r2|∇θ|2
) 1
2
(8.10b)
where C depends on aM/am, I, and
h = sup
Σr
|r tr θ| <∞ . (8.11)
Proof. Recall the isoperimetric inequality on the sphere:∫
Su
(
Φ− Φ)2dµg/ ≤ I(u)(∫
Su
|∇/Φ|dµg/
)2
Apply to Φ = |θ|3 to obtain∫
Su
|θ|6 .I
(
r−2
∫
Su
|θ|4
)(∫
Su
|θ|2 + r2|∇/θ|2
)
and therefore:∫
Σ
r6|θ|6 =
∫ ∫
Su
r6|θ|6adµg/du .I
∫ (
r4
∫
Su
|θ|4
)(∫
Su
|θ|2 + r2|∇/θ|2
)
aM(u)du
.I
aM
am
sup
u
(
r4
∫
Su
|θ|4
)∫
Σ
|θ|2 + r2|∇/θ|2
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Now by the divergence theorem on 41
Σu = ∪l≥uSl
we obtain∫
Su
r4|θ|4 = −
∫
Σu
div
(
r4|θ|4X) ≤
∫
Σu
r4|θ|4|divX|+ 4r4|θ|3|∇Xθ|+ 4r3|Xr||θ|4
≤
∫
Σu
r4|θ|4(| tr θ|+ 2
a
|a tr θ|)+ 4r3|θ3|r|∇Xθ|
. aM
am
sup
Σu
|r tr θ|
(∫
Σu
r6|θ|6
) 1
2
(∫
Σu
|θ|2
) 1
2
+ 4
(∫
Σu
r6|θ|6
) 1
2
(∫
Σu
r2|∇Xθ|2
) 1
2
where we used (8.5) and
Xr =
r
2a
r tr θ .
Inserting this above yields (8.10a):∫
Σ
r6|θ|6 .I,aM
am
,h
(∫
Σ
|θ|2 + r2|∇θ|2
)3
Finally inserting this again above then also yields (8.10b):∫
Su
r4|θ|4 .I,aM
am
,h
(∫
Σ
|θ|2 + r2|∇θ|2
)2
See also Chapter 2 in [CK93] for a broader discussion.
8.3 Applications
Let θ be any of the null components of the Weyl curvature W :
θ =
{
α, β, ρ, σ, β, α
}
Note then θ is a function, or a 1-, or 2-covariant tensorfield on Su. Consider the dimen-
sionless L4 norm42 of θ on a sphere Su:
‖−θ‖−L4(S) :=
( 1
4pir2
∫
Su
|θ|4g/
) 1
4
(8.12)
41We can think of the cylinder Σ being divided in two components by Su, Σu being one component,
a 3-dimensional manifold with boundary Su.
42These norms will play a prominent role in the “recovery” of the assumptions (BA). Here they are
introduced for convenience, but they also provide the correct scaling in comparison to the L∞(Su,v)
norm.
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Let us now assume the validity of all “bootstrap assumptions” (BA:I-III ). Then
by the Sobolev inequality of Lemma 8.2 above
‖−θ‖−L4(S) . 1
r
3
2
(∫
Σr
|θ|2 + r2|∇θ|2
) 1
2
(8.13)
Moreover by Corollary 7.4 in view of (BA:III.i)∫
Σr
r2|∇θ|2dµgr .
∫
Σr
|α˜|2 + |β˜|2 + ρ˜2 + σ˜2 + |β˜|2 + |α˜|2dµgr
+
∫
Σr
|α|2 + |β|2 + ρ2 + σ2 + |β|2 + |α|2dµgr (8.14)
Finally by the main results of Proposition 6.15∫
Σr
|α˜|2 + |β˜|2 + ρ˜2 + σ˜2 + |β˜|2 + |α˜|2dµgr . r3
∫
Σr
∗P q[L˜NW ] . 1
r3−∫
Σr
|α|2 + |β|2 + ρ2 + σ2 + |β|2 + |α|2dµgr . r3
∫
Σr
∗P q[W ] . 1
r3−
which implies
‖−θ‖−L4(S) . 1
r3−/2
. (8.15)
This concludes the proof of the theorem.
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