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Sommaire
Le modele de Hubbard est Ie modele d'electrons correles Ie plus simple qui pour-
rait expliquer la supraconductivite a haute temperature critique. Ce modele n'est
toujours pas resolu sauf pour des limites particulieres. On cherche a trouver des
methodes permettant de Ie resoudre, au moins approximativement. Les approches
diagrammatiques de la theorie des perturbations nous forcent a faire des choix qui
conduisent souvent a des violations de certaines lois de conservation. Dans ce cadre,
certaines regles on ete suggerees afin de respecter 1'uniformite thermodynamique.
Mais la methode la plus populaire utilisant ces regles ne parvient pas a donner des
resultats satisfaisants. On analysera une autre methode qui n'utilise pas ces regles
mais qui parvient tout de meme a respecter 1'uniformite thermodynamique ainsi qu'a
donner des resultats qui sont en accord a quelques pourcents pres avec les simula-
tions Monte-Carlo. La courbe de double occupation en fonction de la temperature
comporte un minimum local, manifestation de la localisation. On verra que Ie calcul
de Pentropie ne montre pas que Ie minimum de double occupation en fonction de la
temperature soit present pour des consideration entropique.
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Introduction
Malgre les enormes succes precedents de la theorie de Bardeen-Cooper-SchriefFer
(BCS) pour la supraconductivite conventionnelle I], decouvrir Ie mecanisme de la
supraconductivite a haute temperature critique constitue un probleme de taille pour
les physiciens. En efFet, plusieurs chercheurs se penchent aujourd'hui sur ce probleme.
Depuis leur decouverte en 1986 [2], plusieurs eludes experimentales sont par venues
depuis a indiquer aux theoriciens dans quelles directions chercher. Certaines differences
entre des proprietes des supraconducteurs conventionnels et des supraconducteurs a
haute temperature critique (SHTC) out ete observees. Ces dernieres portent a croire
que 1'interaction a la source de la SHTC est d'origine magnetique.
Pour decrire cette classe de materiaux, Ie modele de Hubbard a deux dimen-
sions represente Ie modele Ie plus simple poss^dant les caracteristiques electroniques
voulues. II est cependant extremement difficile a resoudre. Dans les cas ou on croit
avoir trouve une bonne solution, il explique qualitativement assez bien plusieurs des
proprietes des supraconducteurs a haute temperature critique. II reste cependant
beaucoup a faire pour developper et ameliorer les methodes de solution de ce modele
et d'autres modeles semblables qui sont fortement correles. Dans ce memoire, on
s'attaquera a Petude des proprietes thermodynamiques du modele de Hubbard a
Paide de plusieurs methodes numeriques et analytiques. On comparera ces methodes
par leurs resultats de calculs de quantites thermodynamiques. La presence d un min-
imum de double occupation en fonction de la temperature a deja ete comparee a
1'efFet Pomeranchuck [3] que 1'on retrouve dans 1'helium trois. II sera verifie que cette
comparaison qualitative ne pourra pas etre poussee plus loin, du moins pas du point
de vue de 1'entropie.
La supraconductivite conventionnelle
C'est en 1911 que Kamerlingh Onnes observe pour la premiere fois la supraconduc-
tivite dans Ie mercure refroidi avec de 1'helium liquide [4]. Cette observation con-
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sistait en fait a tracer une courbe de resistivite en fonction de la temperature. A
une temperature critique de 4,15 Kelvin, Ie mercure devient supraconducteur et sa
resistivite chute a zero. II s'agit la de la premiere grande caracteristique des supra-
conducteurs. Cette derniere est observable pour tous les types de supraconducteurs,
autant les supraconducteurs conventionnels que ceux a haute temperature critique.
En 1933, les physiciens Meissner et Ochsenfeld observent les proprietes de dia-
magnetisme parfait 5]. Us ont decouvert que Ie champ magnetique est expulse
du supraconducteur. Cela ne peut etre explique uniquement avec 1'existence de la
conductivite parfaite, car Ie supraconducteur n'emprisonne pas de flux magnetique
lorsque 1'experience suivante est faite [6]. On applique un champ magnetique alter-
natif dans 1'echantillon a 1'etat normal, on abaisse la temperature en dessous de la
temperature critique. Un simple conducteur parfait presenterait aucun changement
d'etat alors que Ie supraconducteur expulse Ie champ magnetique. Maintenant, sans
champ magnetique, on abaisse la temperature en dessous de la temperature critique
et ensuite on applique Ie champ magnetique. Que ce soit un conducteur parfait
ou un supraconducteur, Ie champ magnetique ne penetre pas Ie materiau.' Pour Ie
supraconducteur, qu'on applique Ie champ magnetique avant ou apres avoir abaisse
la temperature ne change rien a 1'etat final. Alors que ce n'est pas Ie cas pour un
conducteur parfait. Cela indique qu'il s'agit d'une propriete supplementaire a la
conductivite infinie. On parle de champ magnetique alternatif car Ie phenomene im-
portant ici est la variation de flux magnetique et non seulement la presence de champ
magnetique. Ainsi la resistivite nulle n'est pas suffisante a elle seule pour definir Ie
phenomene de la supraconductivite [7], il faut aussi observer PefFet Meissner. De plus,
en appliquant un champ magnetique sufHsamment eleve, on parvient a supprimer la
supraconductivite.
Par la suite, des mesures de chaleur specifique [8] et des mesures optiques [9, 10]
out demontre 1'existence d'un gap supraconducteur. A peu pres en meme temps,
Bardeen-Cooper-SchriefFer publiaient la theorie qui porte leur nom, la theorie BCS
[1]. Cooper a prouve qu'une paire d'electrons en interaction attractive au dessus du
niveau de Fermi peut generer un etat lie. Ces paires sont formees d'electrons occupant
des etats de spins et de vecteurs d'onde opposes [11]. II s'agissait maintenant de
verifier Porigine microscopique de cette interaction attractive effective. Or, il avait
deja ete indique experimentalement qu'une interaction electron-reseau pouvait etre a
1'origine du phenomene de la supraconductivite [12]. Cette hypothese fut confirmee
par 1'observation de 1'efFet isotopique [13]. Cooper avait suggere une interaction due
aux phonons et a 1'ecrantage de Coulomb. La plus grande prediction de cette theorie
etait 1'existence d'un gap energetique Eg = 2A(T).
Le parametre K, qui est Ie rapport entre la longueur de penetration et la longueur
de coherence, est plus petit que 1 pour les supraconducteurs conventionnels typiques
et n a pas d unite. Le physicien Abrikosov a etudie ce qu'il adviendrait de la theorie
de Ginzburg-Landau [14] si la longueur de penetration etait beaucoup plus grande
que Ie longueur de correlation [15]. II nomma supraconducteurs de type I ceux qui
out une valeur de K plus petite que 1/V2 et supraconducteurs de type II ceux qui
ont une valeur de K plus grande que 1/^2- Ses resultats lui permirent de conclure
que dans Ie cas des types II, plutot que d'avoir une transition discontinue entre 1 etat
supraconducteur et 1'etat normal en champ magnetique, une penetration continue du
flux magnetique apparaitrait a un certain champ critique H^ jusqu'a un autre champ
critique Hc^ ou Ie materiau est projete dans 1'etat normal. Son etude montra aussi
que Ie flux penetre par Ie biais d'un reseau de tubes, des vortex transportant chacun
un quanta de flux magnetique. Abrikosov predit que ces tubes s'arrangeraient selon
un reseau triangulaire.
La supraconductivite a haute temperature critique
En 1986, Bednorz et Muller decouvrent un nouveau type de supraconducteur [2].
Brisant tous les records de temperature critique elevee, cette decouverte constitua
la premiere observation des proprietes de supraconductivite a haute temperature cri-
tique. Une toute nouvelle classe de materiaux venait d'etre decouverte. Comme
pour les supraconducteurs conventionnels, les supraconducteurs a haute temperature
critique sont caracterises par 1'existence de conductivite infinie et de diamagnetisme
parfait.
On a observe certaines caracteristiques communes aux supraconducteurs conven-
tionnels et aux supraconducteurs a haute temperature critique. D'abord, dans les
deux cas, il y a presence de paires d'electrons 16, 17] en observant une charge de 2e.
Avec des mesures de spectroscopie par photoemission, par efFet tunnel electronique
ou d autres experiences, il est possible de detecter la presence d'un gap supraconduc-
teur tout comme pour les supraconducteurs conventionnels. Par contre, Ie gap est
plus grand pour les supraconducteurs a haute temperature critique. De plus, il est
anisotrope [18]. On retrouve aussi certaines proprietes associees aux supraconducteurs
de type II comme la presence de vortex et 1'efFet Josephson.
Par contre, bon nombre de proprietes sont entierement differentes de celles des
supraconducteurs conventionnels telles les hautes valeurs de temperature critique
deja mentionnees. De plus, la symetrie du parametre d'ordre de ces supraconduc-
teurs est de type d [19]. Ensuite, on note Ie comportement lineaire de la resistivite en
courant continu, la proximite d'une phase antiferromagnetique, les faibles longueurs
de correlations, etc [18]. Une autre diflference importante est la necessite de doper en
porteurs Ie materiau afin de generer un materiau supraconducteur. On verra dans la
section suivante comment cela afFecte Ie phenomene de la supraconductivite a haute
temperature critique. Compte tenu des grandes valeurs de temperature critique de
ce genre de materiaux, on rejette la possibilite d'une interaction phononique effec-
tive a la BCS, etant donne les echelles d'energie impliquees. On observe aussi la
forte anisotropie pour ces materiaux [20], signalent 1'importance dels plans de cuivre-
oxygene. La presence de plan de cuivre-oxygene dans la plupart des supraconducteurs
a haute temperature critique suggere que c'est dans ces plans que se produit essen-
tiellement Ie phenomene de supraconductivite.
Toujours a la recherche de la de de la supraconductivite a haute temperature cri-
tique, les physiciens developpent de nouveaux modeles, souvent difficiles a resoudre.
On propose ici d'analyser un de ces modeles et plus particulierement, certaines methodes
de resolutions 1'entourant. II s'agit du modele de Hubbard.
Le diagramme de phase des supraconducteurs a haute temperature
critique
Certaines proprietes des supraconducteurs a haute temperature critique peuvent facile-
ment etre resumees par leur diagramme de phase que 1'on observe experimentalement
[21]. On associe Ie dopage (en electrons ou en trous) a la concentration en porteurs
dans les plans de cuivre-oxygene. La figure 1 presente la forme de ce diagramme
pour les materiaux dopes aux trous. L'axe des ordonnees represente la temperature
et 1 abscisse correspond au dopage, la concentration en porteurs. Sur cette figure
on voit la proximite de la phase antiferromagnetique (AF), la region du pseudogap
sous la droite, qu on peut observer dans la densite d'etat mesuree par photoemmision
(PG) [22], on voit aussi la region associee au spin glass (SG) et finalemeirt Ie dome
supraconducteur (SC).
Le modele de Hubbard comme candidat
Les resultats experimentaux accumules jusqu'a present sur les supraconducteurs a
haute temperature critique suggerent que de fortes correlations d'origine magnetique
seraient responsables du mecanisme de la supraconductivite a haute temperature cri-
tique. Le modele de Hubbard est Ie modele theorique Ie plus simple qui presente
une phase antiferromagnetique a basse temperature et a dopage nul. En utilisant Ie
modele a deux dimensions, on tient compte de 1'existence de plans de cuivre-oxygene.
La possibilite de varier Ie nombre d'electrons tient compte de la concentration en
porteurs. On emet 1'hypothese que tous les processus physiques responsables de la
supraconductivite a haute temperature critique sont inclus dans ce modele et qu en
reussissant a Ie resoudre, on obtiendrait 1'essentiel du phenomene. Par contre, de nom-
breux processus physiques qui apparaissent dans les materiaux reels ont ete negliges.
Cela a pour consequence de rendre les comparaisons quantitatives avec des resultats
experimentaux plutot difHciles. Par exemple, Ie volume est constant, ce qui implique
que la pression n'est pas definie et qu'il n'y a pas de contributions phononique. De
plus, il n'est pas possible de faire directement une etude en champ magnetique. Par
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Figure 1: Diagramme de phase generique des supraconducteurs a haute temperature
critique dopes aux trous [23]
contre, il tient compte d'interactions magnetiques.
Le modele de Hubbard en deux dimensions n'a pas de solution exacte connue. D
necessite 1'utilisation de puissants ordinateurs. En plus, une bonne dose d'approximations
reste necessaire pour reussir a calculer certaines de ses proprietes. C'est pour cette
raison que cette etude portera principalement sur deux methodes de resolution, soit
1 approche non-perturbative autocoherente a deux particules (ACDP) et la theorie
de perturbation interamas (TPI). On verra que la methode ACDP reussit a bien
reproduire les resultats de simulations Monte-Carlo Quantique. La methode TPI a
1'avantage d'etre exacte autrement dans la limite faible couplage que dans la limite
fort couplage.
Uniformite thermodynamique et localisation induite
par la temperature dans les systemes cPeIectrons en
interaction
Dans ce projet, cinq methodes approximatives de resolution du modele de Hubbard
seront comparees. Cette comparaison faite, 1'une de ces methodes sera choisie pour
mettre en evidence certaines structures de la chaleur specifique a basse temperature
et 1'existence d'un minimum de double occupation en fonction de la temperature pour
plusieurs remplissages. II sera montre que 1'analogie entre 1'effet Pomeranchuck et Ie
minimum de double occupation evoque par Antoine Georges, Gabriel Kotliar, Werner
Krauth et Marcelo J. Rozenberg [3] pourra difficilement etre poussee plus loin. En
effet, Pentropie du metal en comparaison avec 1'entropie de 1'isolant pour Ie systeme
etudie ne presente pas les memes caracteristiques que 1'entropie du solide et 1 entropie
du liquide pour Ie cas de 1'helium trois.
Les cinq methodes en question sont les suivantes. Tout d'abord, on utilise des
resultats de simulations Monte-Carlo quantique comme etalon. Bien que cette methode
soit exacte aux erreurs statistiques pres, elle a Ie desavantage de mal fonctionner aux
faibles valeurs de dopages et aux basses temperatures. C'est la raison pour laquelle
on a besoin d'autres methodes plus approximatives, mais qui n'ont pas ces limita-
tions. Le Monte-Carlo peut etre utilise comme etalon pour verifier la precision des
autres methodes dans les regimes ou Ie Monte-Carlo est accessible, avant d'etendre
ces methodes a des regions ou Ie Monte-Carlo n'est plus accessible. Ensuite, sera
comparee au Monte-Carlo quantique une approche non-perturbative que Pon designe
autocoherente a deux particules (ACDP). Cette methode utilise certaines regles de
sommes importantes, les lois de conservation et Ie principe d'exclusion de Pauli. Dans
Ie cas particulier de cette methode, 1'uniformite thermodynamique sera verifiee. En-
suite, on fera la comparaison avec la theorie de perturbation interamas (TPI). Cette
methode consiste a faire des diagonalisations exactes sur des amas de sites. En-
suite, par Ie biais de la theorie de perturbation en couplage fort, on genere un reseau
de taille infinie avec les amas. Puis, on comparera des resultats de double occu-
pation faite avec la methode de fluctuation exchange (FLEX), calcules par Ie Dr.
Bumsoo Kyung. Cette methode perturbative utilise les lois de Kadanoff-Baym qui
assurent Pumformite thermodynamique. II sera demontre que la methode ACDP re-
specte Puniformite thermodynamique malgre Ie fait qu'elle n'utilise pas ces regles.
Finalement, on presentera des resultats de la theorie de perturbation au second or-
dre (TPSO) a faible couplage. La methode ACDP ayant un domaine de validite
s'etendant des couplages nuls (U = 0) vers les couplages faibles a intermediaires, les
calculs seront tous faits pour U < 4. Ceci correspondrait done aux types de materiaux
dopes aux electrons comme Ie suggere les resultats de calcul de poids spectral [24]
et les echelles d'energie du gap optique 25]. II est important de noter que la region
de parametres la plus interessante est celle a basse temperature et pres du demi-
remplissage, car c'est dans ces regions que les methodes approximatives sont mises a
plus rude epreuve.
Par des calculs de chaleur specifique, on verra quels sont les avantages de la methode
ACDP par rapport a la theorie de perturbation au second ordre, surtout a basse
temperature. Des comparaisons avec les resultats Monte-Carlo quantique mettront
en evidence la validlite de cette approximation. Ensuite, par Ie biais de la methode
ACDP, une analyse de la chaleur specifique sera faite. Par la suite, on calculera la
double occupation en fonction de la temperature pour divers remplissages. Ce faisant,
on observera une chute radicale de la double occupation a basse temperature ainsi
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que la presence d'un minimum local dans cette courbe. On dira que Ie systeme est
localise lorsque la double occupation est nulle. Ainsi, en observant une diminution de
la double occupation, on dira que Ie systeme se localise.
Chap it re 1
Le Modele de Hubbard
II existe de nombreux modeles theoriques qui pourraient a priori etre utiles pour com-
prendre Ie ou les mechanismes conduisant a la supraconductivite a haute temperature
critique. Par exemple, Ie modele t—J, Ie modele de Hubbard a une bande, Ie modele de
Hubbard a trois bandes, etc. Ici, il sera question du modele de Hubbard a une bande
avec saut aux premiers voisins1 [26]. Malgre les simplifications faites, ce modele n'est
toujours pas resolu en deux dimensions dans la gamme interessante de parametres.
Dans ce chapitre, Ie modele de Hubbard sera presente. Certains cos limites utiles
seront discutes et finalement, les methodes de resolution choisies seront exposees.
1.1 Le modele de Hubbard
La forme du hamiltonien de Hubbard est la suivante2:
H = S ^j(c!,<7CJ> + CLC^) + £/Sn^nu (Ll)
(t,J')»0- t
lque nous appellerons simplement modele de Hubbard par la suite pour alleger Ie texte,
2Dans Ie prochain chapitre, on utilisera la notation 0 pour designer un operateur et 0 pour
^
designer la valeur moyenne : (0).
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ou (i,j} indique que la somme est faite sur les premiers voisins d'un reseau carre,
c\ et Cj^a- sont respectivement les operateurs de creation et d'annihilation d'electrons
et finalement, n^a- est 1'operateur du nombre d'electrons egal a c\ Ci^. L'operateur
c\ cree un electron de spin a au site i tandis que Poperateur c^a detruit un electron de
spin a au site i. Ces operateurs fermioniques repondent aux relations d'anticommutation:
[ci^c[a'}=si,35^1 (1-2)
{^,€-}=0 (1.3)
On appelle communement t^j V integrate de saut On suppose qu'elle est constante
et on la choisit egale a —t. On peut considerer t comme etant 1'element de matrice
pour Ie taux de transition de Pelectron d'un site a 1'autre (i -4- j) selon la regle d'or de
Fermi [27]. Le second terme de Phamiltonien resulte d'une interaction coulombienne
ecrantee sur Ie site i.
1.1.1 Commentaire sur Ie choix des unites
Les ordres de grandeur d'energie sont compares a t et U. Les unites d'energie et de
temperature sont definies en fonction de t. Tous les resultats numeriques presentes au
chapitre 3 sont calcules avec la convention suivante: ^5, la constante de Boltzmann,
h, la constante de Plank sont normalisees a 1. On choisit t et Ie pas du reseau a
comme etant aussi egaux a 1. La valeur de U varie et sera rappelee pour chaque serie
de resultats. Avec ce choix d'unite, une unite de t correspond a environ 125 meV ;
ce qui equivaut a environ 1300K. Le pseudogap observe par simulation Monte-Carlo
a U = 4 [28] se situe, a dopage nul, autour de 300 K, ce qui correspond a quelque
chose comme 0.2t a 0.25t.
1.2 Cas limites du modele de Hubbard
II existe certains cas limites pour lesquels Ie modele de Hubbard a une bande est solu-
ble. Par exemple, en dimension infinie avec la methode du champ moyen dynamique
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[3] ou encore en une dimension avec 1'ansatz de Bethe [29, 30]. On s'interesse ici au
modele de Hubbard en deux dimensions. Les limites t =0 et U = 0 sont solubles. Le
cas de la limite [7=0 sera fort utile pour les discussions a venir, c'est pourquoi cette
limite sera plus explicitement exposee.
1.2.1 La limite de couplage nul: £7=0
La limite du modele de Hubbard a deux dimensions ou U = 0 est ties impor-
tante ici, car c est dans cette limite qu'il est possible de verifier la precision des
calculs numeriques (Annexe B). Malheureusement, il n'est pas toujours simple de
calculer analytiquement les quantites thermodynamiques d'interet avec les methodes
de resolution choisies. Pour cette raison, les calculs thermodynamiques sont efFectues
numeriquement. Etant donne que plusieurs des resultats presentes au chapitre 3
proviennent d'integrations ou de derivations numeriques, il importe d'avoir une idee
de la precision de ces operations. Puisque les quantites d'interet pour cette etude ont
des solutions analytiques exactes pour £7=0, des comparaisons entre ces solutions
et les resultats numeriques a U = 0 donnent une estimation des erreurs numeriques.
L'hamiltonien prend la forme suivante:
H = -t E (CLC^ +c^ (L4)
{i,3),o-
qui est diagonal dans 1'espace reciproque:
ff=SckcLck,<r (L5)
k,<r
\
ou ck = —2< (cos(ka;) + cos(ky)), la relation de dispersion. A partir de cet hamiltonien,
on peut calculer toutes les quantites physiques pertinentes ici (Annexe A). On appelle
communement ce cas limite la limite de bande.
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1.3 Resolution a couplage non-nul
La resolution exacte du modele de Hubbard a deux dimensions necessite des outils
de calcul inaccessibles. Ainsi, pour resoudre cet hamiltonien, il faut faire appel a des
methodes de resolution approximatives. Lors de cette etude, trois types de methodes
de resolution ont ete utilises. Cette section les presente.
1.3.1 Une methode numerique: Ie Monte-Carlo Quantique
(MCQ)
Plusieurs approches Monte-Carlo existent pour les systemes quantiques. Celle qui a
ete utilisee ici est basee sur 1'algorithme de Blankenbecler, Scalapino et Sugar (BSS)
[31]. On traitera des concepts importants qui out permis d'utiliser cette methode
pour la resolution du modele de Hubbard ainsi que certains problemes relies a cette
derniere. On exposera aussi les parametres pour lesquels il est possible d'explorer
les solutions a ce probleme. Cette methode donne des resultats exacts aux erreurs
statistiques pres, mais est limitee a des reseaux de taille finie et des temperatures
relativement elevees.
Decomposition de Trotter
L'algorithme BSS calcule la moyenne thermodynamique des observables d interet. En
mecanique statistique quantique, la valeur moyenne d'une observable prend la forme
suivante:
,-/3(ff-/in)
(1.6)
Tre-<8(ff-^n)
ou H est 1'hamiltonien de Hubbard defini precedemment, n est 1'operateur du nombre
de particules3, p, Ie potentiel chimique et ft est 1'inverse de la temperature.
3Habituellement, on utilise une lettre majuscule pour designer Ie nombre de particules dans un
tel contexte. Mais ici on choisit la lettre minuscule pour distinguer du nombre de sites design^ par
la lettre N.
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Maintenant, pour effectuer la decomposition de Trotter, on efFectue la correspon-
dance suivante: H — (J,n= K+V = H' ainsi que e~/3 = eiHt. La derniere conduit a
1'expression nombre de tranches de temps imaginaires N^ par analogie avec 1'operateur
d'evolution. Sachant que [K, V] ^ 0, on utilise la decomposition de Trotter-Suzuki
[32, 33, 34]:
^(K+V) ^ JJ gATA+V,) „ J-J g-ArA-^-Arl/, ^ 0(^2)^ (1.7)
1=1 1=1
ou A^-AT = /3. II est important de remarquer que cette forme de decompostion de
Trotter-Suzuki n'est pas la seule possible. L'erreur 0(Ar2)A^, devient une erreur
d'ordre (Ar)2 dans 1'operation de trace [35] et peut etre aussi controlee en faisant
une regression AT —>• 0 ou en choisissant AT suffisamment petit pour que cette erreur
systematique soit plus petite ou du meme ordre de grandeur que 1'erreur statistique
[35]. Plus AT est petit, plus les temps de calculs sont longs. Si la temperature est trop
faible pour une valeur de AT constante, les temps de calculs deviennent impossibles.
Transformation de Hubbard-Stratonovitch: Decouplage des interactions
A
Le but de cette operation est de rendre 1'hamiltonien efFectif H quadratique en
operateurs de fermions. Cela a pour consequence d'introduire dans Ie probleme au-
tant de variables classiques qu'il y a de sites dans Ie reseau espace-temps4. L'avantage
d'avoir un hamiltonien quadratique est la possiblite de faire la trace sur les operateurs
fermioniques.
II a ete defini plus tot que H = K -\- V. Maintenant voici les definitions de K et V
respectivement:
Ki^i == -ti,jc[^Cj^ (1.8)
VH s Ufii^ni^ - p, (ni^ + n,,f,f) (1.9)
^NNr variables ou sites dans Ie reseau espace-temps ; TV sites dans 1'espace reel fois Nr tranches
de temps.
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ou tij vaut t si i et j" sont des sites voisins et vaut 0 autrement . La somme etant
efFectuee sur tous les sites plutot que sur les liens, il n'y a qu'un terme dans la somme
plutot que deux. Etant donne les proprietes de commutation de 1'operateur nombre,
il est possible de reecrire un membre de 1'equation (1.7) de la fa^on suivante:
e-^E,^=F[e-ATV- (1.10)
i=l
sans approximation. On peut reformuler chacun des termes de 1'equation precedente
amsi:
g-ArV,, ^ g-AT[C7(n,,^-l/2)(n.,,4-l/2)-^-[7/2)(n.,,,t+n»,,4)-[//4] ^j^^
Alors on obtient Phamiltonien quadratique en utilisant la relation:
g-Ar[^(n,,,,-l/2)(n^-l/2)] ^ g-Ar[7/4 / " p^)^ni^-ni'1'^ dx (1.12)
9 -A
qui est satisfaite si on choisit la fonction P (x) avec les criteres suivants:
<A
u
AT -:
e
P(x)dx (1.13)
r-A
2 = / P(rc)cosh(a;)da; (1.14)
'-A
Pour la transformation de Hubbard-Stratonovitch, Ie choix s'arrete generalement
sur A = oo et P(x} = —^======e/2AT[7. Dans Ie contexte des simulationsV27TATUU ' ^""" ^ -"— — ^^^^^^^
il est avantageux d'utiliser une variable discrete. La suggestion faite par Hirsch [36]
correspond a:
P(x) = i [5(x - A) + S(-x - \)] (1.15)
5Ei,j 'ti,jc[^Cj^ = -*E<,,;,)(CLac;?>^ + cll,aci^) si ^ = * lorsque i et ^ sont voisins et 0
autrement.
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u
AT—
cosh(A) = e 2 ;
-Arp(n,,;,t-^
1
ni,l,r
u
== g-"' 4 -!- ^^ gAa;i,((n,,;,i—nt,;4)
2 L^i.
a;t,i=±l
(1.16)
(1.17)
Ces transformations sont exactes dans la mesure ou un nombre infini d'iterations
Monte-Carlo sont faites. Le champ Xi^i est couple au spin du fermion sur Ie site i au
temps imaginaire I selon 1'axe z. C'est ce que Pon nomme les champs de Hubbard-
Stratonovitch. Us peuvent correspondre a des bosons fictifs a 1'origine de 1'interaction
de Hubbard [37].
Trace sur les fermions
Une fois la transformation de Hubbard-Stratonovitch effectuee, on peut evaluer la
fonction de partition:
^EII^
{x,,i}a=±l
'Nr
' gEi,, ATC^A',,.,c,,,,,gEij <.(V.,.)rc,,.
il=l
Kij = —t si i et j sont premiers voisins et 0 autrement
Wj)r=^[^.,i+AT^-^)]
(1.18)
(1.19)
(1.20)
On peut evaluer la trace avec des methodes hamiltoniennes [38] en choisissant la
bonne base. On a finalement:
Z=E ndet[l+B^B^_i...B^]
{^}<r=±l
ou I est la matrice identite et les matrices Bf de taille N x N sont:
(1.21)
Bf = e-^TKev'° (1.22)
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Pour calculer la valeur moyenne d'une observable (1.6) avec les methodes developpees
dans les sections precedentes, il faut utiliser Pequation suivante:
^ _£<„,,} Tron^nrr^(fe,j)
E{.,,)^rL^rr-Df({^})
^£(.,,,)<O)?^(K,})
E{.,,}^,<}) ^-'
,/,,o . _ TrOTl^,TlNr D! ({x.,,})<o>w=^ri^n^(£})' (1-25)
et
^ (KJ) = F[ det [I + B^B^_i.. . B^] (1.26)
a=±l
^JV
^ ^ _ 2^=l"t,(,<r
D^ = e^TEi'JC^Ki'jc3'lae
Ao-a;(.j+AT H)] (1.27)
Avec ces informations, on peut calculer toutes les observables d'interets.
ft
Echantillonnage Monte-Carlo
Le reseau espace-temps comporte <2NNT configurations possibles du champ de Hubbard-
Stratonovitch. Les temps requis pour calculer 1'equation (1.24) numeriquement sont
exponentiellement longs. Done, Us deviennent rapidement inaccessibles. C'est id
qu'intervient la methode Monte-Carlo. La methode utilisee est une variation de
Palgorithme de Metropolis, Rosenbluth, Rosenbluth, Teller et Teller. Get algorithme
calcule la somme sur les champs de Hubbard-Stratonovitch avec une marche aleatoire
dans Pespace des champs {rc»,z}- On s'assure de cette fa^on de calculer les contribu-
tions qui ont Ie plus grand poids statistique. La quantite
ndet[l+B^B^_r..B?] (1.28)
a=±l
17
1.3. RESOLUTION A COUPLAGE NON-NUL
est analogue a un poids de Boltzmann dans Ie calcul de (1.21) et sert a determiner Ie
poids statistique de chaque configuration. Dans les methodes Monte-Carlo classiques,
Ie poids de Boltzmann est toujours positif. Alors qu'ici, comme poids de Boltzmann
P({xn}), on utilisera la valeur absolue de (1.28). On considerera Ie signe de (1.28)
en 1'incluant dans 1'observable:
^_ E{^c}<o){^s(^})
^{XMC} s ^xi^
s ({x,,t}) = 1 xsgn ( n det [I + B^B^_i ... B?] ) (1.30)
<a=±l
Lorsque s ({x^i}) oscille frequemment entre +1 et -1, Ie calcul devient moins precis.
Ce probleme de signe apparait surtout dans certains domaines de parametres, notam-
ment pour de grandes valeurs de U et pour les petites valeurs de dopage. Bien qu'il
depende de la transformation Hubbard-Stratonovitch utilisee, aucune n'a ete trouvee
pour laquelle il est possible d'eliminer ce probleme [39].
En pratique, les calculs sont faits de la fa^on suivante. D'abord, on initialise les
valeurs des champs de Hubbard-Stratonovitch. Lors de Pinitialisation, on genere
une configuration aleatoire des champs de Hubbard-Stratonovitch. Ensuite, on fait Ie
balayage dans Ie reseau espace-temps de la meme faQon que lors du calcul, a 1'exception
qu'on ne conserve pas de resultats pour Ie moyennage statistique. Cette etape permet
la thermalisation. Par la suite, on commence les calculs. On evalue la fonction de
Green pour chaque site %, j, I ;
G" (1,1),, =
l+B^B^.-.B^J
(1.31)
1,3
Pour chaque site i,j,l, on determine selon une certaine probabilite la possibilite
de changer une valeur de champ xn —> —xn6. Si Ie changement est accepte, on
recalcule la fonction de Green. Ensuite, on passe au site suivant. II est possible
d'extrapoler la fonction de Green pour une tranche de temps supplementaire avec la
formule d'enroulement:
60n se rappelle que dans la situation etudiee, x^i = ±1
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G0(l^r 1,^+1),,= (BfG"T(/,QBf-l) (1.32)
i3
mais cette fagon de calculer, bien que plus rapide, est moins stable numeriquement.
Pour stabiliser les calculs, on evalue avec (1.31) la fonction de Green apres un certain
nombre de tranches de temps. L'etape suivante consiste a calculer les observables et
a calculer la valeur moyenne Monte-Carlo et Perreur statistique (ou erreur Monte-
Carlo). L'erreur Monte-Carlo sur la moyenne de L mesures est:
^=^£(0.-(0>)2)2 (1.33)
Les parametres
Lorsqu on fait des simulations Monte-Carlo pour Ie modele de Hubbard, il existe un
certain nombre de parametres sur lesquels on peut jouer pour ajuster la precision
ou choisir la region de parametres physiques que 1'on veut explorer. Le nombre de
mesures, Ie rechaufFement, AT, par exemple permettent de choisir la precision, tandis
que la temperature, Ie potentiel chimique et Pinteraction U permettent de choisir la
region physique a explorer.
En premier lieu, les parametres de precision sont abordes. Le nombre de mesures
correspond en fait au nombre d'iterations Monte-Carlo. Plus ce nombre d'iterations
est grand, plus Perreur statistique est petite et plus Ie resultat est exact. Ensuite, AT
est Ie parametre provenant de la decompostion de Trotter. II va etre choisi suffisam-
ment petit pour que 1'erreur systematique resultante soit plus petite ou de 1'ordre
de 1'erreur statistique. Ou encore, Ie meme calcul sera refait en faisant varier AT
pour extrapoler vers AT —> 0. Ce choix correspond a celui du nombre de tranches de
temps. En choisissant un parametre du programme, multiple du nombre de tranches
de temps, on choisit a quel intervalle de temps on calcule la fonction de Green avec
(1.31). Le rechauffement correspond a un nombre d'iterations d'initialisation, qui
assure que la configuration initials des champs de Hubbard-Stratonovitch est ther-
malisee, c'est-a-dire est typique pour la temperature et Ie remplissage dont il est
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question. II y a aussi les problemes de collement Ces problemes correspondent au
fait que, pour certains parametres physiques7, la simulation risque de n'explorer qu'un
sous-ensemble des 1NNT configurations possibles du champ de Hubbard-Stratonovitch.
En faisant plusieurs simulations difFerentes qu'on moyenne par la suite, on evite en
partie ce probleme. II est aussi possible de diminuer Ie collement en faisant des mises
a jour particulieres des champs de Hubbard-Stratonovitch [40].
Les parametres physiques sur lesquels 1'utilisateur a Ie controle8 sont la temperature,
Ie potentiel chimique, la valeur de 1'interaction, la valeur de 1'integrale de saut selon
la direction9, la taille du reseau10, Ie nombre de vecteurs d'onde. L'interet id a ete de
cartographier la fonction E(T^p,(n), U) pour de faibles valeurs d'interaction, U < 4,
dans Ie but de valider 1 approche autocoherente a deux particules et la methode de
theorie de perturbation interamas.
1.3.2 La methode Autocoherente a Deux Particules (ACDP)
Cette methode [41] est construite selon les lois de conservation, Ie principe d'exclusion
de Pauli et certaines regles de somme. Elle respecte notamment Ie theoreme de
Mermin-Wagner. Cette methode est limitee a des couplages faibles a intermediaires
(typiquement U < 4) et a temperature finie. Elle permet de faire des calculs pour des
reseaux de n'importe quelle taille. Dans cette etude, pour fins de comparaison avec
les resultats Monte-Carlo Quantique, on s'est limite aux reseaux de taille finie.
Fonction de Green a une particule et self-energie
On definit la fonction de Green ainsi:
ff,(l,2) = G<,(n,n;r2,T2) = -<T-TCi,.(n)4,,(T,)} (1.34)
7Notamment a U eleve.
8Les variables independantes.
9Ce qui peut permettre d'etablir une anisotropie.
loEt incidemment la dimensionnalit^, ID ou 2D, si on choisit la taille 1 dans 1'une des deux
directions x ou y.
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ou TT- est 1'operateur d'ordre chronologique et r Ie temps imaginaire. La transformee
de Fourier-Matsubara est:
G^ikn) = ^e-tk-rl / dn^nTlG,(n,n;0,0) (1.35)
'0n
Ga(n,Ti) = ^ E e-";'TlG.(^,k)eik--' (1.36)
t/Cn,k
La self-energie obeit a 1'equation de Dyson:
G^ikn) = ^ _ ^ _ ,1 _ ^ „, ^ , (1.37)ikn-(e^- ^)-^(k,ikn)
Susceptibilite de spin et de charge
On exprime ici les operateurs densite et spin en termes des operateurs de nombre:
p,(T)=n^(r)+n^(r) (1.38)
Sf = n,t(r) - n,^(T) (1.39)
L'evolution temporelle dans ce contexte s'effectue en temps imaginaire selon la
representation d'Heisenberg. Les susceptibilites de charge et de spin peuvent se cal-
culer a partir de perturbations appliquees en temps imaginaire. La reponse lineaire
d'un spin en presence d'un champ exterieur selon z:
e~0H -^e~f)HTrexp ydr5f(T')^(r') (1.40)
conduit a
^(r. - r,, T, - T,) = ^^) = {T,^(T,)5J(T,)) (1.41)
De meme pour la susceptibilite de charge:
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Xck(r. - r,, r. - r,) = S^M- = <T^(r.)^(T,)) - n2 (1.42)
/i\'i,
ou n = {pi) correspond au remplissage precedemment defini et ou les derivees sont
des derivees fonctionnelles. Ces fonctions decomposees en frequences de Matsubara
requierent des sommes seulement sur les frequences de Matsubara paires. La limite
des hautes frequences de ces quantites possede un terme dominant en —^ ce qui
<
implique qu'il n y a pas de discontinuite dans ces fonctions pour r —> 0 contrairement
aux proprietes a une particule.
L'approche non-perturbative
On reduit Ie probleme a celui de deux fonctions de correlation a deux particules, soit
Tl
la double occupation (n^n^) et (n^) = (n^) = (n^) = -^. Cette derniere est determinee
par Ie principe d'exclusion de Pauli. Mais il faut determiner la valeur de la double
occupation.
Le principe d'exclusion de Pauli precedemment cite implique les identites suiv-
antes:
{(n,,t±^)2)=n±2(n^4) (1.43)
qui correspondent en fait a (pj) et (S^) respectivement. Les susceptibilites (1.41) et
(1.42) doivent correspondre aux equations (1.43) lorsque r, = Tj et que r = 0. On y
puise alors des regles de somme pour les susceptibilites:
^p(l, 1+) = ^ ^ ^ X.p(q, ^n) = 2(ntnf) - 2(n^) = n - 2<7i^) (1.44)
q »9n
XchCl, 1+) = ^ ^^Xch(q,tgn) = 2{nt"t)+2<n^)-n2 = n+2(n^)-"2 (1.45)
q tQn
Par invariance sous translation, on abandonne 1'indice i. De ces equations et de la
llEn d'autres termes, les relations d'anti-commutation.
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resolution de 1'analogue de 1'equation de Bethe-Salpeter dans Ie canal particule-trou,
on trouve les equations suivantes:
. + 2{^) -n2 = ^ E ^ ^(q'tgn) ^ (1.46)
q,^n l+^c/iXo(q^9n)
-2<^)=^S ?o(q'!9n) (^7)
q,^n 1- ^UspXo(^iqn)
Avec la relation:
_ (7w)VSP=W^}U (L48)
on obtient un systeme d'equations autocoherentes impliquant la double occupation,
une quantite a deux particules. La valeur de Uch est determinee avec 1'equation
(1.46). Cette appoximation s'apparente a celle suggeree par Singwi et al. [42, 43]. II
s'agit id en fait d'une generalisation de 1'approximation par champ local. De plus,
il n'intervient directement aucune quantite a une particule. Cette methode, comme
il a ete montre, integre Ie principe d'exclusion de Pauli, ce qui implique que cette
methode Ie respectera. De plus, elle respecte Ie theoreme de Mermin-Wagner en deux
dimensions [41].
Puisque les valeurs que peuvent prendre la double occupation sont bornees entre 0
et n 2/4, cela impose des contraintes sur la regle de somme de 1'equation (1.44). Pres
d'une transition de phase magnetique, la composante de frequence de matsubara nulle
pour la susceptibilite de spin prend la forme suivante:
X.p(q+Q,0)~^^ (1.49)
ou ^ est la longueur de correlation. Pres du maximum, la susceptibilite est de 1 ordre
de ^ pour les frequences nulles, alors que les autres composantes sont de 1'ordre de
l/(27rT)2. Ces dernieres contributions etant beaucoup petites que celle a frequence
nulle, la seule fa^on pour que:
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S-^. (1.50)(27T)d92+^-2
demeure finie en deux dimensions (d = 2), c'est d'avoir une valeur de ^ < oo. C'est
ce qu'on entend par theoreme de Mermin-Wagner, la longueur de correlation en deux
dimension doit demeurer finie.
Lois de conservation de KadanofF-Baym
Dans Ie cas des methodes diagrammatiques, il existe deux fagons d'obtenir la ther-
modynamique d'un modele. La premiere est de calculer Ie potentiel grand canonique
fl(T,fi,U) = —kBT\nZ et de deduire les autres quantites telles que 1'energie et la
double occupation avec les relations thermodynamiques habituelles. La seconde con-
siste a calculer la fonction de Green a une particule et de calculer les autres quantites a
partir de cette derniere. Le potentiel grand canonique et la fonction de Green peu vent
etre exprimes chacun par une serie de diagrammes 44 . Si on neglige des contribu-
tions, dans quelle mesure les energies, par exemple, calculees avec Ie potentiel grand
canonique d une part et avec la fonction de Green d'autre part correspondront-elle ?
Gordon Baym et P. Kadanoflont suggere [45, 46] une technique pour respecter cette
condition ainsi que certaines lois de conservations. Par centre, certaines quantites im-
portantes comme la double occupation proviennent de deux sources diagrammatiques
differentes selon qu'on les calcule avec ^2(T, p,, U) ou avec les fonctions de reponses.
Ces deux calculs ne donneront possiblement pas les memes resultats. De plus, Ie
principe d'exclusion de Pauli n'est pas respecte en general ; (ni^rti^) ^ (^1,1). Et
finalement, Papproche de Baym et KadanofF offre une infinite de theories qui satis-
font Puniformite thermodynamique12 et ne donnent ainsi aucun indice sur Ie choix
des contributions a sommer.
Pour la methode autocoherente a deux particules, une methode non-perturbative,
il n'est pas garanti qu'une quantite thermodynamique, comme p,(T, n) par exemple,
donne Ie meme resultat si on calcule cette fonction a partir de 7i(T, p) = TiG ou a
12Voir chapitre 2 pour une definition d^uniformite thermodynamique.
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53'
partir de E(T,n) = Tr( e+— Gf [41]. Ceci constitue un desavantage considerable
par rapport aux methodes qui respectent les regles suggerees par Kadanoff et Baym.
C'est ce qu'on propose de verifier dans cette etude. En meme temps, il sera verifie
laquelle des deux methodes correpond Ie mieux avec les resultats MCQ, ce qui perme-
ttra une certaine discrimination des quantites erronees ou une mesure de la precision
de P approximation.
1.3.3 Methode conservative a la KadanofF-Baym, Fluctua-
tion Exchange
Cette methode a ete suggeree par Bickers et Scalapino en 1989 [47]. II s'agit de
calculer la self-energie dans les canaux particule-trou et particule-particule a partir
de trois classes de diagrammes. On choisit les diagrammes de telle sorte que les
fluctuations de charge, de spin et de paires sont prisent en compte.
La self-energie a la forme suivante:
^(ikn, k) =^ ^(GWA,, - qn), k - q)^?,,, q) + G(i(kn - ?„), k - q)V^(iqn, q)
t9n,k
+ G(-i(kn - qn), -(k - q))V^(iqn, q)) (1.51)
ou:
VW(ign,q)=U2Xp-t(ign,q) (1.52)
vw(i9n'q)=iu^t(i9n'q)[^u^)-1}
+1^»'4-^(^)-1] (L53)
V^(iqn,q)=-U\^(iqn,q} [l+Uxpp(iqn^)
et finalement:
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Xpt(iqn^ q) = -^ ^ Gf(^(^ + 9n), k + q)G(ikn, k) (1.55)
ikn,k
XTp(i9n, q) = --^ ^ G'('(fc» + 9n),k + q)G(-»/;», -k) (1.56)
'ni'
Les resultats presentes dans Ie chapitre 3 ont ete calcules par Bumsoo Kyung. Seuls
des resultats de double occupation seront presentes.
1.3.4 Theorie de perturbation interamas (TPI)
Cette methode [48] consiste a effectuer des diagonalisations exactes sur de petits
reseaux, nommes amas. Ensuite, par Ie biais de la theorie des perturbations en cou-
plage fort (U » t), on genere un reseau de taille infinie avec des amas, tel qu'illustre a
la figure 1.1. Cette methode a 1'avantage d'etre exacte a t/U = 0 ainsi qu'a U/t = 0.
C'est une methode qui permet de faire des calculs a partir des temperatures nulles.
D abord, on divise Ie reseau en amas composes de L x M = N sites. L et M n'ont
pas besoin d'etre egaux. Par 1'entremise de diagonalisations exactes dans 1'amas, on
calcule la fonction de Green a une particule G(z)zj avec des conditions aux limites
ouvertes. En considerant 1'integrale de saut to qui lie les sous-reseaux de maniere
perturbative, on obtient la fonction de Green Gf<r(k,a;). Ainsi, les effets a courte
portee sont traites exactement alors que les effets a longue portee sont traites par
1'intermediaire de la theorie de perturbation ; cela constitue un avantage considerable
comparativement a d'autres methodes.
On exprime Phamiltonien par deux termes:
^=Eff^+ E VK-wc^c^ (1.57)
R R,R ,(T
ou R indique la position de 1'amas, V' ' correspond a 1'integrale de saut interamas et
les indices a et b indique la position du site dans 1'amas R et R respectivement. Dans
Ie cas ou on utilise un amas compose d'un seul site, HQ sera constitue de 1 hamiltonien
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atomique. Dans la situation presente, les H^ sont 1'hamitonien de hubbard cite plus
haut pour 1'amas R.
En appliquant la theorie de perturbations en couplage fort aux amas de bases, pour
lesquels les diagonalisations exactes ont ete calculees, on obtient la fonction de Green:
g^) = —^— (1.58)
1 - VG(uj)
ou Q, G et V representent les matrices ^ (cj), SfiRiGa,b(^) et V^' respectivement.
Par invariance sous translation du super-reseau, il est possible d'exprimer la fonction
de Green Q et Ie terme V en fonction des vecteurs de la zone de Brillouin Q du
super-reseau plutot que par 1'indice d'amas. Ainsi on exprime la fonction de Green:
^a,6(Q, 0;) = f ,G(^, , } (1.59)^bw'''~^-V(Q)G(^)j^
ou:
^(Q)=E^'Q'R (1.60)
R
Cette fonction de Green est exprimee dans les deux espaces a la fois, soit 1'espace
reel dans Pamas et Pespace reciproque dans Ie reseau d'amas. L'application de la
theorie de perturbations aux amas brise 1'invariance sous translation. De sorte qu il
faut exprimer la fonction de Green dans 1'espace reciproque a partir de deux vecteurs
d'ondes:
_L J_
^(k,k',a,) = fE E 5(k-k'-q.)ffo,6(k,")e-""rae'k'-r'] (1.61)
s=l a,ft=l
ou qg appartient au super-reseau reciproque et a la zone de Brillouin du reseau initial.
Ensuite, on pose que Ie terme qs = 0 represente la fonction de Green pour avoir
1'invariance sous translation:
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_L
<?(k,") = ^ 0,,t(k,a-)e-k-<rG-r>) (1.62)
a,fr=l
II est possible de calculer 1'energie et la double occupation a partir de la fonction
de Green a un electron:
E(T = 0,n) = -i f ^^e'"»+(a, + e^G^u + i0+sign(^ - ^)) (1.63)
^TTJ
La fonction de Green retardee est dans ce cas GR(u)) = G^(uj + i0+) et on suppose
que G^ = G^. Si on exprime la fonction de Green avec sa representation spectrale:
G(k,,)=/-^Kk^L (1.64)
^~/ J 27TZ-UJ-^
il est possible d'integrer dans Ie plan complexe superieur et de trouver une expression
pour Penergie qui depend du poids spectral:
E=/(^/_L£(u+^£k)A(k>u') (L65)
Avec la definition de la fonction de Green causale:
G,(M) = -i<n|rck,.(o)c^(t)|n), (1.66)
il est possible d'exprimer 1'energie cinetique:
E^ = 2 f -^-^Wc^W (1.67)
Ecm =2t / (^pek / ^e<uo+Gt(u + !o+sign(u ~ /'))
-lfwL^A^ ^
II est aise ensuite de deduire la valeur de la double occupation en soustrayant 1'energie
cinetique de 1'energie totale:
28
1.3. RESOLUTION A COUPLAGE NON-NUL
M = ^ =lu!^L^+^-^A^ (L69)
II ne reste plus qu'a determiner Ie potentiel chimique. Dans les calculs, de fa^on
analogue a la methode ACDP, on fixe Ie remplissage et on en deduit Ie potentiel
chimique. Pour la theorie de perturbation interamas, on utilise la formule:
n=2/(^/-l£A(k'u-//) (L70)
En utilisant Ie poids spectral calcule avec la TPI, on peut evaluer les integrales
precedentes et ainsi calculer 1'energie totale et la double occupation.
Les equations precedentes sont celles pour T = 0, on peut aisement generaliser aux
temperatures finies:
E = I W /-oo ^(" + ^ + £k)A(k> u)"(a') (L71)
(n^n^ = ^ y ^ ^ ^(u + ^ - ek)A(k,a))n(u) (1.72)
»=2/(^/-l£A(k'u-^) (L73)
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a--o
Figure 1.1: Figure illustrant la theorie de perturbation interamas [48]
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Chapitre 2
Thermodynamique du modele de
Hubbard et uniformite
thermodynamique
L'etude thermodynamique du modele de Hubbard est pertinente a plusieurs niveaux.
D'abord elle permet un rapprochement avec des resultats experimentaux, comme la
chaleur specifique par exemple. Ensuite, elle peut conduire a une meilleure comprehension
de la physique de ce systeme. II faut cependant verifier 1'uniformite thermodynamique
et la precision de chacune des methodes de calcul approximatif utilisees. Ainsi la
premiere section montrera comment verifier 1'uniformite thermodynamique. La sec-
onde section exposera les problemes rencontres lors des calculs de diverses quantites
thermodynamiques pour chacune des methodes etudiees.
2.1 Test cPuniformite et les relations de Maxwell
Pour etablir les relations de Maxwell necessaires a 1'analyse thermodynamique, il faut
d'abord identifier les variables du probleme. Dans Ie contexte du modele de Hubbard,
Ie volume est constant et on ne s'interesse pas ici a la pression. Ensuite, Ie champ
magnetique sera considere nul dans cette etude. Ainsi, on identifie 1'energie E, la
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n(T,n)=Ti[G(T,n)]
^,")=-;on(^))^
E(T, n) - TS(T, n) = f^ p.{T, n')dn'
E=Tt ^+^G(T,n)J
s(W^\9E'^)^
^(T,n)=-
(~Q(E{T,~n)-TS[T,n)
v 9n
Tableau 2.1: Tableau illustrant les deux approches independantes pour ACDP pour la
thermodynamique. Si les calculs des quantites de droite donnent les memes resultats
que pour celles de gauche, il y a uniformite thermodynamique
temperature T, Ie potentiel chimique ^z, Ie remplissage (ou la densite) n1 et finalement
1'entropie S comme variables thermodynamiques. Pour obtenir la thermodynamique
du systeme, il faut choisir deux variables independantes et calculer les trois autres.
2.1.1 Uniformite thermodynamique et lois de conservation
de Kadanoff-Baym
Le test d'uniformite permettra de verifier 1'uniformite thermodynamique:
Definition: Uniformite thermodynamique
II y a uniformite thermodynamique si toutes les manieres independantes possibles
de calculer une meme quantite thermodynamique donnent Ie meme resultat.
Dans Ie cas des methodes diagrammatiques, Ie probleme se pose de la fagon suiv-
ante. On peut calculer, disons, n(T, p) directement a 1'aide d'une somme infinie de
diagrammes. On peut aussi arriver au meme resultat par une autre route. On peut
calculer f2(T, p) avec une autre serie de diagrammes, puis calculer n(T, p) en derivant
^(T, fi). Le resultat de ces deux calculs ne sera identique que si les deux series infinies
de diagrammes sont choisies de telle sorte que 1'uniformite thermodynamique soit re-
spectee. Baym et KadanofFont demontre comment parvenir a ce resultat [45, 46].
L'approche ACDP n'utilise pas les regles suggerees par Baym et KadanofF. Ainsi,
1 Pour distinguer du nombre de sites N Ie remplissage sera designe par n = 1—S, ouS represente
Ie dopage aux trous.
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Puniformite thermodynamique devra etre verifiee (tableau 2.1). La correspondance
entre les diverses fonctions thermodynamiques calculees par les deux chemins qui
seront identifies donnera une evaluation de 1'exactitude de la methode.
2.1.2 Potentiels thermodynamiques
En utilisant la relation thermodynamique suivante:
dE = TdS + fidn, (2.1)
on remarque que si les deux variables choisies etaient 1'entropie et Ie remplissage, on
pourrait obtenir facilement toute 1'information sur la thermodynamique en calculant
E(S, n). On trouverait T et p, de la fagon suivante:
(9E(S,n)^ ^^(9E(S,n)^ ^^[:^r-)^T'\—^-),='' (2-2)
Dans ce cas, toutes les variables thermodynamiques, E,S,p,,T,n sont connues. Cepen-
dant, lorsqu on calcule E avec les methodes de resolution considerees dans ce projet,
c'est plutot E(T,n) ou E(T,p,) qu'on obtient. Autrement dit, les deux variables
independantes seront T et n, ou T et /^. Si on choisit T ei p, comme variables
independantes, Ie potentiel thermodynamique necessaire pour retrouver toutes les
quantites thermodynamiques n'est pas 1'energie mais plutot Ie potentiel grand canon-
ique:
dfl(T, /z) = d(E -TS - p.n) = -SdT - ndp, (2.3)
On exprime ainsi Ie potentiel grand canonique a Faide de la mecanique statistique:
f2(T, i^) = -kaTlnTr [e-^-^] (2.4)
qui permet bel et bien de verifier que:
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n =-(efl^"">
Ainsi que:
E = Q - TS+^n', (2.6)
s=-(9^,, ^
Avec une approche diagrammatique, fl(T,p) est Ie resultat d'une somme infinie de
diagrammes. Aussitot cette somme faite, il ne resterait plus qu'a calculer toutes les
autres quantites avec les equations (2.5)-(2.7) pour avoir resolu toute la thermody-
namique. Par contre, il n'est pas toujours possible de calculer ^l(T,p). C'est plutot
1 energie et Ie potentiel chimique qu'on obtient par les methodes presentes. Plus
exactement, il est possible de calculer:
/z(T, n) et £'(T, n) pour les methodes analytiques (2.8)
n(T, p) et i?(T, ^z) pour Ie Monte-Carlo Quantique (2.9)
Des cinq parametres, Ie seul qui demeure inconnu est 1'entropie. Les sections suivantes
montrent comment obtenir cette quantite.
2.1.3 L'entropie par Ie potentiel chimique
Si on choisit T et n comme variables independantes, on calcule E(T,n) et p,(T,n).
Voici comment on peut obtenir 1'entropie. II est d'abord utile d'identifier les condi-
tions initiates suivantes:
5(T==0,n)=OVn (2.10)
De plus, trivialement, Penergie s'annule lorsqu'il n'y a plus de particules, autrement
dit, pour n = 0. Ce qui nous conduit aussi a:
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E(T, n = 0) - TS(T, n= 0) = 0 (2.11)
Sachant que:
d(E - TS) = -SdT + ^dn (2.12)
avec (2.11) on trouve:
E(T, n) - TS(T, n) = F(T, n) (2.13)
qui est Penergie libre d'Helmholtz. En utilisant (2.12), on trouve aussi la relation de
Maxwell suivante:
^92F(T,n)\ _ fa2F(T,n)\ f9S(T,n)\ _ (9^T,nY
~9T9rT)^ - V 9n8fT )^ - - {~9n~ ) ^ -\~m~), ^
En utilisant encore une fois la condition (2.11), on trouve une premiere fa^on de
calculer 1'entropie:
^."-Z'(f).,"'
Comme on peut Ie remarquer, ce calcul de 1'entropie est independant du calcul
de Penergie mais depend directement du calcul du potentiel chimique. Dans Ie
cas des calculs impliquant un choix de T et p, comme variables independantes, un
developpement analogue fait avec (2.3) conduit a la relation de Maxwell:
m,-^).
et, utilisant S(T, p, = -oo) = 0, au calcul d'entropie:
s<^>-/'.m/''
II est done possible de calculer 1'entropie. Qui plus est, ce calcul depend uniquement
de n(T,fJ,) (ou p.(T,n)) et ne depend pas explicitement de Penergie.
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2.1.4 Vers Ie test d'uniformite, Pentropie par la chaleur specifique
Dans Ie cas de la methode ACPD, il existe deux manieres independantes de calculer
Pentropie. II y a celle deja trouvee a 1'equation (2.15). Aussi, avec 1'equation (2.1) et
la condition initiale (2.10), on trouve:
fT 1 (9E(T',n)\ ^,s(T'n)=J, ^['^—)^T' (2-18)
qui, de fa^on complement aire a (2.15), utilise seulement 1'energie et ne depend pas
explicitement de ,2. Verifier 1'uniformite thermodynamique de la methode ACDP
revient, entre autres, a verifier si (2.15) et (2.18) donnent des resultats identiques.
II existe au moins deux fagons de verifier 1'uniformite thermodynamique. On pour-
rait verifier Ie respect des relations de Maxwell ou encore faire une comparaison
directe du calcul de quantites thermodynamiques. La premiere approche semble plus
naturelle que la seconde, mais elle entraine deux problemes en pratique. D'une part,
ces relations ne sont verifiees qu'en un point a la fois. D'autre part, les differences
entre les deux resultats obtenus ne donnent aucune idee de 1'erreur sur les quantites
thermodynamiques intermediaires. Soit la relation de Maxwell suivante:
(^} - ^f^ = 1 (9E-~} (2.19)
'Y, fS\9^^~ P\9^1,
Si cette relation de Maxwell est respectee a 1%, cela ne permet pas de connaitre
1'erreur sur 1'entropie ou la chaleur specifique. C'est pourquoi les comparaisons seront
faites directement avec les quantites calculees. On choisira 1'energie en fonction du
remplissage et de la temperature ainsi que Ie remplissage en fonction du potentiel
chimique et de la temperature, pour des raisons pratiques (plutot que 1'entropie et la
chaleur specifique). L'entropie etant une fonction relativement douce, les differences
semblent moins apparentes. Le Monte-Carlo se prete mal au calcul de la chaleur
specifique et done consequemment au calcul de 1'entropie, car les resultats d'energie
sont entaches d'erreur statistique. Si les deux valeurs d'energie pour effectuer la
derivee sont prises trap pres 1'une de 1'autre, les erreurs statistiques out une plus
grande influence sur les resultats. Si les deux valeurs d'energie sont prises trap loin,
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1'approximation devient trop grossiere. De plus, 1'energie et Ie potentiel chimique en
fonction du remplissage et de la temperature sont des quantites calculees directement,
ce qui limite les erreurs numeriques.
2.2 Limites des faibles temperatures et des faibles
remplissages
I
Les simulations MCQ ne permettent pas des calculs a de trop faibles temperatures.
D'une part, pour des temperatures inferieures a 0.11 typiquement, les temps de calcul
sont extremement longs, etant donne qu'il faut considerer des systemes de grande
taille pour limiter les effets de tallies finies. D'autre part, a faible remplissage, la
,„=../- f9fi(T,nyderivee | ^ ) diverge vers —oo. II faut done trouver des moyens dextraire
QT in
1'entropie qui est calculee de la fagon suivante:
fTJ_ f9E(T',n)\ ^, _ ^ ^__ F (9^T,n'}\ ^,s(T'n)=L ^ {C^F1 )ndTI ou s(T'n) = ~ L ^9TL]tal (2-20)
malgre Ie fait que les bornes inferieures des deux integrales soient difficilement acces-
sibles.
2.2.1 L'integrale de la derivee du potentiel chimique par rap-
port a la temperature
Pour obtenir 1'entropie avec Ie potentiel chimique, il faut integrer la fonction suivante:
S^'-J:(?^)/"
n,n)\ . i. _ .___. _...
En principe, bien que 1'on puisse calculer | ~'~^ / ) a un remplissage aussi petit
n
que possible, la valeur n = 0 est impossible a atteindre. II faut done calculer cette
integrale a 1'aide d'une integrale impropre. Dans ce cas, on calcule plutot:
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5(T,n)=-^"(^)^n- (2.22)
L'equation qui nous permet de calculer Ie remplissage est la suivante:
" = 277 ^ ik.-(e(k^k,) -/.)-£, (2-23)
^n'a; ^r\/y
Quand, avec cette equation, on calcule numeriquement ( ^ ) , on constate
9T ) n
.,x „ .n (Q^(T,n)\ ^ ^_ ,,__ „_______,„_„__ __f9fi(T,nyqu'a n —> U, { ' ^ / j —> —oo. En taisant 1'approximation que
9T )n , .' -—--—---x-'-—-——--1- ^ QT )^
pour U > 0 est egale a ( \^ ) pour U = 0, il est possible d'obtenir une forme
9T. .^
analytique pour cette singularite. En effet, pour n -> 0 on s'attend a retrouver la
limite [7=0 car la valeur den > 0 la plus petite est celle n'impliquant qu'un seul
electron2, done un remplissage de n = 1/N. Avec un seul electron, il ne peut y avoir
de terme d'energie potentielle, done on retrouve Ie cas £7=0. Ainsi pour calculer
1'entropie pour tout U avec 1'equation (2.22) on utilise 1'astuce suivante:
s'T.">-rm-
-}:(ae^l)/''-n?!Q).in' ^
Or, on sait que (9/^z!)) = ln(") - ln (/(T)) - j^) OT) pour " < c> tel que
C ^ 0 (voir annexe G) ; f(T) = ^ E^, e-^li"k'~>. Ainsi:
2n faut tout de meme garder en tete que Ie nombre de particules n'est pas fixe mats bien fixe en
moyenne car on se situe dans 1'ensemble grand canonique.
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s<r.")-H^).A'-^-<K»^T]
+ / \^(n')dn1 - I \n(n')dn'
=-jn\^I) ln(n')]^-nln(^
-c 1" (f(T)) + T 9f(T)f(T) 9T (2.25)
Le dernier terme de 1'equation (2.25) pourrait causer probleme a temperature nulle,
mais aucun calcul n'est fait a de trap basses temperatures. II existe done une fagon
simple de calculer Pentropie avec 1'equation (2.22) sans avoir a calculer ^
a n = 0.
2.2.2 L'integrale de la chaleur specifique
Pour obtenir 1'entropie a 1'aide de la chaleur specifique, il faut resoudre 1'integrale
suivante:
fT 1 (9E(T',n)\ ^,
s(T'n)=J, Y'\^ffl—)ffl (2-26)
Or, autant avec les methodes MCQ qu'avec la methode ACDP, il est impossible de
calculer 1'energie de 0 a T. II est plutot possible de Ie faire a partir d'une valeur
finie jusqu'a une valeur arbitrairement grande (T —>• oo) de T. Consequemment, il
semble impossible de calculer Pentropie. Habituellement, on neglige les contributions
a temperature nulle [49, 50]. II est par centre possible de calculer analytiquement et
exactement la valeur de S(T = oo,n) (annexe D). Ce qui permet done de deduire la
valeur de S(T, n) de la fa^on suivante:
1 (9E(T',n)\ ^,_^( 2 \ ^( n^."><??)^-2h(^)-dn 2-n
-l:^°E^).^!:^?y).a- ^
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^>-r?(Min—(^)-(^,:)
•00
IT
1 (9E(T',n)\ ^,¥\-W-)"'
(2.28)
Ainsi, en calculant 1'integrale du membre de droite de T a oo de 1'equation (2.28),
connaissant la valeur de 1'entropie a 1'infini, on peut deduire la valeur de 5'(T, n) pour
n'importe quelle valeur de temperature accessible.
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Chapitre 3
Result at s
Dans ce chapitre seront exposes les resultats obtenus dans Ie cadre de ce projet.
D abord, on presente les resultats d'autocomparaison de la methode ACDP. Ensuite,
on presente les resultats obtenus avec les deux methodes analytiques et avec Ie MCQ.
On presente aussi des comparaisons avec des resultats de theorie de perturbation
au second ordre en couplage faible (TPSO) ainsi qu'avec des resultats obtenus par
la methode de Fluctuation Exchange (FLEX). Et finalement, etant donne les succes
de la methode ACDP, une analyse du comportement de 1'entropie et de la double
occupation a faible couplage est faite.
3.1 Autocomparaison ACDP et uniformite ther-
modynamique
Lorsque 1'on tente de resoudre un probleme a N-corps, on se retrouve face a certains
choix. Dans Ie cas des methodes diagrammatiques, un mauvais choix de diagrammes
pent conduire au non-respect de certaines lois de conservation. En d autres termes, il
se peut que Ie calcul de memes quantites par deux methodes differentes ne donne pas Ie
meme resultat. Kadanoffet Baym out suggere une fagon de choisir ces diagrammes de
maniere a s'assurer de respecter 1'uniformite thermodynamique. Comme la methode
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ACDP n'est pas une methode diagrammatique, on ne peut pas suivre ces regles. A
priori cela represente un grand desavantage. II s'agit de verifier maintenant si ce
desavantage entraine des consequences desastreuses.
n(|Ll)pourp= 10etU=2
-3.5 -3 -2.5 -2 -1.5 -I -0.5 0 0.5 1
Figure 3.1: Resultats de n(^) pour U = 2, f3 = 10. Les croix designe Ie calcul di-
recte du potentiel chimique alors que la ligne pleine provient du calcul numerique
de la derivee de 1'energie libre par rapport au potentiel chimique a temperature con-
stante. La reproduction des efFets de tallies finies suggere d'une part que les calculs
numeriques sont precis et d'autre part que les effets de tallies finies apparaissent dans
1'energie.
Autrement dit, Ie but de cette comparaison est de verifier 1'uniformite thermo-
dynamique pour la methode ACDP. Puisque la fonction ^(T, n) est obtenue par une
methode differente de celle utilisee pour E{T, n), on s'attend a ce que chaque fonction
thermodynamique calculee avec 1'une des methodes ne corresponde pas avec 1 autre.
En comparant avec les resultats MCQ, on peut discriminer la meilleure methode des
deux. De plus, la difference entre ces dernieres nous donne une evaluation de la
precision de la methods ACDP.
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n(n) pour [3 = 5 et U = 2
-3.5 -3 -2.5 -2 -1.5 -I -0.5 0 0.5 1
\i
Figure 3.2: Resultats de n(p) pour £7=2, /?= 5 En augmentant la temperature, la
correspondance en est que meilleure.
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Lorsque les comparaisons sont faites, c'est toujours pour des quantites fonctions
d un des deux parametres independants. Soit la quantite est calculee en fonction de
la temperature, soit elle est calculee en fonction du remplissage. En pratique, il est
plus simple de calculer en fonction de n (ou p) a T (ou /3) constant. Tous les calculs
faits avec ces methodes utilisent des reseaux carres de tallies finies de 8 par 8. Cela
facilite les comparaisons avec les resultats Monte-Carlo.
Nous avons ici des resultats de comparaisons (voir tableau 2.1) entre n(p,) calcules
avec Tr(e+S/2)G! et TrG pour U = 2 et plusieurs valeurs de temperatures aux figures
3.1 et 3.2. Pour faire ce calcul, on utilise 1'equation 2.18 pour calculer Pentropie avec
Tr(e + E/2)G?. Ensuite, on calcule 1'energie E(T, n) et finalement, on trouve n(fJ,)
avec:
^9F(T,nr
nw = - ^~^~L]^ (3-1)
Dans Ie cas de TrG?(T,/2), n(p) est calculee directement.
Comme on peut Ie constater, la correspondance entre les deux calculs est plutot
remarquable1. On note que plus Ie remplissage est faible, plus la correspondance
est bonne, car la methode ACDP devient exacte pour de faibles remplissages. Dans
Ie pire des cas, on observe une difference d'environ 2 ou 3% pour U = 2 au demi-
remplissage entre les deux methodes. Cette erreur diminue lorsque la temperature
augmente. C'est ce que montrent les trois graphiques des figures 3.4 - 3.5.
En observant Ie graphique de la figure 3.1, on voit meme qu'il est possible de voir les
effets de taille finie dans 1'energie. En efFet, les brisures dans la courbe sont dues a de
tels efFets comme on peut Ie constater sur la figure 3.6. Le calcul du potentiel chimique
a V aide de 1'energie reproduit parfaitement ces effets, meme a des temperatures aussi
faibles que -^t.
Les figures 3.7 - 3.8 montrent qu'a plus fort couplage, 1'uniformite thermodynamique
est moins bien respectee, avec des erreurs plutot de 1'ordre de 5 a 7 %. Ces resultats
accentuent aussi Ie fait que Ie desaccord est plus grand pres du demi remplissage, et
lLe terme de Hartree-Fock n'est pas absorbe dans Ie potentiel chimique sur ces graphiques de
u
sortes qu'a n= 1, p, = -^.
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|LL(T) pour n = 0.5 et U = 2
1.5
-2
2.5
-3
3.5
-4
4.5
-5
^^ _TrG + -
^\ Tr (£ + Z/2)G
'^\'\
'^+.
"̂+•.
'^+>k.
'+-k,
'^.
"^+.."+Y
\.
\.X-
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
T
Figure 3.3: Resultats de p,(T) pour n = 0.5 et U = 2. En tragant la fonction selon
la temperature, on voit bien que les resultats s'ameliore a mesure que la temperature
augmente.
que pour des remplissages suffisamment faibles, la methode fonctionne toujours bien.
Mais on observe tout de meme une belle correspondance dans les efFets de tallies
finies.
II faut bien faire attention lorsqu'on evalue 1'erreur relative. Puisque cette erreur
est calculee par la difference des valeurs de potentiel chimique plutot que par les
differences de remplissage, les erreurs relatives semblent grandes. En eifet, la region ou
1'uniformite thermodynamique est la moins bien respectee est la region ou Ie potentiel
chimique a des valeurs approchant Ie zero. Done, pour une erreur absolue plus ou
mains constante, 1'erreur relative est plus grande autour de ,2 = 0. Si on calcule
Perreur par une difference approximative des remplissages, on trouve plutot environ
1% dans Ie pire des cas pour U = 2 et 4% pour £7=4.
Une source d'erreur possible provient du calcul de 1'entropie a 1'infini. Si on se
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|Ll(T) pour n = 0.7 et U = 2
0.5
-1
1.5
-2
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+
s.̂
TrG
Z/2)G ----- -
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Figure 3.4: Resultats de p,(T) pour n = 0.7 et U = 2.
souvient bien (voir chapitre 2), la methode ACDP ne permet pas de caluler la chaleur
specifique a temperature nulle avec une precision suffisante. Ainsi en ne choisissant
pas une temperature suffisamment elevee pour integrer la chaleur specifique, il se peut
qu on oublie des contributions a haute temperature. La temperature choisie pour faire
les calculs d entropie est de IQOOt. A cette temperature, la chaleur specifique est de
1'ordre de 10~ , 10-7, et avant d'integrer, on multiplie par /3. Done on ne s'inquiete
pas de ce cote-la, puisque les contributions qui sont negligees sont plus petites que les
erreurs sur la derivee ou les erreurs occasionnees par la decomposition en frequences
de Matsubara.
On cherche id a verifier la precision de la methode ACDP. A quel point respecte-
t-elle 1'uniformite thermodynamique ? La plus grande partie de ce travail a eu pour
but d'eliminer toutes les sources possibles d'erreurs numeriques. Pour ce faire, les
memes calculs ont ete effectues a U = 0. Les parametres numeriques d'integration et
de derivation 2 ont ete ajuste a U = 0 de maniere a obtenir un respect de 1'uniformite
2Principalement Ie nombre d'iteration Romberg et Ie facteur de tolerance pour 1'integration et
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|Li(T)pourn=0.8etU=2
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Figure 3.5: Resultats de p,(T) pour n = 0.8 et U= 2.
thermodynamique trivialement verifiee dans ce cas particulier avec une erreur < 1%.
Cela constitue done une borne inferieure d'erreur pour les resultats presentes. En
principe, en changeant la valeur de £7, on devrait avoir les memes erreurs numeriques.
Malheureusement, ce faisant, on introduit la decomposition en frequences de Mat-
subara. Comme on Ie verra plus tard, ce parametre peut influencer les resultats
significativement, sachant que pour Ie nombre de frequences de Matsubara choisi 3,
les resultats n'ont pas converge (figure 3.21). Un nombre de frequences de Matsubara
trap petit limite Pintervalle sur lequel on peut effectuer la derivee. L algorithme de
Romberg etant iteratifjusqu'a convergence, il se peut que Ie pas d'integration, avant
extrapolation, soit plus petit que 1'intervalle sur laquelle on derive. Le calcul fait est
Ie suivant:
1'intervalle du denominateur pour la d^rivee.
3(2n+l)7rT=640
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n(n) pour U = 4 et P = 6
Figure 3.6: Resultats de n(p,) pour U = 4, /9 = 6. La figure illustre que les structures
visibles a basse temperature dans Ie potentiel chimique provient uniquement d'effet
de taille finie. Car plus la taille du reseau discret choisi est grand, plus la courbe est
douce.
^•")=(aT)
On
9
=Tn[E^-T
rlooo( 1 f9E(T,nY[s(oo-")-r"?R^)j), ^
La region la plus difficile a integrer se trouve autour de T ^ t. Dans ce cas, 1'intervalle
d'integration est environ 1000/2A:+1, ou k est Ie nombre d'iterations Romberg. Le
maximum choisit dans les programmes4 est de 20. C'est a dire un nombre maximal
de points de 2097152, ce qui represente un intervalle minimal de 4.7 • 10~4. Avec
une iteration de mains, on se retrouve a environ 0.9 • 10~3. Les derivees etaient ef-
fectuees avec un intervalle de 10~~4. En eliminant cette source possible de problemes,
on attribue les differences pres du demi-remplissage au nombre de frequences de Mat-
4Jamais rencontres en pratique.
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n(|Ll) pour P = 2 et U = 4
Figure 3.7: Resultats de n(p) pour U = 4 et ft = 2. En augmentant la valeur de £7,
la correspondance est mains bonne. Surtout au fur et a mesure que 1'on s'approche
du demi-remplissage.
subara trap faible en etant optimiste ou a la methode elle-meme en etant pessimiste.
Un demonstration analytique leverait Pambigui'te. Par contre, 1'etude en fonction du
nombre de frequences de Matsubara suggere qu'une augmentation de ce nombre on
pour efFet d'ameliorer les choses, ce qui suggere aussi fortement qu'avec un nombre
de frequences toujours de plus en plus grand, la methode sera de plus en plus precise,
jusqu'au respect complet de I'uniformite thermodynamique. II serait aussi possible
de calculer 1'energie avec TiG(T^ ^) mais cela requiert de plus grand temps de calculs.
Puisqu'en principe Ie nombre de frequences de Matsubara devrait etre infini, on peut
considerer ce probleme comme etant d'origine numerique qui a des repercussions sur
la precision de la derivee et de Fintegrale.
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n(|Ll) pour P = 10 et U = 4
Figure 3.8: Resultats de n(p) pour U = 4 et ft = 10. A plus fort couplage, les efFets
de tallies finies sont plus important. Ici, lorsque Ie remplissage depasse 0.85 environ,
on ne respecte plus tres bien 1'uniformite thermodynamique. Mais on reussit a tres
bien reproduire des efFets de taille finie importants.
3.2 Comparaisons du MCQ avec les autres methodes
Maintenant que 1'uniformite thermodynamique est verifiee, on veut savoir si la methode
ACDP donne les bons resultats. De plus, on se demande laquelle des deux methodes,
n(T, /i) = Tr [G((r, n)] ou ^(T, n) = Tr [(c + S/2)G?(T, n)], se compare Ie mieux avec
les resultats MCQ qui constituent notre reference. Par la meme occasion, d'autres
methodes seront comparees a la methode ACDP et au MCQ. II sera utile de savoir
que dans Ie cas du Monte-Carlo, les calculs ont ete faits avec 29 000 mesures, que
les extrapolations pour AT —> 0 ont ete faites sauf si mentionne et que les erreurs
statistiques sont de 1'ordre de la tadlle des points dans la plupart des cas.
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n(H) pour P = 6 et U = 2
1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
>
^
,>
^"""' MCQ -—
ACDP ; Tr G
TPSO
-4.5 -4 -3.5 -3 -2.5 -2 -1.5 -I -0.5 0
^
Figure 3.9: Resultats de n(p) pour /5 = 6 et U = 2. Le Monte-Carlo est represente
par les carres noirs. On compare ici Tr G avec Ie Monte-Carlo et avec la theorie de
perturbation au second ordre (TPSO).
3.2.1 Calcul de n(T, ^) par Tr [G?(T, /z)] compare avec Ie Monte-
Carlo Quantique
Dans cette section, on presente les resultats obtenus en comparant Ie remplissage en
fonction du potentiel chimique et de la temperature pour ACDP avec Ie MCQ (figures
3.10 - 3.12). On retrouve aussi les resultats pour la theorie de perturbation au second
ordre (TPSO).
On constate d'abord que pour U < 4, la methode donne d'excellents resultats. Pour
U = 4, on observe des differences de plus en plus grandes a mesure qu'on s'approche
du demi-remplissage et qu'on abaisse la temperature, c'est-a-dire les regions qui sont
vraiment interessantes. Cela indique une limite en couplage de la m^thode. Malgre
tout, meme a U = 4, la methode donne de bons resultats et les erreurs sont vraiment
minimes. II semble que Ie potentiel chimique soit une quantite relativement facile a
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1
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0.7
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n(n) pour P = 6 et U = 4
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..•*'
MCQ — -
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Figure 3.10: Resultats de n(^) pour /3 = 6 et U = 4. A plus fort couplage, les
differences sont plus grandes.
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n(H) pour (3 =4 et U = 2
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Figure 3.11: Resultats de n(p) pour /3 = 4 et U =2. Plus la temperature est elevee,
plus la correspondance est bonne.
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n(|Li) pour p =4 etU= 4
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Figure 3.12: Resultats de n(p,) pour ,3=4 et U = 4.
calculer. II faudrait faire des calculs a plus basse temperature pour vraiment tester
1 efficacite de la methode, mais c'est au niveau du Monte-Cario qu'il y a des contraintes
dans ce cas. Avec la precision choisie pour Ie Monte-Carlo, regression en AT, nombre
de mesures, etc, il est difficile d'atteindre des temperatures plus faibles.
Les courbes de n(p) ne suggerent pas de separation de phase dans la gammes des
parametres explores. Se serait Ie cas si la courbe de p.(n)5 avait un extremum ou un
plateau.
3.2.2 Calcul de E(T, n) par Tr [(c + S/2)G?(T, /^)] compare avec
Ie Monte-Carlo Quantique
Maintenant, void les resultats pour 1'energie en fonction du remplissage et de la
temperature. On trouve les resultats aux figures 3.13 - 3.16. Les resultats du premier
5 En inversant les deux axes sur les graphiques en question.
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M
E(n) pour P=6 etU = 2
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Figure 3.13: Resultats de E(n) pour ,3=6 et U = 2. Les points noirs correspondent
toujours au Monte-carlo. Les crobc designent la theorie de perturbation et les lignes
pointilles designe 1'ACDP au premier et au second ordre. A une temperature aussi
basse, on voit la necessite d'aller au second ordre.
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M
E(n) pour ? = 6 et U = 4
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Figure 3.14: Resultats de E(n) pour ,3= 6 et £7=4. A plus basse temperature, Ie
comportement etrange de la courbe ACDP au premier ordre indique 1'ouverture du
pseudogap.
\A
\̂\
\
\\
J_
MCQ
ACDP ler ordre
ACDP second ordre
TPSO
x-n,,
"^o...
"<^^::..,...........C->-x~^^^^>x
J_I __1__ r
>-——»——I
x
x-\
x'» -
^x'
.-••Tx T
T.'-'x"'' JL
.-•I'Y "^'x^x "
i
J.
56
3.2. COMPARAISONS DU MCQ AVEC LES AUTRES METHODES
M
w
E(n) pour ? = 4 et U = 2
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Figure 3.15: Resultats de E(n) pour ,3=4 et U = 2.
E(n) pour P =4 etU= 4
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Figure 3.16: Resultats de E(n) pour ,3=4 et U = 4.
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D0(n) pour P=4 etU = 2
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Figure 3.17: Resultats de {n^} pour £7=2 et /3 = 4.
ordre sont calcules avec la fonction de Green sans interaction et les resultats du second
ordre sont calcules avec la fonction de Green corrigee:
£(r-")=^E (£k+S?,,k)/2)
£(T-")=^E
iAn,k,o-
L ^n-(ek-^o)
Sn,K,<r -
(ek+S(^,k)/2)
[ikn- (ek-^)-S(zA;n,k)^
au premier ordre (3.3)
; au second ordre (3.4)
On constate d'abord que 1'accord entre Ie MCQ et ACDP est aussi bon que pour Ie
remplissage.
Encore une fois, pour 1'energie, une comparaison avec les resultats de la theorie de
perturbation au second ordre a ete faite. Les resultats a U = 2 correspondent si bien
que 1'analyse se concentrera sur les calculs fait a U = 4. A premiere vue, la theorie de
perturbation semble donner d'aussi bons resultats que la methode ACDP. II subsiste
tout de meme un bon avantage a Putilisation de la methode ACDP. II a deja etc
demontre [41] que la croissance de la longueur de correlation antiferromagnetique pres
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D0(n) pour P = 6 et U = 2
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Figure 3.18: Resultats de (n^n^) pour £7=2 et /3 =6.
de n = 1 est reproduite par la methode ACDP. La TPSO ne contient pas cet efFet. De
plus, en tragant la double occupation en fonction du remplissage et de la temperature,
on constate que la methode ACDP donne de biens meilleurs resultats, comme on peut
Ie constater aux figure 3.17 - 3.20. Cette quantite contient des proprietes physiques
interessantes, puisqu'elle est reliee a la valeur moyenne de S^ (equation (1.43)). De
plus, quantitativement, par rapport a Penergie, les valeurs de double occupation sont
plutot faibles. II est done important d'avoir la plus grande precision possible sur Ie
calcul de cette quantite. II est par consequent pertinent de privilegier la methode
ACDP. De plus, on verra que la theorie de perturbation ne reussit pas a reproduire
Ie pic de chaleur specifique a basse temperature.
En observant attentivement les resultats d'energie, on remarque que tres pres du
demi-remplissage, la methode ACDP donne de meilleurs resultats que la theorie de
perturbation. De plus, la region ou la TPSO est la plus juste en est une ou les
erreurs relatives sont les plus petites. Par centre, pres du demi-remplissage, la double
occupation est surevaluee pour les deux methodes approximatives, surtout a /? = 6, ou
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Figure 3.19: Resultats de (n^n^) pour [7=4 et /3 = 4.
les efFets non triviaux apparaissent. A une telle temperature, on observe 1'ouverture
du pseudogap dans Ie poids spectral, autant pour Ie Monte-Carlo que pour PACDP
[52]. Dans Ie regime pseudogap, avec la methode ACDP, on s'attend a ce que la
theorie flanche car elle suppose au depart 1'innexistence de cette phase. En efFet, on
utilise ^o pour decrire ^gp et \ch- Or, evidemment, dans Ie cas sans interaction (dans
la fonction ^0)5 il n'y a pas presence de pseudogap. alors que finalement la theorie
montre 1'ouverture du poids spectral [41].
Sur la figure 3.20, dans Ie cas U = 4 et /3 = 6, on observe une nette amelioration en-
tre Ie premier et Ie second ordre. II s'agit la d'une belle demonstration de Fexpression
du pseudogap dans 1'approximation ACDP. Au premier ordre, Fenergie cinetique est
simplement 1'energie totale a U = 0, voir a equation (3.3). Pour des temperatures
superieures a celles ou apparait Ie second pic de chaleur specifique (voir aux figures
3.22 - 3.23), 1'energie cinetique au premier ordre constitue une bonne approximation.
Autrement dit, Ie seul effet des correlations git dans Fajout de 1'energie potentielle.
Cette contribution n'apprait pas dans la chaleur specifique (discute ulterieurement).
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Figure 3.20: Resultats de (n^n^) pour £7=4 et /3 =6.
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Figure 3.21: Pour U = 2 et U = 4 et n = 0.5 selon Ie nombre de frequences de
Matsubara, on voit des differences dans la double occupation, sur chaque graphique,
les courbes de bas en haut on ete calculee avec (<2n + l)7rT = 80, 160, 320 et 640
respectivement.
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Figure 3.22: Chaleur specifique en fonction de la temperature pour U = 2 et n = 1.0.
Le graphique de gauche presente les resultats pour ACDP et TPSO. On remarque
que la theorie de perturbation ne presente pas Ie pic a basse temperature. A droite,
on trouve les resultats MCQ obtenus par Ie groupe de R.T. Scalettar [51].
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Figure 3.23: Chaleur specifique en fonction de la temperature pour ?7=4etn=1.0.
Le graphique de gauche presente les resultats pour ACDP et TPSO. On remarque en-
core une fois que la theorie de perturbation ne presente pas Ie pic a basse temperature.
A droite, on trouve les resultats MCQ obtenus par Ie groupe de R.T. Scalettar [51].
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Figure 3.24: Contributions cinetique (K) et potentielle (P) a la chaleur specifique
en fonction de la temperature pour differente valeurs de U a demi-remplissage. A
gauche ce trouve les resultats ACDP. A droite, on trouve les resultats MCQ obtenus
par Ie groupe de R.T. Scalettar [51]. II s'agit ici d'un tres bon test car a U = 4,
Ie comportement des contributions cinetique et potentielle a la chaleur specifique ne
sont pas triviales.
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Figure 3.25: Contributions cinetique a 1'energie totale. On constate Ie maximum local
a basse temperature qui devrait plutot etre une saturation si on en croit les resultats
MCQ de la figure precedente.
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Mais aux temperatures plus faibles, 1'efFet des correlations se fait sentir meme dans
1'energie cinetique. L'approximation au premier ordre ne suffit plus, 1'energie cinetique
n'est pas seulement 1'energie totale sans interactions.
Le nombre de frequences de Matsubara sur lesquelles les sommes dans la trace
sont faites est choisi tel que (In + I)TTT = 640, ou n est Ie nombre de frequences
de Matsubara. Si on choisit un nombre inferieur a 640 (figure 3.21), comme 80 par
exemple, les courbes tracees de double occupation presentent des differences d'environ
4%. Idealement, il faudrait augmenter Ie nombre de frequences de Matsubarajusqu'a
convergence. Mais cela requiert de tres grands temps de calculs. D'un autre cote la
correspondance avec Ie Monte-Carlo est deja ties satisfaisante. De plus, la figure 3.21
suggere que Ie nombre de frequences de Matsubara choisi est suffisant pour obtenir
une precision de 1'ordre de 1%. A plus fort couplage, puisque 1'erreur relative est
plus grande, il se peut qu'en augmentant Ie nombre de frequences de Matsubara, la
correspondance devienne meilleure.
Finalement, la chaleur specifique en fonction de la temperature a demi-remplissage
pour U = 2 et U = 4 a ete calculee pour comparer avec les resultats MCQ obtenus par
Ie groupe de R.T. Scalettar [51]. Aux figures 3.22 et 3.23 on voit les resultats obtenus
avec ACDP aux second ordre et TPSO sur Pun des graphiques et les resultats du
groupe de R.T. Scalettar sur 1'autre. Les resultats d'ACDP sont faits pour un reseau
de taille 8x8 alors que Ie Monte-Carlo sont faits pour du 8x8. Qualitativement, les
resultats d'ACDP et de MCQ se ressemblent. Quantitativement, on voit que la po-
sition du pic a basse temperature n'est pas exactement la meme, et les amplitudes
relatives des deux pics sont differentes. En efFet, Ie pic a basse temperature ACDP est
de plus grande amplitude que celui a haute temperature, contrairement aux resultats
cites. Mais gardens en tete que ce pic n'est decrit seulement que par quelques points
dans les resultats MCQ. Par contre, la theorie de perturbation ne reussit pas a mon-
trer Ie pic a basse temperature. Cela pousse a conclure que pour les ties basses
temperatures, a peu pres aux temperatures inferieures a celle de 1'ouverture du pseu-
dogap, la theorie de perturbation ne reussit pas a tenir compte des efFets dus aux
correlations, contrairement a la methode ACDP. En efFet, puisque Ie pic a haute
temperature est reproduit simplement par Ie cas sans interaction (U = 0) on en con-
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clut que les correlations entrent en jeu a une temperature d'environ 0.2t pour £7=2.
En tra^ant la derivee de la portion cinetique et potentielle de la chaleur specifique (voir
figure 3.24), on trouve que Ie pic a basse temperature est principalement du a la dou-
ble occupation et Ie second a Fenergie cinetique. A U = 4, les resultats Monte-Carlo
indiquent que meme a haute temperature, 1'efFet des correlations devient important.
A la figure 3.24, on decouvre pour U = 4 un bon test pour n'importe quelle theorie car
il peut etre effectue meme a haute temperature. En effet, Ie pic a haute temperature
dans la chaleur specifique totale est en faite constitue de deux pics centres a des
temperatures differentes. A U = 4, la contribution potentielle a la chaleur specifique
semble conforme aux resultats MCQ. Mais la contribution cinetique ne donne pas de
trap bons resultats.
Maintenant, a tres basse temperature, plutot que de devenir nulles, les contributions
cinetiques et potentielles divergent. On pense que cela serait du a un comportement
irregulier de la double occupation a faible temperature. On suggere de calculer la
double occupation a partir de d'autres techniques ou de garder la double occupa-
tion fixe en dessous d'une certaine temperature pour corriger cet effet. Cela indique
une limite a basse temperature de la theorie ACDP brute. On pense que Ie meme
phenomene serait responsable de la saturation de la chaleur specifique (ou du com-
portement lineaire de 1'energie a basse temperature) que Pon remarque sur la figure
3.22.
Malgre tout, il semble que Ie coupable de la saturation soit uniquement Penergie
\
cinetique. A la figure 3.25, on remarque un maximum local dans 1'energie cinetique.
Ce qui induit une contribution positive a la chaleur specifique cinetique. Mais selon
les resultats MCQ, on devrait plutot assister a une saturation de 1'energie cinetique,
de sorte que la chaleur specifique cinetique s'annule (a une temperature d'environ
0.08*). Cela suggere que 1'ouverture du pseudogap a beaucoup plus d'influence sur
1'energie cinetique que sur 1'energie potentielle et que la double occupation elle-meme
semble conforme au MCQ. II s'agit d'un probleme sur lequel il faudra se pencher.
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Figure 3.26: Chaleur specifique pour [7=4etn=0.5. Le bruit dans les donnees
Monte-Carlo est du a 1'imprecision de la derivee aux differences finies faites avec un
grand ecart entre chaque point. L'incertitude sur les donnees Monte-Carlo n'a pas
ete calculees.
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Figure 3.27: Entropie pour U = 4 et n = 0.5, calculee par Pintegrale de la chaleur
specifique. Encore une fois, il n'y a pas de barres d'erreurs sur les resultats Monte-
Carlo.
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Figure 3.28: Energie pour U = 4: et n = 0.5.
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Figure 3.29: Energie pour £7=4 et n = 1.0.
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Figure 3.30: Energie pour £7=2 et ,3= 6.
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Figure 3.31: Remplissage pour U = 2 et ,3=6.
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3.2.3 Theorie de perturbation interamas et MCQ
On presente ici quelques resultats obtenus avec la theorie de perturbation interamas
compares avec les resultats Monte-Carlo. L'amas de base pour Ie calcul de perturba-
tion interamas est un reseau 2x2. Quantitativement, les resultats ne correspondent
pas toujours tres bien, mais si on regarde la chaleur specifique ou 1'entropie (figure
3.26 et 3.27) les resultats sont qualitativement corrects. Dans ces deux dernieres
courbes, il faut garder en tete que Ie remplissage est de n = 0.5. Puisque pour Ie
Monte-Carlo la variable independante est Ie potentiel chimique plutot que Ie rem-
plissage, il y a des erreurs sur Ie remplissage dues a Pincertitude statistique dans
Ie potentiel chimique. II n'est pas evident de choisir Ie bon potentiel chimique pour
garder un remplissage constant en fonction de la temperature, malgre les resultats des
figures 3.10-3.12. Plusieurs methodes ont ete utilisees, comme un lissage polynomial,
par exemple, et aucune d'entre elles n'a vraiment etc satisfaisante. Qui plus est, etant
donne la difHculte face au remplissage, les regressions pour AT —>' 0 n'out pas etes
faites. Et finalement, la derivee numerique et 1'integration par trapeze introduisent
des erreurs, particulierement pour Ie MCQ (voir annexe B). Si on regarde 1'energie
en fonction de la temperature a la figure 3.29, on realise que les resultats ne sont
pas aussi bons qu'on aurait espere. Mais il faut savoir que cette methode est plus
efficace aux basses temperatures. De plus, certains parametres de calcul n ont pas
encore ete suffisamment explores. D'un autre cote, si on regarde les figures 3.30 et
3.31, les resultats sont plutot bons autant pour n(T, p) que pour E(T, n). Aussi, hors
demi-remplissage, a la figure 3.28 on observe un plutot bon accord. C'est avec cette
derniere courbe que la chaleur specifique et Pentropie pour Ie Monte-Carlo on ete
calcules. II ne faut pas oublier qu'on compare id des reseaux de taille finie (MCQ)
avec des resultats pour des reseaux de taille infini (TPI). Mais les resultats ne sont
pas encore suffisamment nombreux pour conclure clairement. II faut aussi noter que
sur ces derniers graphiques, les regressions en AT ont etc faites. II n en demeure pas
mains qu'une generalisation de cette methode qui utiliserait Ie MCQ pour resoudre
chaque amas a temperature finie serait ties prometteuse [24].
En observant la chaleur specifique a la figure 3.26 on remarque qu'a basse temperature,
la chaleur specifique est lineaire. II s'agit d'un resultat remarquable de la theorie. Pour
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DO(T) pour U=2 etn = 0.7 DO(T)pourU=4etn=1.0
QQ QQ
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Figure 3.32: Resultats de {n^n^} pour U = 2, n = 0.7 ainsi que pour £7 = 4, n = 1.0.
un systeme de taille finie resolu par des diagonalisations exactes, la discretisation des
niveaux d'energie entraine un comportement exponentiel de la chaleur specifique a
basse temperature. L'application de la TPI aux diagonalisations exactes corrige ce
phenomene. Les incertitudes pour Ie Monte-Carlo n'ont pas ete calcules. Les barres
d erreurs provenant des donnees d'energie sent de 1'ordre de la taille des points. Mais
pour la derives, il faudrait rigoureusement calculer les erreurs dues a la derivee par
les differences finies. II en est de meme pour Pentropie mais en plus il faudrait ajouter
les erreurs dues a 1'integration par la methode des trapezes. Une discussion sur ces
erreurs se trouve dans 1'annexe B.
3.2.4 FLEX, MCQ et ACDP
II a ete question precedemment de certaines methodes de resolution qui utilisent les
regles de KadanofF et Baym. La methode Fluctuation Exchange ou FLEX en est une.
Malgre 1'uniformite thermodynamique imposee dans ce modele, on constate qu elle
ne parvient pas a bien decrire les proprietes du modele de Hubbard [41]. La double
occupation est 1'une de ces proprietes. Avec la technique FLEX, il existe quatre
fagons differentes d'obtenir la double occupation:
jj ^ Xsp(ikn, k) = n - 2{r^n
'n>'
',> (3.5)
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Figure 3.33: Resultats de {n^n^} pour £7=4, ? =4 en fonction du remplissage. La
taille du reseau pour FLEX est 6x6 alors que pour Ie Monte-Carlo elle est de 8x8.
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-^ ^ Xch(ikn, k) = n + 2(n^.^) - n2 (3.6)
t/Cn,k
^} = ^ (J) G (3.7)
-^ ^ Xsp(^n, k) - Xch(ikn, k) = 4(7^74) - n2 (3.8)
'n>'
II est important de noter qu'aucune des ces quatres methodes ne donnent les memes
resultats. On s'attend a ce que 1'equation (3.8) donne les meilleurs resultats car elle
tient compte du non respect du principe d'exclusion de Pauli. II s'agit d'une combi-
naison des equations (3.5) et (3.6). C'est cette methodes qu'on a utilise pour tout les
resultats de FLEX. En faisant des comparaisons avec la methode ACDP (figure 3.32)
dans la gamme de parametres ou cette approximation donne de bons resultats (figure
3.17), on remarque la tres grande difference entre les resultats de FLEX et d'ACDP.
En comparant avec Ie Monte-Carlo a des couplages intermediaires, on constate en-
core une fois de grandes differences dans les valeurs de double occupation. Bien
que Puniformite thermodynamique de FLEX soit respectee, les divergences entre les
resultats de cette methode et ceux du MCQ sont trop importantes pour etre ignorees.
Ce qu'il faut garder en tete, c'est que pour les graphiques de FLEX presentes ici,
on a conserve les meilleurs resultats obtenus. A la figure 3.33 pour une temperature
relativement elevee, on constante que les resultats de double occupation calcules avec
FLEX correspondent mal. En additionnant les equations (3.5) et (3.6) plutot qu'en les
soustrayant, on peut verifier Ie respect du principe de pauli. Le tableau 3.1 montrent
les resultats obtenus.
3.3 Localisation induite par la temperature
Aux figures 3.34 et 3.35 on reproduit les resultats de double occupation deja calcules
par Frangois Lemay. Etant donne les nouveaux choix d acceleration de convergence
(voir annexe E) on a recalcule la double occupation. Les resultats sont plutot sem-
blables. Quantitativement, il y a des differences, mais la position du minimum ne s'est
pas deplacee de maniere significative, soit environ 1% de difference sur la temperature.
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n choisi
1.0
0.9
0.8
0.7
0.6
0.5
n calcule par la regle de
somme
0.753463507
0.650613904
0.542341709
0.429727733
0.314308047
0.199193597
Tableau 3.1: Tableau de donnees sur Ie non-respect du principe de Pauli par
1 approche FLEX. A gauche on trouve les valeurs de n choisie pour Ie calcul et a
droite, on trouve les resultats calcules en additionnant les equations (3.5) et (3.6).
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Figure 3.34: Resultats de (n^n^) avec £7=2 pour divers remplissages. Calcules avec
i^ rs(2)
(n^} = ^Tr
(n^){n^.
.GW L'echelle de double occupation (DO) est normalisee par
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Figure 3.35: Resultats de {n^n^} avec U = 4 pour divers remplissages. Calcules avec
<n^) = ^Tr
(n^}(n^).
S(2)
G?(2) L'echelle de double occupation (DO) est normalisee par
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Figure 3.36: Diagramme de phase pression-temperature pour 3He.
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On a deja mis en evidence 1'existence d'un minimum dans la courbe de double
occupation {n^-n^} en fonction de la temperature [3, 53]. La double occupation, comme
on Ie sait deja, est reliee a S] (equation (1.43)). Lorsque les spins sont localises, c'est-
a-dire lorsque la double occupation est faible a cause des interactions, les spins ont la
liberte d'etre dans deux directions possibles. Par exemple, dans la limite {n^n^) —> 0,
il n'y a qu'un electron au maximum par site et son spin peut etre up ou down. Par
centre, dans une mer de Fermi conventionnelle, chaque etat k doit etre occupe par
deux electrons. L'un doit etre up et 1'autre necessairement down^ principe de Pauli
oblige, sauf dans une plage (Tenergie d'ordre T autour du niveau de Fermi Ep. En
considerant cela, on peut faire 1'analogie entre Ie systeme d'electrons correles qu'on
etudie ici et un autre systeme de fermions correles, celui de 1'helium trois.
En 1950, Pomeranchuck avait predit la presence d'un minimum dans la courbe
de changement de phase solide-liquide de 1'He3 [54]. On observe ce phenomene a
une pression de 29 atm a une temperature voisinant 0.3 K. Get effet resulte d'une
competition entre Pentropie du liquide et 1'entropie du solide [55]. Les proprietes
fermioniques de l'3He liquide font en sorte que Ie liquide est plus ordonne que Ie
solide. En effet, pour Ie solide, tous les degres de liberte de spin sont presents alors
T
que seulement une petite fraction | -^- | contribue dans Ie liquide de Fermi que
iJF.
constitue 1'helium trois. Le minimum observe dans la double occupation (n^n^) en
fonction de la temperature semble etre a premiere vue une analogie du phenomene
observe dans 1'helium trois. En effet, les electrons sont aussi des fermions. Comme
on 1'a dit plus tot, les degres de liberte de spins ne sont pas les memes selon que ces
derniers sont localises ou non. Mais la courbe de double occupation ne represente pas
un changement de phase contrairement a 1'Helium, ainsi cette analogie a ses limites.
II est tout de meme interessant d'observer Ie comportement de 1'entropie dans les
gammes de parametres voisines du minimum de double occupation.
En faisant une simple analyse du calcul de 1'entropie, on se rend compte qu'il est
difficile d'avoir recours a un argument entropique pour cette localisation induite par la
temperature et les interactions. En efFet, la double occupation contribue directement
au calcul de 1 entropie:
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£=TY|(e+J)G| (3.9)
=Tr [eG] + Tr ^G| (3.10)2
=Tr [eG] + l/(n^) (3.11)
=K + V (3.12)
ou on a defini V = U(n^n^). La chaleur specifique s'obtient done par
c..=(8E-\ -(9(K+V^
" = {9f}n = \~^~)n (3'L
.r 1 (QV
En definissant Su = Jo ^, (^y=p ) ^'; la partie potentielle de 1'entropie et SK '=
n
fc \ rFl [ ^T } c^r/' ^a Partle cinetique, on se rend compte que la partie potentielle
n
de Pentropie depend explicitement de la double occupation . Dans 1'effet Pomer-
anchuck, on compare 1'entropie du liquide avec Pentropie du solide. Au point ou se
croisent ces deux quantites se trouve Ie minimum de la courbe de changement de
phase liquide-solide, figure 3.36 [56]. Dans Ie contexte du modele de Hubbard, il n'est
pas possible d'extraire Pinformation dans 1'entropie concernant la double occupation
par une comparaison semblable.
L'idee de base telle que suggeree par Antoine Georges, Gabriel Kotliar, Werner
Krauth, et Marcelo J. Rozenberg [3], est de comparer 1'entropie du metal avec 1'entropie
de 1'isolant. Selon Georges et a/, la transition metal-isolant se produit a des valeurs
de couplage beaucoup plus elevees que celles atteintes dans cette etude. Comme on
Ie constate a la figure 3.37, la courbe d'entropie a U = 0 (metal) ressemble qualita-
tivement enormement a celle pour U = 2, ce qui pousse a croire qu on est toujours en
presence d'un metal. La seule fagon de trouver une phase isolante serait en observant
ce qui arrive a S(T) en augmentant U jusqu'a ce qu'on observe un changement dans
Ie comportement de la courbe de 1'entropie. Selon George et al, cette transition se
6La constante d'integration a 1'infini pour 1'entropie cinetique est la meme que pour 1 entropie
totale et celle de 1'entropie potentielle est zero.
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produirait pour des valeurs de U s'approchant de U = 10. En observant la figure 12
de la reference [51], reproduite a la figure 3.24, on constate un changement significatif
dans Ie comportement de la chaleur specifique. La contribution cinetique se deplace
vers de plus faibles temperatures alors que la contribution potentielle se deplace vers
de plus hautes temperatures. Ceci implique un changement de comportement dans
Pentropie tel qu'observe par Georges et al. Mais il n'en demeure pas mains qu'on ob-
serve ce minimum de double occupation pour des valeurs d'interaction faibles et hors
demi-remplissage. Cela suggere que 1'existence de ce minimum est du a un phenomene
different de 1'efFet Pomeranchuck.
A basse temperature, on observe une chute radicale de double occupation. On
a d'abord attribue ce comportement a un probleme de la methode ACDP et a un
comportement non physique [53]. On se souvient que des comparaisons ont ete faites
a des temperatures aussi faibles que ,0=6, c'est-a-dire T ^ 0.166^. a U = 2, les
differences sont negligeables entre Ie MCQ et ACDP. A U = 4, la methode ACDP a
tendance a surestimer la double occupation. Ce n'est que recemment qu'on a confirme
cette chute de double occupation avec des resultats MCQ.
At = 0 (ou pour t/U —>• 0), chaque electron est localise sur un site. La double
occupation est alors nulle et on se trouve dans la limite d'Heisenberg. A U = 0
(ou pour U/t —> 0), par centre la double occupation est non nulle mais constante,
elle est egale a (n^}(n^,} = n2/4. Maintenant pour des valeurs de couplages in-
termediaires, a haute temperature, la double occupation est egale a n2/4 et a mesure
que la temperature diminue, la double occupation diminue aussi. Cela revient a dire
que la chute temperature a pour efFet de localiser les electrons. Le deplacement de
la position du minimum local de {n^n^} (T) selon Ie remplissage suggere qu'a cette
temperature, les excitations thermiques sont telles que les electrons voient la surface
de fermi, ce qui favorise legerement la localisation. La chute radicale de la double
occupation, a plus faible temperature, indique 1'ouverture du pseudogap. II serait
interessant dans une future etude de tracer Ie poids spectral a demi-remplissage pour
2 < P < 5 et de constater si 1'ouverture du pseudogap dans Ie poids spectral se pro-
duit a une temperature qui correspond a la chute de la double occupation. On sait
deja qu'a f3 = 5, Ie poids spectral montre 1'ouverture du pseudogap [52]. Cette chute
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S(T) pour U = 2 et n = 0.5
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Figure 3.37: Resultat d'entropie pour [7=0 et U = 2.
de double occupation est Ie signe d'apparition d'ordre antiferromagnetique. Puisque
cette methode respecte Ie theoreme de Mermin-Wagner, Ie critere pour 1'apparition
d'ordre antiferromangetique est Ie suivant. Plutot que de constater une divergence de
la longueur de correlation, cette derniere demeure finie mais devient beaucoup plus
grande que la longueur d'onde thermique de de Broglie a une particule: ^th = Vp/^T.
3.4 Resume des resultats importants
Dans la premiere section, on a verifie 1'uniformite thermodynamique pour la methode
ACDP pour des temperatures aussi basse que -^t et pour des valeurs de couplages
de U = 4. On note que la reproduction des effet de taille finie. Plus la temperature
est elevee ou plus Ie remplissage est faible, plus Puniformite est respectee. On cal-
cul 1'uniformite pour des valeurs de couplages aussi grande que U = 4 et pour des
temperatures aussi faibles que /? = 10(t~1).
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Dans la seconde section on a fait des comparaisons entre les resultats MCQ et deux
autres methodes, soit la methode ACDP, la theorie de perturbation au second ordre.
Seule la methode ACDP presente Ie pic de chaleur specifique a basse temperature
observee avec Ie MCQ au demi-remplissage. De plus elle offre les meilleurs resultats de
double occupation parmi les trois methodes comparee au Monte-Carlo. La forme des
contributions cinetiques et potentielles a U = 4 suggere une methode de comparaison
a haute temperature ou des effets du aux correlations se font deja sentir. On analysant
la chaleur specifique calculee avec la methode ACDP, il semble que dans Ie regime
pseudogap, des problemes apparaissent dans 1'energie cinetique.
Les comparaisons entre Ie Monte-Carlo et la theorie de perturbation interamas a
donne de bon resultats sauf pou la courbe de 1'energie en fonction de la temperature
a demi-remplissage.
On a vu que la chute de double occupation, observee avec Ie Monte-Carlo corre-
spond a 1 ouverture du pseudogap. Elle provient d'une manifestation du respect du
theoreme de Mermin-Wagner. La presence du minimum de double occupation a faible
couplage et hors demi-remplissage suggere que 1'analogie avec 1'effet Pomeranchuck
est innadequat
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Conclusion
Dans ce travail, il a ete question de plusieurs choses. D'abord, on a verifie 1'uniformite
thermodynamique de la methode ACDP. Ensuite, on a fait des comparaisons entre
des resultats de simulations Monte-Carlo et quatres autre methodes de resolutions,
soit la methode autocoherente a deux particule, la theorie de perturbation interamas,
fluctuation exchange et la theorie de perturbation au second ordre. Et finalement,
on a analyse la double occupation et Ie lien possible entre Papparition d'un minimum
locale dans la double occupation et 1'efFet Pomeranchuck.
Pour se faire, on a montre qu'il est possible d'integrer analytiquement 1'entropie
dans la limite des faibles remplissages car pour un remplissage suffisamment faible,
on s'approche du cas U -> 0, ce qui nous a conduit a 1'equation suivante:
r\fa^(T,n')\ _,^]S(T,n)=-^ [[:^-)^-^n'}\ dn —n\n(n) -\-n
-c[ln(/(D)+^^)] (3.14)
Ensuite, on a vu qu'il etait possible de calculer 1'entropie avec la chaleur specifique
sans connaitre cette derniere aux basses temperatures etant donne qu'il est possible
de calculer Pentropie a 1'infini. Encore une fois, dans cette limite, on s approche de
la limite U -^ 0:
S(T,n)=2\n(^)-nta(^]
;7"<^, vz-n/ (3.15)
'00
IT
1 (9E{T',n)\ ^
T'\—9f~)^
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Avec ces resultats, il a ete possible de calculer les deux cotes du tableau 2.1.
L'uniformite thermodynamique de la methode ACDP est respectee a environ 3%
(figure 3.2) pour U < 2 et environ 6% pour 2 < U < 4 (figures 3.7). Et ce, pour
d'aussi faibles temperatures que —^t (figure 3.1). Cette methode n'utilisant pas les
methodes conservatrices de Kadanoff et Baym y trouve done un franc succes. On
observe aussi que plus Ie remplissage est bas, plus Pinteraction U est faible et plus les
temperatures sont hautes, plus Puniformite est respectee (figures 3.4 et 3.5).
Des comparaisons avec des resultats de simulations Monte-Carlo Quantique mon-
trent qu'en plus d'etre uniforme thermodynamiquement, la methode ACDP donne
des resultats en accord avec les simulations, surtout pour U < 2. On ne denote
pas beaucoup de differences en terme de precision pour les deux methodes, TrG ou
Tr(e + S/2)G. Celles-ci presentent les memes differences avec Ie Monte-Carlo aux
memes endroits (figures 3.10 - 3.16), c'est-a-dire que les plus grandes differences se
trouvent pres du demi-remplissage et aux plus basses temperatures.
Des comparaisons avec la theorie des perturbations au second ordre montre que
la plus grande force de la methode ACDP tient a sa capacite de calculer la double
occupation avec une grande precision (figures 3.17) et sa capacite a produire Ie second
pic de chaleur specifique a basse temperature. Par contre, on decouvre aussi que dans
Ie regime pseudogap, lors de la chute de la double occupation, Penergie cinetique au
deuxieme ordre perd toute sa fiabilite. Des resultats de double occupation en fonction
du nombre de frequences de Matsubara et de la temperature indiquent qu il serait
possible d'avoir une plus grande precision en augmentant Ie nombre de frequences
de Matsubara (figures 3.21). Malheureusement, cela implique de plus grands temps
de calculs. Tout ga devient done une question de compromis. En comparant les
resultats de double occupation avec la methode FLEX, on se rend compte que malgre
1'imposition de 1'uniformite thermodynamique dans FLEX, elle ne donne pas de tres
bons resultats pour la double occupation (figure 3.32). La double occupation con-
stitue une quantite thermodynamique puisqu'il s'agit de la contribution potentielle a
Penergie et a la chaleur specifique.
Les comparaisons des resultats de theorie de perturbation interamas avec Ie Monte-
Carlo ou la methode ACDP ne permettent pas de conclure clairement quant a 1'efficacite
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de cette methode. Les accords (figures 3.30, 3.28 et 3.31) ou les desaccords (figure
3.29) ne sont pas suffisamment unanimes pour trancher clairement. Lorsqu'on regarde
en fonction du remplissage a temperature constante, on obtient de bans resultats, mais
la figure 3.29 suggere que les resultats en fonction du remplissage ont ete calcules a
la meilleure temperature. Par centre, en fonction de la temperature, ce n'est pas Ie
cas. Une future etude permettra surement de trancher la question plus clairement.
Les resultats obtenus pour Pinstant sont tout de meme encourageant.
Une analyse thermodynamique du minimum de double occupation en fonction de
la temperature n'a pas permis de montrer que ce minimum etait du a 1'entropie. II
a ete demontre que 1'entropie dependait directement de la double occupation car elle
est a Porigine de la contribution potentielle de 1'entropie, a Pequation (3.12). Meme
en comparant avec Ie cas sans interaction, il n'y a rien qui indique que Ie minimum
de double occupation serait du a 1'entropie (figure 3.37). II faudra trouver une autre
approche pour expliquer la presence de ce minimum de double occupation. Mais en
analysant les courbe de double occupation, on observe la chute radicale de la double
occupation qui indique Pouverture du pseudogap.
Done il a ete demontre ici que la methode autocoherente a deux particules respecte
1'uniformite thermodynamique d'une part et cadre bien avec Ie Monte-Carlo d'autre
part. On a vu aussi que la methode ACDP calcule mieux la double occupation et
la chaleur specifique que la theorie de perturbation au second ordre. II a aussi ete
montre que la methode FLEX ne parvient pas a calculer cette quantite. Les resultats
de TPI ouvrent la porte sur une future etude plus approfondie de cette methode. De
plus, Pentropie ne semble pas etre a Porigine de la presence du minimum de double
occupation. Et finalement, la chute de la double occupation a basse temperature
indique 1'ouverture du pseudogap. Dans cette region, des corrections pourront etre
apportees a La methode ACDP.
Maintenant que ce travail est complete, il sera possible a Pavenir d'appliquer la
methode ACDP a des problemes plus realistes. II faudra maintenant utiliser des
reseaux de taille infinie et verifier si Puniformite est toujours respectee. II faudra
faire des calculs a de plus basses temperatures et faire quelques modifications a la
methode pour cela. Notamment, il faudra viser 1'utilisation de certaines methodes
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pour reduire les temps de calculs. II faudra introduire des sauts aux seconds voisins,
voir meme plus. Et ultimement, appliquer ce modele a un systeme quasi-2D plutot
que strictement 2D et tenir compte d'autres efFets ou d'autres parametres, tels que
la pression. Une fois tous ces effets pris en compte, il sera possible de faire de plus
justes comparaisons avec des resultats experimentaux et d'explorer un peu mieux Ie
diagramme de phase des supraconducteurs a haute temperature critique aux alentours
de 1'ouverture du pseudogap.
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Annexe A
Limite U = 0, les solutions
importantes
L'hamitonien etant diagonal dans 1'espace reciproque, on trouve facilement 1'energie:
E(T,,)=(H)=^^^ (A.1)
Pour trouver la chaleur specifique, on n'a qu'a deliver 1'equation (A.I):
_ (9E{T,,i}\ ^ 6k(6k - ^-D
ul'={~~W~),=~^P(l+e^f (^
L'entropie a la valeur suivante:
S(T, p.) = - ^ /(k) ln(/(k)) - (1 - /(k)) ln(l - /(k)) (A.3)
k,o-
ou ffk) = -—^-——, au'on calcule avec:
1 + g^(ck-^)3
^(T, /^) = -A;aT In Tr [e-^ff-^] (A.4)
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5(T,.)=-(^)^ (A.5)
Et finalement, Ie remplissage:
n(T,^)=^fCk) (A.6)
k,o-
Puisque Ie remplissage est bien connu, il est facilement possible de faire Ie passage
A(T,p) —>• A(T,n), ce qui facilite Panalyse des resultats avec interactions.
Annexe B
Calculs numeriques, integrations et
differentiation
II y a deux grandes categories de types de donnees sur lesquelles il faudra faire
des operations d'integration ou de derivation pour calculer les quantites thermody-
namiques qui nous concernent Les resultats Monte-Carlo Quantique d'une part, qui
comportent des erreurs statistiques, et les resultats analytiques approximatifs d'autre
part. Ensuite, pour chacun des deux types, il y a deux sources de problemes: les
problemes dus a 1'integration et les problemes dus a la differentiation.
B.l Derivee numerique
La derivation numerique constitue un probleme de taille dans Ie traitement de donnees
autant au niveau experimental que pour toutes formes de simulations numeriques.
Dans Ie premier cas, des problemes de bruit experimental peuvent survenir et dans
Ie second, les instabillites informatiques rendent cette operation compliquee. En
principe, on ne connait qu'une seule methode rigoureuse pour effectuer cette operation
et il s'agit de Papplication directe de la definition de la derivee. Techniquement on
nomme cette operation la methode des differences finies. Void une discussion de ce
probleme d'abord du point de vue des resultats analytiques et ensuite du point de
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vue des resultats de simulations MCQ.
B. 1.1 Derivation de quantites deterministes
II s agit ici de trouver une methode de derivation numerique pour des quantites cal-
culees analytiquement. Voici un rappel de la definition de la derivee:
<w = Urn f(x + 5X) ~ f(x)
dx 6x~->o Sx
Numeriquement, cette operation s'effectue sur une fonction discrete:
df(xi) lim_ f^-^ (B.2)
^^ A-^-O Aa;
r</
dx
J a;*+l/2
Arc = (XI+-L - x,) (B.3)
ou rci+1/2 = Xi + Aa;. II est possible d'evaluer 1'erreur systematique sur la derivee en
faisant un developpement de (B.2) autour de rci-i-i/s:
/(^) = /(...v.) + i^' + |gA." + ^gA." + ... (B.4)
/(..) = !(^) - f^' + |gA." - |,gA." + ... (B.5)
Arr' = ^ (B.6)
-TL-I^S--
a;*+l/2
Ainsi, il est clair que plus Aa; est petit, plus la valeur de la derivee discrete tend
vers la valeur exacte.
B. 1.2 Derivees numeriques et quantites statistiques
Maintenant, si on tient compte de 1'erreur statistique 1, on remarque a partir de
Fequation (B.2) que 1'incertitude MCQ intervient deux fois dans la derivee. Autrement
lincertitude MCQ
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dit, 1'erreur statistique sur la derivee est grosso modo2 Ie double de 1'erreur sur la fonc-
tion originale.
Par ailleurs, il faut tenir compte du fait que les donnees MCQ comp orient des fluc-
tuations statistiques. En effet, il subsiste une forme de bruit dans les donnees MCQ
qui peuvent introduire de tres grandes erreurs dans 1'evaluation de la derivee. II existe
plusieurs methodes pour pallier ce probleme. II a ete suggere [50] de faire un lissage a
1'aide de fonctions exponentielles ou avec des techniques d'entropie maximale 57]. II
a aussi ete suggere d'utiliser des polynomes [49]. Ensuite, on calcule analytiquement
la derivee de la fonction lissee.
B-2 Integrations numeriques
Deux techniques d'integration seront citees id. La premiere est la forme la plus
simple. Malheureusement, c'est la seule technique qui peut etre utilisee pour trailer
les donnees MCQ en des temps de calculs raisonnables. La seconde est la technique
d'integration de Romberg, un algorithme d'integration relativement sophistique. En
meme temps, on exposera les raisons pour lesquelles cet algorithme serait difficilement
utilisable pour les simulations MCQ.
B. 2.1 A propos des erreurs d'integration et de Pintegrale
indefinie
Dans cette etude, on ne veut pas seulement evaluer une seule integrale definie mais
bien tracer Ie resultat de 1'integrale en fonction du parametre sur lequel on integre.
Une fagon de faire est de subdiviser notre integrale en portions d'integrales definies
et d'ecrire Ie resultat apres chaque sous-integrale. Par contre, de cette fagon, les
erreurs faites a chaque etape intermediaire s'accumulent. C'est pourquoi, dans Ie choix
de Palgorithme de Romberg notamment, il sera avantageux de recalculer 1'integrale
2Bien souvent, cette erreur fluctue en fonction de divers parametres, notamment en fonction de
la temperature.
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Figure B.l: Deux exemples d'integrations par trapezes pour la meme fonction. Dans
les deux cas, Ie nombre de points change. Plus Ie nombre de points est grand, plus Ie
resultat est precis.
a partir de la borne de depart pour chaque point et de laisser tomber Ie resultat
intermediaire.
B. 2.2 Integration simple, la methode du trapeze
Cette methode consiste a decortiquer 1'intervalle d'integration en un certain nombre
de points. Entre chacun de ces points, on forme un trapeze dont on calcule la surface.
II existe une methode encore plus grossiere mais elle se distingue de la methode
des trapezes seulement aux extremites. II s'agit de remplacer les trapezes par des
rectangles (figure B.2). Cette methode ne nous permet pas d'evaluer 1'integrale de
fa^on satisfaisante, mais elle permet au mains de situer une borne inferieure et une
borne superieure au resultat de 1'integrale.
Avec cette methode d'integration, Ie fait de laisser tomber les resultats intermediaires
et de recommencer Pintegrale du debut pour chaque point ne confere aucun avan-
tage ni en precision ni en temps de calculs. A la figure B.3 on trace 1'entropie a
£7=0 calculee par integration trapeze en fonction du nombre de points. On observe
1'inefficacite evidente de cette methode d'integration. Ce manque d'efHcacite vient
en partie du fait que la fonction a integrer provient d'une derivee numerique. S'il
y a du bruit dans la fonction a deriver, Pmtegrale par trapeze introduit des erreurs
potentiellement indetectables. En plus, Ferreur sur Ie point a plus basse temperature
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Figure B.2: Les deux figures ci-haut montrent deux integrations par rectangles pour
la meme fonction. Les deux resultats presenteront une borne inferieure et superieure
d'un intervalle qui contient Ie resultat exact.
(on se souvient qu'on integre a partir de 1'infini plutot que 1'inverse) est la suivante:
N
Li — -^i (B.8)
1=1
ou N est Ie nombre de point calcules pour trace la fonction et Ji = J^.* f(x)dx pour Ie
point z et TI = ^(oi+bi). Les a, et bi sont les bornes d'integration pour chaque points
intermediaires de la fonction. b^+i = ctN, b\ = 6 et ON = o pour 1'integrale indefinie
evalue de a a b. Chaque erreur occasionne a une etape intermediaire du calcul est
accumulee au point suivant. Ce qui explique les problemes observes a la figure B.3.
B. 2.3 Integration Romberg
La methode d'integration de Romberg est une methode iterative. A chaque iteration,
on passe a Pordre superieur d'approximation jusqu'a convergence. II s'agit d'un al-
gorithme d'integration frequemment utilise. Son principe de fonctionnement est Ie
suivant 58]. Soit:
rb
}(x)dx,
a
(B.9)
Fintegrale a evaluer et:
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Figure B.3: L'integrale par trapeze converge vers une valeur erronee de 1'entropie
2/0 , , , , , Vn
Tn = h ^ +2/i + 2/2 + • • • + 2/n-l + yj , (B.10)
P approximation de Pintegrale, ou yi = f(xi) et a;t = a-\-ih (0 <, j <,neth = (b—a)/n).
Dans Ie cas ou n = 0, on retrouve Pintegration par trapeze. Si toutes les derivees
jusqu'a 1'ordre 2m + 2 sont continue sur 1'interval [a, b], alors:
c,
En=I-Tn=^^+0^^^ (B.ll)
3=1
ou En est Perreur sur 1'integrale et les Cj sont:
Cj=K, I f^\x)dx
a
(B.12)
Les Kj sont des constantes et f(23^(x) sont les derives d'ordre 2j. A partir de cette
equation, on peut obtenir, par extrapolation, la formule generale:
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^k-l _ rpk-1
ik _ 3 _ ~~ .7-1
7T = —J4fc _ i J-x (B-1
ou k < j et ou j correspond a 1'ordre d'approximation (par exemple, j = 0 correspond
a la methode des trapeze, j = 1 a la methode de Simpson,etc) et k indique qu'on
utilise 2/c + 1 valeurs de la fonction pour evaluer Pintegrale. Cette derniere equation
constitue 1'algorithme de Romberg. Lorsque 1'erreur I — T^ est plus petite qu'un
facteur de tolerence choisit, on cesse d'evaluer Fintegrale.
A la figure B.4 on reprend les calculs d'entropie a U = 0. On remarque que cette
methode d integration fonctionne bien. II semble que malgre Ie bruit, cette methode
d integration reussit tout de meme a converger vers les bonnes valeurs. Cependant,
les temps de calculs sont plus longs. En augmentant Ie nombre de frequences de
Matsubara (voir section 3.2.2), on peut eviter ce probleme car Ie bruit dans 1'energie
diminue. L'erreur sur chaque point n'a pas d'influence sur les points suivants car on
evalue Pintegrale avec une borne commune pour chaque point, dans notre cas la borne
supeneure.
Cette routine d'integration peut facilement etre utilisee avec la methode ACDP
etant donne les temps de calculs relativement courts. Mais il est pour Finstant impens-
able d'utiliser cette methode pour les simulations MCQ. A mains d'une importante
parallelisation du programme, les temps de calculs requis pour cette methode peu-
vent facilement devenir astronomiques. Par exemple, pour [7=2, pour un systeme
8 par 8 (64 sites), a une temperature de Q.2t avec 29000 mesures, calculer une valeur
d'energie necessite environ vingt-quatre heures de calculs et pour une temperature
de 0 At il en faut environ huit3. Ce temps de calculs converge vers deux heures a
plus haute temperature, ce qui correspond grossierement a une dizaine d'heures pour
une valeur d'energie pour une temperature donnee. II faut environ quatre ou cinq
iterations Romberg pour les methodes analytiques avant convergence. Done environ
une trentaine de points de chaleur specifique pour une valeur d'entropie. Si on veut
une vingtaine de points pour notre courbe d'entropie, cela prendrait environ 6 000
heures de calcul. Ce qui represente environ 250 jours de calcuL Maintenant, il faut
multiplier ce nombre par deux car il faut evaluer 1'energie deux fois pour evaluer la
3sur un pentium III, 666 MHz
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B.2. INTEGRATIONS NUMERIQUES
C^l
S(T) pour U= Oetn = 0.5
0.2 0.4 0.6 0.8 1 1.2 1.4
Figure B.4: L algorithme de Romberg donne la bonne valeur d'entropie
chaleur specifique une fois. Et on peut facilement supposer que Ie nombre d'iterations
sera plus grand car la derivee sera difficile a obtenir etant donne les fluctuations statis-
tiques. Chaque iteration a pour efFet de presque doubler les temps de calculs. Bref, 3
ou 4 annees, sinon plus, pour une courbe de vingt points avec cette methode! C'est
pour cette raison qu'avec les resultats MCQ, la methode des trapezes est la seule
option envisageable pour Hnstant. Etant donne la difficulte du calcul de 1'entropie
par cette methode (figure B.l), les quantites calculees directement (E(T,p), n(T,p))
seront principalement comparees avec les methodes analytiques.
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Annexe C
Calcul de ^(T, n) a n-^ 0
Si U = 0, alors:
.T v^ 1
"N^ik,-(e(k^ky)-^) ^"
,n>a3,niy
(e(k^k^-no) _L 1 v"'4yy ^—^ e;3(e(A;a!)A:r)-/i()) + 1
•Z)"'y
Maintenant, on choisit n dans la limite n -> 0:
lim n = lim —;
n'^0 '" n^O A?" ^ e^(c(AB,A;i/)-^o) + 1
'a; )A»y
2 v^ 1
]^ Z-^ g^(c(fcz,A;v)-Ato)
fx r
2fStio ^ ^-Pe(k^ky)
N" ti,,
<!C ^y
=?>ln(n) = In e?"»-^ ^ g-^t*.,*.))
'33,n.y
= ^ + In 1 ^ e-^(*.,k.) (C.3)
kx,ky
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qui conduit finalement a:
^(n)=T ln(n)-ln [ 1 ^ e-^kx^
'X )i
(C.4)
Done la derivee par rapport a la temperature est la suivante:
9^)) =m(n)-m(/(D)-^?9T f(T) 9T
ou
f(T)=^e
ua!)"'y
I€(KX,I
(C.5)
(C.6)
On remarque que seul Ie premier terme depend de n, done Ie resultat de 1'equation
(2.22) est:
S(T, n)u=o = n ln(n) — n — n M/(T))+ T Of(T)]f(T) 9T J (C.7)
En tragant ^ pour U = 0 et pour n'importe quelle valeur de U > 0, on
constate qu'a n —> 0, les deux fonctions convergent vers les memes valeurs. De plus,
lmin->.o S = 0. Done pour n -^ Q Ie potentiel chimique a U > 0 est identique a celui
pour £7=0.
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Annexe D
Calcul de S(T == oo,n
Voici Ie calcul de S(T = oo, n), necessaire au calcul de 1'entropie par 1'integrale de la
chaleur specifique en integrant de T a oo
^°=-2r^ln(l+e-^) (D.l)
k
ou
$=6-,. (D.2)
Pour trouver S(T, p) ,
fl(T, n) = E(T, ft) - TS(T, ^) - un (D.3)
d^(T, ti) = -S(T, p.)dT - ndp. (DA)
—C"^),
Pour connaitre S(T) des electrons libres, il s'agit de deriver 1'equation (D.l) par
rapport a T.
S(T) = 2^>(1 + e-^) + 2T^ ^-^K) (^) (e-w) (D.6)
k k
=2^>(l+e-^)+^^Lr (D-7)
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Sauf pour Ie demi-remplissage, ,2 —)• —oo a temperature infinie de sorte que
l^S(T)=2Nln(l+^)-^^^ (D.8)
Jim S(T) = 2N\n(l + e^) - 2Np^f{-^) (D.9)
T— ^oo
Or, on sait que
^E/(^) = " (D.10)
k
^JFEAO = 2f(-^)=n (D.ll)
k
^^T}s(^) (D-12)
En remplagant dans (D.9), on trouve
Jim S(T) = 27Vln fl + ^-) - 27V f, \_,} In f^z-) (D.13)r^o"^/ --—^ • 2-n7 "" Vl+25"7A"V2-n.
= 2N\n (^-} - nNln ( ^n—}. (DM)
^-n) "" "' \2-n^
II y a un probleme a n = 2, a cause de la division par zero dans ln(^^), mais on
remarque que les deux termes s'annulent exactement et on retrouve s(T —> oo,n =
2) = 0. De plus, an = 1 on retrouve Men Nln4.. Done on connait S(oo) Vn. On
peut retrouver aussi Ie meme resultat avec une approche purement combinatoire et
avec 1'approximation de Stirling. [REF]
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Annexe E
Acceleration de convergence dans
ACDP
Dans Ie programme utilise pour calculer 1'energie, la double occupation et Ie remplis-
sage, les sommes sur les frequences de Matsubara entrainent des instabilites numeriques.
Pour contrer ce probleme, on soustrait une certaine quantite dans la somme qu'on ra-
joute par la suite. Typiquement on utilise un resultat connu, comme la limite U —>• 0
ou la limite des grandes frequences de Matsubara.
Originalement, Ie programme utilisait les astuces suivantes:
E^'
k,fcn,<7
€k+S(^n,k)/2 op + Un/4
[ikn - (ek - A<) - S(^n,k) 'n
^ (E.1)
<"m> = ^ E
k,fcn
S(^n,k) Un
[ikn - (ek - p) - ^(ikn, k) 2ikn\
+^ (E.2)
II s'agit de soustraire la limite pour U —f 0. Maintenant, on utilise plutot:
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E=^T.N ^
.,/Cn,<7
6k+2(^,k)/2 ek + Un/4:
T
<^t^)=^^
[ikn - (ek - p) - S(^n, k) ikn - (ek - ^) - £/n/2^
1 v-^ / .Un'
+JfE[^+^)f(^-^
k,a
S(^n,k) Un/2
N ^
k, kn
[ikn - (ek - ^) - ^(ikn, k) ikn - (ek - P') - Un/2^
T^Un^+i71. :^~f(ek - ^N ^ 2k
1
f(€^-p)= ^^^^_un/2)
(E.3)
(E.4)
(E.5)
(E.6)
(E.7)
qui est plutot la limite pour les frequences de Matsubara infinies. On observe de
cette fagon une nette amelioration; les resultats s'approchent des resultats MCQ.
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