In this work we consider the Colpitts oscillator as a paradigm for sinusoidal oscillation and we investigate its nonlinear dynamics. In particular, we carry out a two-parameter bifurcation analysis of a model of the oscillator. This analysis is conducted by combining numerical continuation techniques and normal form theory. First, we show that the birth of the harmonic cycle is associated with a Hopf bifurcation and we discuss the effects of idealization in the model. Various families of limit cycles are identified and their bifurcations are analyzed in detail. In particular, we demonstrate that the bifurcation diagram in the parameter space is organized by an infinite family of homoclinic bifurcations. Finally, local and global coexistence phenomena are described.
Introduction
The recent drive towards the development of chaotic oscillators for application in communication systems [Kennedy, 1996] has highlighted the need for a thorough understanding of the nonlinear phenomena exhibited by electronic oscillators. In this context, bifurcation theory and the qualitative analysis of nonlinear systems play a key role.
Bifurcation analysis has already been used, albeit implicitly, in the analysis of sinusoidal oscillators. For instance, in most sinusoidal oscillators the oscillation condition used in electronic design corresponds to a Hopf bifurcation giving birth to a (stable) limit cycle. On the other hand, perioddoubling bifurcations are responsible for the appearance of subharmonic behavior, delimiting the nearly-sinusoidal region of operation of the oscillator [Basso et al., 1997; Moiola & Chua, 1998; ]. Complex behavior observed in electronic oscillators may be related to Feigenbaum (period-doubling) cascades and/or the existence of Shil'nikov-like homoclinic bifurcations [Chua et al., 1986; Freire et al., 1998 ]. Moreover, coexisting attractors may give rise to hysteretic effects in the oscillator .
Despite the extensive investigation of bifurcations and chaos in electronic circuits during the last decade [Madan, 1993; Kennedy, 1999] a rigorous bifurcation analysis for a representative of the class of sinusoidal oscillators has not been carried out yet.
In this work we consider the Colpitts oscillator as a paradigm for sinusoidal oscillation, with the aim of drawing some general conclusions about the nonlinear phenomena exhibited by this type of oscillator. For the Colpitts oscillator, there is a growing body of numerical and experimental evidence of chaotic behavior [Kennedy, 1994; Sarafian & Kaplan, 1995; Maggio et al., 1997; ]. By combining numerical continuation techniques and normal form analysis, we illustrate how a complete picture of the dynamical behavior of the circuit as a function of its parameters can be obtained. In particular, we show how periodic and nonperiodic (chaotic) oscillations are generated and how the structure of the bifurcation set in the parameter space is organized by an infinite family of homoclinic bifurcations. Moreover, we emphasize that the complex bifurcation structure exhibited by the Colpitts oscillator gives rise to coexistence phenomena in a vast area of the parameter space.
This paper is organized as follows. In Sec. 2 we give some background information about the Colpitts oscillator and we introduce the circuit model. The birth of the harmonic cycle which is responsible for the nearly-sinusoidal oscillation of the Colpitts oscillator is discussed in Sec. 3. In particular, we highlight the differences between the predictions of conventional linear analysis methods and the result of the application of the Hopf bifurcation theorem. Also, in Sec. 3.3 a robustness analysis of our model of the Colpitts oscillator is discussed. In Sec. 4, we introduce various families of periodic solutions for the oscillator. Then, in Sec. 5 we present the results of a bifurcation analysis of a model of the Colpitts oscillator, with particular emphasis on homoclinic bifurcations and their organizing role with respect to the complete bifurcation diagram. A discussion of the results is reported in Sec. 6. In particular, the implications of the results in terms of the coexistence of attractors are outlined in Sec. 6.1. In Sec. 6.2 we show simulation results for our model of the Colpitts oscillator, confirming the theoretical predictions. Finally, in Sec. 6.3 we give an interpretation of the observed bifurcation diagram in terms of the existence of an organizing center.
The Colpitts Oscillator
The single-transistor Colpitts oscillator is an implementation of a sinusoidal oscillator which is widely used in modern communication systems [Razavi, 1998] .
We consider the configuration of the Colpitts oscillator illustrated in Fig. 1(a) . This oscillator can be thought of as the interconnection of a bipolar junction transistor (T ), acting as the gain element, and a resonant network consisting of an inductor (L) and a pair of capacitors (C 1 and C 2 ). The circuit bias is provided by the voltage supply V cc and by the current source I 0 , with a parasitic conductance G 0 . 
Circuit model
According to the standard approach followed in the qualitative analysis of nonlinear systems [Strogatz, 1994] we select a minimal model for the Colpitts oscillator, i.e. as simple a model as possible which maintains the essential features exhibited by the real oscillator. This requires of course an a posteriori robustness analysis of the model in order to validate the results. Henceforth, we will assume that the passive and reactive elements are ideal. Furthermore, regarding the transistor model, we make the following assumptions:
(H.1) The transistor T is modeled by a (voltagecontrolled) nonlinear resistor R E and a linear current-controlled current source, as shown in Fig. 1(b) .
(H.2) We model the base-emitter (B-E) drivingpoint characteristic [Chua et al., 1987] with an exponential function, namely:
where I E is the emitter current, V BE is the voltage across the B-E junction, I S is the saturation current of the B-E junction (typically I S 10 −15 A), α F ( 0.99) is the common-base forward short-circuit current gain of the transistor, and V T ≡ k b T/q is the thermal voltage with k b the Boltzmann constant, T the absolute temperature expressed in Kelvin, and q the electron charge; note that V T 26 mV at room temperature (300 K). (H.3) Parasitics are neglected (parasitic capacitors C be and C ce , if included, would add in parallel with C 2 and C 1 , respectively).
We highlight the key role played by the nonlinear resistor R E (modeling the B-E junction of the transistor) in determining the nonlinear phenomena illustrated in the sequel. A robustness analysis of our model of the Colpitts oscillator shows that the neglected elements do not alter the qualitative behavior of the system (see also Sec. 3.3) . In other words, parasitic elements do not add extra dynamics to the system. The state equations for the schematic in Fig. 1(a) are the following:
where the state variables are the voltages V C 1 and V C 2 across the capacitors C 1 and C 2 , respectively, and the current I L in the inductor L; note that V C 2 = −V BE . In Eq. (2) we denote time by t while f (·) is the driving-point characteristic of the nonlinear resistor R E defined by Eq. (1). Equation (2) admits a unique equilibrium point E ≡ (V C 1 , V C 2 , I L ) in the state space defined by the following (transcendental) equations:
where |V C 2 | coincides with the so-called threshold voltage (V th ) of the B-E junction. Hence, we can distinguish between two different modes of operation of the Colpitts oscillator depending on the state of the transistor. Referring to Eq. (1), roughly, when V BE > V th the transistor conducts (I E > 0) and the oscillator operates in the so-called forwardactive region. On the other hand, if V BE < V th the transistor is cut off (I E 0) and correspondingly we refer to the cut-off region of operation.
By moving the origin O of the state space to the equilibrium point E of (2) and by normalizing the state variables and time, we can introduce the new dimensionless variables:
where time has been normalized with respect to the inverse of ω 0 , the resonant frequency of the tank circuit composed of the inductor L and the capacitors C 1 and C 2 . With this transformation the state equations (2) of the Colpitts oscillator can be rewritten in the form:
where the parameters k, Q 0 , Q and g * are defined by:
while the nonlinear function n(·) is given by:
In this normalized space, the forward active and cut-off regions of operation of the Colpitts oscillator correspond to the subspaces x 2 < 0 and x 2 > 0, respectively.
Ideal model
In order to simplify the analysis we now idealize the circuit model even further and reduce the number of parameters. In particular, we consider an ideal current bias, that is, we let G 0 → 0 (⇒ Q 0 → 0), and we assume α F = 1, which corresponds to neglecting the base current of the transistor.
We emphasize that these assumptions do not affect the qualitative dynamics of our model of the Colpitts oscillator, but only change the mechanism of generation of the harmonic cycle, as discussed in Sec. 3.
The resulting simplified (normalized) state equations can be written as:
These depend on just the two parameters Q and g * , while k has only a scaling effect on the state variables. The two parameters Q and g * admit a precise physical interpretation in terms of the ideal model of the Colpitts oscillator. Namely, the quality factor Q measures the selectivity of the resonant circuit. On the other hand, g * admits a precise physical meaning in the context of the Barkhausen criterion [Millman & Grabel, 1988] which defines the oscillation condition according to classical linear analysis, as discussed in Sec. 3.
Birth of the Harmonic Cycle
In this section we discuss the birth of the harmonic cycle associated with nearly-sinusoidal oscillation in the Colpitts oscillator. First, we discuss the oscillation condition in terms of linear theory, according to the classical approach followed in electronics. Then, the same phenomenon is analyzed by means of Hopf bifurcation theory and the results are compared with those obtained by linear analysis.
Barkhausen criterion
A standard approach used in engineering for the analysis of sinusoidal oscillators, such as the Colpitts oscillator, consists of decomposing the circuit into a linear time-invariant subsystem and a nonlinear feedback element connected together in a closed loop. A necessary condition for oscillation is then derived through linear analysis by considering a linear approximation of the feedback element and demanding that the system admits a self-sustained oscillation. The resulting oscillation condition is known as the Barkhausen criterion which is expressed in terms of the so-called open loop gain, i.e. the product of the network functions associated with the forward and feedback blocks, respectively. The Barkhausen criterion predicts that a self-sustained oscillation will occur in a feedback system when the phase shift around the loop is zero and the loop gain equals unity. In formulae, denoting the open loop gain network transfer function by G(s), the criterion becomes:
where ω B is the oscillation frequency; correspondingly, when conditions (9) are met the loop gain is a real quantity.
Application to the Colpitts oscillator
In the case of the ideal model (8) of the Colpitts oscillator, since g * in this case coincides with the (open) loop gain when the phase condition of (9) is satisfied, application of the Barkhausen criterion leads to the oscillation condition:
with ω B ≡ ω 0 .
On the other hand, for the complete model (5) the oscillation condition derived from the Barkhausen criterion (for values of α F sufficiently close to unity) turns out to be:
where for simplicity we do not report the expression for ω B in terms of the parameters as it is quite involved and does not add any useful information.
Hopf bifurcations in the Colpitts oscillator
In this section we discuss the birth of the harmonic cycle, for the two variants of our model of the Colpitts oscillator, in terms of Hopf bifurcation theory and we compare the results with the prediction of the Barkhausen criterion.
Ideal model
The ideal model (8) of the Colpitts oscillator exhibits a supercritical Hopf bifurcation at g * = 1 (for all values of Q > 0). Namely, for values of g * > 1 the equilibrium point at the origin loses its stability and a stable limit cycle appears around it, in agreement with the Barkhausen criterion. We remark that for values of g * close to (but larger than) unity the limit cycle which is born is almost a perfect ellipse (harmonic cycle). In ] it is shown that this Hopf bifurcation is always nondegenerate, and in particular that it is supercritical for all values of Q.
Nonideal model
We now consider the birth of the harmonic cycle in the nonideal model (5) of the Colpitts oscillator. In order to compare the results with the ideal case, we will refer here to the parameter plane (Q, g * ) and set the remaining parameters to constant values. Figure 2 shows the Hopf bifurcation locus in the (Q, g * ) plane for the model (5) for fixed values of α F (= 0.99), k(= 0.5) and Q 0 (= 0.15). This bifurcation curve has been computed using the continuation software package Content [Kuznetsov & Levitin, 1997] . We note that in this case the Hopf bifurcation is no longer supercritical for all values of the parameters. In particular, the Hopf bifurcation curve H in the (Q, g * ) plane is composed of two branches: H = H + ∪ H − . These two branches are characterized by opposite signs of the corresponding first Lyapunov coefficient l 1 , that is, the real part of the cubic coefficient in the Hopf normal form [Kuznetsov, 1995] . Along the branch H − the Hopf bifurcation is supercritical (l 1 < 0): by moving the parameters across H − the equilibrium point at the origin loses its stability and a stable limit cycle is born around it. By contrast, along H + the Hopf bifurcation is subcritical, (l 1 < 0), meaning that in this case by crossing the bifurcation curve the equilibrium point loses its stability as an unstable cycle shrinks onto it.
Referring to Fig. 2 we note that the bifurcation branches H − and H + are separated by a codimension-2 degenerate point, denoted by DH (Degenerate-Hopf), where the first Lyapunov coefficient l 1 vanishes. According to the normal form theory (see [Kuznetsov, 1995] ) there exists a tangent bifurcation of limit cycles T c originating at point DH and corresponding to the collision of two limit cycles, one of which is stable while the other is saddle-type. The result of numerical continuation of the curve T c is shown in Fig. 2 .
We now illustrate in detail the two different bifurcation scenarios that the system undergoes when moving the parameters along the paths denoted by , respectively. From a practical point of view, the scenarios in Fig. 3 show that by crossing the Hopf bifurcation branch H − transversely, for increasing values of Q, a (stable) limit cycle is born smoothly around the equilibrium. By contrast, when crossing the branch H + , for increasing values of Q, the sudden "birth" of a (stable) limit cycle of nonzero amplitude is observed. In fact, in this situation the trajectory escapes from the equilibrium, which is unstable, and converges towards the stable cycle which is born on the tangent bifurcation T c [see Fig. 3(b) ]. This is in agreement with the results presented in [Zheng & Neubert, 1997] from the analysis of a more complete model of the Colpitts oscillator. Finally, Fig. 2 also shows the locus in the (Q, g * ) plane where the oscillation condition derived from the Barkhausen criterion [Eq. (11)] is satisfied (dashed curve). From Fig. 2 we note that the prediction of the Barkhausen criterion in this case does not coincide with the Hopf bifurcation locus for low values of Q. This is due to the fact that the Barkhausen criterion is derived from linear analysis, and thus provides only necessary but not sufficient conditions for oscillation.
Robustness analysis
A robustness analysis of our ideal model of the Colpitts oscillator has revealed that the main difference when considering the circuit nonidealities lies in the different ways in which the (stable) harmonic cycle is created, as described in Sec. 3.2.2. Namely, we can show that in a more complete model of the Colpitts oscillator (i.e. by considering the nonideal model (2) and relaxing hypotheses (H.1), (H.2) and (H.3)) the harmonic cycle undergoes similar bifurcations as for the ideal model. Therefore, even though in the following analysis we will refer exclusively to the ideal model (8) of the Colpitts oscillator, the corresponding results are also qualitatively valid for more generic models.
Families of Cycles
The bifurcations discussed so far describe the way in which the harmonic cycle is born. However, the model (8) of the Colpitts oscillator admits several other periodic solutions which are generated by period-doubling or tangent bifurcations of limit cycles. Figure 4 shows three such bifurcation curves, namely T (3) , T (4) , and the flip bifurcation curve F T (2) . The latter bounds the region where the harmonic cycle is attracting. The cycles which are born from these bifurcations are geometrically different from each other and can be characterized by the number of turns that the trajectory exhibits in the cut-off region or, equivalently, by the number of maxima per cycle of the state variable x 3 (t). Henceforth, we will refer to them as the n-turn cycles (with n = 1, 2, 3, . . .). (8) in the (Q, g * ) plane, with k fixed at 0.5. The labels correspond to: F T (2) -flip bifurcation curve of limit cycle; T (n) , n = 3, 4 -tangent bifurcation curves of limit cycles. Figure 5 reports the cycles which are born on the bifurcations F T (2) , T (3) and T (4) together with the harmonic cycle [in Fig. 5(a) ], for parameter values corresponding to points a, b, c, and d in Fig. 4 , respectively. The limit cycle shown in Fig. 5(b) , which is born through a period-doubling (flip) bifurcation of the harmonic cycle on the curve F T (2) , is characterized by two turns in the cut-off region or, in other words, the state variable x 3 (t) exhibits two maxima per cycle. Similarly, the limit cycle shown in Fig. 5(c) (resp. (d) ) which is born through a tangent bifurcation on curve T (3) (resp. T (4) ) has three (resp. four) maxima of x 3 (t) per cycle.
All of these cycles undergo several other bifurcations. The invariant sets generated by these bifurcations exhibit geometrical features similar to the n-turn solution from which they originate. This concept is illustrated in the case of period-doubling Projection onto the (x2, x3) plane of: (a) the 1-turn (harmonic) limit cycle (log 10 (Q) = 1.0885, log 10 (g * ) = 1.5); (b) the 2-turn limit cycle (log 10 (Q) = 1.0588, log 10 (g * ) = 1.5); (c) the 3-turn limit cycle (log 10 (Q) = 1.1608, log 10 (g * ) = 1.5); (d) the 4-turn limit cycle (log 10 (Q) = 1.2265, log 10 (g * ) = 1.5); for parameters values corresponding to points a, b, c and d in Fig. 4 . 1,∞ , where it results in a strange attractor. Similarly, the 3-turn stable limit cycle born on the tangent curve T (3) undergoes a Feigenbaum-like cascade f
1,∞ for decreasing value of Q. Figure 6 shows that the attractors (cycles and strange attractors) of the system are derived from the n-turn "generating cycles" through a series of bifurcations and, as shown in Fig. 7 , they exhibit geometrical features similar to the n-pulse solution from which they originate. In that sense, they can be considered part of the same family of solutions, "relatives" of the n-turn solution, as indicated in Fig. 6 .
The geometrical similarity of Figs. 7(a) and 7(b) suggests that we should consider the attractors on the bottom left-hand side in Fig. 6 as relatives of the 2-turn limit cycle which is born on the flip bifurcation curve F T (2) , rather than considering them as relatives of the (1-turn) harmonic cycle. In such a way we can say that the period-2 cycle undergoes a Feigenbaum-like cascade f In what follows we will show that the generating cycles and their bifurcations actually fill the whole bifurcation diagram, which in turn is organized by an infinite sequence of homoclinic bifurcations. This is why we have used the superscript (n) to label the corresponding bifurcation curves. The notation that we will adopt henceforth will be f (n) j,k , to indicate, for example, the kth flip bifurcation in the jth Feigenbaum cascade associated with the n-turn generating cycle.
In the next section we will focus on how the different families of cycles are organized by a sequence of homoclinic bifurcations.
Homoclinic Orbits and Associated Bifurcations
For our analysis of homoclinic bifurcations in the chosen model of the Colpitts oscillator we follow the approach proposed by Glendinning and Sparrow [1984] . The basic idea is that a homoclinic bifurcation (irrespective of whether it is of tame type or Shil'nikov type) from a global point of view organizes the existence of just one cycle and, in the Shil'nikov case, a set of other invariant sets in a neighborhood of the homoclinic bifurcation curve. This concept can be better illustrated by referring to Figs. 8(a) and 8(b) , where we show a sketch of the dependence of the period T 0 , for a periodic orbit approaching the homoclinic bifurcation, on a parameter µ for the tame and Shil'nikov cases, respectively. In particular, from Fig. 8(b) we notice that in some sense all the periodic orbits in the neighborhood of a Shil'nikov type homoclinic bifurcation are derived from the same cycle. Furthermore, in both cases, from a global point of view (i.e. far from the bifurcation point), the homoclinic bifurcation at µ = 0 divides the parameter space into roughly two parts: µ 0 where a periodic solution exists, and µ 0, where the periodic solution does not exist. Summarizing, we can say that in both cases (tame and Shil'nikov) the points on the bifurcation curve correspond to only one cycle that we call the generating cycle. Also, the period T 0 → ∞ as the parameter µ approaches zero. Bearing this interpretation in mind, the only difference between the two cases is then dictated by the relative size of the "oscillations" (∆µ) of Fig. 8(b) with respect to the parameter range under consideration.
By using the approach outlined above we will show in this section that all the generating limit cycles and their subsequent bifurcations are Fig. 7. The attractors resulting from bifurcations of the n-pulse solution. They exhibit geometrical features similar to the periodic solution from which they originate. (a) 2-turn limit cycle (log 10 (Q) = 1.0588, log 10 (g * ) = 1.5); (b) 2-turn Feigenbaumlike strange attractor (log 10 (Q) = 1.0565, log 10 (g * ) = 1.5); (c) 3-turn limit cycle (log 10 (Q) = 1.1608, log 10 (g * ) = 1.5); (d) 3-turn Feigenbaum-like strange attractor (log 10 (Q) = 1.1440, log 10 (g * ) = 1.5); (e) 4-turn limit cycle (log 10 (Q) = 1.2265, log 10 (g * ) = 1.5); (f) 4-turn Feigenbaum-like strange attractor (log 10 (Q) = 1.2150, log 10 (g * ) = 1.5). organized by an infinite family of homoclinic bifurcations h (n) , n = 1, 2, . . . . For convenience, the first of these bifurcation curves is called the primary homoclinic bifurcation while all the others are called secondary homoclinic bifurcations. These bifurcation curves were computed using the numerical toolbox for homoclinic bifurcation analysis HomCont [Champneys & Kuznetsov, 1994; Champneys et al., 1996] incorporated into Auto97 [Doedel et al., 1997] . We can expect that the various homoclinic bifurcation curves correspond to n-turn homoclinic orbits which differ in the number of maxima of the state variable x 3 (t). We emphasize that for physically meaningful values of the parameters Q and g * the equilibrium point O of (8) is a saddle-focus characterized by a pair of complex-conjugate eigenvalues with positive real parts, which are closer to the imaginary axis (leading) than the real negative eigenvalue. Hence, Shil'nikov's theorem (see e.g. [Kuznetsov, 1995] ) implies the existence of an infinite number of saddle limit cycles for parameter values near the homoclinic bifurcation curves or, as sometimes improperly stated, that stable chaotic behavior exists in the neighborhood of the homoclinic bifurcation curves.
In the following subsections we will show that the regions of chaotic behavior in the parameter space of the Colpitts oscillator possess a very regular structure. Namely, the chaotic region can be decomposed into subregions where chaotic attractors coexist with cycles which have different number of turns in the cut-off region.
Primary homoclinic and subsidiary bifurcations
By numerical continuation, with respect to Q, of the harmonic cycle which exists for log 10 (Q) = 0.4 and log 10 (g * ) = 1, one can easily verify that the period of the cycle increases rapidly as Q oscillates around a value of log 10 (Q) = 0.2093 . . . . This provides a clear indication that the cycle is very close to a Shil'nikov homoclinic orbit. The dependence of the period T 0 on Q is reported in Fig. 9 , where it can be clearly seen that after the first large wiggle the curve proceeds almost vertically (the wiggle is "heavily damped"), justifying the Glendinning and Sparrow approach. This can also be justified theoretically referring to [Gaspard, 1983] where it is shown that the accumulation rate of the wiggles follows an exponential scaling law which is proportional to the ratio between the real eigenvalue and the imaginary part of the complex eigenvalues associated with the equilibrium point. Due to the strongly dissipative nature of our model of the Colpitts oscillator, this accumulation is very rapid, as confirmed by Fig. 9 . The application of a suitable perturbation of the parameters, starting from the initial guess given by the previous continuation, allows one to detect a homoclinic bifurcation point, the associated homoclinic orbit being characterized by a single maximum of x 3 (t). Then, through continuation, the whole homoclinic bifurcation curve h (1) can be computed (green curve in Fig. 10) .
It has been proven [Gaspard, 1983; Gaspard et al., 1984] that a homoclinic bifurcation organizes three infinite families of subsidiary bifurcation curves (and an infinite family of cusp codimension-2 bifurcation points). The first one is a family of tangent bifurcation curves of cycles, the second is a family of flip bifurcations, and the third is a family of homoclinic bifurcations (called subsidiary homoclinic bifurcations) associated with homoclinic orbits which are characterized by a number of global turns in state space equal to twice that of the corresponding primary homoclinic orbit. Their location and geometrical organization in a two-parameter space is also known theoretically.
The flip and tangent bifurcations are organized according to a well-defined spiral pattern [Gaspard et al., 1984] while the subsidiary homoclinic bifurcation curves accumulate on one side of the primary homoclinic bifurcation curve [Gaspard, 1983] . In 
j,k (magenta curves) indicate tangent bifurcations of limit cycles; F T (2) (black curve) and f
j,k (cyan curves) denote flip bifurcations of limit cycles. The upper index (2) indicates that all the bifurcating cycles are relatives of the 2-turn cycle that is born from the flip bifurcation F T (2) . The yellow dashed curve is a sketch of the theoretical spiral pattern exhibited by this bifurcation diagram. Fig. 10 we show the first flip (cyan curves f (2) j,k ) and tangent (magenta curves t (2) j,k ) subsidiary bifurcation curves of the primary homoclinic bifurcation h (1) . The dashed yellow curve is a sketch of a portion of the organizing spiral pattern, demonstrating qualitative agreement with the theory [Gaspard et al., 1984] . Note that the cycles associated with these bifurcation curves are "relatives" of the 2-turn cycle (which has two maxima of x 3 (t) per cycle) which is born on the curve F T (2) ; this is why the curves are labeled with the superscript (2).
We remark that if we exclude the subsidiary homoclinic orbits which will be discussed later, Fig. 10 summarizes the overall bifurcation structure associated with the harmonic cycle.
Also, it should be noted that there is a qualitative difference between the theoretical two-parameter bifurcation structure described by Gaspard et al. [1984] , and that shown in Fig. 10 . In fact, in the theoretical diagram, the homoclinic curves exhibit an end point that coincides with the center of accumulation of the spiral pattern (sketched in yellow). By contrast, for our model of the Colpitts oscillator the homoclinic curve is Ushaped, as sketched in Fig. 11 , where the center of accumulation of the yellow spiral pattern is the turning point. This U-turn is very sharp and the two branches of the homoclinic bifurcation curve almost coincide, as can be seen in Fig. 10 , where the green U-shaped curve looks like a line. However, it is possible to distinguish between the left and right branches of the homoclinic curve by looking at the shape of the corresponding homoclinic orbits (see Fig. 11 ).
For sufficiently high values of g * the left branch of h (1) corresponds to homoclinic orbits characterized by a single turn in the cut-off region (one maximum per cycle of x 3 (t)). By contrast, descending along the left branch and following around the Uturn, the geometry of the homoclinic orbit changes significantly in that a second maximum of x 3 (t) appears. Correspondingly, the homoclinic orbit exhibits two global turns involving two oscillations in the cut-off region. Figure 11 shows the homoclinic orbits corresponding to the two branches of h (1) . The two homoclinic orbits are shown in the tangent space of the equilibrium's eigenbasis; the red ´½µ £ É Fig. 11 . Deformation of the homoclinic orbit along the curve h (1) : the homoclinic orbits associated with the left branch of h (1) make one big turn while those associated with the right branch make two big turns separated from one another. The homoclinic orbits are plotted in the tangent space of the equilibrium point's eigenbasis, the red plane corresponds to the unstable eigenplane (complex eigenvalues) while the green line corresponds to the stable eigenspace (real eigenvalue).
plane corresponds to the unstable eigenplane (complex eigenvalues) while the green line corresponds to the stable eigenvector (real eigenvalue). We stress here, as this concept will be used repeatedly in the sequel, that the homoclinic orbits associated with the left branch of h (1) exhibit a single turn in the cut-off region while those associated with the right branch admit two turns in the same region.
The fact that the homoclinic orbits on the right branch of h (1) exhibit two global turns may suggest that the primary homoclinic bifurcation curve might close on itself on one of the subsidiary homoclinic bifurcation curves when the parameters move across the U-turn. This is not the case because, although the existence of subsidiary homoclinics is related to a local phenomenon associated with Shil'nikov-like homoclinic bifurcations [Gaspard, 1983] , the generation of an additional turn in the homoclinic orbit, while crossing the Uturn of h
(1) , is a global phenomenon which cannot be predicted by local analysis. Actually, we can show with theoretical arguments [Gaspard, 1983b] that the subsidiary homoclinic bifurcation curves must all lie inside the U-shaped primary bifurcation curve.
Numerical continuation of a subsidiary homoclinic bifurcation curve shows that the corresponding locus is also U-shaped, just like the primary one. Moreover, when crossing the U-turn, an extra turn in the cut-off region is added to the associated homoclinic trajectory (see Fig. 12 ). Further numerical analysis has prompted us to conjecture a geometrical organization of the subsidiary homoclinic bifurcation curves as shown in Fig. 13 . However, we emphasize that we cannot say anything definite about the exact nature of the ordering in the system under investigation. In fact, the index k characterizing the subsidiary homoclinics admits a precise geometrical meaning, indicating the number of turns of the trajectory around the stable manifold of the saddle equilibrium point, when first approaching it.
In conclusion, the bifurcation diagram associated with the primary homoclinic curve h (1) is composed of (see Fig. 10 ): h (1) itself, the subsidiary bifurcations f
j,k , and h (1) k , j, k = 1, 2, . . . , and the flip bifurcation F T (2) which bounds the region of the parameter space where the bifurcations associated with the primary homoclinic bifurcation occur. (dark green curves) with respect to the primary homoclinic bifurcation curve h
(1) (green curve).
Results for the two-parameter bifurcation diagram associated with the primary homoclinic bifurcation show that from a global point of view there exist two distinct homoclinic bifurcations. Namely, according to Sparrow's approach, the primary homoclinic bifurcation curve can be seen as comprising two distinct homoclinic bifurcation curves h (1) and h (1+1) . The first one (left branch) is associated with the (1-turn) harmonic cycle [shown in Fig. 5(a) ] that, because of the first big wiggle shown in Fig. 9 , exists on the right-hand side of the bifurcation diagram, for high values of Q. Analogously, the second one (right branch) is associated with the distorted [(1 + 1)-turn] harmonic cycle that exists on the left-hand side of the bifurcation diagram, for low values of Q, as shown in Fig. 14(a) .
Finally, we can show (by numerical continuation) that there exists a path in the parameter space along which the (1 + 1)-turn limit cycle deforms and becomes a 2-turn limit cycle, as illustrated in Fig. 14(b) . Numerical continuation of this cycle shows that it undergoes a new homoclinic bifurcation; more precisely, it undergoes the first of the secondary homoclinic bifurcations.
Secondary homoclinics and subsidiary bifurcations
The bifurcation diagrams associated with the secondary homoclinic curves h (2) , h (3) , . . . present the same structure as the diagram associated with the primary homoclinic h (1) . The only difference is that the homoclinic orbits associated with the homoclinic bifurcation curves h (n) involve n or (n + 1) maxima of x 3 (t) per cycle, instead of one or two. Figure 15 shows the bifurcation diagram associated with h (2) . The homoclinic bifurcation curve h (2) is U-shaped in the same way as h (1) . As in the primary case, the two branches of h (2) are so close together that they appear as a single line. The homoclinic orbits associated with the left branch of h (2) make two global turns, while those associated with the right branch make three global turns, as can be seen in Fig. 16 , where the homoclinic orbits corresponding to the two branches are shown.
The main difference between the bifurcation diagram associated with the primary homoclinic (see Fig. 10 ) and the diagram associated with the secondary homoclinics (see Fig. 15 ) is that in the latter case a tangent bifurcation curve T (n) rather than a flip bifurcation curve bounds the region of the parameter space containing the bifurcation curves associated with the homoclinic bifurcation h (n) (with n = 2, 3, . . .).
Again, following Sparrow's approach, we can interpret the two branches (left and right) of the h (2) bifurcation curve as two distinct homoclinic bifurcation curves h (2) and h (2+1) . As in the primary homoclinic case, a continuous path can be found in the parameter space along which the (2 + 1)-turn limit cycle, derived from the h (2+1) branch of the homoclinic bifurcation, deforms and becomes a 3-turn limit cycle, which in turn undergoes a new homoclinic bifurcation h (3) . The bifurcation diagram and the homoclinic orbits associated with h (3) are shown in Figs. 17 and 18 , respectively. Figure 19 shows the bifurcation diagram resulting from the superposition of the bifurcation structures associated with the primary and the first two secondary homoclinics. Even though similar results could be obtained for many other secondary homoclinic curves h (n) , for the sake of clarity in Fig. 19 we show only the first three complete structures. 
j,k (cyan curves) denote flip bifurcations of limit cycles. The upper index (4) indicates that all the bifurcating cycles are relatives of the 4-turn cycle that is born from the tangent bifurcation T (4) . The yellow dashed curve is a sketch of the theoretical spiral pattern exhibited by this bifurcation diagram. Besides the bifurcation structures described above, Fig. 19 shows seven other bifurcation curves: four tangent bifurcations of limit cycles T n , n = 1, . . . , 4 (red curves), exhibiting two cusp points each, and three flip bifurcation loci F n , n = 1, . . . , 3 (blue curves). We emphasize that the tangent bifurcations T n and the cusp points along them are responsible for the coexistence of the periodic invariant sets belonging to the nth homoclinic bifurcation diagram and those which belong to the (n + 1)th solution family. On the other hand, each flip bifurcation F n traces the path that allows one to pass continuously between the periodic invariant sets belonging to the nth homoclinic bifurcation diagram and those corresponding to the (n + 1)th one. Note that, even though the generic curve F n crosses itself in the neighborhood of one of the two cusp points of T j this is not a codimension-2 point because the two crossing branches of the flip bifurcation curve belong to different "floors" of the corresponding cycle manifold. In fact, the latter is folded by the cusp point, as described in [Carcasses, 1993] .
Despite the complexity of the bifurcation diagram in Fig. 19 , we would like to emphasize that the curves shown represent only a very small fraction of the complete bifurcation set. First of all, each curve is only one representative of an infinite family of similar bifurcation curves; secondly, the subsidiary homoclinic curves are missing since we were unable to produce them numerically for all cases because of the numerical difficulties related to their continuation.
Discussion
We have shown in the previous sections that a family of homoclinic bifurcations organizes completely the structure of the so-called "chaotic" region of the Colpitts oscillator (see Fig. 19 ). This region is fragmented into subregions of chaotic and/or periodic behavior and coexisting attractors (cycles and strange attractors) which are characterized by different geometries, namely by a different number of turns in the cut-off region.
In order to explain better how the different bifurcation diagrams associated with the homoclinic bifurcations are organized, we refer to Fig. 20 . This figure shows a three-dimensional sketch of the cycles manifold for the model of the Colpitts oscillator with respect to the parameters Q and g * . Each point on the manifold represents a periodic solution for the Colpitts oscillator model. The sketch is composed of three iterated submanifolds ("floors") derived from the local bifurcation diagrams associated with the three homoclinic bifurcations curves h (1) , h (2) and h (3) .
Referring for instance to the first floor (shown yellow), the cycle manifold structure shows how the periodic solutions associated with the primary homoclinic bifurcation are organized. Namely, the Ushaped homoclinic curve h (1) (green curve) breaks the (first floor) cycle manifold into two parts: On one side are the cycles generated from bifurcations of the 1-turn cycle while on the other side lie cycles generated from bifurcations of the (1 + 1)-turn cycle.
Around the turning point, a spiral pattern, formed by the flip and tangent bifurcation curves f (2) j,k and t (2) j,k j, k = 1, 2, . . . , organizes the existence (and the coexistence) of all the cycles generated by successive bifurcations of both the 1-turn and the (1 + 1)-turn cycles. On the right-hand side, the (1 + 1)-turn cycle manifold folds towards the lefthand side, because of the right branch of tangent bifurcation T 1 and the corresponding cusp point on the right; in doing so, the (1 + 1)-turn cycle manifold becomes the 2-turn cycle manifold. In the same way (not shown in figure to keep the picture as clear as possible), on the left-hand side, the 1-turn cycle manifold folds towards the right-hand side, because of the left branch of the tangent bifurcation T 1 and the corresponding cusp point on the left. This folding, caused by the left branch of T 1 , corresponds to the first big wiggle shown in Fig. 9 . The folding mechanism described is responsible for the fact that n-turn cycles, that are associated with the left-hand side of h (n) , are observed on the right-hand side and, vice versa, (n + 1)-turn cycles which are associated with the right-hand side of h (n) are observed on the left-hand side. Finally, the flip bifurcation curve F 1 (blue locus) traces a path that allows one to move smoothly from the cycle manifold associated with h (1) to the cycle manifold associated with h (2) . The same structure is then repeated for every cycle manifold associated with each secondary homoclinic bifurcation h (n) .
A way to visualize numerically the structure sketched in Fig. 20 is to plot a suitable measure of the periodic solutions against the parameters. For example, in Fig. 21 we plot the period T 0 of the solutions along the main bifurcation curves reported in Fig. 19 . The curves reported are already sufficient to outline the "multifloor" structure of the cycle manifold and the way adjacent floors are connected.
Figure 20 enables us to visualize easily how the overall bifurcation set of the periodic solutions of our model of Colpitts oscillator is organized. Furthermore, it allows us to draw some conclusions about the coexistence of both periodic and chaotic attractors.
Coexistence of attractors
The two different mechanisms leading to coexistence can be summarized as follows. The first, predicted by local analysis in the neighborhood of a homoclinic bifurcation, is due to the cusp bistabilities occurring near the homoclinic bifurcation curves. This leads to the coexistence of periodic and complex solutions belonging to the same family of cycles, namely deriving from the same generating n-turn cycle. The second type of coexistence cannot be predicted on the basis of local arguments as it is caused by the overlapping of the bifurcation structures associated with the homoclinic bifurcation curves belonging to different families of cycles. This results in the coexistence of periodic and complex solutions belonging to different families of cycles, namely those derived from different nand m-turn cycles. Figures 22(a) and 22(b) report two examples of coexisting attractors which exist for parameter values corresponding to the points a and b respectively in Fig. 19 . In particular, Fig. 22(a) shows two coexisting limit cycles belonging to the same solution family while Fig. 22(b) shows two coexisting limit cycles belonging to two different families of periodic solutions.
Simulation results
We now show that the complexity of the chaotic region can also be confirmed by simulation. Figure 23 reports the results of extensive simulations of our model of the Colpitts oscillator throughout the parameter region under consideration. The darker regions are associated with more complex attractors characterized by higher numbers of oscillations in the cut-off region. The figure shows that for increasing values of g * (and Q) the simulation detected the existence of families of cycles with increasing numbers of turns in the cut-off region. Obviously, a single simulation session cannot show coexistence of attractors but, nevertheless, sudden variations Fig. 19 respectively: (a) coexistence of two limit cycles belonging to the 2-turn family (log 10 (Q) = 0.0790, log 10 (g * ) = 0.5420); (b) coexistence of a limit cycle belonging to the 2-turn family (shown magenta) and one belonging to the 3-turn family (shown black) (log 10 (Q) = 0.6765, log 10 (g * ) = 0.7750). in the color indicate the occurrence of "jumps" between different periodic and nonperiodic solutions.
Furthermore, simulation reveals how the chaotic region is indeed fragmented into subregions characterized by simple and complex behaviors.
Finally, a zoom of h (1) clearly shows the spiral pattern described in the previous sections (see Fig. 24 ).
Conjecture concerning a codimension-2 organizing center
We acknowledge that numerical evidence of the existence of an infinite number of homoclinic bifurcations is far from being a mathematical proof. In this direction, further analysis is needed. In particular, the existence of an organizing codimension-2 point, where the primary and all the secondary homoclinic bifurcation curves converge can be conjectured. This is based on the observation that the homoclinic orbits associated with the different homoclinic bifurcations h (n) are characterized by an increasing number of turns developing far away from the saddle equilibrium point. In this respect, we recall that several results (see e.g. [Gaspard, 1993; Shil'nikov et al., 1995; Kuznetsov, 1995] ) have been obtained for particular (symmetric) codimension-2 bifurcations associated with saddle-focus to saddle-focus heteroclinic loops. These codimension-2 bifurcations can organize infinite families of homoclinic bifurcations whose orbits are characterized by an increasing number of turns "far" from the equilibrium point.
More precisely, these turns usually develop around the unstable manifold of another saddle equilibrium. Furthermore, the fact that the homoclinic curves h (n) appear to be parallel in the (Q, g * )-parameter plane suggests that such a codimension-2 point could exist for infinite values of the parameters, due to some degeneracy of the model under consideration. The perturbation analysis needed to prove or refute such a conjecture is beyond the scope of this paper but in the authors' opinion it represents a stimulating aspect for further analysis.
Concluding Remarks
In this paper we have analyzed a simplified model of one of the most common sinusoidal oscillators used in electronics, focusing on its local and global bifurcations. In particular, we have discovered that the number of oscillations per cycle of one of the state variables turns out to be a useful complexity index for classifying the attractors.
We emphasize that the analysis that we have carried out in this paper can be extended to a large class of sinusoidal oscillators [Elwakil & Kennedy, 1998 ]. Also, this analysis may be repeated for a variety of different, but somehow similar, systems which have been used to describe various phenomena, such as the alternation between despotism and anarchy in ancient China [Feichtinger et al., 1996] , the electrical activity of pancreatic cells [Chay, 1985; Sherman et al., 1988] , the microbial dynamics in the chemostat [Kooi et al., 1997] , the autocatalytic enzymatic reactions [Decroly & Goldbeter, 1987] , and food chain dynamics [Kuznetsov et al., 1999] .
The results developed in this paper can be applied in engineering applications by recognizing that our two system parameters, namely the open loop gain g * and the tank quality factor Q, are the usual design parameters for sinusoidal oscillators. Our results, in particular the interpretation of Figs. 19 and 20 , leads to precise design rules for sinusoidal and chaotic oscillators, as pointed out in ].
