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Abstract— This paper presents an improved scheme for the
generation and adaption of synthetic images for the training
of deep Convolutional Neural Networks(CNNs) to perform the
object detection task in smart vending machines. While generat-
ing synthetic data has proved to be effective for complementing
the training data in supervised learning methods, challenges still
exist for generating virtual images which are similar to those
of the complex real scenes and minimizing redundant training
data. To solve these problems, we consider the simulation of
cluttered objects placed in a virtual scene and the wide-angle
camera with distortions used to capture the whole scene in
the data generation process, and post-processed the generated
images with a elaborately-designed generative network to make
them more similar to the real images. Various experiments have
been conducted to prove the efficiency of using the generated
virtual images to enhance the detection precision on existing
datasets with limited real training data and the generalization
ability of applying the trained network to datasets collected in
new environment.
I. INTRODUCTION
Smart vending machines are emerging recently due to its
convenience and low maintenance cost. Vision-based object
detection is usually used in those machines for monitor-
ing the changes of products and is thus one of the most
important supporting functions. While deep Convolutional
Neural Networks (CNNs) has already shown its advantages
in object detection tasks, manual collection and annotation
of the large amount of training data are still notably resource
and time consuming. In recent years, there have been some
works trying to solve this problem by generating synthetic
training data through virtual environment [1], [2], [3]. They
render 3D digital models reconstructed or taken from existing
dataset using modern computer graphics techniques and
create a huge amount of synthetic images by varing the
key components in the virtual scene including background
texture, lighting, camera parameters, etc. Various training
strategies are then adopted to make use of both the synthetic
images and the real ones taken in the test environment to
enhance the performance of detection. The goal of these
approaches is to first make the generated data cover as much
sample space as possible and then utilize the real data to
compensate for the missing part during training. Although
they have proved to be effective on alleviating the insufficient
data problem for supervised learning, there still exist some
problems:
First, although a variety of factors have been considered
to make the rendered images similar to the real image sets
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in specific scenarios (eg. the interior of a refrigerator), some
challenging factors which usually occur in practical systems
were not considered. For example, there are only a limited
number of objects overlayed onto a background texture, and
the generated images may not be realistic when more objects
get involved or pose of the camera changes. Meanwhile,
a wide-angle camera with distortions is often employed in
practice to make sure all the objects in the scene be captured,
while few works have addressed this issue for the generation
of such images.
Meanwhile, while existing works focus on creating a huge
amount of synthetic data and adapt it to the test data set
by fusing with the real images during the training process,
little efforts have been made to further improve the virtual
data itself to make its distribution closer to that of the real
data before training. As a result, some synthetic data will be
redundant and the performance of the trained network with
this data will be limited.
To solve these problem, we proposed an automatic data
generation and adaption method for creating and improving
the synthetic data used in the training of object detection in
smart vending machines. Different from existing works, we
considered more realistic scenes with complex object layout
and camera models, and improved the virtually rendered
images in the data generation process instead of leaving
the data adaption task to the training process. Specifically,
we first reconstruct the interior of the vending machine as
well as the 3D high-quality models of the real products.
Then we put the reconstructed models into the virtual scene
with complicated layout and various lighting conditions in
order to simulate the real case. We also calibrated the wide-
angle camera with distortions and simulate it in the virtual
scene. Next we rendered the virtual scenes by permuting the
parameters around the true values and varying the objects
and environment conditions. After getting the rendered im-
ages, we further adapt them to the real images through a
generative network. To prove the efficiency of our approach,
we conducted a series of experiments on various datasets,
and showed that the generated and adapted synthetic data
can effectively help to improve the detection precision on
existing test sets and also generalize well on new datasets.
The contributions of this work include:
• An automatic pipeline on effectively producing syn-
thetic training data for detecting and recognizing the
number and type of the products in smart vending
machines.
• An improved scheme for generating synthetic images of
realistic environment with complex objects layout and
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Fig. 1. The overall workflow of the proposed data generation and adaption method. The 3D objects and interior of the vending machine are first
reconstructed. The objects are then arranged in complex layout in the environment. Virtual lights and cameras are next set up and may vary during the
generation process. The virtual images are rendered with these settings and their styles are then transferred to better approximate the real data. Bounding
boxes for the objects in the generated images are automatically labeled after the image adaption.
camera models.
• A novel approach for adapting the synthetic images to
the real datasets to improve the usability of the virtual
data.
The rest of the paper is organized as follows: Section II
reviews the related works on synthetic data generation and
object detection. Section III presents the workflow and de-
tailed schemes for generating and adapting the synthetic data.
Experimental results are shown and discussed in Section IV.
Section V gives the conclusion.
II. RELATED WORK
A. Data generation
Synthetic data has been widely used in the training of deep
networks for various tasks, including object detection [4],
[2], pose estimation [5], [6], semantic segmentation [7], [8],
robotic control [9], [10], autonomous driving [11], [12], etc.,
and proved to be a useful source for data augmentation.
These works can be classified into two categories according
to the correspondence between the virtual data generation
environment and the real test environment.
For many applications and tasks like robotic control and
autonomous driving, it is not quite necessary to require
the synthetic training data and test data to have the same
distributions. Therefore, the synthetic data can be produced
in a virtual environment which is different from the real one.
For example, the works [13], [4] tried to put the CAD models
obtained from public datasets onto complex background
textures and render them with arbitrary camera and lighting
parameters to create the virtual dataset for the training of ob-
ject detection. Similar works [14], [15], [3] created synthetic
images containing cars by rendering existing car models onto
natural scene images to help enriching the dataset for the
detection and segmentation of cars. [6] used digital human
models to create synthetic images for pedestrian detection
tasks. The CAD models are also used in robotic controls
to help training the robot to get the pose of the target to
grasp [9], [10]. There are also some works [7], [16], [8], [11],
[12] proposed to create a totally virtual 3D environment,
from which various data can be generated for different tasks
including object detection, semantic segmentation, disparity
estimation, etc. The other reason why the simulated data
generated has less overlap with the real data in these works
is that they targeted on tasks in more general scenes which
may differ a lot among one another.
The other type of works try to recover the real scene’s
information and then generate the virtual data from the
reconstructed virtual scene. For example, there have been
some works [17], [18], [19] proposed to reconstruct the 3D
indoor environment and create various types of training data
for different tasks. The test of the trained network can be per-
formed on the data collected in the real environment whose
amounts are limited though. The works [2] and [1] used
synthetic data for the training of the product recognition tasks
in some specific environment like the refrigerator or shelf.
The former one used the CAD models which are similar
to the real products while the latter used the reconstructed
models which have higher precisions. Both of them tried to
recover the information of the real environment (such as the
camera parameters) and added some perturbations to gener-
ate a wider range of synthetic data. However, the layout of
their environment is relatively simple and more challenging
factors like complicated camera model and object poses were
not addressed. Meanwhile, they chose to handle fix the gap
between the virtual and real data in the training process,
leading to the generation of huge number of redundant data.
B. Object detection
Generic object detection predicting the object class as well
as a rectangle (called bounding box) containing that object.
Since the proposal of R-CNN [20], a lot of CNN-based
detectors have been suggested, including two different kinds
of approaches. One regards the detection task as a regression
or classification problem, make a fixed number of predictions
on grid (one stage) [21], [22]. The other leverages a proposal
network to find objects and then uses a second network to
fine-tune these proposals and output a final prediction (two
stage) [20], [23], [24], [25]. In this work, PVANET [25],
SSD [22], and YOLOv3 [21] architectures are adapted to
evaluate the proposed approach.
III. SYNTHETIC DATA GENERATION AND ADAPTION
The detection of the objects in a complex environment
involves the simulation of both the objects and the back-
ground. To generate such data, we follow the workflow
described in Figure 1. First, each type of object is recon-
structed to recover the geometry and texture information.
Next, the 3D models of the objects are placed randomly in a
reconstructed virtual scene. After setting the virtual lightings,
the whole virtual environment can then be rendered with a
virtual camera whose intrinsic parameters are obtained by
calibrating the real camera in the machine. Virtual-to-real
image transfer is further implemented to make the synthetic
images approximate the real ones better, and labeling is
finally done automatically. More synthetic images of the
training set can be obtained by varying the parameters of
the 3D virtual scene(number and types of objects, lighting
types and parameters, background textures, etc.).
The details for the key steps in data generation and
annotation are described as follows.
A. 3D object reconstruction
A majority of the objects are initially reconstructed using
the 3D scanner provided by Shinning [26], and the geometry
and textures of the object are further refined to enhance high-
quality digital models. The scanner adopts the RGB and
structural light cameras for the acquisition of the color and
depth information respectively, and it is not able to accurately
reconstruct objects with specular or transparent materials. To
solve this problem, we used the method proposed in [27]
to first transform the specular material into a diffuse with
a deep neural network to proceed the reconstruction, and
restore the specular material afterwards. As there is still a
lack of stable method for the automatic reconstruction of
transparent objects, we did not include that type of objects
during the experiments. Although this could be alleviated
by introducing some manual works, it is beyond the scope
of this paper and therefore not discussed here. The recon-
structed model is represented as a dense triangular mesh.
whose bounding box is calculated for the use of arranging
the layout of the objects on the virtual holding plane later.
In practice, most of the products are subject to different
extents of deformation, due to external forces. As a result,
their appearance may probably be different from the scanned
digital models. Therefore, we simulate the deformation of the
digital model by adding random to its surface. To do that,
we employed the surface-based mesh deformation algorithm
proposed in [28]. We first randomly select a group of handle
vertices as the centers of the deformed areas (the red vertices
in Figure 2(b) and Figure 2(e)), and their neighbors (the
blue vertices in Figure 2(b) and Figure 2(e)) will deform
with the handle vertices. The other vertices of the mesh will
keep fixed during the deformation. Specifically, the deformed
vertex positions of the mesh are calculated by minimizing the
following energy function:
E(V ′) =
n∑
i=1
λi(
∑
j∈N(i)
||e˜ij ′ −Rie˜ij ||2)
+
n∑
i=1
(1− λi)||L(v˜i′)− TiL(v˜i||2
+
n∑
i=m
||v˜i′ − c˜i||2,
(1)
in which the first and second items represent the first
and second-order properties (related to the rigidity and
smoothness) of the mesh surface respectively. e˜ij ′ = v˜i′−v˜j ′
and e˜ij = v˜i − v˜j represent the deformed and original
edge vectors between vertex vi and vj respectively. L(v˜i′)
and L(v˜i represent the Laplacian vectors at vertex i whose
computations can be found in [28]. Ri and Ti are the
rotation and transformation matrices which can be solved in
an iterative manner. The last items represent the positional
constraints for the handle vertices during the deformation.
In this equation, λi is the key variable used to control the
rigidity of the physical material of the represented object. A
larger value of λi will be specified if the material is relatively
rigid, while a smaller one will be given if it is soft.
For the same types of objects, a same λi value will be
given; while for different objects of the same type, different
number of deformation areas will be selected by specifying
different groups of handle and fixed vertices. Some examples
of the deformed objects can be found in Figure 2. As the
system to solve is linear, this algorithm can be finished in real
time and it is time-consuming to simulate the deformation
of the real object’s surface.
B. Virtual environment simulation
After the objects have been reconstructed, they will be
placed into a virtual environment which simulates that
interior of a real vending machine. Here we used the
BundleFusion [29] to reconstruct the interior structure and
textures of the vending machine and further refined it with
the method proposed in [30]. The virtual scene together
with the reconstructed objects will then be rendered with
(a) (b) (c)
(d) (e) (f)
Fig. 2. Examples of model deformation. (a) and (d): The reconstructed
models. (b) and (e): The handle (red) and neighbor (blue) vertices of the
meshese. (c) and (f): The corresponding deformed models.
a virtual camera to generate the synthetic images. We use
the Unity3D [31] engine to build up the whole virtual
environment and render the images. There are some key
factors involved in this process: the layout of the environment
and objects, the camera parameters, and the lightings.
Similar to the real environment, the layout of the virtual
one generally has a cuboid shape consisting of a flat holding
plane for placing the objects. We place the camera on the
ceiling of the reconstructed machine and make it face the
objects placed on the holding plane.
An important task here is to place the objects on the
holding plane in an efficient manner. For the ease of im-
plementing the detection and classification, we allow two
general poses of the objects: the standing pose and the lying
pose. For the former pose, all objects are made to stand on
the holding plane with tops facing the camera, and for the
latter one, they are placed to lie on the plane with side views
facing the camera. To place the objects with either standing
pose or lying pose onto the holding plane, we simplify the
problem into placing the excircles of the top or side views of
the objects into a rectangle area. The excircles can be easily
computed from the bounding boxes of the models.
To effectively place the objects with abundant types and
numbers and meanwhile maintain the randomness of the
sample distribution, we follow the algorithm presented in 1,
in which a random object set {b} will be selected from
the reconstructed object set {A} and placed on the holding
plane P . Note that in Line 4, we compute the incircle of
the remaining part of the plane (represented as a polygon)
by constructing the Voronoi Diagram of its edges using the
algorithm in [32] and finding the node with maximum dis-
tance to the polygon edges. The node position is the desired
incircle center and the distance is the radius. Examples of
placing onto the holding plane are shown in Figure 3.
To simulate environment with different lightings, we ran-
domly select a number of point lights (no more than 5) with
random intensities and directions and put them inside the
cuboid. We also randomly placed a few point lights (no more
Algorithm 1 PlaceObjectsonPlane({A}, P, {b})
1: while {A} 6= ∅ do
2: select a random object Ai ∈ {A}
3: compute the excircle EAi of Ai in Y direction
4: compute the incircle IP of the remaining part of P
5: if Area(EAi) > Area(IP ) then
6: {A} = {A} −Ai
7: else
8: rotate Ai around Y axis with a random angle θ
9: place Ai into IP
10: Selected object set {B} = {B}+Ai
11: end if
12: end while
13: select {b} ⊆ {B}
14: return {b}
than 3) outside the cuboid to simulate the lightings coming
from the exterior of the vending machine.
(a) (b) (c)
(d) (e) (f)
(g)
Fig. 3. Examples of placing the virtual objects onto the holding plane.
(a) A random object is selected and its excircle (in black) in Y direction
is calculated. (b) The incircle (in red) of the remaining part of the holding
plane is calculated. (c) The black excircle is bigger than the red incircle,
so the selected object cannot be placed onto the holding plane. (d) Another
object is randomly selected and its excircle (in pink) is calculated. (e) The
pink excircle is smaller than the red circle. (f) The object is rotated and
placed into the incircle on the holding plane. (e) A random set of objects
is selected from all placed objects.
C. Virtual camera setup
After the virtual environment has been set up, we need
to render it using a virtual camera. The camera needs to
be basically consistent with that of the real fisheye camera.
To do that, we first calibrate the real camera using the
method proposed in [33] and get the focal length (fx, fy),
principal points (cx, cy) and the fisheye distortion parameters
k1, k2, k3, k4. As the all 3D engines in modern computer
graphics only support the pinhole camera model, we first set
the projection matrix MProj of the virtual camera as:

2fx
w 0
−2(cx−w/2)
w 0
0
2fy
h
−2(cy−h/2)
h 0
0 0 −(near+far)(far−near)
−2∗near∗far
(far−near)
0 0 −1 0
 , (2)
in which width and height represent the width and height
of the rendered image in pixels respectively. near and far
represent the values of the near and far clipping planes.
After obtaining the projected image, we then unproject
each pixel (px, py) into the camera space through multiplying
the inverse of the intrinsic matrix:
 pcxpcy
pcz
 =
 fx 0 cx0 fy cy
0 0 1
−1  pxpy
1
 , (3)
where pcx, p
c
y, p
c
z are the unprojected camera coordinates.
The distorted positions (pu, pv) can then be calculated
through the following equations.
a = pcx/p
c
z,
b = pcy/p
c
z,
θ = atan(a2 + b2),
θd = θ(1 + k1θ
2 + k2θ
4 + k3θ
6 + k4θ
8),
x′ = a ∗ θd/(a2 + b2),
y′ = b ∗ θd/(a2 + b2),
pu = fx(x
′ + ay′) + cx,
pv = fyy
′ + cy. (4)
Furthermore, to simulate fisheye cameras with different
intrinsic parameters, we vary the calibrated intrinsic param-
eters as well as the camera positions. Before performing the
rendering, we also randomly select the background image
from a batch of textures on which the 3D objects will be
rendered. This way, more distinct rendered images with the
same object layout can be obtained and the sample space can
thus be enriched.
D. Virtual-to-real image style transfer
Fig. 4. The virtual-to-real image style transfer architecture.
Although various factors have been considered during the
data generation, there is still distinction between the synthetic
image and real image, which may reduce performance. To
bridge the domain gap between synthetic image and real
image, transfer of image style is made in this step.
Compared with foreground objects, background changes
less with parameters of the simulator and real capture
scenario. If we perform the style transfer on entire image
directly by the Cycle-GAN [34], style of background may
change too much to be used. For the foreground objects,
there are much more difference, such as material, edge, and
contrast. Therefore, different from traditional image-to-image
transfer, using different parameters to transfer background
and foreground is more appropriate.
The original loss function of Cycle-GAN is defined as:
Lstyle = LGAN (G,DY , X, Y )
+ LGAN (F,DX , X, Y )
+ λ1Lcyc(G,F ),
(5)
where X and Y represent two datasets. G represents the
style mapping function from X to Y and F represents the
style mapping function from Y to X . DX and DY are
the style discriminators for X and Y . LGAN represents the
standard adversarial loss, and Lcyc represents the cycle con-
sistency loss. For more details of those loss functions, please
refer to the Cycle-GAN [34]. To transfer foreground objects
suitable and reserve the relative invariance of background at
same time, we change the loss function to:
LOD = Lstyle + λ2LBG + λ3LFG, (6)
where LBG denotes the background loss which is similar
to original loss Lstyle, and LFG denotes the foreground
objects loss, and λ2 and λ3 are the parameters for the trade-
off between three losses.
In our scenario, color and profile are critical informa-
tion for product recognition. These information need to
be reserved after transfering as much as possible. In this
work, images are converted from RGB color space to HSV
color space before computing LFG, only the H channel has
constraint condition of forward cycle consistency. So, the
foreground loss is formulated as follows:
LFG = Ex∼pdata(x)[‖(G(x)H − xH)MFG(x)‖2]
+ Ey∼pdata(y)[‖(F (y)H − yH)MFG(y)‖2],
(7)
where x ∼ pdata(x) and y ∼ pdata(y) represent data
distribution of A and B. And MFG(x) denotes the fore-
ground mask of all objects for image x. If replace MFG(x)
to background MBG(x) and use forward cycle consistency
to RGB images, the LFG definition will be changed to LBG:
LBG = Ex∼pdata(x)[‖((G(x))− x)MBG(x)‖2]
+ Ey∼pdata(y)[‖(F (y)− y)MBG(y)‖2].
(8)
The transfer architecture is shown in Figure 4. For each
image sample, background and foreground are segmented.
Before the transfer, a background dataset gathered from real
scenario is established first. If the sample is a real image,
segmentation is performed by calculating difference between
real image including objects and corresponding clean tem-
plate of background image. With regard to synthetic image,
segmentation is performed by generation engine directly.
Then, LBG and LFG can be computed respectively.
The input size original model architecture is 256 × 256,
however, its unable to meet the requirements of accuracy. So
the input size is raised to 1000 × 1000 in our system. The
value of λ1, λ2 and λ3 are set as 10, 3, and 7 respectively
in the training step. Figure 5 shows some transfer results of
original Cycle-GAN and the proposed network.
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Fig. 5. Results of the virtual-to-real image transfer. (a), (d) and (g): The
initially rendered images. (b), (e) and (h): Style-transferred images with
the original method. (c), (f) and (i): Images with style transferred in our
proposed method.
E. Labeling
After getting the rendered images, the objects in each
image needs to be annotated by computing the bounding
rectangle of the visible part of each object and marking its
type ID. This may become complicated when the number of
objects in the virtual environment increases, as occlusions
will usually occur between different objects.
To solve this problem, we adopted a brute force method
by setting the textures of the object whose bounds are to
be computed to white and the textures of the other objects
to black. The background texture is also set to black and
all lightings are disabled. The scene will then be rendered
and a distorted image with only the visible part of the target
object can be obtained. The bounding rectangle can then
be calculated with the contour of the white area. As the
rendering will become much easier after setting the textures
to simple colors and disabling the lights, this computation is
quite fast and can be completed in real time.
IV. EXPERIMENTAL EVALUATION
A. Experimental environment
We test our approach in a smart vending machine shown in
Figure 6. There are four layers in the machine, each layer is
equipped with a fisheye camera for acquiring the commodity
images and a fill-in light installed on the upper layer to
enhance the stability of environmental lighting. As shown
in Figure 6, the lightning conditions and layer heights vary,
and the distortions of object images caused by the fisheye
camera are also different.
(a) (b)
Fig. 6. The smart vending machine used in our experiment. (a)Outside view
of the machine. (b)The photos taken from different layers of the machine.
For object recognition, there are two kinds of schemes, i.e.,
direct object detection, and general object detection followed
by refined classification. In our system, as severe cluster,
occlusion and object distortions are introduced by the use
of fisheye camera, it is difficult to difficult to make general
object detection cover all cases. Therefore, we use direct
object detection to recognize commodities inside the vendor.
Considering the speed and accuracy factors, PVANET [25],
SSD [22], and YOLOv3 [21] are used for the training and
evaluation in this work.
In order to evaluate the performance of our data synthetic
method, we trained detectors on both real and synthetic im-
ages. For the real image training set, we captured 309 images
of 10 types of objects on the first three layers and under
different lighting conditions, and labeled 500 bounding boxes
for each type of object in those images. For the synthetic
training set, we generate totally 400 images, in which 102
different background images, 10 types of illuminations and
layer heights are set during the generation process. There are
about 1000 bounding boxes for each reconstructed object in
the synthetic images.
The Caffe [35] deep learning framework is used for
training PVANET and SSD architectures, and darknet [36]
is used for training of YOLOv3. All the detection results
are computed by Intersection over Union (IoU) score on the
test set, then mean Average Precision (mAP) in percentage
is evaluated.
B. Evaluations
We first evaluate the performance of the three detection
algorithms on training sets with different ratios of the real
and synthetic images. We randomly selected 20, 80 and 200
images from the 400 generated images, and there are about
50, 200 and 500 bounding boxes for each type of object
in the selected images respectively. These selected images
are combined with all the 309 captured images respectively
during the training process. For the testing of these trained
models, we captured another 308 images of objects on the
same three layers and labeled them. There are around 500
bounding boxes for each type of object in the test set.
The models trained on the above mentioned datasets are
compared with those trained with only the real images on
this test set, and the results are shown in Table I. The ’real’
and ’syn’ refer to the real and synthetic images, and the
numbers in front of them refer to the approximate number
of bounding box for each object.
TABLE I
PERFORMANCE EVALUATION OF DIFFERENT ARCHITECTURES.
500 real 500 real 500 real 500 real
+50 syn +200 syn +500 syn
PVANET 92.72 93.11 94.43 94.54
SSD 88.31 88.69 89.26 90.02
YOLOv3 55.31 56.67 59.42 62.33
It can be seen that the utilization of the synthetic images
during the training improved the performance on the train-
ing set remarkably. Among the three algorithms, PVANET
achieves the best performance, and the mAP increases nearly
2 percentages with the use of the same number of generated
data. This proves that our data generation and adaption
method effectively simulated the data distribution in the real
environment. It is also worth noting that the precision does
not improve much when the number of synthetic images
reaches that of the real ones, as the data distribution has
been well simulated with that quantity of synthetic data, and
more data will not help to enrich that distribution obviously.
We show some examples of the detection results of these
three architectures trained with the same number of real and
synthetic data in Figure 7. It can be seen that SSD and
YOLOv3 failed to detect objects that have serious occlusion
or shape distortion introduced by fisheye camera.
To evaluate the effectiveness of the data adaption step in
our algorithm, we also trained the PVANET algorithm on
datasets containing images generated with and without the
style transfer step. Similarly, we combined the real images
with 500 bounding boxes per object with synthetic images
containing 50, 100, 200, 500, 700 bounding boxes (with
and without the style transfer) respectively for the training
set. The trained models are also evaluated on the same test
set in previous experiment. The mAP results are shown in
Figure 8. It can be seen that the precision of models trained
on images with data adaption obviously outperforms those
trained on rendered images without further adaption. It is
also noted that the result of the data adaption method is able
to approach optimal with a quantity of only 200 bounding
boxes of each object, while it requires 500 for the generated
data without adaption. This proves that our data adaption
method can effectively transfer the data distribution of the
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Fig. 7. Detection results of different networks. (a)-(c): Results of using
PVANET. (d)-(f): Results of using SSD. (g)-(i): Results of using YOLOv3.
synthetic images to that of that of the images captured in
real environment, and less generated data is thus required,
which makes the data generation more effective and less
time-consuming.
Fig. 8. The performance comparison of models trained on images generated
with and without data adaption.
We also conducted another experiment on a new test set
to test the generalization capability of the models trained on
the generated images. Specifically, we collected 220 images
on the fourth layer of the cabinet, on which the same 10
types of objects are placed and there are also about 500
bounding boxes for each type. PVANET which achieves the
best performance is also adopted here. We compared the
test results of models trained with the real images of 500
bounding boxes for each object type and the mixed image
sets containing 200 synthetic images with and without data
adaption. The result is shown in Figure 9. It can be seen
that the mAP of models trained on mixed data with initially
rendered images has shifted to 85, thanks to the wider range
of sampling space covered by the generated images than that
of the images taken in the first three layers. The style transfer
step further helped to improved the precision to nearly 89.
This proves the generalization ability of the models trained
with our data generation and adaption method.
Fig. 9. Comparison of the generalization capabilities of models trained
on real images and those mixed with generated images (with and without
adaption).
From the above evaluation results, it can be seen that by
mixing the data generated with our method with a limited
number of the real images as the training data, the precision
of object detection can be remarkably enhanced in not only
the current environment, but also a new environment which
has distinct background, lighting and layout conditions. This
proves that our data generation and adaption method is able
to compensate for the shortage of training data in image
object detection tasks, and effectively avoids the resources
spent on redundant data generation.
V. CONCLUSIONS
We presented an automatic data synthesis scheme which is
able to produce photo-realistic virtual images of the interior
of vending machines for the sake of complementing the train-
ing data for object detection within it. Our method is able
to simulate the real environment with complex object layout
and wide-angle camera with distortions. A novel generative
network is further adopted to transfer the intrinsic features
of the real images to the synthetic data before the training
process such that they will share more common space in
terms of data distribution. Experimental results proved that
our method is effective on enhancing the object detection
precision with the enriched training data and generalizes well
into the datasets of new environment.
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