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When the quark-gluon plasma (QGP) - a system of deconfined quarks and gluons - is in a nonequi-
librium state, it is usually unstable with respect to color collective modes. The instabilities, which
are expected to strongly influence dynamics of the QGP produced in relativistic heavy-ion col-
lisions, are extensively discussed under the assumption that the plasma is weakly coupled. We
begin by presenting the theoretical approaches to study the QGP, which include: field theory
methods based on the Keldysh-Schwinger formalism, classical and quantum kinetic theories, and
fluid techniques. The dispersion equations, which give the spectrum of plasma collective excita-
tions, are analyzed in detail. Particular attention is paid to a momentum distribution of plasma
constituents which is obtained by deforming an isotropic momentum distribution. Mechanisms
of chromoelectric and chromomagnetic instabilities are explained in terms of elementary physics.
The Nyquist analysis, which allows one to determine the number of solutions of a dispersion
equation without explicitly solving it, and stability criteria are also discussed. We then review
various numerical approaches - purely classical or quantum - to simulate the temporal evolution
of an unstable quark-gluon plasma. The dynamical role of instabilities in the processes of plasma
equilibration is analyzed.
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I. INTRODUCTION
The quark-gluon plasma (QGP) is a system of quarks and gluons which are not confined in hadrons’ interiors
but can move in the entire volume occupied by the system. The dynamics of the plasma is governed by Quantum
Chromodynamics (QCD) which is the non-Abelian quantum field theory of quarks and gluons. In the domain of
asymptotic freedom, where the coupling constant is small, QCD strongly resembles Quantum Electrodynamics (QED)
and thus the QGP reveals some similarities to an electromagnetic plasma (EMP). An important common feature of
EMP and QGP is the collective character of the dynamics. The range of electrostatic interaction is, in spite of the
screening, usually much larger than the inter-particle spacing in EMP. There are many particles in the Debye sphere
- the sphere of the radius equal to the screening length - and these particles are highly correlated. There is a similar
situation in the deconfined perturbative phase of QCD, see e.g. (Blaizot and Iancu, 2002). In an equilibrium plasma,
3the Debye mass is of order gT , where g is the QCD coupling constant and T is the temperature. Since the particle
density in the QGP is of order T 3, the number of partons1 in the Debye sphere, which is roughly 1/g3, is large in the
weakly coupled (1/g  1) QGP.
There is a very rich spectrum of collective excitations of both EMP and QGP. When the plasma is out of equilibrium,
there are various unstable modes which can strongly influence the temporal evolution of the system. The problem is
of experimental relevance since the QGP is produced in relativistic heavy-ion collisions.
A. Quark-Gluon Plasma from Relativistic Heavy-Ion Collisions
Active experimental studies of the QGP started in the mid 1980s when atomic nuclei were accelerated to sufficiently
high energies in the hopes of creating a drop of QGP in the laboratory. The large scale programs at European
Organization for Nuclear Research (CERN) and Brookhaven National Laboratory (BNL) provided evidence of QGP
production in the early stage of nucleus-nucleus collisions, when the system is extremely hot and dense, but properties
of the QGP remain somewhat enigmatic. The key question is whether the system generated in relativistic heavy ion
collisions is truly strongly coupled and has a large coupling constant, αs ≡ g2/4pi, or whether the coupling constant
is not asymptotically large but the system behaves like a strongly coupled system because of its high density and
through complex dynamical effects, like the plasma instabilities that are the subject of this review. The experiments
at CERN Large Hadron Collider (LHC) aim to clarify the situation.
The QGP as created in relativistic heavy-ion collisions manifests a fluid-like behavior which is particularly evident
in studies of the collective flow, see the reviews (Gale et al., 2013; Heinz and Snellings, 2013; Voloshin et al., 2008).
A hydrodynamic description requires the system to be close to local thermal equilibrium and experimental data on
the particle spectra and collective flow suggest, when analyzed within the hydrodynamic model, that an equilibration
time of the parton system produced does not much exceed 1 fm/c (Boz˙ek and Wyskiel-Piekarska, 2011; Heinz, 2005)2.
Such a fast equilibration can be explained assuming that the quark-gluon plasma is strongly coupled (Shuryak, 2009).
However, it is plausible that, due to the high-energy density generated during the early stage of the collision when
the flow is generated (Sorge, 1999), the plasma is weakly coupled because of asymptotic freedom. Thus, the question
arises whether the weakly interacting plasma can be equilibrated on timescales of 1 fm/c.
Models that assume that parton-parton collisions are responsible for the thermalization of weakly coupled plasmas
usually obtain a significantly longer equilibration time. To thermalize the system one needs either a few hard collisions
of momentum transfer of order of the characteristic parton momentum3, which is denoted here as T (the temperature
of the equilibrium system), or many collisions of smaller transfer. As discussed in e.g. (Baier et al., 2001), the
inverse equilibration time is on the order of τ−1eq ∼ g26/5Qs where Qs ∼ 1 ÷ 3 GeV is the so-called QCD saturation
scale. Recent detailed calculations of the role of instabilities suggest that instabilities work to reduce the equilibrium
time to τ−1eq ∼ g5Qs (Kurkela and Moore, 2011b). This represents only a short reduction in the equilibration time,
however, one must keep in mind that this is an estimate for when the system is fully equilibrated, with isotropic
momentum-space distributions in the local rest frame. Going beyond such parametric estimates, numerical studies
of QGP plasma instability evolution have demonstrated that the turbulent cascade induced by the chromo-Weibel
instability, in particular, results in fast thermalization of the QGP, in the sense that an anisotropic but thermal
gluon distribution function is established, within 1 fm/c after the collision (Attems et al., 2013). Such QGP plasma
instability studies have dramatically improved our understanding of the early-time dynamics of gauge fields generated
in heavy-ion collisions, demonstrating that instabilities drive the system to maintain large gluon occupancies which
result in a fundamental change to our understanding of perturbative approaches to QGP dynamics. As a result, the
turbulent cascade induced by QGP plasma instabilities now forms a starting point for studies of QGP thermalization
using weak-coupling methods (Berges et al., 2014c; Epelbaum and Gelis, 2013b). In addition, the existence of a
high-occupancy turbulent field background causes one to revisit the calculations of QGP transport coefficients in
order to take into account the effect of strong-field domains which induce a so-called anomalous shear viscosity (??).
In this review, we aim to provide an accessible entry point to understanding the role of plasma instabilities for the
equilibration and various signatures of a QGP.
1 The term ‘parton’ is used to denote a quasiparticle fermionic (quark) or bosonic (gluon) excitation of the quark-gluon plasma.
2 Note, however, that viscous hydrodynamical models used to describe plasma dynamics possess sizable momentum space anisotropies
(Strickland, 2015). As a consequence, many authors now refer to the hydronization of the plasma rather than the equilibration.
3 Although anisotropic systems are considered, the characteristic momentum in all directions is assumed for the purpose of qualitative
discussion to be of the same order.
4B. Plasma Instabilities
If one considers the early-time dynamics of a QGP as created in heavy ion collisions, one finds that at very early
times after the nuclear impact, large momentum-space anisotropies are generated. Studies using both weak and strong
coupling methods, see (Epelbaum and Gelis, 2013b; ?; ?) and (???), respectively, find that at early-times after the
collisions τ ∼ 0.2− 0.3 fm/c the QGP possesses an oblate momentum-space anisotropy, with the transverse pressure
in the local rest frame (PT ) greatly exceeding the longitudinal pressure (PL). The initial degree of momentum-space
anisotropy increases as one increases the shear viscosity of the QGP (η). In the strong coupling limit, one finds early-
time pressure anisotropies with PL/PT ∼ 0.3 at τ ' 0.2 fm/c. Since the strong coupling limit places a putative lower
bound on the shear viscosity over entropy density ratio (η/s), this means that the strong coupling thermalization
studies mentioned above place an upper bound on the ratio of the longitudinal and transverse pressures at early
times, i.e. PL/PT . 0.3. A similar picture emerges in the weak coupling limit, where one finds once again that the
transverse pressure in the local rest frame greatly exceeds the longitudinal pressure at early times after the nuclear
impact, however, the oblate momentum-space anisotropy predicted is more extreme (Epelbaum and Gelis, 2013b;
Kurkela and Zhu, 2015; ?; ?; ?).
As mentioned above, QGP equilibration can be accelerated by instabilities which turn on in an anisotropic weakly
coupled quark-gluon plasma (Kurkela and Moore, 2011b; Mro´wczyn´ski, 2006). The characteristic inverse time for
instability growth is of order τ−1unstable ∼ gT for a sufficiently anisotropic momentum distribution. Thus, the instabilities
are much ‘faster’ than the collisions which have an inverse time scale on the order of τ−1coll ∼ gnT with 2 ≤ n ≤ 4
in the weak coupling regime (Arnold et al., 1999). The index n = 4 for hard collisions and it goes down when the
momentum transfer decreases.
The QGP is expected to possess an array of instabilities just like an EMP does. The history of plasma physics is said
to be the successive discovery of new types of instabilities. Plasma instabilities can be divided into two general groups:
(1) hydrodynamic instabilities, which are caused by coordinate space inhomogeneities, and (2) kinetic instabilities,
which are caused by a non-equilibrium momentum distribution of plasma particles. Hydrodynamic instabilities are
usually associated with phenomena occurring at the plasma boundaries. In the case of QGP, this is the domain of
highly non-perturbative QCD where the non-Abelian nature of the theory cannot be ignored. Then, the behavior of
QGP is presumably very different from that of an EMP, and thus, we will not speculate about possible analogies.
The kinetic instabilities are simply collective modes with positive imaginary part of the mode frequency =ω. As a
result, the mode amplitude exponentially grows in time t as e=ωt. There are longitudinal (electrostatic or electric)
and transverse (magnetic) instabilities with the wave vector parallel and perpendicular, respectively, to the generated
electric field. The former corresponds to a growing charge density and the latter to a growing current. In a non-
relativistic plasma, the electric instabilities are usually much more important than the magnetic ones, since the
magnetic effects are suppressed by a factor of (v/c)2, where v is the typical velocity of plasma constituents 4. In a
relativistic plasma, both types of instabilities are of similar strength. As will be discussed later on, electric instabilities
occur when the momentum distribution of plasma particles has more than one maximum, as in e.g. the two-stream
system. In the weak-coupling limit, a sufficient condition for magnetic instabilities is the momentum-space anisotropy
of the one-particle distribution function. We will pay particular attention to (chromo-)magnetic instabilities, which
are relevant for the QGP produced in relativistic heavy-ion collisions.
C. Outline of the paper
The goal of this review is to present results on the weakly-coupled unstable QGP and to make a pedagogical
introduction to the theoretical tools which are used to derive the results. In Section II we discuss field theory methods
and, after a brief presentation of QCD, we discuss the real-time (or Keldysh-Schwinger) formalism for non-equilibrium
systems. The real-time formalism is then used to obtain the gluon polarization tensor and quark self-energy which,
in particular, provide dispersion relations for collective excitations in the QGP. In this Section we also present the
so-called hard-loop effective action describing long wavelength phenomena in QGP in a gauge-invariant manner.
The two subsequent sections are devoted to kinetic theory. Sec. III presents classical transport theory where a color
charge is represented by a continuous variable. In Section IV the transport theory of quantum color is introduced.
In both cases, a derivation of the kinetic equations of quarks and gluons is given. Using the equations, a linear
response analysis is performed. In this way, we obtain the gluon polarization tensor, which was earlier computed
4 This factor can be derived, for example, by considering the relative strength of magnetic to electric forces acting between two parallel
infinite wires which are charged and the charges flow with the velocity v.
5diagrammatically. Since EMPs are often described in terms of fluid dynamics, an analogous approach to the QGP is
presented in Sec. V. We also perform a linear response analysis, showing how the gluon polarization tensor can be
found with the help of chromohydrodynamics.
Having obtained the gluon polarization tensor and quark self energy, we are then ready to discuss the dispersion
relations of collective excitations in quark-gluon plasma. We start Sec. VI with a discussion of collective modes in an
isotropic QGP which includes the case of an equilibrium QGP. We then proceed to the case of a QGP with a non-
equilibrium momentum distribution, starting with the two-stream system, and we derive the spectrum of collective
excitations. We find several unstable modes and we then explain the mechanisms of the instabilities. The Nyquist
analysis, which allows one to determine the number of solutions of a dispersion equation without solving the equation,
and the stability criteria are also discussed. We then focus on a particular momentum distribution which has proven
to be very useful in studying various problems of an unstable QGP. The distribution is obtained by deforming an
isotropic momentum distribution. We present a detailed analysis of the collective modes in such a deformed system
in Section VI.E. We also discuss the limiting cases of extremely prolate or oblate distributions.
The analytic results presented are very instructive, however, they are usually limited to rather simplified situations.
To study phenomena in their full complexity, one has to resort to numerical methods. In Sec. VII we discuss various
numerical methods which have been used to study the temporal evolution of an unstable QGP. In the beginning we
present the hard-loop simulations in the static and expanding geometry. Then, we move to purely classical frameworks,
which include the classical statistical lattice gauge theory and the color glass condensate approach, where the system’s
dynamics is fully represented by that of classical non-Abelian fields. Finally, we present the so-called Wong-Yang-
Mills simulations where, apart from the classical chromodynamic fields, particles with classical color charges play
an important role. The various numerical simulations naturally reproduce the semi-analytic linear response of an
unstable QGP, however, the main focus of numerical studies is to determine the late-time non-linear evolution of the
QGP after the instability growth saturates. The review is summarized in Sec. VIII where our final remarks are also
collected. The appendices A and B deal with two rather technical issues.
We do not discuss in this review a strongly coupled QGP studied in the framework of AdS/CFT duality. Instead, we
refer the reader to the review articles (Casalderrey-Solana et al., 2011; Son and Starinets, 2007) where the framework
is introduced and numerous results are presented.
Throughout the article we use natural units with ~ = c = kB = 1. Our convention of the metric tensor is
gµν = diag(1,−1,−1,−1). The strong coupling constant αs ≡ g2/4pi is assumed to be small and in most places we
assume that quarks are massless.
II. FIELD-THEORY METHODS
Properties of the QGP are, in principle, all encoded in the structure of Quantum Chromodynamics (QCD). We
therefore open the review with a brief presentation of QCD as a classical field theory. The quantized theory is discussed
in terms of the Keldysh-Schwinger approach which is designed to study quantum fields in and out of equilibrium. The
quark and gluon self-energies, which are further used to derive QGP collective modes, are computed perturbatively
at one-loop level. Finally, we consider the effective action of soft excitations in the QGP.
A. QCD as a classical field theory
QCD is a non-Abelian gauge theory which governs the propagation and interactions of quark and gluon fields. In
Nature there are three colors and the gauge group is SU(3). For generality, we consider QCD with Nc colors in which
case the gauge group is SU(Nc). The quark fields ψ
i
q(x) are Dirac bispinors which additionally carry a flavor index
q = 1, 2, . . . Nf and a fundamental color index i = 1, 2, . . . Nc. In what follows x ≡ (t,x) is the position four-vector.
There are in Nature six quark flavors (u, d, c, s, t, b) with the masses ranging from 2 MeV for the up (u) quark to 170
GeV for the top (t) quark. Since the temperature of QGP is usually in the interval 200-600 MeV, the plasma is mostly
composed of light quarks (u, d) with an admixture of strange quarks (s). So, we typically have Nf = 2 or Nf = 3 in
QGP studies.
The quark fields transform under local gauge transformation as
ψq(x)→ U(x)ψq(x), ψ¯q(x)→ ψ¯q(x)U†(x), (1)
where U(x) is a unitary Nc × Nc matrix belonging to the fundamental representation of the SU(Nc) group. The
transformation matrix U(x) is usually parametrized as
U(x) = eiω
a(x) τa , (2)
6where ωa(x) with a = 1, 2, . . . N2c−1 are real functions of x and τa are the generators of the fundamental representation
of SU(Nc). The generators obey the commutation relations
[τa, τ b] = ifabcτ c, (3)
where fabc are totally antisymmetric SU(Nc) structure constants. The generators are hermitian traceless matrices and,
as a result, the matrix (2) is automatically unitary and its determinant equals unity. The generators are normalized
in the canonical way
Tr[τaτ b] =
1
2
δab. (4)
The gauge field Aµ, which describes gluons, is a four-vector with the Lorentz index µ = 0, 1, 2, 3. It is usually
written either in the fundamental representation, in which case it is an Nc × Nc hermitian traceless matrix, or in
the adjoint representation in which case one has N2c − 1 real functions Aµa . The fields in the two representations are
related as Aµ = Aµaτ
a. The transformation law of the gauge field is deduced from the requirement of gauge invariance
of the QCD Lagrangian (see below).
The Lagrangian density of QCD in Minkowski space equals
LQCD = −1
2
Tr[FµνFµν ] +
Nf∑
q=1
ψ¯q (iγµD
µ −mq)ψq + Lgf , (5)
where Dµ is the gauge-covariant derivative in the fundamental representation
Dµ ≡ ∂µ 1− igAµ, (6)
which acts on a color vector such as ψq; g is the QCD coupling constant. Above, F
µν is the chromodynamic field
strength tensor, which in the fundamental representation is
Fµν ≡ i
g
[Dµ, Dν ] = ∂µAν − ∂νAµ − ig[Aµ, Aν ]. (7)
In the Lagrangian, γµ are the Dirac matrices, mq are bare quark masses, and Lgf is the general gauge fixing term
which is usually introduced when QCD is quantized.
Demanding gauge invariance of the fermion term in the Lagrangian (5), one finds that, when the quark field
transforms according to Eq. (1), the chromodynamic field in the fundamental representation has to transform as
Aµ(x)→ U(x)Aµ(x)U†(x) + i
g
U(x)∂µU†(x). (8)
As a consequence, the field strength tensor transforms covariantly
Fµν(x)→ U(x)Fµν(x)U†(x), (9)
and the first term in the Lagrangian (5) is automatically gauge invariant.
When the chromodynamic field and field strength tensor belong to the adjoint representation of the SU(Nc) group,
the latter can be expressed through the former one as
Fµνa = ∂
µAνa − ∂νAµa + gfabcAµbAνc . (10)
The gauge transformation laws in the adjoint representation read
Aµa(x)→ Uab(x)Aµb (x) +
i
g
Cµa (x), F
µν
a (x)→ Uab(x)Fµνb (x), (11)
where
Uab(x) ≡ 2Tr[τaU(x) τ bU†(x)], Cµa (x) ≡ 2Tr[τaU(x)∂µU†(x)]. (12)
The matrix Uab and the vector Cµa acquire a simple form for infinitesimally small gauge transformations. Substituting
the parametrization (2) into the definitions (12) and keeping only the terms linear in ωa, one obtains
Uab(x) ≈ δab + fabcωc(x), Cµa (x) ≈ −i∂µωa(x). (13)
7The Lagrangian (5) leads to the equations of motion of quark and gluon fields
(iγµD
µ −mq)ψq = 0, (14)
DµF
µν ≡ ∂µFµν − ig[Aµ, Fµν ] = jν , (15)
where the chromodynamic gauge field is in the fundamental representation and the color current is defined as jµ = jµa τ
a
with
jµa ≡ −g
Nf∑
q=1
ψ¯qτ
aγµψq. (16)
The sign of the current (16) is such that the Lagrangian of quark-gluon interaction is Lqgint ≡ −jµaAaµ. We note that
the form of the covariant derivative depends on whether it acts on a color vector as ψq or a color tensor as F
µν . We
also note that the current is not conserved but it is covariantly conserved i.e. Dµj
µ = 0.
The equation of motion of the chromodynamic field in the adjoint representation is
Dabµ Fµνb = jνa , (17)
where the covariant derivative is given by
Dµab ≡ ∂µδab − gfabcAµc . (18)
The generators of the SU(Nc) group in the adjoint representation are (N
2
c −1)× (N2c −1) hermitian traceless matrices
of the form
(T a)bc ≡ −ifabc. (19)
Therefore, the covariant derivative can be written down analogously to the fundamental representation, i.e.
Dµ ≡ ∂µ1− igT aAµa = ∂µ1− igAµ, (20)
where Aµ ≡ T aAµa is a color matrix of dimension (N2c − 1) × (N2c − 1). We note that, as in the fundamental
representation, the covariant derivative in the adjoint representation depends on whether it acts on a color vector
with (N2c − 1) components or on a color tensor which is an (N2c − 1) × (N2c − 1) matrix. In the former case, the
covariant derivative is given by the formula (18) or (20). When the covariant derivative acts on a color tensor, say
the strength tensor Fµν ≡ T aFµνa , we have
DµFµν ≡ ∂µFµν − ig[Aµ,Fµν ]. (21)
We also write down here the Yang-Mills equation (17) in the form which will be applied to derive a gluon transport
equation. Since
Fµν ≡ T aFµνa = ∂µAν − ∂νAµ − ig[Aµ,Aν ] =
i
g
[Dµ,Dν ], (22)
Eq. (17) reads [
gµνD2 −DµDν + igFµν
]
Aµ = j
ν . (23)
Using the relation
DµDν = DνDµ + [Dµ,Dν ] = DνDµ − igFµν , (24)
Eq. (23) can be also written in the form[
gµνD2 −DµDν − 2igFµν
]
Aν = j
µ, (25)
which will be used in Sec. IV.A.2.
8FIG. 1 The contour in the complex time plane for evaluation of operator expectation values.
B. Keldysh-Schwinger Formalism for Non-Equilibrium Field Theories
The Keldysh-Schwinger formulation of quantum field theory (Keldysh, 1964; Schwinger, 1961) provides a natural
framework to study equilibrium and non-equilibrium many body systems. We will present here a simplified version
of the formalism, assuming that the plasma’s momentum distribution is, in general, anisotropic but the plasma is
homogeneous (translationally invariant) in coordinate space. Our presentation of the Keldysh-Schwinger formalism
follows closely the study (Mro´wczyn´ski and Heinz, 1994).
The function which plays a central role in the Keldysh-Schwinger formalism is the so-called contour Green’s function.
For a spinor field ψ(x) and for a vector field Aµ(x) the contour Green’s functions are defined as
i
(
S(x, y)
)ij
αβ
def
= 〈T˜ [ψiα(x)ψ¯jβ(y)]〉, (26)
i
(
D(x, y)
)ab
µν
def
= 〈T˜ [Aaµ(x)Abν(y)]〉 , (27)
where α, β = 1, 2, 3, 4 and µ, ν = 0, 1, 2, 3 are spinor and Lorentz indices, respectively; i, j = 1, 2, . . . Nc and a, b =
1, 2, . . . N2c − 1 are color indices of the fundamental and adjoint representation of the SU(Nc) group, respectively; 〈...〉
denotes the ensemble average at time t0 (usually taken to be −∞) which should be understood as 〈. . . 〉 ≡ Tr[ρ(t0) . . . ]
with ρ(t0) being the density matrix at the time t0; T˜ is the time ordering operation along the directed contour shown
in Fig. 1. The parameter tmax is taken to +∞ in calculations. The time arguments have an infinitesimal positive or
negative imaginary part which places them on the upper or lower branch of the contour. The operation of ordering
the operators X(x) and Y (y) along the contour is defined as
T˜ [X(x)Y (y)]
def
= Θ˜(x0, y0)X(x)Y (y)± Θ˜(y0, x0)Y (y)X(x), (28)
where Θ˜(x0, y0) equals 1 if x0 succeeds y0 on the contour, and 0 if x0 precedes y0; the upper sign is for bosonic
operators and the lower one applies when X and Y are fermionic operators.
The contour propagator involves four functions, which can be thought of as corresponding to propagation along the
top branch of the contour, from the top branch to the bottom branch, from the bottom branch to the top branch,
and along the bottom branch. We first define four Green’s functions with real time arguments and then discuss their
relationship to the contour Green’s function. These are
i
(
S>(x, y)
)ij
αβ
def
= 〈ψiα(x)ψ¯jβ(y)〉, (29)
i
(
S<(x, y)
)ij
αβ
def
= −〈ψ¯jβ(y)ψiα(x)〉, (30)
i
(
Sc(x, y)
)ij
αβ
def
= 〈T c[ψiα(x)ψ¯jβ(y)]〉, (31)
i
(
Sa(x, y)
)ij
αβ
def
= 〈T a[ψiα(x)ψ¯jβ(y)]〉, (32)
where T c (T a) indicates chronological (anti-chronological) time ordering
T c[X(x)Y (y)]
def
= Θ(x0 − y0)X(x)Y (y)±Θ(y0 − x0)Y (y)X(x),
T a[X(x)Y (y)]
def
= Θ(y0 − x0)X(x)Y (y)±Θ(x0 − x0)Y (y)X(x).
The upper and lower signs are again for bosonic and fermionic operators, respectively.
The functions D>, D<, Dc, and Da are defined analogously to S>, S<, Sc, and Sa with the only difference being
that there is no minus sign in the definition of D<, i.e. iD<µν(x, y)
def
= 〈Aν(y)Aµ(x)〉. The functions carrying indices
9>, <, c, and a are related to the contour Green’s function in the following manner:
Sc(x, y) ≡ S(x, y) for x0 and y0 on the upper branch, (33)
Sa(x, y) ≡ S(x, y) for x0 and y0 on the lower branch,
S<(x, y) ≡ S(x, y) for x0 on the upper branch and
y0 on the lower branch,
S>(x, y) ≡ S(x, y) for x0 on the lower branch and
y0 on the upper branch.
Instead of the contour Green’s function, one can equivalently use the matrix formulation where
S =
(
S11 S12
S21 S22
)
=
(
Sc S<
S> Sa
)
. (34)
Directly from the definitions, one finds the following identities
S
c
a(x, y) = Θ(x0 − y0)S><(x, y) + Θ(y0 − x0)S<>(x, y), (35)
(iS
c
a(x, y)γ0)† = iS
a
c(x, y)γ0, (36)
(iS
>
<(x, y)γ0)† = iS
>
<(x, y)γ0, (37)
where a † denotes hermitian conjugation which involves an interchange of the arguments of the Green’s function. In
the analogous relations for the Green’s functions of gauge fields, the gamma matrices γ0 are absent. The relation (35)
shows that the four components of the contour Green’s function are not independent from each other, but instead
they obey the identity
Sc(x, y) + Sa(x, y)− S<(x, y)− S>(x, y) = 0. (38)
One often needs to work with the retarded (+), advanced (−), and symmetric Green’s functions which are defined
as
S±(x, y) def= = ±Θ(±x0 ∓ y0)
(
S>(x, y)− S<(x, y)), (39)
Ssym(x, y)
def
= S>(x, y) + S<(x, y). (40)
Let us briefly discuss the physical interpretation of the Green’s functions we have introduced above. The functions
labeled with the indices c, a, +, and − describe the propagation of a disturbance in which a single particle or
antiparticle is added to a many-particle system at space-time point y and then is removed from it at a space-time
point x. The function labeled with c describes a particle disturbance propagating forward in time and an antiparticle
disturbance propagating backward in time. The meaning of the function labeled with a is analogous but particles are
propagated backward in time and antiparticles forward in time. In the zero density limit, the function labeled with c
coincides with the Feynman propagator. In the case of the retarded (advanced) Green functions, both particles and
antiparticles evolve forward (backward) in time.
The physical meaning of the functions labeled with <> is more transparent when one considers their Wigner
transforms, which are given by
S
<
>(X, p)
def
=
∫
d4u eip·uS
<
>(X +
1
2
u,X − 1
2
u). (41)
Then, the functions S
<
>(X, p) appear to be the phase-space densities. For example, the current 〈ψ¯(X)γµψ(X)〉 is
expressed as
〈ψ¯(X)γµψ(X)〉 = i
∫
d4p
(2pi)4
Tr[γµS>(X, p)]. (42)
The functions labeled with <> are the phase-space densities and, as a result, are the quantum analog of classical
distribution functions. The functions iS
<
> and iD
<
> are hermitian, but they are not positive definite, and thus the
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probabilistic interpretation is only approximately valid. One should also note that, in contrast to the classical
distribution function, the functions labeled with <> are in general nonzero for off-mass-shell four-momenta.
The evolution along the contour illustrated in Fig. 1 is formally very similar to evolution along the real time axis,
and consequently it is possible to define a perturbation expansion on such a contour. As a consequence, one can
perturbatively compute the contour Green’s functions or the contour self-energies. The calculations, however, involve
summations over contributions from both branches of the contour and, as a result, are more difficult than their vacuum
counterparts to compute. The self-energies with real-time arguments can be extracted from the contour self-energy.
Let us discuss the free Green’s functions which are needed for perturbative calculations presented in the subsequent
sections. We adopt three important simplifications.
• The system under study is assumed to be on average homogeneous and therefore is translationally invariant.
Consequently, the functions S(x, y) and D(x, y) are independent of X ≡ (x + y)/2. In this case, the Wigner
transform defined via Eq. (41) is simply the Fourier transform with respect to x− y.
• The QGP is assumed to be locally colorless. The functions S(x, y) and D(x, y) are then unit matrices in color
space; S(x, y) is the matrix Nc ×Nc and D(x, y) is the matrix (N2c − 1)× (N2c − 1).
• The QGP is assumed to be unpolarized, i.e. the spin states of quarks, antiquarks and gluons are uniformly
distributed.
Taking into account these simplifying assumptions, the Green’s functions of the free massless quark field are found
to be
(
S±(p)
)ij
αβ
=
δijp/αβ
p2 ± i sgn(p0)0+ , (43)(
S>(p)
)ij
αβ
= δij
ipi
Ep
p/αβ
(
δ(Ep − p0)
[
nq(p)− 1
]
+ δ(Ep + p0)n¯q(−p)
)
, (44)
(
S<(p)
)ij
αβ
= δij
ipi
Ep
p/αβ
(
δ(Ep − p0)nq(p) + δ(Ep + p0)
[
n¯q(−p)− 1
])
, (45)
where 0+ is an infinitesimally small positive number, Ep ≡ |p|, nq(p) and n¯q(p) are the distribution functions of
quarks and of antiquarks, respectively. The functions are normalized in such a way that the quark density of a given
flavor equals
ρq = 2Nc
∫
d3p
(2pi)3
nq(p), (46)
where the factor of 2 takes into account the two spin states of each quark. The functions (43), (44), and (45) obey
the identity S>(p) − S<(p) = S+(p) − S−(p). The contributions to S><(p) proportional to nq(p) or n¯q(p) represent
effects of the plasma, the remaining part of S
>
<(p) is the vacuum contribution.
The Green’s functions of the free gluon field in Feynman gauge are (Czajka and Mro´wczyn´ski, 2014)
(
D±
)ab
µν
(p) = − gµνδ
ab
p2 ± isgn(p0)0+ , (47)(
D>
)ab
µν
(p) =
ipi
Ep
gµνδ
ab
[
δ(Ep − p0)
(
ng(p) + 1
)
+ δ(Ep + p0)ng(−p)
]
, (48)
(
D<
)ab
µν
(p) =
ipi
Ep
gµνδ
ab
[
δ(Ep − p0)ng(p) + δ(Ep + p0)
(
ng(−p) + 1
)]
, (49)
where ng(p) is a distribution function of gluons which is normalized in such a way that the gluon density is given as
ρg = 2(N
2
c − 1)
∫
d3p
(2pi)3
ng(p), (50)
where the factor of 2 takes into account the two gluon spin states. So, the function ng(p) takes into account only the
physical transverse gluons.
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FIG. 2 Feynman graphs which contribute to the one-loop gluon polarization tensor. The curly, plain, and dotted lines denote,
respectively, gluon, quark, and ghost fields.
Since there are unphysical gluon degrees of freedom in the Feynman gauge, one needs the Faddeev-Popov ghosts
to eliminate them. The Green’s functions of the free ghost field, which are obtained from the gluon ones by means of
the Slavnov-Taylor identity, are (Czajka and Mro´wczyn´ski, 2014)
∆±ab(p) =
δab
p2 ± isgn(p0)0+ , (51)
∆>ab(p) = −δab
ipi
Ep
[
δ(Ep − p0)
(
ng(p) + 1
)
+ δ(Ep + p0)ng(−p)
]
, (52)
∆<ab(p) = −δab
ipi
Ep
[
δ(Ep − p0)ng(p) + δ(Ep + p0)
(
ng(−p) + 1
)]
. (53)
As can be seen, the distribution function ng(p) of physical gluons enters the ghost Green’s functions.
C. Self-energies
In this section we compute the one-loop retarded self-energies of gluons and quarks in the Hard Loop Approximation
which were first computed for an anisotropic QGP in (Mro´wczyn´ski and Thoma, 2000). However, the first computation
of the gluon polarization tensor was not quite complete and we follow here the detailed analysis presented in (Czajka
and Mro´wczyn´ski, 2014). The self-energies will be used in Sec. VI to discuss collective modes in QGP.
As already noted, the Green’s functions of a many-body system with the field operators ordered along the contour
shown in Fig. 1 have a perturbative expansion which is very similar to that of the time-ordered vacuum Green’s
functions. However, the integrals along the real time axis are replaced by the integrals along the contour. Special
treatment is also required to deal with the so-called tadpole diagrams, where a loop is attached to the remaining part
of the diagram through a single vertex. An example of a tadpole is shown in Fig. 2c. In the perturbative expansion of
the time-ordered vacuum Green’s function, the tadpole diagrams are usually eliminated due to the normal ordering
of field operators. In the many-body perturbative expansion the tadpole diagrams represent effects of a finite density
of real quanta such as quarks, antiquarks, and gluons which are constituents of QGP.
After the interacting contour Green’s function is diagrammatically expressed through the free Green’s functions,
one infers its components with the indices >,<, c, and a. In general it is a difficult technical task which is, however,
quite simple in the case of one-loop diagrams considered here.
1. Polarization tensor
The polarization tensor Π can be defined by means of the Dyson-Schwinger equation
iD = iD + iD (iΠ) iD, (54)
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where D and D are the interacting and free gluon propagators, respectively. The lowest order contributions to Πµν
are given by the four diagrams shown in Fig. 2.
Applying the Feynman rules, the contribution to the contour Π coming from the quark loop corresponding to the
graph from Fig. 2b is immediately written down in coordinate space as
i
(
Πq(x, y)
)µν
ab
= (−1)(−ig)2Tr[γµτaiS(x, y)γντ biS(y, x)], (55)
where the factor (−1) occurs due to the fermion loop. The trace is taken over the spinor and fundamental color
indices. Using the relation (4), one obtains(
Πq(x, y)
)µν
ab
= − i
2
g2δabTr[γµS(x, y)γνS(y, x)], (56)
where the trace is now taken only over the spinor indices. We see that the polarization tensor is a unit matrix in color
space which results from the fact that the QGP is assumed to be locally colorless.
We are actually interested in the retarded polarization tensor. The retarded (+) and advanced (−) polarization
tensors are given by
Π±(x, y) = Πδ(x) δ(4)(x− y)±Θ(±x0 ∓ y0)
(
Π>(x, y)−Π<(x, y)
)
. (57)
where the first term represents a contribution due to one-point tadpole diagrams such as that shown in Fig. 2c. The
polarization tensors Π
<
>(x, y) are found from the contour tensor (56) by locating the argument x0 on the upper (lower)
and y0 on the lower (upper) branch of the contour. Consequently, one obtains(
Π
<
>
q (x, y)
)µν
ab
= − i
2
g2δabTr[γµS
<
>(x, y)γνS
>
<(y, x)]. (58)
As already mentioned, the system under consideration is assumed to be translationally invariant. As a consequence,
the two-point functions as S(x, y) effectively depend on x and y only through x− y. Therefore, we can set y = 0 and
write S(x, y) as S(x) and S(y, x) as S(−x). Equation (58) then becomes(
Π
<
>
q (x)
)µν
ab
= − i
2
g2δabTr[γµS
<
>(x)γνS
>
<(−x)]. (59)
Since
S±(x) = ±Θ(±x0)
(
S>(x)− S<(x)
)
, (60)
the retarded polarization tensor Π+q (x) is found to be(
Π+q (x)
)µν
ab
= −ig
2
4
δabTr
[
γµS
+(x)γνS
sym(−x) + γµSsym(x)γνS−(−x)
]
. (61)
In momentum space this becomes(
Π+q (k)
)µν
ab
= −ig
2
4
δab
∫
d4p
(2pi)4
Tr
[
γµS+(p+ k)γνSsym(p) + γµSsym(p)γνS−(p− k)]. (62)
Substituting the functions S± and Ssym ≡ S>+S< given by Eqs. (43), (44), and (45) into the formula (62), one finds
(
Π+q (k)
)µν
ab
= −g
2
8
δab
∫
d3p
(2pi)3
nq(p) + n¯q(p)− 1
Ep
(63)
×Tr
[(
γµ(p/ + k/ )γνp/ + γµp/ γν(p/ + k/ )
(p+ k)2 + i sgn
(
(p+ k)0
)
0+
+
γµp/ γν(p/ − k/ ) + γµ(p/ − k/ )γνp/
(p− k)2 − i sgn((p− k)0)0+
)]
,
where, after performing the integration over p0, the momentum p was changed into −p in the negative energy
contribution. Computing the traces of gamma matrices and using p2 = 0, one finds(
Π+q (k)
)µν
ab
= −g2δab
∫
d3p
(2pi)3
nq(p) + n¯q(p)− 1
Ep
(64)
×
(
2pµpν + kµpν + pµkν − gµν(k · p)
(p+ k)2 + i sgn
(
(p+ k)0
)
0+
+
2pµpν − kµpν − pµkν + gµν(k · p)
(p− k)2 − i sgn((p− k)0)0+
)
.
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We are interested in collective modes which occur when the wavelength of a quasi-particle is much larger than the
characteristic interparticle distance in the plasma. Thus, we look for the polarization tensor in the limit kµ  pµ which
is the condition of the Hard Loop Approximation for anisotropic systems (Mro´wczyn´ski et al., 2004; Mro´wczyn´ski and
Thoma, 2000). The approximation is implemented by observing that
1
(p+ k)2 + i0+
+
1
(p− k)2 − i0+ =
2k2
(k2)2 − 4(k · p)2 − isgn(k · p)0+ ≈ −
1
2
k2
(k · p+ i0+)2 , (65)
1
(p+ k)2 + i0+
− 1
(p− k)2 − i0+ =
4(k · p)
(k2)2 − 4(k · p)2 − isgn(k · p)0+ ≈
k · p
(k · p+ i0+)2 . (66)
We note that (p+ k)0 > 0 and (p− k)0 > 0 for pµ  kµ. With the above formulas, Eq. (64) becomes
(
Π+q (k)
)µν
ab
= g2δab
∫
d3p
(2pi)3
nq(p) + n¯q(p)− 1
Ep
k2pµpν − (kµpν + pµkν − gµν(k · p))(k · p)
(k · p+ i0+)2 , (67)
which has the well-known structure of the polarization tensor of photons in ultrarelativistic QED plasmas, see e.g.
the reviews (Blaizot and Iancu, 2002; Mro´wczyn´ski and Thoma, 2007). As can be seen from this expression, Π+q (k) is
symmetric with respect to Lorentz indices (
Π+q (k)
)µν
ab
=
(
Π+q (k)
)νµ
ab
, (68)
and transverse
kµ
(
Π+q (k)
)µν
ab
= 0, (69)
as required by gauge invariance.
When nq and n¯q both vanish, the polarization tensor (67) is still nonzero. It is actually infinite and represents the
vacuum contribution. Since we are interested in medium effects, the vacuum contribution should be subtracted from
the formula (67). Then, nq + n¯q − 1 is replaced by nq + n¯q. Eq. (67) gives the contribution of quarks of one flavor.
The integral should be multiplied by Nf to obtain the contribution of all quark flavors.
In analogy to the quark-loop expression (62), one finds the gluon-loop contribution to the retarded polarization
tensor shown in Fig. 2a to be
(
Π+g (k)
)µν
ab
= −ig
2
4
Ncδab
∫
d4p
(2pi)4
∫
d4q
(2pi)4
Dsym0 (p)
[
(2pi)4δ(4)(k + p− q)Mµν(k, q, p)D+0 (q)
+(2pi)4δ(4)(k − p+ q)Mµν(k,−q,−p)D−0 (q)
]
, (70)
where the functions D±0 and D
sym
0 ≡ D>0 + D<0 are the free gluon functions D± and Dsym ≡ D> + D< given by
Eqs. (47), (48), and (49) stripped of the color and Lorentz factors, i.e., Dµνab ≡ δabgµνD0. The combinatorial factor
1/2 is included in Eq. (70) and
Mµν(k, q, p) ≡ Γµσρ(k,−q, p)Γ νσ ρ(q,−k,−p) (71)
with the three-gluon coupling
Γµνρ(k, p, q) ≡ gµν(k − p)ρ + gνρ(p− q)µ + gρµ(q − k)ν . (72)
Within the hard loop approximation, the tensor (71) is computed as
Mµν(k, p± k,±p) ≈ ±2gµν(k · p) + 10pµpν ± 5(kµpν + pµkν), (73)
where we have used p2 = 0. Substituting the expressions (73) into Eq. (70) and using the explicit form of the functions
D± and Dsym, one obtains
(
Π+g (k)
)µν
ab
=
g2
4
Ncδab
∫
d3p
(2pi)3
2ng(p) + 1
Ep
5k2pµpν − 2gµν(k · p)2 − 5(kµpν + pµkν)(k · p)
(k · p+ i0+)2 . (74)
The gluon tadpole contribution to the contour Π(x, y), which is shown in Fig. 2c, is proportional to δ(4)(x − y)
and thus it does not contribute to Π
>
<(x, y) because it vanishes when the points x0 and y0 are located on different
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branches of the time contour. The tadpole represents the first term in the formula (57) and its contribution to the
retarded polarization tensor equals (
Π+t (k)
)µν
ab
= −g
2
2
∫
d4p
(2pi)4
Γµνρabcc,ρD
<
0 (p), (75)
where the combinatorial factor 1/2 is included and the four-gluon coupling Γµνρσabcd equals
Γµνρσabcd ≡ fabefecd(gµσgνρ − gµρgνσ) + facefedb(gµρgνσ − gµνgρσ) + fadefebc(gµνgρσ − gµσgνρ). (76)
With the explicit form of the function D<(p) given by Eq. (49), the formula (75) gives(
Π+t (k)
)µν
ab
=
3
2
g2Nc δabg
µν
∫
d3p
(2pi)3
2ng(p) + 1
Ep
. (77)
The ghost-loop contribution to the retarded polarization tensor, which is shown in Fig. 2d, equals(
Π+gh(k)
)µν
ab
= i
g2
2
Ncδab
∫
d4p
(2pi)4
∆sym0 (p)
[
(p+ k)µpν∆+0 (p+ k) + p
µ(p− k)ν∆−0 (p− k)
]
. (78)
where the factor (−1) is included since we deal with a fermionic loop and the functions ∆±0 and ∆sym0 ≡ ∆>0 + ∆<0
are the ghost functions ∆± and ∆sym ≡ ∆> + ∆< given by Eqs. (51), (52), and (53) stripped of the color factor δab.
Using the explicit forms of the ghost functions (51), (52), and (53), the formula (78) becomes(
Π+gh(k)
)µν
ab
= −g
2
4
Ncδab
∫
d3p
(2pi)3
2ng(p) + 1
Ep
k2pµpν − (kµpν + pµkν)(k · p)
(k · p+ i0+)2 , (79)
which holds in the hard loop approximation.
As already mentioned, the quark-loop contribution to the retarded polarization tensor (67) is symmetric and
transverse with respect to Lorentz indices. The same holds for the sum of the contributions of pure gluodynamics:
gluon-loop, gluon-tadpole, and ghost-loop. The complete QCD result is obtained by summing all four contributions
and subtracting the vacuum term. Then, one obtains the final formula(
Π+(k)
)µν
ab
=
g2
2
δab
∫
d3p
(2pi)3
f(p)
Ep
k2pµpν − (kµpν + pµkν − gµν(k · p))(k · p)
(k · p+ i0+)2 , (80)
where f(p) ≡ 2Nf
(
nq(p) + n¯q(p)
)
+ 4Ncng(p). The normalization of the effective distribution function f(p) is such
that in an equilibrium QGP with temperature T = β−1 and quark chemical potential µ one has
f eq(p) =
2Nf
eβ(Ep−µ) + 1
+
2Nf
eβ(Ep+µ) + 1
+
4Nc
eβEp − 1 , (81)
where the spin factors are included.
The polarization tensor (80) is obviously symmetric and transverse. Performing an integration by parts and requiring
that lim|p|→∞ f(p) = 0, we find the following expression for the retarded polarization tensor(
Π+(k)
)µν
ab
= −g
2
2
δab
∫
d3p
(2pi)3
pµ
Ep
∂f(p)
∂pρ
(
gνρ − p
νkρ
k · p+ i0+
)
. (82)
The integration by parts, which leads from the formula (82) to (80), is easily performed if the integration measure
d3p/Ep is replaced by 2d
4p δ(p2) Θ(p0), as then all components of p
µ can be treated as independent from each other.
It is sometimes useful to use the chromodielectric tensor (chromoelectric permittivity) εij(k) instead of the polar-
ization tensor Πµν(k). We show in Appendix A that the two quantities are related to each other as
εij(k) = δij +
1
ω2
Πij(k), (83)
where the indices i, j, k = 1, 2, 3 label the Cartesian coordinates of three-vectors. The dielectric tensor corresponding
to the expressions (80) and (82) read
εij(k) = δij +
g2
2ω2
∫
d3p
(2pi)3
f(p)
Ep
(ω2 − k2)vivj − (kivj + vikj + δij(ω − k · v))(ω − k · v)
(ω − k · v + i0+)2 (84)
= δij +
g2
2ω
∫
d3p
(2pi)3
vi
ω − k · v + i0+
∂f(p)
∂pk
[(
1− k · v
ω
)
δkj +
kkvj
ω
]
, (85)
where the color indices a, b are dropped since εij(k) is a unit matrix in color space.
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FIG. 3 Feynman graph corresponding to the leading order contribution to the quark self-energy.
2. Quark self-energy
The quark self-energy Σ can be defined by means of the Dyson-Schwinger equation
iS = iS − iS iΣ iS, (86)
where S and S are the interacting and free propagators, respectively. The lowest order contribution to Σ is given by
the diagram shown in Fig. 3.
Appropriately modifying Eq. (62), one finds
Σ+(k) =
i
2
g2
∫
d4p
(2pi)4
[
γµτ
aS+(p+ k)
(
Dsym(p)
)µν
ab
τ bγν + γµτ
aSsym(p)
(
D−(p− k)
)µν
ab
τ bγν
]
. (87)
The self-energy carries spinor and color indices (in the fundamental representation) which are not shown. Substituting
the functions D±µν , D
sym
µν and S
±, Ssym given by Eqs. (47) - (49) and (43) - (45) into Eq. (87) and using the identity
τaτa = CF 1 with CF ≡ (N2c − 1)/(2Nc) being the quadratic Casimir invariant of the fundamental representation,
one finds
Σ+(k) = g2
CF
2
∫
d3p
(2pi)3Ep
{[
p/ + k/
(p+ k)2 + i sgn
(
(p+ k)0
)
0+
− p/ − k/
(p− k)2 − i sgn((p− k)0)0+
][
2ng(p) + 1
]
(88)
−
[
p/
(p− k)2 − i sgn((p− k)0)0+ − p/(p+ k)2 + i sgn((p+ k)0)0+
][
nq(p) + n¯q(p)− 1
]}
,
where the change of variables p→ −p was made in the negative energy terms. Applying the Hard Loop Approximation
by using the formulas (65) and (66), one obtains
Σ+(k) = g2
CF
4
∫
d3p
(2pi)3
f˜(p)
Ep
p/
k · p+ i0+ , (89)
where f˜(p) ≡ 2(nq(p) + n¯q(p))+ 4ng(p). The formula (89) has the well-known form of the electron self-energy in an
ultrarelativistic QED plasma, see e.g. the review (Blaizot and Iancu, 2002).
The self-energies (80) and (89) have been obtained in the hard-loop approximation, that is for the external mo-
mentum k being much smaller than the internal momentum p which is carried by a plasma constituent. However,
it appears that the results (80) and (89) are only valid when the external momentum k is not too small. This is
most easily seen in case of the fermion self-energy (89) which diverges as k → 0. When we deal with an equilibrium
(isotropic) plasma of the temperature T , the characteristic momentum of (massless) plasma constituents is of the order
T . One observes that if the external momentum k is of the order g2T , which is the so-called magnetic or ultrasoft
scale, the self-energy (89) is not perturbatively small as it is of the order O(g0). Therefore, the expression (89) is
meaningless for k ≤ g2T . Since k must be much smaller than p ∼ T , one arrives at the well-known conclusion that the
self-energy (89) is valid at the soft scale, that is when k is of the order gT . Analyzing higher order corrections to the
self-energies (80) and (89) one finds that they are indeed valid for k ∼ gT and they break down at the magnetic scale
because of the infrared problem of gauge theories, see e.g. (Lebedev and Smilga, 1990) or the review (Kraemmer and
Rebhan, 2004). When the momentum distribution of plasma particles is anisotropic, instead of the temperature T ,
we have a characteristic four-momentum Pµ of plasma constituents and the hard-loop approximation requires that
Pµ  kµ which should be understood as a set of four conditions for each component of the four-momentum kµ. The
validity of the self-energies (80) and (89) is then limited to kµ ∼ gPµ.
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D. The Hard-Loop Effective Action
The two-point functions at soft momentum, which were derived above, allow one to construct an effective action
for soft excitations in an anisotropic QGP (Mro´wczyn´ski et al., 2004). The action not only generates the gluon
polarization tensor (80) and quark self-energy (89), but also the vertex functions and all n−point functions.
The relevant terms in the action which generate (80) and (89) read
L(A)2 (x) =
1
2
∫
d4y Aaµ(x)Π
µν
ab (x− y)Abν(y) , (90)
L(Ψ)2 (x) =
∫
d4y Ψ¯(x)Σ(x− y)Ψ(y) , (91)
where the subscript ‘2’ indicates that the effective actions above only generate two-point functions.
Quark effective action
Using the explicit form of the quark self-energy (89), one immediately rewrites the action (91) as
L(Ψ)2 (x) = −i
CF
4
g2
∫
d3p
(2pi)3
f˜(p)
Ep
Ψ¯(x)
p/
p · ∂Ψ(x), (92)
where
1
p · ∂Ψ(x)
def
= i
∫
d4k
(2pi)4
e−ik·x
p · k Ψ(k).
Following (Braaten and Pisarski, 1992), we modify the action (92) to comply with the requirement of gauge invariance.
We simply replace the derivative ∂µ by the covariant derivative Dµ = ∂µ − igAµ in the fundamental representation.
Thus, we obtain
L(Ψ)(x) = −iCF
4
g2
∫
d3p
(2pi)3
f˜(p)
Ep
Ψ¯(x)
p/
p ·DΨ(x), (93)
where
1
p ·D Ψ(x)
def
=
1
p · ∂
∞∑
n=0
(
ig p ·A(x) 1
p · ∂
)n
Ψ(x). (94)
In equilibrium, the integrals over the momentum absolute value and the solid-angle factorize, and the quark action
(93) reduces to the Braaten-Pisarski result
L(Ψ)HTL(x) = −im2q
〈
Ψ¯(x)
pˆ · γ
pˆ ·DΨ(x)
〉
pˆ
, (95)
where
m2q =
CF
4
g2
∫
d3p
(2pi)3
f˜ eq(p)
Ep
=
CF
8
g2
(
T 2 +
µ2
pi2
)
, (96)
and 〈· · · 〉pˆ ≡
∫
d2Ω/4pi · · · denotes an average over the orientation of the unit vector pˆ = p/|p| which defines the
light-like four-vector pˆ ≡ (1, pˆ) and µ is the quark chemical potential.
Gluonic effective action
Let us now derive the gluon effective action which is expected to be local and quadratic in the field strength tensor
Fµν(x). Therefore, we first look for an operator Mµν(x)ab that satisfies the equation
1
2
∫
d4yAaµ(x)Π
µν
ab (x− y)Abν(y) =
1
4
(∂µA
a
ν(x)− ∂νAaµ(x))Mνρab (x)(∂ρAb µ(x)− ∂µAbρ(x)), (97)
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giving
Πµνab (k) = 2k
2Mσρab (k) P µνρσ (k) , (98)
where
P ρσµν(k) =
1
k2
[
k2gρνgσµ + kρkσgµν − kρkνgσµ − kσkµgρν
]
. (99)
Since P is the projection operator (P ρσµν(k)P δλνµ (k) = −P ρσδλ(k)), P−1 does not exist. Therefore, there is no
unique solution of Eq. (98); various solutions differ from each other by the components parallel to k. Because
kµP
ρσµν(k) = kνP
ρσµν(k) = 0, Eq. (98) complies with the transversality of Πµν(k).
Substituting the explicit form of the gluon self-energy (80) into Eq. (98), one finds that the equation is satisfied by
Mµνab (k) = δab
g2
2
∫
d3p
(2pi)3
f(p)
Ep
pµpν
(p · k)2 , (100)
which gives
L(A)2 (x) =
g2
2
∫
d3p
(2pi)3
f(p)
Ep
(∂µA
a
ν(x)− ∂νAaµ(x))
pνpρ
(p · ∂)2 (∂ρA
aµ(x)− ∂µAaρ(x)). (101)
In order to generate the higher-order vertices we invoke the requirement of gauge invariance, replacing ∂µAνa − ∂νAµa
by the field strength tensor Fµνa ≡ ∂µAνa − ∂νAµa + gfabcAµbAνc , and ∂µ by the covariant derivative in the adjoint
representation Dµab ≡ ∂µδab + gfacbAµc . Thus, we obtain the effective action
L(A)(x) = g
2
2
∫
d3p
(2pi)3
f(p)
Ep
F aµν(x)
(
pνpρ
(p ·D)2
)
ab
F b µρ (x). (102)
In equilibrium, the gluon action (102) reduces, as the quark action, to the respective Braaten-Pisarski result
L(A)HTL(x) =
1
2
m2D
〈
F aµν(x)
(
pˆν pˆρ
(pˆ ·D)2
)
ab
F b µρ (x)
〉
pˆ
, (103)
where mD is the Debye mass given as
m2D ≡ g2
∫
d3p
(2pi)3
f eq(p)
Ep
=
Nc
3
g2T 2 +
Nf
6
g2
(
T 2 +
3
pi2
µ2
)
. (104)
Complete hard-loop effective action
Combining the gluonic (102) and fermionic (93) contributions to the effective action one obtains the full hard-loop
effective action
SHL[A, ψ¯, ψ] =
g2
2
∫
d4x
∫
d3p
(2pi)3
[
f(p)
Ep
Fµν(x)
pνpρ
(p ·D)2 F
µ
ρ (x)− i
CF
2
f˜(p)
Ep
Ψ¯(x)
p · γ
p ·DΨ(x)
]
. (105)
We note that in the case of pure-glue theory we can express the hard-loop effective action in terms of an auxiliary
field W defined via
(p ·D)Wµ(x, pˆ) = pρFµρ (x), (106)
Spure glueHL [W ] =
g2
2
∫
d4x
∫
d3p
(2pi)3
f(p)
Ep
Wµ(x, pˆ) Wµ(x, pˆ). (107)
Using the hard-loop action (105) one can derive the quark-gluon, triple-gluon, and four-gluon vertex functions for
an anisotropic QGP (Mro´wczyn´ski et al., 2004). These vertex functions satisfy the appropriate Ward-Takahashi
identities. Actually, these identities are guaranteed to be satisfied since the effective action (105) is gauge invariant
by construction. Let us finally note that, as discussed in the end of Sec. II.C.2, the Hard Loop Approach is valid at
the soft scale of the order of gP where P is, as previously, the characteristic momentum of plasma constituents.
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III. CLASSICAL KINETIC THEORY
A natural theoretical tool to describe non-equilibrium plasmas is kinetic theory. Such a theory for the QGP has been
formulated in two ways. Within the first approach the color degrees of freedom are treated quantum mechanically
and the distribution function of plasma constituents is a matrix in color space (Elze, 1988; Elze et al., 1986a,b; Heinz,
1983; Mro´wczyn´ski, 1989; Winter, 1984), see also the reviews (Blaizot and Iancu, 2002; Elze and Heinz, 1989). In the
second approach, one assumes that the color is a continuous classical variable (Heinz, 1983, 1985, 1986; Kelly et al.,
1994a,b), see also the review (Litim and Manuel, 2002). We start with the latter approach which is much simpler
than the first. We will set up the system of Wong equations (Wong, 1970) that describe a classical particle carrying a
classical color charge interacting with the chromodynamic field. Using the resulting Wong equations, we then derive
a classical transport equation of the Vlasov type.
A. Wong equations
The Wong equations are a set of classical equations of motion for a point-like particle interacting with a chromody-
namic field. We start with the electromagnetic case, as the Wong equations are just the extension to chromodynamics.
Ignoring the dynamical effects of spin degrees of freedom, which are not of our interest here, the equations of motion
of a point-like particle with charge q and mass m are
dx(t)
dt
= v(t) =
p(t)
Ep(t)
, (108)
dp(t)
dt
= −q
(
E
(
t,x(t)
)
+ v(t)×B(t,x(t))), (109)
where x(t), v(t), p(t), and Ep(t) are the particle’s position, velocity, momentum, and energy, respectively; E
(
t,x(t)
)
and B
(
t,x(t)
)
are the electric and magnetic fields along the particle’s trajectory. The sign of the charge q is chosen
to agree with the color current defined by Eq. (16).
When we move from electrodynamics to chromodynamics with an SU(Nc) gauge group, instead of one electric field
and one magnetic field we have instead N2c − 1 chromoelectric and N2c − 1 chromomagnetic fields labeled with the
indices a, b, c. We also have N2c − 1 charges qa(t) which, in contrast to electrodynamics, evolve in time by rotating in
color space. This happens because chromodynamic interactions are associated with a color exchange. The equation
describing the time dependence of qa(t) can be obtained in the following way. We first define the color charge density
ρa and current ja of a single particle as
ρa(t,x) = −gqa(t) δ(3)(x− x(t)), (110)
ja(t,x) = −gqa(t) v(t) δ(3)(x− x(t)), (111)
and we compute
dρa(t,x)
dt
= −g dq
a(t)
dt
δ(3)
(
x− x(t))+ gqa(t) ∂ δ(3)(x− x(t))
∂x
v(t),
= −g dq
a(t)
dt
δ(3)
(
x− x(t))−∇ · ja(t,x), (112)
which can be written as
g
dqa(t)
dt
δ(3)
(
x− x(t)) = −dρa(t,x)
dt
−∇ · ja(t,x) = −∂µjaµ(x), (113)
with the four-current jµa = (ρ
a, ja). In QCD the four-current is not conserved but it is covariantly conserved
Dµab j
b
µ(x) =
(
∂µδab − gfabcAµc (x)
)
jbµ(x) = 0, (114)
and consequently ∂µjbµ(x) = gf
abcAµc (x) j
b
µ(x). Eq. (113) thus provides the equation we seek. The complete set of
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Wong equations thus reads
dx(t)
dt
= v(t) =
p(t)
Ep(t)
, (115)
dp(t)
dt
= −gqa
(
Ea
(
t,x(t)
)
+ v(t)×Ba
(
t,x(t)
))
, (116)
dqa(t)
dt
= −gfabcqb(t)Aµc
(
x(t)
) pµ(t)
Ep(t)
. (117)
Let us write down the Wong equations (115), (116), and (117) in Lorentz-covariant form. For this purpose, the time
t is replaced by the particle’s proper time τ such that dτ = γ−1(t) dt with γ(t) = Ep(t)m being the Lorentz factor of the
particle’s motion. Instead of the particle’s position x, velocity v, and momentum p, one introduces the corresponding
four-vectors xµ, uµ ≡ pµm , and pµ. As a result the Wong equations (115), (116), and (117) become
dxµ(τ)
dτ
= uµ(τ), (118)
dpµ(τ)
dτ
= −gqa(τ)Fµνa
(
x(τ)
)
uν(τ), (119)
dqa(τ)
dτ
= −gfabcuµ(τ) qb(τ)Aµc
(
x(τ)
)
. (120)
The chromoelectric and chromomagnetic fields are expressed here through the field strength tensor as
Eia = F
i0
a , B
i
a = −
1
2
ijkF jka , (121)
where the indices i, j, k = 1, 2, 3 label Cartesian coordinates and ijk is the totally antisymmetric Levi-Civita tensor.
If the classical color charge qa is assumed to transform under local gauge transformation covariantly (as the field
strength tensor Fµνa ), the form of the Wong equations is gauge independent. Equations (118) and (119) are trivially
gauge invariant. Equation (120) is evidently gauge covariant when written as
uµ(τ)D
µ
abq
b(τ) = 0, (122)
where Dµab is the covariant derivative in the adjoint representation (18).
The Wong equations have the same form for both quarks and gluons. The difference appears when averaging over
color charges, which is needed to obtain gauge-independent quantities, is performed according to the rules∫
Dq qa = 0, (123)∫
Dq qaqb = C2δ
ab, (124)
where Dq is the integration measure over the space of classical color charges, C2 = 1/2 for a quark (in the fundamental
representation), and C2 = Nc for a gluon (in the adjoint representation). The explicit form of the integration measure
Dq, which is gauge invariant, is given in (Litim and Manuel, 2002). For us it will be sufficient to use the rules (123)
and (124).
B. Liouville equation
Now we are going to derive the classical transport equation in the Vlasov or mean-field approximation. The equation
is obtained from the Liouville equation
d
dt
F(x,p, ~q ) = 0, (125)
which is obeyed by the microscopic distribution function F , which for N colored particles is defined as
F(x,p, ~q ) =
N∑
i=1
δ(3)
(
x− xi(t)
)
(2pi)3δ(3)
(
p− pi(t)
)
δ(N
2
c−1)(~q − ~qi(t)), (126)
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where the vector ~q = (q1, q2, . . . qN
2
c−1) represents N2c −1 color charges. We note that the function F(x,p, ~q ) does not
explicitly depend on time and the phase space includes the classical color charge vector ~q in addition to the vectors
x and p.
The Liouville equation (125) gives
d
dt
F(x,p, ~q ) =
N∑
i=1
[
dxi(t)
dt
dδ(3)
(
x− xi(t)
)
dx
δ(3)
(
p− pi(t)
)
δ(N
2
c−1)(~q − ~qi(t)) (127)
+
dpi(t)
dt
δ(3)
(
x− xi(t)
) dδ(3)(p− pi(t))
dp
δ(N
2
c−1)(~q − ~qi(t))
+
d~qi(t)
dt
δ(3)
(
x− xi(t)
)
δ(3)
(
(p− pi(t)
) dδ(N2c−1)(~q − ~qi(t))
d~q
]
= 0.
Using the Wong equations (115)-(117), one obtains
d
dt
F(x,p, ~q ) = −
[
v · ∇ − gqa(Ea(t,x) + v ×Ba(t,x)) · ∇p − gfabcqbAµc (x) pµEp ∂∂qa
]
F(x,p, ~q ) = 0. (128)
Since the distribution function F does not explicitly depend on time, that is ∂∂tF(x,p, ~q ) = 0, we can write
Epv · ∇F = pµ∂µF . Using the fact that ∂∂p0F(x,p, ~q ) = 0 and expressing the chromoelectric and chromomagnetic
fields through the strength tensor, one obtains
pµ
(
∂µ + gq
aF aµν(x)
∂
∂pν
− gfabcqbAcµ(x)
∂
∂qa
)
F(x,p, ~q ) = 0. (129)
Equation (129) needs to be supplemented by the Yang-Mills equations which describe the self-consistent generation
of chromodynamic fields due to the particle current
DµabF
b
µν(x) = j
a
ν (x) = −g
∫
d3p
(2pi)3
∫
Dq
pν
Ep
qaF(x,p, ~q ). (130)
Equations (129) and (130) are exact but they require a precise knowledge of all particles’ trajectories. This
information is usually not available, nevertheless the equations are very useful for numerical simulations where the
quark-gluon plasma is represented by a relatively small set of test particles. Such classical simulations are discussed
in Sec. VII.D.
C. Vlasov equation
Equations (129) and (130) are the starting point for a derivation of a transport equation for the macroscopic
distribution function f(x,p, ~q ) which is the microscopic distribution function (126) averaged over a statistical ensemble
f(x,p, ~q ) ≡ 〈F(x,p, ~q )〉, (131)
where x ≡ (t,x) and thus an explicit time dependence of f is included. The transport equation of f(x,p, ~q) should
be deduced from Eq. (129) averaged over the statistical ensemble. The Vlasov or mean-field equation is obtained
by assuming that the chromodynamic field is dominated by the macroscopic (ensemble averaged) field which slowly
varies in space-time. This field is generated by the current associated with f(x,p, q). Thus, we have
pµ
(
∂µ + gq
aF aµν(x)
∂
∂pν
− gfabcqbAcµ(x)
∂
∂qa
)
f(x,p, ~q ) = 0, (132)
DµF aµν(x) = j
a
ν (x) = −g
∫
Dq
∫
d3p
(2pi)3
pν
Ep
qaf(x,p, ~q ), (133)
where, to simplify our notation, we use the same symbols Fµν and Aµ to denote the macroscopic and microscopic
chromodynamic fields.
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D. Gauge symmetry
The microscopic and macroscopic distribution functions both transform under local gauge transformations as a
scalar field f(x,p, ~q )→ f ′(x,p, ~q ′) = f(x,p, ~q ) when ~q → ~q ′. Consequently, the transport equations (129) and (132)
appear to be gauge invariant. The Vlasov terms (those with Fµν) in these equations are trivially gauge invariant, but
one has to show that (
∂µ − gfabcqbAcµ
∂
∂qa
)
f(x,p, ~q ) =
(
∂µ − gfabcq′bA′cµ
∂
∂q′a
)
f(x,p, ~q (~q ′)) (134)
to prove the gauge invariance of Eqs. (129) and (132). We consider an infinitesimal gauge transformation of the form
q′a = qa + fabcqb ωc, qa = q′a − fabcq′b ωc, ∂
∂q′a
=
∂qb
∂q′a
∂
∂qb
= −fabcωc ∂
∂qb
, (135)
and
A′aµ = A
a
µ + f
abcAbµ ω
c +
1
g
∂µω
a. (136)
Since q′a depends on x through ωa(x), we have
∂µf(x,p, ~q (~q
′)) = ∂µf(x,p, ~q ) +
(
∂µq
a(~q ′)
) ∂
∂qa
f(x,p, ~q ) = ∂µf(x,p, ~q )− fabcqb(∂µωc) ∂
∂qa
f(x,p, ~q ). (137)
A somewhat cumbersome calculation gives
gfabcq′bA′cµ
∂
∂q′a
f(x,p, ~q (~q ′)) = fabcqb(∂µωc)
∂
∂qa
f(x,p, ~q), (138)
which combined with Eq. (137) leads to the equality (134). In this way, the gauge invariance of the transport equations
(129) and (132) is proven. The gauge covariance of the field generation equations (130) and (133) is evident provided
the integration measure Dq is gauge invariant.
E. Linear response analysis
In this section we study how the QGP, which is (on average) colorless, homogeneous, and stationary, responds to
color fluctuations. Such an analysis was originally performed in (Kelly et al., 1994a,b). The distribution function is
assumed to be of the form
f(x,p, ~q ) = f0(p) + δf(x,p, ~q ), (139)
where the function f0(p), which is independent of x and ~q, represents a space-time homogeneous and colorless state
of the plasma, while δf(x,p, ~q ), describes a colorful fluctuation. It is assumed that
f0(p) |δf(x,p, ~q )|, |∂ipf0(p)|  |∂ipδf(x,p, ~q )|. (140)
Substituting the distribution function in the form (139) into the current (133) and using Eq. (123), one obtains
jµa (x) = −g
∫
Dq
∫
d3p
(2pi)3
pµ
Ep
qaδf(x,p, ~q ). (141)
As can be seen from the above expression, the color-current results from deviations from the colorless state.
To proceed, we substitute the distribution function (139) into the transport equation (132) and we assume that Aµ
and Fµν are of the same order as δf . Then, keeping only the terms linear in δf , Aµ, and Fµν , the transport equation
(132) gives
pµ∂µδf(x,p, ~q ) = −gqapµFµνa (x)
∂f0(p)
∂pν
. (142)
We note that the left-hand side of the linearized equation is not gauge invariant, but the invariance can be restored
by including the quadratically small term from Eq. (132) with the derivative with respect to ~q.
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The linearized equation (142) is easily solved by means of the retarded Green’s function Gp(x) which satisfies
pµ∂
µGp(x) = δ
(4)(x) (143)
and equals
Gp(x) = E
−1
p Θ(t) δ
(3)(x− vt) , (144)
with v ≡ p/Ep. One finds the Green’s function (144) by performing a Fourier transform of Eq. (143), solving the
algebraic equation, and finally performing the inverse Fourier transform.
The solution of Eq. (142) is
δf(x,p, ~q ) = −g
∫
d4y Gp(x− y) qapµFµνa (y)
∂f0(p)
∂pν
, (145)
and it gives the current (141), which is
jρa(x) = g
2C2
∫
d3p
(2pi)3
pρ
Ep
∫
d4y Gp(x− y) pµFµνa (y)
∂f0(p)
∂pν
, (146)
where color averaging has been performed according to Eq. (124).
As can be seen, the right-hand side of Eq. (146) transforms differently under local gauge transformations than the
left-hand side. To cure the problem, one introduces a link operator, which is sometimes called the gauge parallel
transporter, defined in the fundamental representation as
Ω(x, y) = P exp
[
ig
∫ x
y
dzµA
µ(z)
]
, (147)
with P denoting ordering along the path which is chosen to be a straight line connecting the points x and y. Ω(x, y)
transforms as
Ω(x, y)→ U(x) Ω(x, y) U†(y). (148)
In the adjoint representation, the link operator is given by
Ω(x, y) = P exp
[
ig
∫ x
y
dzµAµ(z)
]
, (149)
where Aµ = AµaTa, and it transforms as
Ω(x, y)→ U(x) Ω(x, y) U†(y). (150)
The matrix U(x) is defined in Eq. (12). We also note that Ω(x, y) obeys the equation
DµxΩ(x, y) = 0. (151)
Using the link operator (149), one modifies the current (146) to comply with the gauge covariance. The modified
current is
jµa (x) = g
2C2
∫
d3p
(2pi)3
pν
Ep
∫
d4y Gp(x− y) pµΩab(x, y) Fµνb (y)
∂f0(p)
∂pν
. (152)
One verifies with the help of Eq. (151) that the current (152) obeys Dµjµ = 0.
Finally, we are going to perform the Fourier transform of the induced current (152). Before this step, however, we
can neglect the terms which are not of leading order in g. The parallel-transporter Ω is approximated by unity and
the stress tensor Fµν by ∂µAν −∂νAµ. Within such an approximation, the Fourier-transformed induced current (152)
is given by
jµa (k) = g
2C2
∫
d3p
(2pi)3
pµ
Ep
∂f0(p)
∂pλ
[
gλν − k
λpν
pσkσ + i0+
]
Aaν(k), (153)
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where C2 equals 1/2 for quarks and antiquarks and C2 = Nc for gluons. To obtain the complete induced current, one
sums up the contributions coming from quarks, antiquarks, and gluons present in the plasma. Since the current (153)
depends on qa quadratically, the quark and antiquark contributions have the same sign. The gluon contribution is
enhanced by the factor 2Nc when compared to the quark one. The complete induced current thus reads
jµa (k) =
g2
2
∫
d3p
(2pi)3
pµ
Ep
∂f(p)
∂pλ
[
gλν − k
λpν
pσkσ + i0+
]
Aaν(k), (154)
where f(p) ≡ 2Nfnq(p) + 2Nf n¯q(p) + 4Ncng(p) with nq(p), n¯q(p), and ng(p) denoting the distribution functions of
quarks, antiquarks, and gluons which are normalized according to Eqs. (46) and (50).
Since the current can be obtained from the action S as
jµa (x) = −
δS
δAaµ(x)
, (155)
and the gluon polarization tensor is
Πµνab (x, y) =
δ2S
δAbν(y) δA
a
µ(x)
, (156)
the Fourier transformed induced current jµ(k) in a translationally invariant system can be expressed as
jµa (k) = −Πµνab (k)Abν(k), (157)
which holds in the linearized case. Comparing the relations (154) and (157), the retarded polarization tensor is found
to be
Πµνab (k) = −
g2
2
δab
∫
d3p
(2pi)3
pµ
Ep
∂f(p)
∂pλ
[
gλν − k
λpν
pσkσ + i0+
]
. (158)
In this way we have rederived the result (82) which was obtained in Sec. II diagrammatically.
IV. KINETIC THEORY WITH QUANTUM COLOR
In this section we present a transport theory for the QGP where the color charge is not a classical variable but is
instead encoded in a matrix structure of the theory. Such a formulation, which was initiated in (Heinz, 1983) and
further developed in (Blaizot and Iancu, 1999; Elze, 1988, 1990; Elze et al., 1986a,b; Mro´wczyn´ski, 1989; Winter, 1984),
naturally emerges from QCD. The problem of derivation of QGP transport equations from QCD is not fully resolved,
but the Vlasov or collisionless limit, which is of our main interest, is rather well understood. In the subsequent
subsections we show how to obtain the transport equations for quarks and gluons in the mean-field approximation
and then the resulting transport equations are used to compute the polarization tensor of an anisotropic QGP. Those
readers who are not much interested in the rather technical and complex problem of derivation of transport equations
from an underlying quantum field theory can skip Sec. IV.A and go directly to Sec. IV.B.
A. Derivation
The transport equations in the Vlasov or mean-field limit were first derived in (Elze, 1988, 1990; Elze et al., 1986a,b;
Winter, 1984) and the approach was put on a more solid ground when the Vlasov limit of kinetic theory was shown
to be equivalent to diagrammatic QCD in the Hard Loop Approximation. It was first demonstrated for a quasi-
equilibrium plasma (Blaizot and Iancu, 1993, 1994; Kelly et al., 1994a,b), see also the reviews (Blaizot and Iancu,
2002; Litim and Manuel, 2002), and later on the equivalence was extended to an anisotropic QGP (Mro´wczyn´ski et al.,
2004; Mro´wczyn´ski and Thoma, 2000).
In our derivation of the QGP Vlasov equations we essentially follow the original works (Elze, 1988, 1990; Elze
et al., 1986a,b). However, there is an important difference. The transport equations were found in (Elze, 1988; Elze
et al., 1986a,b) for an arbitrary mean field and the semiclassical Vlasov limit was obtained by performing a gradient
expansion. Our derivation assumes from the very beginning that the mean field weakly varies in space-time.
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1. Quark transport equation
The derivation of the quark transport equation is rather straightforward. It was worked out in (Elze et al., 1986b;
Winter, 1984). One starts with the definition of the Wigner function, which is the quantum analog of the classical
distribution function. For a quark field ψ the Wigner function can be defined as
W ijαβ(X, p) ≡
∫
d4u eip·u〈ψiα(X + u/2) ψ¯jβ(X − u/2)〉, (159)
where i, j = 1, 2, . . . Nc are color indices and α, β = 1, 2, 3, 4 are spinor indices; 〈. . . 〉 denotes, as previously, averaging
over a statistical ensemble. As in Sec. II.B, we use here the coordinates X ≡ (x + y)/2 and u = x − y. To simplify
the notation, we write the Wigner function as
W (X, p) ≡
∫
d4u eip·u〈ψ(X + u/2)⊗ ψ¯(X − u/2)〉, (160)
where the indices are not shown. It is sometimes useful to express the definition (160) in the following way
W (X, p) ≡
∫
d4u eip·u〈eu2 ·∂ψ(X)⊗ ψ¯(X)e−u2 ·
←
∂ 〉, (161)
where e
u
2 ·∂ is the operator of space-time translation by the four-vector u/2.
The Wigner function defined by Eq. (159), (160) or (161) does not transform covariantly with respect to gauge
transformations. The problem is cured by modifying the definition (160) as
W (X, p) ≡
∫
d4u eip·u〈Ω(X,X + u/2) ψ(X + u/2)⊗ ψ¯(X − u/2) Ω(X − u/2, X)〉, (162)
where Ω(x, y) is the link operator defined by Eq. (147). Since the fields Aµ(x) and ψ(x) transform under a gauge
transformation U(x) as
Aµ(x)→ U(x)Aµ(x)U†(x) + U(x)∂µU†(x), ψ(x)→ U(x)ψ(x), (163)
the Wigner function (162) transforms covariantly, i.e.
W (X, p)→ U(X)W (X, p)U†(X). (164)
In analogy to Eq. (161) the covariant Wigner function can be expressed as
W (X, p) ≡
∫
d4u eip·u〈eu2 ·D ψ(X)⊗ ψ¯(X) e−u2 ·
←
D†〉, (165)
where Dµ ≡ ∂µ − igAµ(X) is the covariant derivative.
The definition (165) can be used to derive the equations of motion of W (X, p) which come from the Dirac equations
(14) obeyed by the fields ψ and ψ¯. The derivation starts with the equations∫
d4u eip·u〈eu2 ·D [γµDµ + im]ψ(X)⊗ ψ¯(X) e−u2 ·
←
D†〉 = 0, (166)
∫
d4u eip·u〈eu2 ·D ψ(X)⊗ ψ¯(X) [γµ
←
D†µ −im]e−
u
2 ·
←
D†〉 = 0. (167)
The transport equation of W (X, p) in the mean-field or Vlasov limit is obtained by assuming that
• the chromodynamic field is dominated by the mean field: |〈Aµ(X)〉|  |Aµ(X) − 〈Aµ(X)〉|, and consequently
Aµ(X) ≈ 〈Aµ(X)〉;
• the Wigner function weakly varies in coordinate and momentum spaces that is |W (X, p)|  |∂µp ∂νW (X, p)|;
• the mean field is sufficiently weak and thus |W (X, p)|  |∂µp (∂ν − ig〈Aν(X)〉
)
W (X, p)|.
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Keeping in mind these simplifying assumptions, the operator e±
u
2 ·D, which enters the Wigner function definition,
can be approximated as
e±
u
2 ·D = 1± 1
2
uνD
ν +O(D2). (168)
Then, one derives the following commutation relations
e
u
2 ·D Dµ =
(
Dµ − i
2
guνF
νµ
)
e
u
2 ·D +O(D3), (169)
←
D†µ e
−u2 ·
←
D† = e−
u
2 ·
←
D†
( ←
D†µ −
i
2
guνFνµ
)
+O(D3), (170)
where the field strength tensor Fµν is defined by Eq. (7). Because δAµ(X) ≡ Aµ(X) − 〈Aµ(X)〉 is neglected in the
consideration presented in this section, the mean field 〈Aµ(X)〉 is denoted as Aµ(X) to simplify the notation.
With the help of Eqs. (169) and (170), equations (166) and (167) are transformed to∫
d4u eip·u〈[γµ(Dµ − i
2
guνF
νµ
)
+ im
]
e
u
2 ·D ψ(X)⊗ ψ¯(X) e−u2 ·
←
D†〉 = 0, (171)
∫
d4u eip·u〈eu2 ·D ψ(X)⊗ ψ¯(X) e−u2 ·
←
D†[γµ( ←D†µ − i2guνFνµ)− im]〉 = 0. (172)
Since we are not interested in the spin degrees of freedom, we take the trace of Eqs. (171) and (172) with respect
to the spinor indices and sum the equations. As a result, we obtain the transport equation of the Wigner function
W (X, p)
DµTr[γµW (X, p)]− g
2
∂
∂pν
{
F νµ(X),Tr[γµW (X, p)]
}
= 0, (173)
where the covariant derivative Dµ acts on the color tensor and thus Dµ ≡ ∂µ − ig[Aµ, . . . ]; {. . . , . . . } denotes an
anticommutator.
Keeping in mind the form of the quark unordered Green’s functions (44) and (45), one introduces the distribution
function for quarks Q(X,p) and antiquarks Q¯(X,p) as
W (X, p) =
pi
Ep
pµγµ
(
δ(Ep − p0)
[
Q(X,p)− 1]+ δ(Ep + p0)Q¯(X,−p)). (174)
In contrast to the Wigner function W (X, p), the distribution functions Q(X,p) and Q¯(X,p) are nonzero only for the
four-momenta obeying the mass-shell constraint p2 = 0. We also note that the definition (174) assumes that the spin
degrees of freedom are uniformly populated, and hence that the system described by W (X, p) is unpolarized.
Substituting Eq. (174) into Eq. (173) and integrating over p0, one obtains two equations corresponding to positive
and negative energies. These are the transport equations for the quark and antiquark distribution functions which
read
pµDµQ(X,p) +
g
2
pµ
∂
∂pν
{Fµν(X), Q(X,p)} = 0, (175)
pµDµQ¯(X,p)− g
2
pµ
∂
∂pν
{
Fµν(X), Q¯(X,p)
}
= 0. (176)
We note that the term from Eq. (174), which corresponds to −1, vanishes identically when the Eq. (174) is substituted
into Eq. (173) and the integration over p0 is performed. This happens because the covariant derivative Dµ cancels
the term and so does the momentum derivative contracted with the antisymmetric tensor Fµν .
2. Gluon transport equation
The derivation of the gluon transport equation is a much more complex problem. The equation was derived in (Elze
et al., 1986a), see also (Elze, 1988), using the fundamental representation with the gluon Wigner function being a
tensor with four color indices. The final transport equation had a rather complicated structure. However, it was soon
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observed (Mro´wczyn´ski, 1989) that the gluon Vlasov equation has the same structure as the corresponding quark
equation when a specific adjoint representation is used. Although the transport equation appeared to be correct,
the derivation was not really convincing because of a rather ad hoc treatment of the mean-field contribution to the
gluon Wigner function. A reliable derivation using the background field method was worked out in (Elze, 1990), see
also (Blaizot and Iancu, 2002). We mostly follow here the original derivation (Elze, 1990) simplifying it noticeably
by adopting the mean-field approximation and taking into account only the lowest nontrivial order of the gradient
expansion.
Gluons play a double role in the quark-gluon plasma: transverse gluons, which are on mass-shell, are plasma
constituents similarly to quarks and antiquarks while virtual gluons are carriers of color forces of two types. The
smooth classical gluon field is responsible for the mean-field or Vlasov dynamics and the quantum field of off-mass-
shell gluons controls collisions of plasma constituents. The latter effect is neglected and the gluon field Aµ is thus split
into the classical mean field A¯µ and the quantum fluctuations aµ corresponding to plasma constituents. So, we write
Aµ = A¯µ + aµ. The splitting suggests application of the background field method to derive the transport equation of
gluons. The gauge transformation of the fields A¯µa and a
µ
a in the fundamental representation is
A¯µ(x) → U(x) A¯µ(x)U†(x) + i
g
U(x)∂µU†(x), (177)
aµ(x) → U(x) aµ(x)U†(x), (178)
where the derivative term is included in the transformation of A¯µ, as the transformation of aµ is then homogeneous.
Let us discuss the equations of motion of the fields A¯µa and a
µ
a in the adjoint representation which will be used later
on. The equation of motion of classical background field A¯µ is found by substituting Aµ = A¯µ+aµ into the Yang-Mills
equation (17). Then, one takes the average of the resulting equation and requires that 〈aµ〉 = 0 and 〈A¯µ〉 = A¯µ. In
this way one finds
D¯abµ F¯µνb = 〈jνa 〉+ 〈Jνa 〉, (179)
where D¯µ and F¯µν are defined as Dµ and Fµν but with A¯µ instead of Aµ; Jνa is the gluon current
Jνa ≡ gfabc
[
abµ∂
νaµc − 2aµb ∂µaνc − (∂µaµb )aνc
]
, (180)
where the terms of order g2, or equivalently cubic in aµ, are neglected.
The equation of motion of aµ can be found by substituting Aµ = A¯µ + aµ into Eq. (17) and subtracting Eq. (179).
However, we rather start with Eq. (25) and subtract the analogous equation for A¯µ. Thus one finds[
gµνD¯2 − D¯µD¯ν − 2igF¯µν
]
aν = j
µ + δJµ, (181)
where
δJνa ≡ gfabc
[(
abµ∂
νaµc − 〈abµ∂νaµc 〉
)
− 2
(
aµb ∂µa
ν
c − 〈aµb ∂µaνc 〉
)
−
(
(∂µa
µ
b )a
ν
c − 〈(∂µaµb )aνc 〉
)]
. (182)
We are now ready to start a derivation of the transport equation of gluons. The Wigner function for gluons is
defined as
Γµν(X, p) ≡
∫
d4u eip·u〈eu2 ·D¯aµ(X)⊗ aν(X)e−u2 ·
←
D¯〉, (183)
where the potential aµ is in the adjoint representation and consequently, the Wigner function is an (N2c −1)×(N2c −1)
matrix. The covariant derivative D¯µ involves only the background field that is D¯µ ≡ ∂µ − igT aA¯µa = ∂µ − igA¯µ. We
note that the definition of the Wigner function (183) can be rewritten as
Γµν(X, p) ≡
∫
d4u eip·u〈Ω¯(X,X + u/2) aµ(X + u/2)⊗ aν(X − u/2) Ω¯(X − u/2, X)〉, (184)
where Ω¯(x, y) is the link operator in the adjoint representation
Ω¯(x, y) ≡ Peig
∫ x
y
dµz A¯µ(z), (185)
which transforms as
Ω¯(x, y)→ U(x) Ω¯(x, y)U†(y), (186)
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and consequently the gluon Wigner function transforms covariantly
Γµν(X, p)→ U(X) Γµν(X, p)U†(X). (187)
The matrix U(X) is defined in Eq. (12).
Let us compute the covariant drift term of the transport equation which is
p · D¯ Γµν(X, p) =
∫
d4u eip·upρ
〈(D¯ρeu2 ·D¯aµ(X))⊗ aν(X)e−u2 ·←D¯ + eu2 ·D¯aµ(X)⊗ (aν(X)e−u2 ·←D¯ ←D¯ρ )〉. (188)
Using the approximate commutation relations
D¯µeu2 D¯ = eu2 ·D¯
(
D¯µ − i
2
guνFµν
)
+O(D¯3), (189)
e−
u
2 ·
←
D¯
←
D¯µ =
( ←
D¯µ + i
2
guνFνµ
)
e−
u
2 ·
←
D¯ +O(D¯3), (190)
one manipulates Eq. (188) to the form
p · D¯ Γµν(X, p) =
∫
d4u eip·upρ
〈
e
u
2 ·D¯
[(
D¯ρ − i
2
guσF¯ρσ
)
aµ(X)
]
⊗ aν(X)e−u2 ·
←
D¯ (191)
+ e
u
2 ·D¯aµ(X)⊗
[
aν(X)
( ←
D¯ρ + i
2
guσF¯σρ
)]
e−
u
2 ·
←
D¯
〉
.
We note here that uνFνµ ∼ O(D¯2) because Fνµ ∼ O(D¯) and uν corresponds to the derivative with respect to
momentum. Consequently,
[
e±
u
2 ·D¯,Fµν] = O(D¯3) and F¯µν , which enter Eq. (191), can be interchanged with e±u2 ·D¯
within the adopted accuracy. We additionally replace iuνeip·u by ∂∂pν e
ip·u. Thus, we obtain
p · D¯ Γµν(X, p) + g
2
pρ
∂
∂pσ
{
F¯ρσ(X),Γµν(X, p)
}
(192)
=
∫
d4u eip·upρ
〈
e
u
2 ·D¯
(
D¯ρaµ(X)
)
⊗ aν(X)e−u2 ·
←
D¯ + e
u
2 ·D¯aµ(X)⊗
(
aν(X)
←
D¯ρ
)
e−
u
2 ·
←
D¯
〉
,
where two terms have been moved from the right-hand-side to the left-hand-side of Eq. (192).
In the next step, one replaces pρ by −i ∂∂uρ eip·u on the right-hand-side of Eq. (192) and then performs the partial
integration. Consequently, ∂∂uρ acts on e
±u2 ·D¯ producing ± 12 D¯ρ. So, we obtain
p · D¯Γµν(X, p) + g
2
pρ
∂
∂pσ
{
F¯ρσ(X),Γµν(X, p)
}
(193)
=
i
2
∫
d4u eip·u
〈
e
u
2 ·D¯
(
D¯2aµ(X)
)
⊗ aν(X)e−u2 ·
←
D¯ − eu2 ·D¯aµ(X)⊗
(
aν(X)
←
D¯2
)
e−
u
2 ·
←
D¯
〉
.
Now we use the equation of motion (181) which allows one to convert Eq. (193) into
p · D¯Γµν(X, p) + g
2
pρ
∂
∂pσ
{
F¯ρσ(X),Γµν(X, p)
}
(194)
=
i
2
∫
d4u eip·u
〈
e
u
2 ·D¯
((D¯µD¯ρ + 2igF¯µρ)aρ(X) + jµ(X) + δJµ(X))⊗ aν(X)e−u2 ·←D¯
− eu2 ·D¯aµ(X)⊗
(
aσ(X)
( ←D¯σD¯ν +2igF¯νσ)+ jν(X) + δJν(X))e−u2 ·←D¯〉.
One observes that the terms, where the quark current jµ enters, vanish because the terms are linear in aµ. The terms
with δJµ also vanish as these terms are proportional to either 〈aµ〉, which vanish, or to 〈aµaνaρ〉, which are neglected.
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Thus, we have
p · D¯Γµν(X, p) + g
2
pρ
∂
∂pσ
{
F¯ρσ(X),Γµν(X, p)
}
(195)
=
i
2
∫
d4u eip·u
〈
e
u
2 ·D¯
(
D¯µD¯ρaρ(X)
)
⊗ aν(X)e−u2 ·
←
D¯ − eu2 ·D¯aµ(X)⊗
(
aσ(X)
←
D¯σD¯ν
)
e−
u
2 ·
←
D¯
〉
− gF¯µρ(X)Γ νρ (X, p)− gΓµσ(X, p)F¯σν(X),
where additionally F¯µρ and F¯σν have been pulled out of the average 〈. . . 〉.
Until now we have not applied any gauge condition which is done right now by requiring
D¯µaµ(x) = 0. (196)
Because the covariant derivative transforms as
D¯µ → U(x) D¯µ U†(x), (197)
the gauge condition (196) is invariant under the gauge transformation (178). Applying the gauge condition (196), the
two terms on the right-hand-side of Eq. (195) vanish and the transport equation of the Wigner function obtains its
final form
p · D¯Γµν(X, p) + g
2
pρ
∂
∂pσ
{
F¯ρσ(X),Γµν(X, p)
}
+ gF¯µρ(X)Γ νρ (X, p) + gΓµσ(X, p)F¯σν(X) = 0, (198)
which is the main result of this section.
We assume that the Lorentz structure of the gluon Wigner function is the same as that of the gluon propagator in
the general covariant gauge, that is
Γµν(X, p) =
(
gµν − (1− ξ)p
µpν
p2
)
G(X, p), (199)
where ξ is the gauge parameter. Substituting the Wigner function in the form (199) in the transport equation (198)
and taking the trace with respect to the Lorentz indices, one finds
p · D¯G(X, p) + g
2
pρ
∂
∂pσ
{
F¯ρσ(X),G(X, p)
}
= 0, (200)
where an overall factor of (3 + ξ) factors out and thus it has been eliminated. The terms from the right-hand-side of
Eq. (198) have vanished because of the antisymmetry of F¯µν = −F¯νµ and the symmetry of Γµν = Γνµ.
The on-mass-shell distribution function for gluons Gab(X,p), which is an (N2c − 1) × (N2c − 1) matrix, is defined
via the relation
Gab(X, p) = − pi
Ep
(
δ(Ep − p0)
[
Gab(X,p) + 1
]
+ δ(Ep + p0)G
ba(X,−p)
)
. (201)
We note that the color indices are transposed in the second term. Substituting the Wigner function in the form (201)
into Eq. (200) and integrating over p0, we obtain the transport equation of interest
pµD¯µG(X,p) + g
2
pµ{F¯µν(X), ∂pνG(X,p)} = 0. (202)
In contrast to the quark case, the positive and negative energy parts of the gluon Wigner function (201) give the same
equation (202). One should remember that the SU(Nc) generators in the adjoint representation of the form (19) obey
(T a)T = −T a and consequently F ·GT = −(G · F)T where T denotes the transposition of color indices.
3. Generation of the mean field
The set of transport equations (175), (176), and (202) needs to be supplemented by the Yang-Mills equation (179)
describing the self-consistent generation of the chromodynamic mean field F¯µν . Needless to say, the chromodynamic
field Aµ should be replaced by A¯µ in the transport equations of quarks and antiquarks (175, 176). Our goal here is to
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express the quark and gluon contributions to the color current, which enters the Yang-Mills equation (179), through
the quark, antiquark and gluon distribution functions.
Using the quark Wigner function (162), the ensemble averaged quark contribution to the color current is
〈jµa (X)〉 ≡ −g〈ψ(X)γµτaψ¯(X)〉 = −g
∫
d4p
(2pi)4
Tr[γµτaW (X, p)], (203)
where the trace is taken over spinor and color indices in the fundamental representation. We note that one gets the
same current with the noncovariant Wigner function (159) as the current is local in coordinate space. Expressing
the Wigner function (162) through the quark and antiquark distribution functions according to Eq. (174), the quark
current (203) equals
〈jµa (X)〉 = −2g
∫
d3p
(2pi)3
pµ
Ep
Tr
[
τa
(
Q(X,p)− Q¯(X,p))]. (204)
Let us now discuss the gluon contribution to the color current. To express the gluon current (180) through the
gluon Wigner function (183), we first define the gluon propagator
i dµνab (x, y) ≡ 〈aµa(x)aνb (y)〉, (205)
which allows to write down the gluon current (180) as
〈Jνa (x)〉 = igfabc lim
y→x
[
∂νyd
µ
bcµ (x, y)− 2∂yµdµνbc (x, y)− ∂xµdµνbc (x, y)
]
. (206)
Using the Wigner transform dµνab (X, p), one computes
∂ρxd
µν(x, y) =
∫
d4p
(2pi)4
e−ip·u
(1
2
∂
∂Xρ
− ipρ
)
dµν(X, p), (207)
∂ρyd
µν(x, y) =
∫
d4p
(2pi)4
e−ip·u
(1
2
∂
∂Xρ
+ ipρ
)
dµν(X, p). (208)
Neglecting the gradients of dµν(X, p) with respect to X, the current (206) reads
〈Jνa (X)〉 = −gfabc
∫
d4p
(2pi)4
[
pνd µbcµ (X, p)− pµdµνbc (X, p)
]
. (209)
The gluon Wigner function (183) differs from the gluon propagator (205) because of the link operators Ω¯(X,X+u/2)
and Ω¯(X − u/2, X) present in the former one, see Eq. (184). However, the gluon current (206) is effectively a one-
not two-point function, because of the limit y → x. Since the links Ω¯(X,X + u/2) and Ω¯(X − u/2, X) smoothly tend
to unity as u→ 0, we simply replace idµνbc (X, p) by Γµνbc (X, p) in Eq. (209) to obtain
〈Jνa (X)〉 = igfabc
∫
d4p
(2pi)4
[
pνΓ µbcµ (X, p)− pµΓµνbc (X, p)
]
. (210)
Assuming again that the Lorentz structure of the gluon Wigner function is given by Eq. (199), the gluon current
(210) reads
〈Jνa (X)〉 = −3igfabc
∫
d4p
(2pi)4
pνGbc(X, p). (211)
The gauge parameter ξ has dropped out but expression (211) is still gauge dependent! One observes that in the
physical radiation gauge, when a0(x) = 0 and ∇ · a(x) = 0, the Lorentz structure of the Wigner function is expected
to be
Γ00(X, p) = Γ0i(X, p) = Γi0(X, p) = 0, (212)
Γij(X, p) =
(
gij +
pipj
p2
)
G(X, p), (213)
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and the gluon current (210) equals
〈Jνa (X)〉 = −2igfabc
∫
d4p
(2pi)4
pνGbc(X, p). (214)
The coefficients 3 and 2 in Eq. (211) and (214), respectively, equal the number of degrees of freedom of gluons in the
covariant and radiation gauge. The right number is obviously 2, as in the physical radiation gauge where there are
only transverse gluons of two polarizations. As well known, one should introduce the Faddeev-Popov ghosts to cancel
the unphysical degree of freedom in the covariant gauge. Here we simply use the formula (214) as the gluon current.
Substituting the definition of the gluon distribution function (201) into Eq. (214), the gluon current is
〈Jνa (X)〉 = −2igfabc
∫
d3p
(2pi)3
pν
Ep
[
Gbc(X,p) +
1
2
]
. (215)
As seen, in the vacuum limit, when G → 0, there remains a nonzero, actually divergent, contribution to the current
(215). After subtraction of the vacuum effect, the final formula of the gluon current reads
〈Jνa (X)〉 = −2g
∫
d3p
(2pi)3
pν
Ep
Tr
[
T aG(X,p)
]
, (216)
where the trace is taken over the color indices.
With the currents (204) and (216) the Yang-Mills equation (179) describing the self-consistent generation of the
chromodynamic mean field A¯µ is
D¯abµ F¯µνb = −2g
∫
d3p
(2pi)3
pν
Ep
{
Tr
[
τa
(
Q(X,p)− Q¯(X,p))]+ Tr[T aG(X,p)]}. (217)
Using the identity
τaijτ
a
kl =
1
2
δilδjk − 1
2Nc
δijδkl, (218)
one rewrites Eq. (217) to the fundamental representation as
D¯µF¯
µν = −g
∫
d3p
(2pi)3
pν
Ep
{
Q(x,p)− Q¯(x,p)− 1
Nc
Tr
[
Q(x,p)− Q¯(x,p)]+ 2τaTr[T aG(x,p)]}. (219)
B. Transport equations
We recapitulate here the main facts of the transport theory of quark-gluon plasma. We also simplify the rather
complicated notation which was used to derive the transport equations.
The transport theory of a quark-gluon plasma is formulated in terms of particles and classical fields. The particles
- quarks, antiquarks and gluons - should be understood as sufficiently hard quasiparticle excitations of quantum fields
of QCD while the classical fields are highly populated soft gluonic modes. An excitation is called ‘hard’, when its
momentum in the equilibrium rest frame is of order of the temperature T , and it is called ‘soft’ when the momentum
is of order gT .
The distribution function of quarks Q(x,p) is a hermitian Nc×Nc matrix in color space. The distribution function
is gauge dependent and it transforms under a local gauge transformation U(x) as
Q(x,p)→ U(x)Q(x,p)U†(x). (220)
Here and in most cases below the color indices are suppressed. The distribution function of antiquarks, which we
denote by Q¯(x,p), is also a hermitian Nc × Nc matrix and it transforms according to Eq. (220). The distribution
function of gluons is a hermitian (N2c − 1)× (N2c − 1) matrix which transforms as
G(x,p)→ U(x)G(x,p) U†(x), (221)
where we recall the definition
Uab(x) = 2Tr
[
τaU(x)τ bU†(x)]. (222)
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The color current in the fundamental representation equals
jµ(x) = −g
∫
d3p
(2pi)3
pµ
Ep
[
Q(x,p)− Q¯(x,p)− 1
Nc
Tr
[
Q(x,p)− Q¯(x,p)]+ 2τaTr[T aG(x,p)]]. (223)
A sum over spin states, two per particle, and over quark flavors Nf is understood in Eq. (223), even though it is
not explicitly written. The current can be decomposed as jµ(x) = jµa (x)τ
a with jµa (x) = 2Tr(τaj
µ(x)). Since not
only quarks and antiquarks but also gluons contribute to the current (223), it is clearly of a non-Abelian nature, as
gluon-gluon coupling is taken into account. The distribution functions, which are proportional to the unit matrix in
color space, are gauge independent and contribute a vanishing current.
Gauge invariant quantities, such as the baryon current (bµ) and the energy-momentum tensor (tµν), are given by
the traces of the distribution functions:
bµ(x) =
1
3
∫
d3p
(2pi)3
pµ Tr
[
Q(x,p)− Q¯(x,p)
]
,
tµν(x) =
∫
d3p
(2pi)3
pµpν Tr
[
Q(x,p) + Q¯(x,p) +G(x,p)
]
,
where we use the same symbol Tr[· · · ] for the trace in both the fundamental and adjoint representations.
The distribution functions of quarks, antiquarks, and gluons satisfy the transport equations:
pµDµQ(x,p) +
g
2
pµ
{
Fµν(x), ∂
ν
pQ(x,p)
}
= C[Q, Q¯,G], (224)
pµDµQ¯(x,p)− g
2
pµ
{
Fµν(x), ∂
ν
p Q¯(x,p)
}
= C¯[Q, Q¯,G], (225)
pµDµG(x,p) + g
2
pµ
{Fµν(x), ∂νpG(x,p)} = Cg[Q, Q¯,G], (226)
where the covariant derivatives Dµ and Dµ act as
Dµ = ∂µ − ig[Aµ(x), ... ] , Dµ = ∂µ − ig[Aµ(x), ... ] , (227)
with Aµ andAµ being four-potentials of the mean chromodynamic field in the fundamental and adjoint representations,
respectively:
Aµ(x) = Aµa(x)τ
a, Aµ(x) = Aµa(x)T a; (228)
{..., ...} denotes the anticommutator and ∂νp the four-momentum derivative. Since the distribution functions do not
depend on p0, the derivative with respect to p0 is identically zero. The field strength tensors F
µν and Fµν , which
belong to the fundamental and adjoint representation, respectively, are defined through Aµ and Aµ in a standard
way, that is as Fµν ≡ ∂µAν − ∂νAµ − ig[Aµ, Aν ] and Fµν ≡ ∂µAν − ∂νAµ − ig[Aµ,Aν ].
On the right-hand side, C, C¯, and Cg represent collision terms which, in spite of some efforts (Blaizot and Iancu,
1999; Mro´wczyn´ski and Muller, 2010; Selikhov, 1991; Selikhov and Gyulassy, 1994), have not been satisfactorily derived
for an arbitrary nonequilibrium QGP state. The collisions can be easily taken into account using the approximate
BGK collision terms (Manuel and Mro´wczyn´ski, 2004; Schenke et al., 2006). Within a more realistic approach color
charges are treated in a similar way as spin degrees of freedom, and one uses the so-called Waldmann-Snider collision
terms (Arnold et al., 1999; Manuel and Mro´wczyn´ski, 2003) which are usually applied to study spin transport. In our
further considerations we will use the collisionless transport equations where C = C¯ = Cg = 0.
The chromodynamic mean field, which enters the transport equations (224), (225), and (226), is generated self-
consistently by quarks, antiquarks, and gluons present in the plasma. The transport equations are thus supplemented
by the Yang-Mills equation
DµF
µν(x) = jν(x), (229)
where the current is given by Eq. (223).
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C. Linear response analysis
We study here how the quark-gluon plasma, which is (on average) colorless, homogeneous, and stationary, responds
to color fluctuations. The distribution functions are assumed to be of the form
Qij(x,p) = fq(p)δij + δQij(x,p), (230)
Q¯ij(x,p) = f¯q(p)δij + δQ¯ij(x,p), (231)
Gab(x,p) = fg(p)δab + δGab(x,p), (232)
where the functions fq(p)δij , f¯q(p)δij , and fg(p)δab represent the colorless, homogeneous, and stationary state of the
plasma. The functions are related to the distributions nq(p), n¯q(p), and ng(p) from Sec. II as fq(p) = Nfnq(p),
f¯q(p) = Nf n¯q(p), and fg(p) = ng(p). The functions δQij(x,p), δQ¯ij(x,p), and δGab(x,p), which describe colorful
fluctuations, are assumed to be much smaller than the respective colorless functions. The same is assumed in the
momentum gradients of these functions.
Substituting (230), (231), and (232) in (223), one obtains
jµ(x) = −g
2
∫
d3p
(2pi)3
pµ
Ep
[
δQ(x,p)− δQ¯(x,p)− 1
Nc
Tr
[
δQ(x,p)− δQ¯(x,p)]+2τaTr[T aδG(x,p)]]. (233)
As can be seen, the current occurs due to deviations from the colorless state.
We are going to derive δQ(x,p), δQ¯(x,p), and δG(x,p) as solutions of the transport equations. For this purpose
we substitute the distribution functions (230), (231), and (232) into Eqs. (224), (225), and (226). Assuming that Aµ
and Fµν are of the same order as δQ, δQ¯, and δG and linearizing the equations with respect to δQ, δQ¯, and δG one
finds
pµ∂µδQ(x,p) = −gpµFµν(x)∂fq(p)
∂pν
, (234)
pµ∂µδQ¯(x,p) = gp
µFµν(x)
∂f¯q(p)
∂pν
, (235)
pµ∂µδG(x,p) = −gpµFµν(x)∂fg(p)
∂pν
. (236)
The gauge covariance of the transport equation is now lost. To restore it, the derivatives ∂µ should be replaced by
the covariant derivatives Dµ and Dµ, respectively, in the drift terms.
The linearized equations (234), (235), and (236) are easily solved by means of the retarded Green’s function (144).
The solutions read
δQ(x,p) = −g
∫
d4y Gp(x− y) pµFµν(y) ∂fq(p)
∂pν
, (237)
δQ¯(x,p) = g
∫
d4y Gp(x− y) pµFµν(y) ∂f¯q(p)
∂pν
, (238)
δG(x,p) = −g
∫
d4y Gp(x− y) pµFµν(y) ∂fg(p)
∂pν
. (239)
To cast the solutions into a gauge covariant form, the gauge parallel transporter (147) is inserted
δQ(x,p) = −g
∫
d4y Gp(x− y) Ω(x, y) pµFµν(y) Ω(y, x) ∂fq(p)
∂pν
, (240)
δQ¯(x,p) = g
∫
d4y Gp(x− y) Ω(x, y) pµFµν(y) Ω(y, x) ∂f¯q(p)
∂pν
, (241)
δG(x,p) = −g
∫
d4y Gp(x− y) Ω(x, y) pµFµν(y) Ω(y, x) ∂fg(p)
∂pν
. (242)
The parallel transporter Ω belongs to the fundamental representation when it acts on Fµν and to the adjoint in case
of Fµν . One checks, with the help of Eq. (151), that the expressions (240), (241), and (242) indeed solve the linearized
equations (234), (235), and (236) with the covariant derivatives in the drift terms.
Substituting the solutions (240), (241), and (242) in Eq. (233), one finds the gauge covariant color current
jµ(x) = g2
∫
d3p
(2pi)3
pµpλ
Ep
∫
d4y Gp(x− y) Ω(x, y) Fλν(y) Ω(y, x) ∂f(p)
∂pν
, (243)
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where f(p) ≡ f(p) + f¯q(p) + 2Ncfg(p) = Nfn(p) +Nf n¯q(p) + 2Ncng(p).
To proceed, we perform a Fourier transform of the induced current (243). Before this step, however, we neglect the
terms which are not of leading order in g. As a result, the parallel-transporters Ω are approximated by unity and the
stress tensor Fµν by ∂µAν − ∂νAµ. Within such an approximation, the Fourier transformed induced current (243),
which is no longer gauge covariant, equals
jµ(k) = g2
∫
d3p
(2pi)3
pµ
Ep
∂f(p)
∂pλ
[
gλν − k
λpν
pσkσ + i0+
]
Aν(k). (244)
We have thus rederived the current (154) which provides - via the relation (157) - the gluon polarization tensor (158)
obtained in Sec. II diagrammatically.
V. CHROMOHYDRODYNAMICS
Electromagnetic plasmas are often described by means of fluid equations (Krall and Trivelpiece, 1973) which result
from the conservation laws combined with Maxwell equations. The approach is less detailed than that based on
kinetic theory but the fluid equations are noticeably simpler to solve and the hydrodynamic approach proved useful
in numerical simulations of plasma evolution, studies of nonlinear dynamics, etc. (Krall and Trivelpiece, 1973).
It is thus not surprising that chromohydrodynamics was discussed by several authors over a long period of time
(Bambah et al., 2006; Bhatt et al., 1989; Bistrovic et al., 2003; Calzetta and Peralta-Ramos, 2013; Dai and Nair,
2006; Holm and Kupershmidt, 1984a,b; Jackiw et al., 2000; Kajantie and Montonen, 1980; Manuel and Mro´wczyn´ski,
2003; Mro´wczyn´ski, 1988, 1990; Peralta-Ramos and Calzetta, 2012). However, the equations of color fluids have not
helped much to achieve a deeper insight into the dynamics of the quark-gluon plasma. Recently, a new form of
chromohydrodynamics has been proposed (Manuel and Mro´wczyn´ski, 2006) which has appeared useful in studies of
color instabilities (Mannarelli and Manuel, 2007). Another hydrodynamic approach to color instabilities is presented
in (Calzetta and Peralta-Ramos, 2013). We discuss here the chromohydrodynamics as formulated in (Manuel and
Mro´wczyn´ski, 2006) to cover a whole spectrum of theoretical tools applicable to the unstable QGP.
Before proceeding to the main subject of this section, an important point has to be clarified. Real hydrodynamics
deals with systems that are in local equilibrium, and thus it is applicable only at sufficiently long time scales. The
continuity and the Euler or Navier-Stokes equations are supplemented by the equation of state to form a complete set of
equations. The equations can be derived from kinetic theory, using a local equilibrium distribution function, which by
definition maximizes the entropy density, and thus the function cancels the collision terms of the transport equations.
Such an approach to electromagnetic plasmas is known as magnetohydrodynamics (MHD) and it is frequently used
to solve various problems of electromagnetic plasmas. An analogous approach to QGP – chromohydrodynamics
– was derived in (Manuel and Mro´wczyn´ski, 2003) where the local equilibrium state was found using a collision
term of the Waldman-Snider form. The resulting chromohydrodynamics was trivial in the sense that, although the
local equilibrium can be colorful, all color components of the plasma move with the same hydrodynamic velocity.
Therefore, chromodynamic effects disappear entirely once the system is neutralized. It actually occurs even before
local equilibrium is achieved (Manuel and Mro´wczyn´ski, 2004), since the process of plasma whitening is faster than
momentum equilibration. Thus, there is no QCD analog of magnetohydrodynamics which appears due to a large
difference of the electron and ion masses which effectively slows down mutual equilibration of the electrons and ions.
Therefore, at a relatively long time scale, one deals with a charged electron fluid in local equilibrium which moves in
a passive background of positive ions.
Since the hydrodynamic equations express macroscopic conservation laws, the equations hold not only for systems
in local equilibrium but also for non-equilibrium systems. In particular, the equations can be applied at time scales
significantly shorter than that for local equilibration. At such a short time scale the collision terms of the transport
equations can be neglected. However, extra assumptions are then needed to close the set of equations, since the
(equilibrium) equation of state cannot be used. In the next two subsections we derive the fluid equations relevant for
this regime and show how to make use of them to derive the gluon polarization tensor.
A. Fluid equations
We assume that there are several streams in the plasma system under consideration and that the distribution
functions of quarks, antiquarks, and gluons of each stream satisfy the collisionless transport equation. The streams
are labeled with the index α.
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Further analysis is limited to quarks, but inclusion of anti-quarks and gluons is straightforward. The distribution
function of quarks belonging to the stream α is denoted as Qα(x,p). Integrating the collisionless transport Eq. (224)
satisfied by Qα over momentum, one finds the covariant continuity equation
Dµn
µ
α = 0, (245)
where nµα is an Nc ×Nc matrix defined as
nµα(x) ≡
∫
d3p
(2pi)3
pµQα(x,p). (246)
The four-flow nµα transforms under gauge transformations as the quark distribution function, i.e. according to
Eq. (220).
Multiplying the transport equations (224) by the four-momentum and integrating the product over momentum,
one obtains
DµT
µν
α −
g
2
{F νµ , nµα} = 0, (247)
where the energy-momentum tensor is
Tµνα (x) ≡
∫
d3p
(2pi)3
pµpνQα(x,p). (248)
We further assume that the structure of nµα and T
µν
α is
nµα(x) = nα(x)u
µ
α(x), (249)
Tµνα (x) =
1
2
(
α(x) + pα(x)
){
uµα(x), u
ν
α(x)
}− pα(x) gµν , (250)
where the hydrodynamic velocity uµα is, as nα, α, and pα, an Nc ×Nc matrix. The anticommutator of uµα and uνα is
present in Eq. (250) to guarantee the symmetry of Tµνα with respect to µ↔ ν which is evident in Eq. (248).
The relativistic version of the Euler equation can be obtained from the Abelian version of Eq. (247) by removing
from it the part which is parallel to uµα. Such a procedure is not possible for a non-Abelian plasma because the
matrices nα, u
µ
α, and u
ν
α, in general, do not commute with one other. Therefore, one has to work directly with
Eqs. (245) and (247) with nµα and T
µν
α defined by Eqs. (249) and (250). The equations have to be supplemented by
the Yang-Mills Eq. (229) with the color current of the form
jµ(x) = −g
2
∑
α
(
nαu
µ
α −
1
Nc
Tr
[
nαu
µ
α
])
, (251)
where only the quark contribution is taken into account for now.
The fluid Eqs. (245) and (247) do not form a closed set of equations but can be closed with an equation analogous
to the equation of state. Since quarks and gluons are (approximately) massless, p2 = 0, the energy-momentum tensor
(248) is traceless (Tµµα(x) = 0). Then, Eq. (250) combined with the constraint u
µ
α(x)uαµ(x) = 1 provides the desired
equation
α(x) = 3pα(x), (252)
which relates the matrix-valued functions α and pα. It formally coincides with the equation of state of an ideal gas
of massless particles.
B. Linear response analysis
In this section the hydrodynamic equations (245) and (247) are linearized around a stationary, homogeneous, and
colorless state described by n¯, ¯, p¯, and u¯µ. We mostly omit here the index α in order to simplify the notation. The
index is restored in the very final formulae.
Since every stream is assumed to be colorless, the matrices n¯, ¯, p¯, and u¯µ are proportional to a unit matrix in color
space. Therefore,
n¯ u¯µ − 1
Nc
Tr
[
n¯ u¯µ
]
= 0, (253)
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which means that the color four-current of every stream vanishes. The quantities of interest are decomposed as
n(x) = n¯+ δn(x), (x) = ¯+ δ(x), (254)
p(x) = p¯+ δp(x), uµ(x) = u¯µ + δuµ(x). (255)
Since the state described by n¯, ¯, p¯ and u¯µ is assumed to be stationary, homogeneous, and colorless, we have
Dµn¯ = 0, Dµ¯ = 0, Dµp¯ = 0, Dµu¯ν = 0. (256)
Because we consider only small deviations from the stationary, homogeneous, and colorless state, the following con-
ditions are obeyed
n¯ δn, ¯ δ, p¯ δp, u¯µ  δuµ. (257)
Note that δn, δ, δp, and δuµ should be diagonalized in order to be compared to n¯, ¯, p¯, and u¯µ.
Substituting the linearized nµ and Tµν , which are
nµ = n¯ u¯µ + n¯ δuµ + δn u¯µ, (258)
Tµν = (¯+ p¯)u¯µ u¯ν − p¯ gµν + (δ+ δp)u¯µ u¯ν + (¯+ p¯)(u¯µ δuν + δuµ u¯ν)− δp gµν , (259)
into Eqs. (245) and (247), one finds
n¯Dµδu
µ + (Dµδn) u¯
µ = 0, (260)
(
Dµ(δ+ δp)
)
u¯µ u¯ν + (¯+ p¯)
(
u¯µ (Dµδu
ν) + (Dµδu
µ) u¯ν
)−Dνδp− gFµν n¯u¯µ = 0. (261)
Projecting Eq. (261) with u¯ν , one finds
u¯µDµδ+ (¯+ p¯)Dµδu
µ = 0. (262)
To derive Eq. (262) one uses the fact that u¯µδuµ = O
(
(δu)2
)
and u¯µDνδuµ = O
(
(δu)2
)
. This happens because
uµuµ = 1 = u¯
µu¯µ, and consequently 2u¯
µδuµ + δu
µδuµ = 0.
Acting on Eq. (261) with the projection operator (gσν− u¯σu¯ν), one obtains the linearized relativistic Euler equation
(¯+ p¯)u¯µD
µδuν − (Dν − u¯ν u¯µDµ)δp− gn¯u¯µFµν = 0. (263)
As already mentioned, Eqs. (260), (262), and (263) do not form a closed set of equations. In the following, we solve
the equations, utilizing two different methods for closing the system.
1. Pressure gradients neglected
The system is closed when the pressure gradients are neglected, which physically means that the system’s dynamics
is dominated by the mean field. When the term with the pressure gradient is dropped in Eq. (263), the equation
(262) effectively decouples from the remaining equations, and one has to solve only two equations, (260) and (263),
where δ is absent.
In principle, Eqs. (260) and (263) with the pressure term neglected can be formally solved in a gauge covariant
manner, using the link operator (147). However, we are interested here only in computing the polarization tensor.
Thus, we replace the covariant derivatives by the normal ones in order to fully linearize the equations, and the gauge
independence of the result is checked a posteriori. After performing a Fourier transform, Eqs. (260) and (263) become
of the form
u¯µkµδn+ n¯kµδu
µ = 0, (264)
i(¯+ p¯)u¯µk
µδuν + gn¯u¯µF
µν = 0. (265)
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Eqs. (264) and (265) are easily solved, providing
δn = −ig n¯
2
¯+ p¯
u¯µkν
(u¯ · k)2 F
µν , (266)
δuν = ig
n¯
¯+ p¯
u¯µ
u¯ · k F
µν . (267)
Since Tr[Fµν ] = 0, the induced current equals
δjµ = −g
2
∑
α
(n¯αδu
µ
α + δnα u¯
µ
α), (268)
where the index labeling the streams present in the plasma system is restored. Since the linearized field strength
tensor equals Fµν(k) = −ikµAν(k) + ikνAµ(k), one finally finds
δjµ(k) = −Πµν(k)Aν(k), (269)
with
Πµν(k) =
g2
2
∑
α
n¯2α
¯α + p¯α
k2u¯µαu¯
ν
α −
(
kµu¯να + u¯
µ
αk
ν − (u¯α · k)gµν
)
(u¯α · k)
(u¯α · k)2 . (270)
The polarization tensor Πµν(k) is proportional to a unit matrix in color space and it is symmetric. The tensor is also
transverse (kµΠ
µν(k) = 0), and thus it is gauge independent.
The polarization tensor (270) can be obtained from the formula (80), which was derived diagrammatically and
within the kinetic theory, when the distribution function is of the form
f(p) =
∑
α
n¯α u¯
0
α δ
(3)
(
p− ¯α + p¯α
n¯α
u¯α
)
. (271)
The delta-like distribution function (271), and consequently the approximation, which neglects the pressure gradi-
ents, is applicable for systems where the thermal momentum (pthermal) is much smaller than the collective momentum
(pcollec) of the hydrodynamic flow. In an electromagnetic plasma of electrons and ions, such a situation occurs for
sufficiently low temperatures when the effects of pressure are indeed expected to be small. For a system of massless
partons, the condition pthermal  pcollec is achieved by requiring that pcollec is large, rather than pthermal is small. For
massless particles in local equilibrium pthermal ∼ T , where T is the local temperature, while the formula (271) clearly
shows that pcollec ∼ T γ¯αv¯α where v¯α and γ¯α are the velocity and Lorentz factor of the collective flow. Therefore, the
condition pcollec  pthermal requires γ¯α  1.
2. Pressure gradients included
Equation (252) allows one to close the system of fluid equations, not neglecting the pressure gradients. Using the
relation (252), one has to solve three equations (260), (262), and (263). Performing the linearization analogous to
that from the previous section and the Fourier transformation, Eqs. (260), (262), and (263) become of the form
u¯µkµδn+ n¯kµδu
µ = 0, (272)
u¯µkµδ+
4
3
¯kµδu
µ = 0, (273)
i
4
3
¯u¯µk
µδuν + i
1
3
(u¯µu¯νkµ − kν)δ+ gn¯u¯µFµν = 0. (274)
Substituting δ obtained from Eq. (273) into the Euler equation (274), one finds[
gνµ +
1
3(u¯ · k)2
(
kνkµ − u¯νkµ(u¯ · k))]δuµ = i3
4
g
n¯
¯ (u¯ · k) u¯µF
µν . (275)
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Observing that (
kσkν − u¯σkν(u¯ · k)
)(
kνkµ − u¯νkµ(u¯ · k)
) ∝ (kσkµ − u¯σkµ(u¯ · k)), (276)
the operator on the left-hand-side of Eq. (275) can be inverted as[
gσν − 1
k2 + 2(u¯ · k)2
(
kσkν − u¯σkν(u¯ · k)
)] [
gνµ +
1
3(u¯ · k)2
(
kνkµ − u¯νkµ(u¯ · k))] = g µσ , (277)
and Eq. (275) is exactly solved by
δuσ = i
3
4
g
n¯
¯ (u¯ · k)
[
gσν − 1
k2 + 2(u¯ · k)2
(
kσkν − u¯σkν(u¯ · k)
)]
u¯µF
µν . (278)
Substituting δn and δuµ into the current (268), one finds the polarization tensor to be
Πµν(k) =
g2
2
∑
α
3n¯2α
4¯α
1
(u¯α · k)2
[
k2u¯µαu¯
ν
α −
(
kµu¯να + u¯
µ
αk
ν − (u¯α · k)gµν
)
(u¯α · k)
+
(u¯α · k)k2(kµu¯να + kν u¯µα)− (u¯α · k)2kµkν − k4u¯µαu¯να
k2 + 2(u¯α · k)2
]
, (279)
where the stream index α has been restored. The first term in Eq. (279) corresponds to the polarization tensor (270)
found when the pressure gradients are neglected while the second term gives the effect of the pressure gradients. The
first term is, as already mentioned, symmetric and transverse. The second term is symmetric and transverse as well.
Thus, the whole polarization tensor (279) is symmetric and transverse.
As explained below Eq. (271), the pressure gradients can be neglected and the distribution function can be approx-
imated by the delta-like form (271) when γ¯α  1. Since the four-velocity is expressed as u¯µα = (γ¯α, γ¯αv¯α), it is easy
to check that the second term in Eq. (279) is small, when compared to the first one, for γ¯α  1. However, one has
to be careful here: when the wave vector k is exactly parallel to v¯α and both are, say, in the z direction, then the
two terms of the non-zero components of the polarization tensor (279) (Π00, Π0z, Πzz) are comparable and vanish as
1/γ¯2α. For the remaining non-zero components of (279) (Π
xx, Πyy), the second term is identically zero.
VI. COLLECTIVE MODES
Let us consider the quark-gluon plasma in a homogeneous and stationary state in which case there are no net local
color charges and no net currents. At a moment the state is perturbed by either a random fluctuation or external field.
As a result, there appear in the plasma local charges or currents which generate chromoelectric and chromomagnetic
fields. The fields in turn interact with colored partons which contribute to the local charges and currents. If the
wavelength of the perturbation exceeds the typical inter-particle spacing, the plasma undergoes a collective motion
involving many partons which are present within the interaction range. The collective motions caused by imbalanced
charges or currents are classically called the plasma oscillations or plasma waves. Quantum-mechanically we deal
with quasi-particle collective excitations of the plasma.
The spectrum of collective excitations is a fundamental characteristic of any many-body system. It carries a great
deal of information on the thermodynamic and transport properties of an equilibrium system, it also controls to a
large extent the temporal evolution of a non-equilibrium one. In the quark-gluon plasma there are collective modes
corresponding to plasma particles, that is quarks and (transverse) gluons, there are also collective excitations being
genuine many-body phenomena like longitudinal gluon modes (longitudinal plasmons), plasminos, and phonons which
are density fluctuations. We discuss here the longitudinal and transverse gluon, as well as the quark collective modes.
Gluon modes
The dispersion relations for gluonic collective modes naturally appear when one considers the equation of motion
of the Fourier-transformed gauge potential Aµ(k) which represents the chromodynamic mean field. Starting with the
Yang-Mills equation (15) and using the relation (157), the equation of motion of Aµ(k) in the absence of external
sources is found to be [
k2gµν − kµkν −Πµν(k)
]
Aν(k) = 0, (280)
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where k ≡ (ω,k) and Πµν(k) is the retarded polarization tensor which contains dynamical information about the
system. Specifically, it describes how the plasma responds to chromodynamic perturbations. The tensor Πµν(k) must
obey the Taylor-Slavnov identity to get gauge independent results.
In QED with gauge fixing condition which is linear in gauge potential, the Ward-Takahashi identity – the Taylor-
Slavnov indentity for the case of Abelian fields – implies transversality of the polarization tensor, kµΠ
µν(k) = 0. In
non-Abelian gauge theories transversality holds only in certain gauges, in particular, in the Feynman gauge used in
Sec. II. In general the problem of getting gauge independent results is rather complex and different gauges require
different treatments, see (Kobes et al., 1991; ?) and the review article (Kraemmer and Rebhan, 2004). The situation
is greatly simplified in the hard-loop approximation which was applied to obtain the polarization tensor (80). As
we haven seen in Sec. II.D, the hard-loop polarization tensor, which is transverse, leads to the gauge invariant hard-
loop effective action. Therefore, the transversality of Πµν(k) guarantees its gauge independence within the hard-loop
approximation.
A dispersion equation of gluon collective modes is obtained as a condition that the homogeneous equation of motion
(280) has non-trivial solutions. One is tempted to require
det
[
k2gµν − kµkν −Πµν(k)
]
= 0. (281)
However, due to the transversality of Πµν(k), the determinant from Eq. (281) vanishes identically for any wave four-
vector k. This is certainly not the right dispersion equation but one should remember that not all four components
of the gauge potential Aµ, which enter the equation of motion (280), are independent from each other when a gauge
condition is imposed. A component of Aµ, which can be expressed through other components, must be eliminated.
This is easily done in the temporal axial gauge where A0 = 0. Then, the dispersion equation reads
det
[
Ξ(ω,k)
]
= 0, (282)
and the 3× 3 matrix Ξ(ω,k), which is the inverse gluon propagator in the temporal axial gauge, equals
Ξij(ω,k) ≡ k2δij − kikj − ω2εij(ω,k). (283)
We have introduced here the chromodielectric tensor εij(ω,k) which is related to the polarization tensor by Eq. (83).
The dispersion equation (282) with the matrix (283), which is written in the from known from electromagnetic
plasmas (?), is solved by functions ω(k) giving the dispersion relations of gluon collective modes. The gauge potential
Aµ from Eq. (280) can be understood as a classical field or expectation value of the gauge field operator. This is
justified due to the long wavelengths of collective excitations. However, we obtain the same dispersion equation (282)
when, instead of the classical field Aµ, one starts with the equation of motion of a retarded propagator of the gauge
field. Then, the dispersion relations correspond to poles of the propagator.
Solutions to the dispersion equations ω(k), which are, in general, complex-valued, represent plasma modes. If the
imaginary part of a mode’s frequency =ω(k) is negative, the mode is damped - its amplitude exponentially decays in
time as e=ω(k) t. The mode is over-damped when additionally −=ω(k) ≥ |<ω(k)|. When =ω(k) = 0, we have a stable
mode with a constant amplitude. Finally, if =ω(k) > 0, the mode’s amplitude exponentially grows in time, i.e. there
is an instability.
When the electric field of a mode is parallel to its wave vector k, the mode is called longitudinal. There is no
magnetic field associated with such a mode. A mode is called transverse when the electric field is transverse to the
wave vector. The Maxwell equations show that the longitudinal modes, also known as electric or electrostatic modes,
are associated with electric charge oscillations. The transverse modes, which are also known as magnetic, correspond
to oscillations of electric current. The term ‘magnetic mode’ might be somewhat misleading, as there is never a purely
magnetic field at nonzero frequency and the transverse modes are rather like electromagnetic waves in vacuum.
Quark modes
Since the quark field ψ(k) obeys the equation[
k/ − Σ(k)
]
ψ(k) = 0, (284)
where Σ(k) is the retarded quark self-energy, the dispersion equation of quark modes is
det
[
k/ − Σ(k)
]
= 0. (285)
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The quark self-energy (89) has the following spinor structure
Σ(k) = γµΣµ(k), (286)
with
Σµ(k) = g2
CF
4
∫
d3p
(2pi)3
f˜(p)
Ep
pµ
k · p+ i0+ . (287)
Substituting the expression (286) into Eq. (285) and computing the determinant as explained in Appendix 1 of
(Mro´wczyn´ski and Heinz, 1994), one obtains[(
kµ − Σµ(k))(kµ − Σµ(k))]2 = 0, (288)
which is the dispersion equation to be discussed later on.
A. Collective modes in an isotropic QGP
Although we are mostly interested in an unstable anisotropic plasma, we start our discussion of collective modes
with the case of an isotropic QGP which, in particular, includes the case of an equilibrium plasma. Isotropic plasmas
are discussed in textbooks, see e.g. (Le Bellac, 2000; Lifshitz and Pitaevskii, 1981), and are included here for the sake
of completeness, and as a reference for our analysis of anisotropic plasmas.
1. Gluon modes
If the plasma is isotropic, the dielectric tensor can be expressed as
εij(ω,k) = εT (ω,k)
(
δij − k
ikj
k2
)
+ εL(ω,k)
kikj
k2
, (289)
where the longitudinal (εL(ω,k)) and transverse (εT (ω,k)) components equal
εL(ω,k) =
kikj
k2
εij(ω,k), εT (ω,k) =
1
2
(
εii(ω,k)− εL(ω,k)
)
. (290)
Then, the dispersion Eq. (282) splits into two equations
εL(ω,k) = 0, ω
2εT (ω,k)− k2 = 0. (291)
We note that in vacuum, where εL = εT = 1, Eqs. (291) give two transverse modes ω = ±|k| and no longitudinal one.
For further analysis, one needs explicit expressions for εL(ω,k) and εT (ω,k). Using Eq. (85), the longitudinal and
transverse chromodielectric functions are found to be
εL(ω,k) = 1 +
g2
2ω k2
∫
d3p
(2pi)3
(k · v)2
ω − k · v + i0+
∂f(p)
∂Ep
, (292)
εT (ω,k) = 1 +
g2
4ω k2
∫
d3p
(2pi)3
(k× v)2
ω − k · v + i0+
∂f(p)
∂Ep
, (293)
where we have used the fact that in an isotropic plasma the distribution function f(p) depends on a particle’s
momentum only through Ep and thus
∂f(p)
∂p
= v
∂f(p)
∂Ep
. (294)
One computes εL(ω,k) and εT (ω,k) in spherical coordinates with the z-axis chosen to lie along the vector k. As a
result, the integral over the azimuthal angle is trivial while the integrals over Ep = |p| and θ factorize when plasma
particles are massless and |v| = 1. In this way one finds
L(ω,k) = 1 +
m2D
k2
(
1− ω
2|k| ln
∣∣∣ω + |k|
ω − |k|
∣∣∣)+ ipi
2
Θ(k2 − ω2)m
2
Dω
|k|3 , (295)
εT (ω,k) = 1− m
2
D
2k2
(
1− ω
2 − k2
2ω|k| ln
∣∣∣ω + |k|
ω − |k|
∣∣∣)+ ipi
4
Θ(k2 − ω2)m
2
D(ω
2 − k2)
ω|k|3 , (296)
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FIG. 4 Gluon collective modes (plasmons) in an isotropic
plasma. Solid line represents the transverse mode and the
dashed line the longitudinal one. The gray double-dashed
line denotes the light cone ω = |k|.
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FIG. 5 Quark collective modes in an isotropic plasma. Solid
black line represents the normal mode and the red dashed
line the plasmino. The grey double-dashed line denotes the
light cone ω = |k|.
where mD is the Debye mass given as
m2D ≡ −
g2
4pi2
∫ ∞
0
dEpE
2
p
df(p)
dEp
=
g2
2pi2
∫ ∞
0
dEpEpf(p) = g
2
∫
d3p
(2pi)3
f(p)
Ep
. (297)
As can be seen from Eqs. (292) and (293), the denominators of the integrands vanish for ω = k · v, giving rise to
=L and =T through the relation
1
x± i0+ = P
[
1
x
]
∓ ipiδ(x), (298)
where P denotes the principal value of the integral. As a consequence, the imaginary contributions to εL(ω,k) and
εT (ω,k) appear when ω
2 < k2, as seen in Eqs. (295) and (296). The dielectric functions (295) and (296) of an
ultrarelativistic plasma were derived for the first time in (Silin, 1960).
Substituting the dielectric functions (295) and (296) into Eq. (291) one obtains explicit dispersion equations which
must be solved numerically. However, they can easily be solved in the long wavelength limit ω  |k|. Then, the
logarithms in the formulas (295) and (296) can be expanded in powers of |k|/ω and
εL(ω,k) = 1− m
2
D
3ω2
[
1 +
3k2
5ω2
+O
(k4
ω4
)]
, (299)
εT (ω,k) = 1− m
2
D
3ω2
[
1 +
k2
5ω2
+O
(k4
ω4
)]
. (300)
With the approximate expressions of εL and εT , one easily obtains the following dispersion relations for long-
wavelength longitudinal and transverse modes
ω2L(k) = m
2
g +
3
5
k2 +O
( k4
m2g
)
, (301)
ω2T (k) = m
2
g +
6
5
k2 +O
( k4
m2g
)
, (302)
where mg ≡ mD/
√
3 is the plasmon mass. Classically this is the lowest frequency of plasma oscillations which is the
same for transverse and longitudinal modes.
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The dispersion equations (291) with the dielectric functions (295) and (296) can also be solved analytically in the
short wavelength limit (k2  m2D) and the dispersion relations are
ω2T (k) ≈
1
2
m2D + k
2, (303)
ω2L(k) ≈ k2
[
1 + 4 exp
(
−2 k
2
m2D
− 2
)]
. (304)
Numerical solutions of the dispersion equations (291) are shown in Fig. 4. The transverse and longitudinal modes
are both above the light cone ω = ±|k|, even so the longitudinal mode approaches the light cone as k2 → ∞, in
agreement with the formula (304). Since the dispersion curves stay above the light cone, the phase velocity of the
plasma waves exceeds the speed of light. Consequently, there is no Landau damping which occurs when the velocity of
a plasma particle equals the phase velocity of the wave. A detailed explanation of the mechanism of Landau damping
is given in Sec. VI.C.2.
2. Quark modes
As already mentioned, when the plasma is isotropic, the distribution function f˜(p), which enters the quark self-
energy (287), depends on the particle’s momentum only through Ep. Computing the self-energy (287) in spherical
coordinates with the z-axis chosen along the vector k, the integral over the azimuthal angle is trivial while the integrals
over Ep = |p| and θ factorize when plasma particles are massless and |v| = 1. As a result, one finds
Σ0(k) =
m2q
2|k|
[
ln
∣∣∣ω + |k|
ω − |k|
∣∣∣− ipiΘ(k2 − ω2)], (305)
Σ(k) =
m2q
k2
k− m
2
qω
2|k|3
[
ln
∣∣∣ω + |k|
ω − |k|
∣∣∣− ipiΘ(k2 − ω2)] k, (306)
where
m2q ≡
g2
8pi2
CF
∫ ∞
0
dEpEp f˜(p). (307)
For the case of an equilibrium plasma, the self-energies (305) and (306) were found long ago by (Blaizot and Ollitrault,
1993; Weldon, 1982).
With the self-energies (305) and (306), the dispersion equation (288), which can be rewritten as(
ω − Σ0(k))2 − (k−Σ(k))2 = 0, (308)
cannot be solved analytically. However, in the long wavelength limit (ω2  k2) the dispersion equation (308) simplifies
to (
1− m
2
q
ω2
)2
ω2 − k2 = 0, (309)
which is solved by
ω2±(k) ≈ m2q +
1
2
k2 ±mq|k|. (310)
Numerical solutions of dispersion equation (308) with the self-energies (305) and (306) are shown for a broad range
of momenta in Fig. 5. As seen, ω+(k) monotonically grows as a function of |k|. In the case of the ω− mode, its
frequency initially decreases with |k| and there is a shallow minimum at |k| ≈ mq and further ω−(k) monotonically
grows. As discussed in the textbook (Le Bellac, 2000), the modes ω±(k) have opposite helicity over chirality ratio.
The ω+(k) mode corresponds to the positive energy fermion, the ω−(k), which is sometimes called a plasmino, is a
specific medium effect.
The gluon and quark modes, which are discussed above, are purely real that is they have infinite lifetimes. However,
one expects that all excitations of weakly coupled equilibrium plasmas can have long but finite lifetimes. Damping
rates have been indeed obtained in perturbation theory in next-to-leading order, see e.g. the review (Blaizot and Iancu,
2002), and the ratio of imaginary over real part of mode frequency is generically of order g log(1/g). Unfortunately,
there is no known way of carrying out next-to-leading order calculations for anisotropic systems, which are of our
main interest, because unstable modes lead to non-integrable singularities.
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B. Two-stream system
After the case of the isotropic plasma we discuss a system consisting of two interpenetrating streams of partons.
The spectrum of collective excitations of such a system appears to be rich and some solutions to the dispersion
equations can be easily obtained analytically. Since the two-stream system is not very similar to the actual state of
the QGP created in relativistic heavy-ion collisions, we will not attempt to discuss collective modes in the system in
full generality. This is done in (Deja and Mro´wczyn´ski, 2015). Instead, we consider here two special cases where we
can straightforwardly identify the unstable modes which are our primary interest. We can then analyze the underlying
mechanisms responsible for the instabilities.
1. Gluon modes
The two-stream system is naturally described in terms of chromohydrodynamics presented in Sec. V. Then, the
polarization tensor is immediately given by Eq. (270) or Eq. (279). Equivalently, one can use a more general expression
(80) with the distribution function of the form
f(p) = (2pi)3n
[
δ(3)(p− q) + δ(3)(p + q)
]
, (311)
where n is the effective parton density in a single stream. The distribution function (311) should be treated as an
idealization of the two-peak distribution where the particles have momenta close to q or −q, but it is not required
that the momenta are exactly q or −q.
The distribution function (311) substituted into Eq. (84) gives a dielectric tensor of the form
εij(ω,k) = δij
(
1− µ
2
ω2
)
+ uiuj
µ2
ω2
(ω2 − k2)(ω2 + (k · u)2)(
ω2 − (k · u)2)2 − (kiuj + uikj) µ
2
ω2
k · u
ω2 − (k · u)2 , (312)
where µ2 ≡ g2n/Eq and u ≡ q/Eq is the stream velocity. Since quarks and gluons are massless, Eq = |q| and u2 = 1.
However, when the distribution (311) is treated as an approximation of the two-peak structure and partons have
non-vanishing momenta perpendicular to the stream velocity, Eq ≥ |q| and u2 ≤ 1. In the subsequent sections, where
the cases k · u = 0 and (k · u)2 = k2u2 are discussed, we assume that u2 ≤ 1.
With the dielectric tensor (312) the complete spectrum of plasmons can be found in a closed form (Deja and
Mro´wczyn´ski, 2015) but the solutions are of a rather complex form. Therefore, we discuss below two special cases
when the solutions are relatively simple and their physical content is more transparent.
The case k ⊥ u
We start with the situation when the wave vector k is perpendicular to the stream velocity u. The easy way to find
the collective modes in such a special case is to explicitly compute the matrix Ξ(ω,k) ≡ k2δij − kikj − ω2εij(ω,k)
assuming that u = (0, 0, u) and k = (k, 0, 0). Then, Eq. (282) reads
det
 ω2 − µ2 0 00 ω2 − µ2 − k2 0
0 0 ω2 − µ2 − k2 + m2(ω2−k2)u2ω2
 = 0, (313)
which gives
(ω2 − µ2)(ω2 − µ2 − k2)
(
ω2 − µ2 − k2 + µ
2(ω2 − k2)u2
ω2
)
= 0. (314)
The solutions are
ω21(k) = µ
2 , ω22(k) = µ
2 + k2 , ω2±(k) =
1
2
(
µ2(1− u2) + k2 ±
√(
µ2(1− u2) + k2)2 + 4µ2u2k2 ). (315)
The solutions ω21 , ω
2
2 , and ω
2
+, which are all positive, correspond to stable modes, while the solution ω
2
−, which is
negative, describes an unstable mode and an overdamped mode. The instability is known as the filamentation or
Weibel instability. The mode is transverse: the wave vector is along the axis x and the chromoelectric field is parallel
to the axis z. As explained below Eq. (283), the dispersion equation (313) can be treated as resulting from the
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equation of motion of the chromoelectric field [k2δij − kikj − ω2εij(ω,k)]Ej(ω,k) = 0 which allows one to identify
the components of the field associated with a given mode. The mechanism responsible for the Weibel instability is
discussed in Sec. VI.C.1.
The case k ‖ u
Assuming now that u = (0, 0, u) and k = (0, 0, k), one computes the matrix k2δij−kikj−ω2εij(ω,k). The resulting
dispersion equation (282) has the form
det
 ω2 − µ2 − k2 0 00 ω2 − µ2 − k2 0
0 0 ω2 − µ2 − 2µ2k2u2ω2−k2u2 − µ
2(ω2+k2u2)(k2−ω2)u2
(ω2−k2u2)2
 = 0,
which gives
(ω2 − µ2 − k2)2
(
ω2 − µ2 − 2µ
2k2u2
ω2 − k2u2 −
m2(ω2 + k2u2)(k2 − ω2)u2
(ω2 − k2u2)2
)
= 0. (316)
There are two simple solutions representing the transverse modes ω22(k) = µ
2 + k2 and two solutions corresponding
to the longitudinal modes
ω2±(k) = k
2u2 +
λ2
2
± λ
2
√
8k2u2 + λ2, (317)
where λ ≡ µ√1− u2. As can be seen from this expression, ω2+(k) is always positive but ω2−(k) is negative for
k2 < λ2/u2. For momenta below this bound, the system is unstable. In plasma physics, this instability is called the
two-stream electrostatic instability. It is interesting to note that the longitudinal mode becomes stable as u → 1.
Then, λ = 0 and ω2±(k) = k
2. The mechanism responsible for the instability is discussed in Sec. VI.C.2.
2. Quark modes
The distribution function which enters the quark self-energy f˜(p) is of the form (311), but the parton density
parameter n is replaced by ρ. Substituting this distribution into Eq. (287) one finds
Σ0(k) = M2
( 1
ω − k · u +
1
ω + k · u
)
=
2M2ω
ω2 − (k · u)2 , (318)
Σ(k) = M2
( 1
ω − k · u −
1
ω + k · u
)
u =
2M2(k · u)
ω2 − (k · u)2 u, (319)
where M2 ≡ g2CF ρ/4Eq and u ≡ q/Eq is the stream velocity. As in the case of the gluon modes in the two-
stream system, the distribution (311) is treated as an approximation of the two-peak structure and partons can have
non-vanishing momenta perpendicular to the stream velocity. Then, Eq ≥ |q| and u2 ≤ 1.
With the self-energies (318) and (319), the dispersion equation (288) becomes(
ω − 2M
2ω
ω2 − (k · u)2
)2
−
(
k− 2M
2(k · u)
ω2 − (k · u)2 u
)2
= 0, (320)
which gives
(ω2 − k2 − 4M2)(ω2 − (k · u)2)2 + 4M4(ω2 − (k · u)2u2) = 0, (321)
provided ω2 6= (k · u)2.
If u2 = 1 the equation simplifies to
(ω2 − k2 − 4M2)(ω2 − (k · u)2)+ 4M4 = 0 (322)
and the solutions read
ω2±(k) =
1
2
(
k2 + (k · u)2 + 2M2 ±
√(
k2 − (k · u)2 + 8M2)(k2 − (k · u)2) ). (323)
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One can verify that ω2±(k) are real and positive. So, there is no instability. When u
2 < 1, the dispersion equation
(320) is cubic in ω2. There are thus explicit solutions which, however, are rather complicated. Nevertheless, one can
show that for all three solutions ω2(k) is real and positive.
As it was shown for the first time in (Mro´wczyn´ski, 2002), there are no fermionic unstable modes even in the
extremely anisotropic configuration such as the two-stream system. Qualitative features of the modes are also rather
independent of the momentum distribution of plasma constituents (Schenke and Strickland, 2006). Therefore, we will
not discuss the quark collective excitations further but we will focus on the plasmons.
C. Mechanisms of instabilities
Studying the collective excitations in the two-stream system, we have found both transverse and longitudinal
unstable modes. Now we are going to explain mechanisms of the instabilities in terms of elementary physics.
1. Unstable Transverse Modes
Let us first discuss how the unstable transverse modes are triggered by fluctuations. We will then show how the
unstable modes are amplified.
Seeds of filamentation
Since the system of partons under consideration is on average locally colorless, the average color current vanishes.
Color fluctuations are possible, however. The current-current correlator for a classical system of non-interacting
massless partons equals (Mro´wczyn´ski, 1997, 2008)
Mµνab (t,x)
def
= 〈jµa (t1,x1)jνb (t2,x2)〉 =
1
2
g2 δab
∫
d3p
(2pi)3
pµpν
E2p
f(p) δ(3)(x− vt), (324)
where v ≡ p/Ep and (t,x) ≡ (t2 − t1,x2 − x1). Due to the average space-time homogeneity, the correlation tensor
(324) depends only on the difference (t2− t1,x2−x1). The space-time points (t1,x1) and (t2,x2) are correlated in the
system of non-interacting particles if there is a particle which travels from (t1,x1) to (t2,x2). For this reason the delta
δ(3)(x − vt) is present in the formula (324). The momentum integral of the distribution function simply represents
the summation over particles. The fluctuation spectrum is found via a Fourier transform of the tensor (324), i.e.,
Mµνab (ω,k) =
1
2
g2 δab
∫
d3p
(2pi)3
pµpν
E2p
f(p) 2piδ(ω − kv). (325)
To compute the fluctuation spectrum, the parton momentum distribution has to be specified. Calculations with
two forms of the momentum distribution are presented in (Mro´wczyn´ski, 1997). Here we only qualitatively discuss
Eqs. (324) and (325), assuming that the parton momentum distribution is anisotropic.
With the momentum distribution elongated in the z direction, Eqs. (324) and (325) clearly show that the correlator
Mzz is larger than Mxx or Myy. It is also clear that Mzz is the largest when the wave vector k is along the direction
of the momentum deficit. Then, the delta function δ(ω−kv) does not much constrain the integral in Eq. (325). Since
the momentum distribution is elongated in the z direction, the current fluctuations are the largest when the wave
vector k is in the x−y plane. Thus, we conclude that some fluctuations in the anisotropic system are large, much
larger than in the isotropic one. In other words, an anisotropic system has a natural tendency to split into current
filaments parallel to the direction of the momentum surplus. These currents are seeds of the filamentation instability.
Mechanism of filamentation
Let us now explain why the fluctuating currents, which flow in the direction of the momentum surplus, can grow
in time. To simplify the discussion, which follows (Mro´wczyn´ski, 1997), we consider an electromagnetic anisotropic
system. The form of the fluctuating current is assumed to be
j(x) = j eˆz cos(kxx), (326)
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FIG. 6 The mechanism of filamentation instability, see text for a description.
where eˆz is the unit vector in the z direction. According to Eq. (326), there are current filaments of the thickness
pi/|kx| with the current flowing in the opposite directions in the neighboring filaments. Once there is the fluctuation
current (326), it generates a magnetic field
B(x) =
j
kx
eˆy sin(kxx).
Consequently, the partons flying in the z-direction experience a Lorentz force
F(x) = q v ×B(x) = −q vz j
kx
eˆx sin(kxx) ,
where q is the electric charge. One observes, see Fig. 6, that the force distributes the partons in such a way that those,
which positively contribute to the current in a given filament, are focused in the filament center while those, which
negatively contribute, are moved to the neighboring one. Thus, the initial current is growing and the magnetic field
generated by this current is growing as well. The instability is driven by the energy transferred from the particles to
fields. More specifically, the kinetic energy related to a motion along the direction of the momentum surplus is used
to generate the magnetic field. The mechanism of Weibel instability is explained somewhat differently in (Arnold
et al., 2003a).
2. Unstable Longitudinal Modes
The unstable longitudinal modes occur due to the same Landau mechanism which is responsible for damping of
plasma oscillations in isotropic non-relativistic plasmas. To simplify the terminology we explain here the Landau
mechanism in terms of electromagnetism. Let us consider a plane wave of pure electric field with the wave vector
and the electric field both along the z axis. For a charged particle, which moves along the axis z with a velocity
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FIG. 7 The mechanism of energy transfer between particles and fields.
v = pz/Ep equal to the phase velocity of the wave vφ = ω/k, the electric field does not oscillate but it is constant.
The particle is then either accelerated or decelerated depending on the field’s phase. For an electron with v = vφ the
probability to be accelerated and to be decelerated are equal to each other, as the time intervals spent by the particle
in the acceleration zone and in the deceleration zone are equal to each other.
Let us now consider electrons with velocities somewhat smaller than the phase velocity of the wave. Such particles
spend more time in the acceleration zone than in the deceleration zone, and the net result is that the particles with
v < vφ are accelerated. Consequently, the energy is transferred from the electric field to the particles. The particles
with v > vφ spend more time in the deceleration zone than in the acceleration zone, and thus they are effectively
decelerated - the energy is transferred from the particles to the field. If the momentum distribution is such that there
are more electrons in a system with v < vφ than with v > vφ, the wave looses energy which is gained by the particles,
as shown in the left-hand-side of Figure 7. This is the mechanism of the famous collisionless Landau damping of the
plasma oscillations. If there are more particles with v > vφ than with v < vφ, the particles loose energy which is gained
by the wave. Consequently, the wave amplitude grows. This is the mechanism of electric instability. As explained
above, it requires the existence of the momentum interval where f(p) grows with p. Such an interval appears when
the momentum distribution has more than one maximum. This happens in the two-stream system or in the system
of a plasma and a beam. A distribution with more than one maximum is not expected to occur in the quark-gluon
plasma from relativistic heavy-ion collisions. Consequently, the longitudinal unstable modes do not seem relevant for
such a plasma.
D. Nyquist analysis
A Nyquist analysis allows one to determine the number of solutions of a given equation without solving the equation,
see e.g. the handbook (Krall and Trivelpiece, 1973). Knowing the number of solutions is often very important, because
it is usually not possible to obtain exact analytic solutions of dispersion equations. Therefore, one typically uses
analytic approximations or numerical methods. When an approximation is used, there is a danger to find a solution
that is an artifact of the approximation. When numerical methods are used, a solution that is outside the range of
the search can be missed. In the next subsection we explain following (Carrington et al., 2014) the Nyquist method
and in Sec. VI.D.2 we derive the so-called Penrose criterion which signals the existence of an unstable solution.
1. The method
To explain the idea of a Nyquist analysis, we discuss a generic equation of the form
f(ω) = 0, (327)
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and we define the function
F (ω) ≡ f
′(ω)
f(ω)
=
d
dω
lnf(ω). (328)
We consider the contour integral ∮
C
dω
2pii
F (ω), (329)
where the contour is a positively (counterclockwise) oriented closed loop, which is chosen so that F (ω) is analytic
inside the loop except at isolated points. The integral is equal to the sum of the residues. It is straightforward to
show that the residue of F (ω) at a zero of f(ω) of order l is l, and the residue of F (ω) at a pole of f(ω) of order l is
−l. Thus, we have ∮
C
dω
2pii
F (ω) = nZ − nP , (330)
where nZ and nP are the numbers of zeros and poles of f(ω) inside the contour C, taking into account the fact that
each zero and pole of order l is counted l times. The aim of the method is to determine nZ .
The first step in the Nyquist analysis is to choose the contour C. If f(ω) has only isolated singular points, then
C can be chosen as the big circle which includes the entire plane of complex ω. If f(ω) has cuts, then the contour
must be chosen to exclude these cuts. For example, for an isotropic plasma f(ω) has a cut for ω ∈ [−|k|, |k|], see the
dispersion equations (291) and (308) with the functions (295), (296) and (305), (306), respectively. Consequently, the
contour C is chosen as in Fig. 8. The integrals along the lines connecting the circular contour C∞ to Ccut always
compensate each other and therefore the contour integral (330) equals∮
C∞
dω
2pii
F (ω) +
∮
Ccut
dω
2pii
F (ω) = nZ − nP . (331)
The contribution from the big circle is easy to calculate by writing ω = |ω|eiφ and taking |ω| → ∞. Using dω = iωdφ,
we have ∮
C∞
dω
2pii
F (ω) = lim
|ω|→∞
ωF (ω) ≡ n∞. (332)
The integral along the cut can be calculated using the fact that F (ω), defined by Eq. (328), is the logarithmic
derivative of f(ω). Consequently∮
Ccut
dω
2pii
F (ω) =
1
2pii
∮
Ccut
d
dω
lnf(ω) =
1
2pii
(
lnf(ωe)− lnf(ωs)
)
≡ nW , (333)
where ωs is the (arbitrarily chosen) starting point of the contour which encloses the cut, and ωe is the end point. The
points ωs and ωe have the same modulus, but their phases differ by 2pi. The value of the right-hand-side of Eq. (333)
can be found by mapping the closed contour Ccut in the plane of complex ω onto a path in the plane of complex f(ω).
Since the logarithm of f has a cut, which runs along the real axis from f = −∞ to f = 0, the value of the integral
(333) is a winding number (denoted nW ) which equals the number of times that the curve in the plane of complex f ,
which starts at f(ωs) and ends at f(ωe), travels counterclockwise around the point f = 0.
Combining the results (332) and (333), we rewrite Eq. (331) as
nZ = nP + n∞ + nW , (334)
which tells us that the number of zeros of the function f(ω) inside the contour C equals the number of poles of f(ω)
inside this contour, plus n∞ given by the limit (332), plus the winding number (333). The only difficult piece is the
calculation of nW , for which one needs to determine the signs of the real and imaginary parts of the function f(ω)
along the contour Ccut. A detailed discussion of the Nyquist analysis applied to the dispersion equations of QGP
with a spheroidal momentum distribution can be found in (Carrington et al., 2014; Romatschke and Strickland, 2004;
Schenke and Strickland, 2006).
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FIG. 8 The contour C in the plane of complex ω which
is used to compute the number of solutions of dispersion
equations of an isotropic plasma. Figure from (Carrington
et al., 2014).
FIG. 9 The contour C in the plane of complex ω which
is used to compute the number of unstable solutions of a
dispersion equation.
2. Penrose criterion
One is often interested not in all solutions of a given dispersion equation but one asks whether the equation has
unstable solutions. Then, the Nyquist analysis should be performed with the contour shown in Fig. 9. The contour
encircles the upper half-plane of complex ω. If there are zeros of the function f(ω) located in the upper half-plane,
then there are solutions of Eq. (327) corresponding to instabilities.
Let us consider the simplest, though typical, case when the function f(ω) is analytic in the upper-half plane. The
cuts, which are usually located at purely real ω, are outside the contour shown in Fig. 9. The integral (329) along
the contour then equals the number of zeros nZ of f(ω) in the upper half-plane. The integral equals∮
C
dω
2pii
F (ω) =
1
2pii
ln
[
f(ωe)
f(ωs)
]
= nZ , (335)
where ωs is the (arbitrarily chosen) starting point of the contour C, and ωe is the end point. The points ωs and ωe
have the same modulus, but their phases differ by 2pi. The integral (335) is nonzero when the function f(ω) acquires
a phase along the contour. In case of the dispersion equations under study, it solely depends on the sign of f(ω = 0),
which is called the Penrose criterion, see e.g. the handbook (Krall and Trivelpiece, 1973). It was first applied to the
quark-gluon plasma in (Mro´wczyn´ski, 1994).
To derive the Penrose criterion and to demonstrate how it works, we consider a specific dispersion equation: the
wave vector is chosen along the x-axis (k = (k, 0, 0)) and we assume that the electric field and the induction vector
are both along the axis z. Then, instead of the general dispersion equation (282) we have the equation
f(ω) ≡ k2 − ω2εzz(ω,k) = 0, (336)
where
zz(ω,k) = 1− ω
2
0
ω2
+
g2
2ω2
∫
d3p
(2pi)3
kv2z
ω − kvx + i0+
∂f(p)
∂px
, (337)
with
ω20 ≡ −
g2
2
∫
d3p
(2pi)3
vz
∂f(p)
∂pz
. (338)
To compute the integral (335) with the function f(ω) given by Eq. (336), one maps the contour C into the contour
in the plane of complex f(ω) shown in Fig. 10. Let us start at ω = ∞ and run along the big half-circle through the
point ω = i∞. Then, f(ω) ≈ −ω2 and we get a big circle in the plane of complex f(ω) which starts and ends at
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FIG. 10 Mapping of the contour C in the plane of complex ω, which is shown in Fig. 9, into the contour in the plane of complex
f(ω). The plot a) represents a stable system and the plot b) signals presence of an unstable mode. There is indicated the
branch cut of the logarithm functions which is along negative real arguments.
f(ω) = −∞. We continue the mapping with ω running along the real axis from −∞ to ∞ and we get the contour in
the plane of complex f(ω) which again starts and ends at f(ω) = −∞. The crucial question is whether the contour
crosses the branch cut indicated in Fig. 10 which goes along the negative real axis. One observes that the branch cut
is not crossed if f(ω = 0) > 0. Then, ln f(ω) remains at the same branch of the Riemann surface. Consequently,
the integral (335) vanishes and there are no solutions of the equation (336) in the the upper half-plane of complex ω.
The unstable modes appear when f(ω = 0) < 0. Then, the function f(ω) gains the phase along the contour C and
consequently ln f(ω) appears to change the Riemann branch once the path along the contour C is closed. Thus, we
get the Penrose criterion: there is an unstable mode if f(ω = 0) < 0. We note that according to Eq. (336), we have
f(ω = 0) = k2 + ω2p +
g2
2
∫
d3p
(2pi)3
v2z
vx − isgn(k)0+
∂f(p)
∂px
. (339)
Let us consider a simple example of the Gaussian distribution function
f(p) ∼ exp
(
− p
2
x
2σ2x
− p
2
y
2σ2y
− p
2
z
2σ2z
)
(340)
which substituted into Eq. (339) gives
f(ω = 0) = k2 +
( 1
σ2z
− 1
σ2x
)g2
2
∫
d3p
(2pi)3
f(p)
Ep
p2z
Ep
. (341)
As seen, f(ω = 0) < 0 and there is an unstable mode for sufficiently small wave vectors if σ2x < σ
2
z . Thus, even
infinitely weak anisotropy generates instability. And keeping in mind that k = (k, 0, 0) and E = (0, 0, E) one observes
that the unstable mode occurs when the momentum distribution is narrower in the direction of the wave vector than
in the direction of the electric field.
For a momentum distribution obeying mirror symmetry f(p) = f(−p), the stability criterion was discussed in
detail in (Arnold et al., 2003a). It was found that a sufficient but not necessary condition for the existence of an
unstable mode of the wave vector k is a negative eigenvalue of the 3× 3 matrix Ξij(ω = 0,k) with Ξij(ω,k) given by
Eq. (283).
E. Deformed isotropic system
In heavy-ion collisions, the existence of momentum-space anisotropy is a generic feature of the parton momentum
distribution in the local rest frame. After the first collisions, when the partons are released from the incoming
nucleons, the momentum distribution is strongly elongated along the beam - it is of the prolate shape with the
average transverse momentum being much smaller than the average longitudinal one. The partons include here not
only the wee partons of small x but also the valence quarks which carry the longitudinal momentum of incoming
nuclei. Due to the free streaming, the momentum distribution evolves in the local rest frame to the distribution which
is squeezed along the beam - it is of the oblate shape with the average transverse momentum being much larger than
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the average longitudinal one. During the evolution, which is quantitatively studied in e.g. (Jas and Mro´wczyn´ski,
2007), the parton momentum distribution can be treated as a deformed isotropic distribution. Romatschke and
Strickland (Romatschke and Strickland, 2003) introduced an elegant Ansatz to parameterize an anisotropic momentum
distribution by deforming an isotropic one. This distribution and its generalizations have appeared very useful to
study various aspects of quark-gluon plasma, see e.g. (Alqahtani et al., 2015; Attems et al., 2013; Bhattacharya et al.,
2016; Dumitru et al., 2008; Florkowski et al., 2013; Krouppa et al., 2015; Martinez and Strickland, 2008a,b, 2010;
Nopoush et al., 2015; Ryblewski and Strickland, 2015; Schenke and Strickland, 2007; Strickland, 2014; Strickland and
Bazow, 2012). In this section we discuss in detail a spectrum of gluon collective excitations - plasmons, following
closely a very detailed study (Carrington et al., 2014).
1. Momentum distributions
The dielectric tensor (84) and the quark self-energy (89) are fully determined by the momentum distribution of
plasma constituents. As already mentioned, Romatschke and Strickland (Romatschke and Strickland, 2003) intro-
duced an elegant Ansatz to model anisotropic distributions by squeezing or stretching isotropic ones. They considered
a momentum distribution of the form
fξ(p) = Cξfiso
(√
p2 + ξ(p · n)2), (342)
where fiso(|p|) is an isotropic distribution, Cξ is a normalization constant, n is a unit vector, and the parameter
ξ ∈ (−1,∞) controls the shape of the distribution. The vector n is usually chosen along the beam direction, so that
pL ≡ p · n and pT ≡ |p − (p · n)n|. When ξ = 0 the distribution is isotropic. For −1 < ξ < 0 the distribution is
elongated in the direction of n - it is prolate. For ξ > 0 the distribution is squeezed in the direction of the vector n -
it is oblate - becoming more and more oblate as the parameter ξ increases.
There is some freedom in choosing the normalization constant Cξ of the distribution (342). Initially, Romatschke
and Strickland put Cξ = 1 (Romatschke and Strickland, 2003) but in a later publication (Romatschke and Strickland,
2004) they normalized the anisotropic number density to the isotropic one, so that∫
d3p
(2pi)3
fξ(p) =
∫
d3p
(2pi)3
fiso(|p|), (343)
which leads to the normalization constant Cξ =
√
1 + ξ.
Another normalization condition was proposed in (Carrington et al., 2014). In case of massless plasma constituents,
the whole spectrum of collective excitations depends on a single mass parameter. It is usually chosen to be
m2 ≡ g2
∫
d3p
(2pi)3
fξ(p)
|p| , (344)
which for the isotropic momentum distribution (ξ = 0) reduces to the usual Debye mass mD, as seen in Eq. (297).
To compare collective modes at different anisotropies it is natural to use a mass parameter that is independent of ξ.
One accomplishes this by demanding the normalization condition∫
d3p
(2pi)3
fξ(p)
|p| =
∫
d3p
(2pi)3
fiso(|p|)
|p| , (345)
which determines the normalization constant as
Cξ =

√
|ξ|
Arctanh
√
|ξ| for − 1 ≤ ξ < 0,
√
ξ
Arctan
√
ξ
for 0 ≤ ξ.
(346)
In addition to Eq. (342), which we refer to as the ξ-distribution, one can also consider a distribution of the form
(Carrington et al., 2014)
fσ(p) ≡ Cσfiso
(√
(σ + 1)p2 − σ(p · n)2 ), (347)
where σ ≥ −1, which we call the σ-distribution. For 0 > σ ≥ −1 the distribution (347) is oblate, for σ = 0 it is
isotropic, for σ > 0 it is prolate, increasing in prolateness as the parameter σ grows. If the normalization constant Cσ
is determined by requiring that the distributions fσ(p) and fiso(|p|) satisfy the condition analogous to Eq. (343), one
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finds Cσ = σ + 1. Requiring the condition analogous to Eq. (345), so that the mass parameter (344) is independent
of σ, one finds
Cσ =

√
|σ(σ+1)|
Arctan
√| σσ+1 | for − 1 ≤ σ < 0,√
σ(σ+1)
Arctanh
√
σ
σ+1
for 0 ≤ σ.
(348)
There are two special cases of particular interest which can be treated analytically: the extremely prolate and
extremely oblate distributions. The latter is proportional to δ(n · p) = δ(pL) and can be obtained from the ξ-
distribution (342) by taking the limit ξ →∞ (it does not correspond to the limit σ → −1 of the σ-distribution (347)).
The extremely prolate distribution is proportional to δ(p2 − (n ·p)2) ∼ δ(pT ) and corresponds to the limit σ →∞ of
the σ-distribution (but not the limit ξ → −1 of the ξ-distribution).
In practice, the simplest way to obtain the extremely oblate and extremely prolate distributions is not to take the
limits described above, but to start from the forms
fex−oblate(p) = δ(pL)h(pT ), (349)
fex−prolate(p) = δ(pT )
|pL|
pT
g(pL) , (350)
and determine the functions h(pT ) and g(pL) from the normalization conditions analogous to Eq. (345):
m2 =
g2
4pi2
∫ ∞
0
dpT h(pT ) =
g2
4pi2
∫ ∞
−∞
dpL g(pL). (351)
2. Dispersion equations
To solve the general dispersion equation (282), one must either find the zeros of the determinant of the matrix Ξ
(283), or invert Ξ and find the poles of the inverted matrix. The second strategy, developed in (Romatschke and
Strickland, 2003, 2004), appeared to be very efficient.
Decomposition of Ξ
The first step is to decompose the matrix using a complete set of projection operators. In isotropic plasmas, an
arbitrary tensor depends only on the wave vector k, and can be decomposed into two components, which are transverse
and longitudinal with respect to k. In anisotropic plasmas, the number of projection operators that are needed is
larger. An important simplifying feature of the distributions (342) and (347) is that the momentum distribution is
deformed in only one direction, which is given by the vector n. An arbitrary symmetric tensor which depends on
two vectors can be decomposed in terms of four projection operators. Following (Kobes et al., 1991; Romatschke and
Strickland, 2003), we introduce the vector nT transverse to k, which equals
niT =
(
δij − k
ikj
k2
)
nj , (352)
and define four matrices
Aij(k) = δij − kikjk2 , Bij(k) = k
ikj
k2 ,
Cij(k,n) =
niTn
j
T
n2T
, Dij(k,n) = kinjT + k
jniT ,
(353)
which obey the following relations
AA = A, AB = 0, AC = C, (AD)ij = niT k
j ,
BA = 0, BB = B, BC = 0, (BD)ij = kinjT ,
CA = C, CB = 0, CC = C, (CD)ij = niT k
j ,
(DA)ij = kinjT , (DB)
ij = niT k
j , (DC)ij = kinjT , DD = n
2
Tk
2(B + C).
(354)
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Using this projector basis, the inverse propagator Ξ given by Eq. (283) can be decomposed as
Ξij(ω,k) = a(ω,k)Aij + b(ω,k)Bij + c(ω,k)Cij + d(ω,k)Dij , (355)
and the coefficients a, b, c and d can be found from the equations
kiΞijkj = k2b, niTΞ
ijnjT = n
2
T (a+ c), n
i
TΞ
ijkj = n2Tk
2d, TrΞ = 2a+ b+ c. (356)
We note that the Lorentz covariant version of the decomposition (355) can be found in (Dumitru et al., 2008). With
the help of the relations (354), we invert the matrix (355) and obtain
(Ξ−1)ij =
1
a
Aij +
−a(a+ c)Bij + (−d2k2n2T + bc)Cij + adDij
a(d2k2n2T − b(a+ c))
. (357)
Keeping in mind that, as already mentioned, Ξ−1 equals the gluon propagator in the temporal axial gauge, we rewrite
Eq. (357) as
(Ξ−1)ij = ∆ij = ∆A(Aij − Cij) + ∆G
(
(a+ c)Bij + bCij − dDij), (358)
where the functions ∆A and ∆G are defined as
∆−1A (ω,k) ≡ a(ω,k), (359)
∆−1G (ω,k) ≡ −d2(ω,k) k2n2T + b(ω,k)
(
a(ω,k) + c(ω,k)
)
. (360)
Dispersion equations
The dispersion equations are obtained from the poles of the propagator (357) or (358) and are
∆−1A (ω,k) = 0, (361)
1
ω2
∆−1G (ω,k) = 0. (362)
Following the terminology introduced in (Romatschke and Strickland, 2003), we will refer to solutions of the dispersion
equation ∆−1A = 0 as A-modes, and solutions of the equation ∆
−1
G /ω
2 = 0 will be called G-modes. In the G-mode
dispersion equation, the factor 1/ω2 is introduced to remove two trivial zero solutions that are of no physical interest.
A presence of such solutions of the dispersion equation ∆−1G = 0 is easily seen in the case of an isotropic plasma
when ∆−1G (ω,k) = ω
2εL(ω,k). Then, except the longitudinal plasmons discussed in Sec. VI.A.1, there is the double
solution ω = 0 of the equation ∆−1G = 0. Removing the zero solutions is important in the context of the Nyquist
analysis discussed in Sec. VI.D which then provides the number of physical solutions of a given dispersion equation.
When the anisotropy is weak, the coefficient d(ω,k) can be neglected, as shown in Sec. VI.E.3, and the dispersion
equation (362) factors into two simpler equations which are
1
ω2
∆−1B (ω,k) = 0, (363)
∆−1C (ω,k) = 0, (364)
where
∆−1B (ω,k) ≡ b(ω,k), (365)
∆−1C (ω,k) ≡ a(ω,k) + c(ω,k). (366)
We will refer to the solutions of these equations as B-modes and C-modes, respectively. In the B-mode equation we
have again removed two zero solutions.
For an isotropic plasma, the coefficients ciso and diso vanish while aiso and biso are equal to
aiso(ω,k) = ω
2 − k2 − ω2εT (ω,k), (367)
biso(ω,k) = ω
2 − ω2εL(ω,k), (368)
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where the dielectric functions εL and εT are given by Eq. (295) and (296), respectively. The dispersion equations
(361) and (363) are then equivalent to Eqs. (291).
Coefficients a, b, c, d
Starting with the decomposition (355) and solving the set of equations (356), one finds the coefficients a, b, c, d:
a(ω,k) = ω2 − k2 − g
2
2
∫
d3p
(2pi)3
f(p)
|p|
[
1 +
k2 − ω2
(ω − k · v + i0+)2
(
1− (nT · v)
2
n2T
− (k · v)
2
k2
)]
, (369)
b(ω,k) = ω2 − g
2
2
∫
d3p
(2pi)3
f(p)
|p|
[
1 +
2(k · v)
ω − k · v + i0+ +
(k2 − ω2)(k · v)2
k2(ω − k · v + i0+)2
]
, (370)
c(ω,k) = −g
2
2
∫
d3p
(2pi)3
f(p)
|p|
[
k2 − ω2
(ω − k · v + i0+)2
(
− 1 + 2(nT · v)
2
n2T
+
(k · v)2
k2
)]
, (371)
d(ω,k) = −g
2
2
∫
d3p
(2pi)3
f(p)
|p|
[
1
ω − k · v + i0+
nT · v
n2T
+
k2 − ω2
(ω − k · v + i0+)2
(nT · v)(k · v)
n2Tk
2
]
. (372)
An important advantage of a momentum distribution in the form (342) or (347) is that, for massless plasma con-
stituents, the integral over the magnitude of the momentum and the angular integrals factorize. The momentum
distributions (342, 347) can be written as
fξ(p) = Cξfiso(Mξ|p|), Mξ ≡
√
1 + ξ(n · v)2, (373)
fσ(p) = Cσfiso(Mσ|p|), Mσ ≡
√
1 + σ + σ(n · v)2, (374)
where the functions Mξ and Mσ do not depend on the magnitude p = |p|. Introducing the variable p˜ = Mξ/σ|p|, the
integrals over p˜ can be done analytically. The azimuthal integrals can be also done analytically in a straightforward
manner. The only difficult integration is over the polar angle which can be done analytically, but the resulting
expressions are complicated and not very enlightening. Below, we give analytic expressions (after performing both
angular integrations) for a, b, c, d for some special cases where the results are relatively simple.
Solutions of dispersion equations
Solutions ω(k) of the dispersion equations (361) and (362) represent plasmons that are gluon collective modes. With
the polarization tensor computed in the leading order, there are no complex solutions, only purely real and purely
imaginary ones. The real solutions correspond to undamped propagating modes, and the imaginary ones to unstable
or over-damped modes (depending on the sign of the solution). These modes are sometimes called, respectively,
stable and unstable solutions, but this terminology is confusing since both the over-damped and propagating modes
are stable. We will refer to them as real and imaginary solutions. Every solution has a partner with opposite sign. In
the case of imaginary solutions, every unstable mode has a partner over-damped mode. In the case of real solutions,
the change of sign corresponds to a phase shift of the plasma wave and is physically unimportant.
In subsequent sections we present spectra of plasmons for various momentum distributions. We discuss following
the study (Carrington et al., 2014) all possible degrees of one dimensional deformation from the extremely prolate
case, when the momentum distribution is infinitely elongated in one direction, to the extremely oblate distribution,
which is infinitely squeezed in the same direction. For each case, the number of modes is determined using a Nyquist
analysis and the complete spectrum of plasmons is found analytically if possible, and numerically when not. Unstable
modes exist in all cases except that of an isotropic plasma. The conditions on the wave vectors for the existence of
these instabilities are given.
The extremely prolate system is special in several ways and the notation we use in this case is explained in section
VI.E.5. In all other cases, we will use the following notation for the dispersion curves:
• red (solid) - real A-modes denoted ωα,
• green (dashed) - real G-modes which stay above the light cone, denoted ω+,
• blue (dotted) - real G-modes which cross the light cone, denoted ω−,
• orange (dashed) - imaginary A-modes denoted ωαi = iγα,
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• pink (solid) - imaginary G-modes denoted ω−i = iγ−,
When plotting real solutions we show only the positive partner, and for imaginary solutions we show the positive
imaginary part of the frequency. The curves for the real and imaginary modes are not similar, and therefore there is
no ambiguity in plots with two dashed or solid lines. The light cone is always represented as a thin light gray (solid)
line.
We will show that imaginary solutions exist in anisotropic plasmas, when certain conditions on the wave vector are
satisfied. These conditions are even functions of cos θ, where θ is the angle between the vectors k and n, and therefore
when we discuss them we will consider only 0 < θ < 90◦.
3. Weakly Anisotropic Plasma
It is interesting to study a weakly anisotropic system because it can be treated analytically to a large extent. The
spectrum of plasmons changes qualitatively when an infinitesimal anisotropy is introduced and all qualitative features
of the weakly anisotropic plasma survive in case of strong anisotropy. Such an analysis of a weakly-anisotropic QGP
was first presented in (Romatschke and Strickland, 2003).
To derive the spectrum of collective modes in a weakly anisotropic plasma, one can use the ξ-distribution (342)
with the assumption |ξ|  1 which gives
fξ(p) =
(
1 +
ξ
3
)
fiso(p) +
ξ
2
dfiso(p)
dp
p (v · n)2, (375)
where we have taken into account that the normalization constant (346) equals
Cξ = 1 +
ξ
3
+O(ξ2). (376)
The distribution (375) is weakly prolate for ξ < 0 and weakly oblate for ξ > 0.
Using the formula (375), the coefficients a, b, c, d given by Eqs. (369)-(372) can be computed analytically. For
a and b there are contributions of order ξ0 which are just the isotropic results of Sec. VI.A.1. All four functions
a, b, c, d have contributions of order ξ. Since the coefficient d enters the dispersion equation (362) quadratically, it
does not contribute to linear order in ξ and the dispersion equation factorizes into two pieces, so that we have the
three dispersion equations of A-modes (361), B-modes (363) and C-modes (364).
The coefficients a, b, c are computed as
a(ω,k) =
(
1 +
ξ
3
)
aiso(ω,k) + ξ
m2
8
{
8
3
cos2 θ +
2
3
(
5− 19 cos2 θ)ω2
k2
− 2(1− 5 cos2 θ)ω4
k4
+
[
1− 3 cos2 θ −
(
2− 8 cos2 θ
)ω2
k2
+
(
1− 5 cos2 θ
)ω4
k4
]
ω
k
ln
(ω + k + i0+
ω − k + i0+
)}
, (377)
b(ω,k) =
(
1 +
ξ
3
)
biso(ω,k) + ξm
2
{(
− 2
3
+ cos2 θ
)ω2
k2
+ (1− 3 cos2 θ)ω
4
k4
+
1
2
[
(1− 2 cos2 θ)ω
2
k2
− (1− 3 cos2 θ)ω
4
k4
]
ω
k
ln
(ω + k + i0+
ω − k + i0+
)}
, (378)
c(ω,k) = ξ
m2
4
sin2 θ
[
− 4
3
+
10
3
ω2
k2
− 2ω
4
k4
+
(
1− 2ω
2
k2
+
ω4
k4
)ω
k
ln
(ω + k + i0+
ω − k + i0+
)]
, (379)
where aiso, biso are given by Eqs. (367), (368) and cos θ = (k · n)/k. These results in a different form were derived in
(Carrington et al., 2014; Romatschke and Strickland, 2003)5.
5 The weak-anisotropy results of (Romatschke and Strickland, 2003) are slightly different due to the fact that they used Cξ = 1. The
results above can be obtained from the original expressions in (Romatschke and Strickland, 2003) by a rescaling of the Debye mass.
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FIG. 11 (Color online) Dispersion curves of plasmons in a weakly prolate plasma with ξ = −0.1 for θ = 60◦. The line styles
are explained in the text. Figure from (Carrington et al., 2014).
As in the case of the isotropic plasma, the dispersion relations cannot be solved analytically for arbitrary k. When
k2  ω2, the functions a(ω,k), b(ω,k), c(ω,k) are approximated as
a(ω,k) = ω2 − k2 −m2
{
1
3
(
1− ξ
15
)
+
1
5
[1
3
+
ξ
7
(1
9
+ cos2 θ
)] k2
ω2
+O
( k4
ω4
)}
, (380)
b(ω,k) = ω2 −m2
{
1
3
[
1 +
ξ
5
(
− 1
3
+ cos2 θ
)]
+
1
5
[
1 +
ξ
7
(1
3
− cos2 θ
)] k2
ω2
+O
( k4
ω4
)}
, (381)
c(ω,k) = −ξ m2 sin2 θ
[ 1
15
− 4 k
2
105ω2
+O
( k4
ω4
)]
. (382)
In the next three subsections we discuss solutions of the dispersion equations (361), (363), and (364) with the
coefficients (377), (378), (379) or (380), (381), (382). In every case we begin with a discussion of the number of
solutions which can be found using a Nyquist analysis described in Sec. VI.D.
A-modes
The Nyquist analysis shows that the A-mode dispersion equation (361) has four solutions (Carrington et al., 2014)
when
k2 − ξ m
2
3
cos2 θ < 0 (383)
and two solutions otherwise. The condition (383) is never fulfilled for the prolate plasma (ξ < 0) and it is fulfilled for
any oblate momentum distribution (ξ > 0) when
k < kA ≡ <
√
ξ
3
m| cos θ|. (384)
Because of the real value in the definition of kA, it vanishes for ξ < 0.
The dispersion equation (361) cannot be solved analytically. When ω2  k2, the coefficient a(ω,k) is approximated
by the formula (380) and Eq. (361) is solved by
ω2(k) =
m2
3
(
1− ξ
15
)
+
6
5
[
1 +
ξ
14
( 4
15
+ cos2 θ
)]
k2 +O
( k4
m2
)
, (385)
which reduces to the well-known result for the transverse plasmon (302) when ξ = 0. The plasmon mass, which is
given by the first term on the right side of Eq. (385), depends on the anisotropy parameter ξ but is independent of
the orientation of the wave vector k.
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FIG. 12 (Color online) Dispersion curves of plasmons in a weakly oblate plasma with ξ = 0.1 for θ = 30◦ (a) and θ = 60◦ (b).
The line code is explained in the text. Figure from (Carrington et al., 2014).
One can obtain purely imaginary solutions (Carrington et al., 2014) by substituting ω = iγ with γ ∈ R and assuming
γ2  k2. Using the approximate formula
ω + k
ω − k =
γ2 − k2
γ2 + k2
− i 2γk
γ2 + k2
γ2k2≈ exp
(
− ipi γ|γ|
)
, (386)
the coefficient a(ω,k) becomes
a(ω,k) = ω2 − k2 + 1
3
ξm2 cos2 θ +
pi
4
[
1− ξ
2
(1
3
− 3 cos2 θ
)]
m2
|γ|
k
+O
(γ2
k2
)
, (387)
and the dispersion equation (361) is written in the form
γ2 +
λ
k
|γ| − k2A + k2 = 0, (388)
where kA is defined by the formula (384) and
λ ≡ pi
4
[
1− ξ
2
(1
3
− 3 cos2 θ
)]
m2. (389)
Eq. (388) has no roots for an isotropic or prolate system, since k2A ≤ 0 when ξ ≤ 0. For oblate systems, ξ and k2A are
positive and there are two solutions which read
γ(k) = ±1
2
(√λ2
k2
+ 4(k2A − k2)−
λ
k
)
. (390)
Equations (384) and (389) show that in the limit of weak anisotropy λ k2A, and therefore the expression (390) can
be approximated as
γ(k) ≈ ± 1
λ
k(k2A − k2). (391)
The solutions (390) or (391) represent the unstable and overdamped transverse modes which exist only for oblate
plasmas (ξ > 0) provided the condition (384) is satisfied.
B-modes
The B-mode dispersion equation (363), which describes longitudinal modes, always has two solutions. In the limit
ω2  k2 one can find these solutions analytically. The coefficient b(ω,k) is approximated by Eq. (381) and the
dispersion equation (363) is solved by
ω2(k) =
m2
3
[
1 +
ξ
5
(
− 1
3
+ cos2 θ
)]
+
3
5
[
1 +
4ξ
35
(
1− 3 cos2 θ)]k2 +O( k4
m2
)
, (392)
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FIG. 13 (Color online) Dispersion curves of plasmons in a prolate plasma with σ = 10 for θ = 15◦ (a) and θ = 80◦ (b). The
line code is explained in the text. Figure from (Carrington et al., 2014).
which reduces to the well-known result for the longitudinal plasmon (301) when ξ = 0. The first term on the right
side gives the plasmon mass which depends on the anisotropy parameter ξ and the orientation of wave vector k.
Analogously to the formula (304), the longitudinal mode approaches the light cone as k →∞.
C-modes
The C-mode dispersion equation (364) has the richest structure. There are four solutions (Carrington et al., 2014)
when
k2 + ξ
m2
3
(
1− 2 cos2 θ) < 0 (393)
and two solutions otherwise. The condition (393) can be fulfilled for an oblate plasma (ξ > 0) when 1/2 < cos2 θ and
for a prolate plasma (ξ < 0) when 1/2 > cos2 θ. In both cases the wave vector must satisfy
k < kC ≡ m<
√
ξ
3
(
2 cos2 θ − 1). (394)
When the argument of the square root is negative, the real part of the root is zero and the critical wave vector kC
vanishes.
In the long wavelength limit (ω2  k2), when the coefficients a(ω,k) and c(ω,k) are approximated by the formulas
(380) and (382), the dispersion equation (364) is solved by
ω2(k) =
m2
3
[
1 +
ξ
5
(2
3
− cos2 θ
)]
+
6
5
[
1− ξ
5
(23
42
− cos2 θ
)]
k2 +O
( k4
m2
)
, (395)
which reduces to the well-known transverse plasmon (302) when ξ = 0. The plasmon mass, which is given by the first
term on the right side, depends on the anisotropy parameter ξ and on the orientation of k.
One also finds purely imaginary solutions by substituting ω = iγ with γ ∈ R and assuming γ2  k2. The dispersion
equation and its solutions have the same form as in the previous section, see Eqs. (388), (390), and (391), but the
coefficient λ is now defined as
λ ≡ pi
4
[
1− ξ
2
(7
3
− 5 cos2 θ
)]
m2, (396)
and kA is replaced by kC given in Eq. (394).
Discussion
A complete spectrum of plasmons in a weakly anisotropic QGP can be found numerically solving the dispersion
equations (361), (363), and (364). The numerical solutions obviously agree with the approximated analytical ones
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FIG. 14 (Color online) Dispersion curves of plasmons in an oblate plasma with ξ = 10 for θ = 15◦ (a) and θ = 60◦ (b). The
line code is explained in the text. Figure from (Carrington et al., 2014).
(392), (385), (390), and (395) in the domains of their applicability. Fig. 11 shows the spectrum for a weakly prolate
plasma (ξ = −0.1) at θ = 60◦ and Fig. 12 presents the spectra for a weakly oblate plasma (ξ = 0.1) at θ = 30◦ and
θ = 60◦. The main part of each figure shows the dispersion curves of the positive real modes and the insets present
the positive imaginary solutions.
For weakly prolate and oblate systems, real A-, B- and C-modes exist for all wave vectors and depend only weakly
on the angle. The real A- and C-modes look very much like the real isotropic transverse mode. In Figs. 11 and 12
these modes are represented by the red (solid) and green (dashed) curves which almost overlay each other. The real
B-mode looks like the real isotropic longitudinal mode and is represented by the blue (dotted) line.
In addition to the real modes, for a weakly prolate plasma there is an imaginary C-mode, seen in Fig. 11, which
exists for k < kC . The critical wave vector kC is maximal for θ = 90
◦. When θ decreases, kC also decreases until it
reaches zero at θ = 45◦ and the imaginary C-mode disappears. In a weakly oblate system there are two imaginary
modes seen in Fig. 12a when k < kC < kA. Both kA and kC are maximal when θ = 0
◦. As θ increases from 0◦, kA
and kC decrease. At θ = 45
◦, kC goes to zero and the imaginary C-mode disappears. The regime of the imaginary
A-mode shrinks to zero at θ = 90◦.
In comparison with the spectra of an isotropic system, the weakly anisotropic plasma exhibits the following impor-
tant differences.
• The transverse real mode, which is doubled in the isotropic case, is now split into two slightly different modes,
the A-mode and C-mode, which are given in Eqs. (385, 395). In Figs. 11 and 12 the curves that correspond to
these modes are represented by the red (solid) and green (dashed) curves which lie almost on top of each other.
• In isotropic plasmas longitudinal and transverse plasmons have the same plasma frequency ωp = m/
√
3, but in
anisotropic plasmas there are three different minimal frequencies for the three real modes.
• In isotropic plasmas there are no imaginary solutions. In anisotropic plasmas the number of imaginary solutions
depends on the magnitude and orientation of the wave vector k. In prolate plasmas the number of imaginary
solutions is zero or two (one pair) and in oblate plasmas there are zero, two (one pair) or four (two pairs)
imaginary modes.
Using Eqs. (384) and (394), the number of modes can be written as
A−modes :
{
2 + 2Θ(kA − k) for oblate plasma,
2 for prolate plasma,
(397)
B −modes : 2, (398)
C −modes : 2 + 2Θ(kC − k), (399)
which show that there is a maximum of 8 solutions for a prolate plasma and 10 for an oblate plasma.
The analysis in this section could equally well have been done using the σ-distribution (347) in the limit |σ|  1.
This would reproduce the results expressed by Eqs. (383) and (393) with ξ → −σ. Since the weakly prolate and
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FIG. 15 (Color online) The growth rates of unstable A−mode (a) and G−mode (b) for ξ = 10 as a function of kz/m and
θ = arctan(kT /kz).
weakly oblate systems correspond to σ > 0 and σ < 0, respectively, the number of modes in Eqs. (397), (398), and
(399) is obviously reproduced.
There is no anisotropy threshold for the existence of unstable modes, and even an infinitesimal anisotropy produces
an instability. However, when ξ → 0 (or σ → 0) the growth rate of instability (γ) decreases and the domain of
unstable modes shrinks. In this sense, the system becomes less and less unstable as it tends to isotropy. When the
effect of inter-parton collisions is taken into account (Schenke et al., 2006), the growth rates of unstable modes are
reduced and systems of small anisotropy are effectively stabilized.
4. Finite Anisotropy
When the anisotropy parameter is not small, the coefficients a, b, c, and d of the decomposition (355) and the
solutions of the dispersion equations must be computed numerically. However, the spectrum of plasmons has the
same structure as in the case of the weakly anisotropic plasma discussed in the previous section - the number of
modes is the same and the behavior of the dispersion curves is very similar.
One can consider both the ξ-distribution (342) and the σ-distribution (347), which together describe deformations
of an isotropic distribution with arbitrary prolateness and oblateness. If the anisotropy parameter is not assumed
small, the coefficient δ cannot be neglected, which means that the dispersion equation for the G-modes (362) does
not factorize into equations (363) and (364). However it can be factorized as (Romatschke and Strickland, 2003)
∆−1G (ω,k) =
(
ω2 − Ω2+(ω,k)
)(
ω2 − Ω2−(ω,k)
)
= 0, (400)
where
Ω2±(ω,k) ≡
1
2
(
2ω2 − a− b±
√
(b− a− c)2 + 4k2n2T d2
)
. (401)
The square root in Eq. (401) is undefined if its argument is purely real and negative. When all coefficients a, b, c,
and d are real, the argument of the root is positive definite. When these coefficients are complex, the root argument
is also complex. Therefore, there is no case for which the argument of the root is real and negative, which means that
one can find the dispersion relations by solving the equations ω = ±Ω+(ω,k) and ω = ±Ω−(ω,k) self-consistently.
Characteristic examples of the complete spectra of plasmons in prolate and oblate plasmas, computed with the ξ-
and σ-distribution, respectively, are shown in Figs. 13 and 14 for fixed values of θ. For both prolate and oblate cases,
there are six (three pairs) of real modes for all k which change slowly with θ. For prolate plasmas, there is at most
one pair of imaginary modes. For small angles these modes are absent. As the angle increases, the imaginary modes
appear at small k, and extend to larger and larger k as the angle increases. In oblate systems, there are at most two
pairs of imaginary modes. They are both absent at θ = 90◦. When the angle decreases, the A-mode shows up first,
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FIG. 16 (Color online) The growth rate of the fastest unstable mode in an oblate system for fixed ξ as a function of kz/m.
and both pairs extend to larger and larger k as θ continues to decrease. These features, which are the same as for the
weakly anisotropic plasma discussed in Sec. VI.E.3, are nicely seen in Fig. 15 where we show the magnitude of the
growth rate γ of unstable A− and G−modes as a function of kz and θ for ξ = 10.
One asks how the growth rate of unstable modes depends on plasma anisotropy. To address the question we consider
the mode of the largest growth rate in an oblate system when k ‖ n. Then, the A− and G−modes coincide and
we deal with the double unstable mode. In Fig. 16 we plot the growth rate of the unstable modes with k ‖ n for
ξ ∈ {100, 101, 102, 103}. The anisotropy vector is chosen along the z−axis and thus k = (0, 0, kz). From this figure we
can see that there is a band of unstable modes for kz ∈ (0, kmaxz ) and there is a well-defined maximum growth rate
γmax at each value of ξ. As ξ increases, both γmax and kmaxz increase monotonically.
5. Extremely prolate plasma
The extremely prolate system with the momentum distribution (350) is the only one which can be treated analyti-
cally to the very end (Carrington et al., 2014). It was solved in (Arnold et al., 2003a) using a different method. The
coefficients a, b, c, d and the inverse propagator Ξ defined by Eq. (283) can be computed analytically without even
specifying the coordinate system. Since the velocity v of a massless parton is v = n for p · n > 0 and v = −n for
p · n < 0, the matrix Ξ, which is purely real, is found to be
Ξij(ω,k) = (ω2 − m
2
2
− k2)δij + kikj − m
2k · n
2
(
ω2 − (k · n)2) (kinj + nikj)− m2
(
ω2 + (k · n)2)(k2 − ω2)
2
(
ω2 − (k · n)2)2 ninj , (402)
and the coefficients a, b, c, d are
a(ω,k) = ω2 − k2 − m
2
2
, (403)
b(ω,k) = ω2 − m
2
2
− m
2(k · n)2
ω2 − (k · n)2 −
m2
(
ω2 + (k · n)2)(k2 − ω2)
2
(
ω2 − (k · n)2)2 (k · n)
2
k2
, (404)
c(ω,k) = −m
2(ω2 + (k · n)2)(k2 − ω2)
2(ω2 − (k · n)2)2
(
1− (k · n)
2
k2
)
, (405)
d(ω,k) = − m
2(k · n)
2
(
ω2 − (k · n)2) − m2
(
ω2 + (k · n)2)(k2 − ω2)
2
(
ω2 − (k · n)2)2 (k · n)k2 . (406)
The dispersion equation for the A-modes (361) has the simple solution
ω2α(k) =
m2
2
+ k2. (407)
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FIG. 17 (Color online) Dispersion curves of plasmons in an extremely prolate plasma for θ = 0◦ (a), θ = 15◦ (b), θ = 30◦ (c)
and θ = 90◦ (d). The line code is explained in the text. Figure from (Carrington et al., 2014).
Although the dispersion equation for the G-modes (362) is rather complicated, it also has three relatively simple
solutions (Carrington et al., 2014)
ω22(k) =
m2
2
+ (k · n)2, (408)
ω2±(k) =
1
2
(
k2 + (k · n)2 ±
√
k4 + (k · n)4 + 2m2k2 − 2m2(k · n)2 − 2k2(k · n)2
)
. (409)
The modes ωα, ω2, and ω+ are real and exist for any k. The solutions ωα and ω+ always lie above the light cone.
The mode ω2 lies above the light cone for k <
m√
2 sin θ
and below for k > m√
2 sin θ
. The modes ω+ and ω2 cross each
other at k = m2 sin θ . The solution ω− can be either purely real or purely imaginary. It is imaginary for
k < kpG ≡ m√
2
| tan θ|, (410)
and real for k > kpG. The solution iγ, where γ ≡ |ω−|, is the Weibel unstable mode, and −iγ is its overdamped
partner. When k ⊥ n or θ = 90◦, the unstable mode exists for all values of k, as kpG given by Eq. (410) goes to
infinity. When k||n or θ = 0◦ the configuration is cylindrically symmetric and there is no instability, since kpG → 0.
The real modes are ω2α(k) = ω
2
2(k) = m
2/2 + k2 and ω2+(k) = ω
2
−(k) = k
2 in this limit.
Some spectra of plasmons in an extremely prolate plasma are shown in Fig. 17 for different orientations of the wave
vector k. We use the following color scheme: red (solid) is ωα, green (dashed) is ω+, blue (dotted) is ω2, pink (solid)
is =ω− and purple (dotted-dashed) is <ω−. The imaginary mode emerges at finite θ and it extends to infinite k at
θ = 90◦. The mode ωα(k) is independent of θ, and ω2(k) changes qualitatively when θ grows from 0◦ to 90◦. The
mode ω+(k) is massless, that is ω+(0) = 0, and its dispersion curve is everywhere concave, in contrast to other real
dispersion curves which are usually convex.
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There is a qualitative difference between the plasmon spectra of the extremely prolate system, which is discussed
here, and that of a system with prolateness characterized by the parameter σ  1. In an extremely prolate plasma,
the mode ω− given by the formula (409) exists for any wave vector k: it is real for k > kpG and imaginary for k < kpG.
For a very large but finite σ, only the imaginary piece at k < kpG is found. One could suspect that a solution has
been missed in the numerical calculation, but the Nyquist analysis proves that this is not the case. The key point is
that when σ →∞ there is a change in the analytic properties of the left-hand-side of the G-mode dispersion equation
(362) as a function of ω. The cut singularity at ω ∈ [−k, k] is replaced by double poles at ω = ±k ·n and the number
of modes in extremely prolate plasmas equals 8 for any k. It also appears that the limit of extreme prolateness is
approached very slowly as σ →∞ (Carrington et al., 2014).
6. Extremely oblate plasma
In this section we consider the second limiting case - the extremely oblate plasma with the momentum distribution
given by Eq. (349). The coefficients a, b, c, and d, which have a much more complicated structure than for an
extremely prolate plasma, equal
a(ω,k) = ω2 − k2 − m
2
2(1− x2)
[
ωˆ2 − x2 + ωˆ(1− ωˆ
2)
r+r−
]
, (411)
b(ω,k) = ω2 +
m2ωˆ2
2
[
1− ωˆ(2x
2 + ωˆ2 − 1)
r3+r
3−
]
, (412)
c(ω,k) = −m
2(ωˆ2 − 1)
2(1− x2)
[ ωˆ(2x4 + (x2 + 1)ωˆ2 − x2 − 1)
r3+r
3−
− x2 − 1
]
, (413)
k d(ω,k) = − m
2ωˆ x
2(1− x2)
[−2(x2 − 1)ωˆ2 + x2 − ωˆ4 − 1
r3+r
3−
+ ωˆ
]
, (414)
where ωˆ ≡ ω/k, x ≡ cos θ and
r+r− ≡
(
ωˆ +
√
1− x2 + i0+
)1/2(
ωˆ −
√
1− x2 + i0+
)1/2
. (415)
The results analogous to the formulas (411) - (414) were first derived in (Romatschke and Strickland, 2004).
The dispersion equations (361) and (362) with the coefficients (411) - (414) cannot be solved analytically. Using
a Nyquist analysis, one shows (Carrington et al., 2014) that the A-mode dispersion equation (361) has a pair of real
solutions for all k and a pair of imaginary solutions if the wave vector obeys
k < koA ≡ m√
2
| cot θ|. (416)
The G-mode dispersion equation (362) has two pairs of real solutions for all k and a pair of imaginary solutions when
the wave vector satisfies the condition
k < koG ≡ m
2
<
√
| cos θ|√cos2 θ + 4 + cos2 θ − 2
sin2 θ
. (417)
When cos2 θ < 1/2 (that is 90◦ > θ > 45◦), the argument of the square root is negative, the real part of the root is
zero, and the critical wave vector koG vanishes. One observes that koA is obtained from kpG by changing the tangent
function into a cotangent. As explained in (Carrington et al., 2014), the critical values (416) and (417) are the values
of k for which the inverse propagators ∆−1A and ∆
−1
G , given by Eqs. (361) and (362), vanish at ω = 0.
The total number of modes is 6, 8, or 10 exactly as in the weakly oblate case (397), (398), and (399). The numbers
can be written in a compact form as
A−modes : 2 + 2Θ(koA − k), (418)
G−modes : 4 + 2Θ(koG − k). (419)
In Fig. 18 we show the dispersion curves obtained numerically from Eqs. (361) and (362) for the angle θ equal
0◦, 15◦, 60◦, and 90◦. When θ = 0◦ the real solutions ω− and ω+ exhibit sharp kinks at the same value of k. The ωα
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FIG. 18 (Color online) Dispersion curves of plasmons in an extremely oblate plasma for θ = 0◦ (a), θ = 15◦ (b), θ = 60◦ (c)
and θ = 90◦ (d). The line code is explained in the text. Figure from (Carrington et al., 2014).
solution lies on top of the ω− solution at small k and on top of ω+ at large k. The two imaginary solutions extend
through all values of k and lie on top of each other, which is consistent with the observation that koA and koG both
go to infinity at θ = 0. At θ = 15◦ we see that increasing the angle softens the kinks in the real modes and causes
the imaginary modes to retreat. The inset shows a blow-up of the region where the real modes approach each other.
When θ has increased to 60◦, the imaginary G-mode has dropped out, and at 90◦ both imaginary modes are gone.
The structure of the plasmon spectrum in Fig. 18 is rather complicated. To understand it better, we consider
following (Carrington et al., 2014) three special limits which can be treated analytically. We start with k ‖ n
(θ = 0◦), then we discuss the situation when k is almost parallel to n (| sin θ|  1), and finally we analyze the limit
k ⊥ n (θ = 90◦).
Special case: k||n
We first consider k = (0, 0, k) parallel to n = (0, 0, 1). In this case, the vector nT , which is defined by Eq. (352),
vanishes. The decomposition using the basis A,B,C,D, which is introduced in Sec. VI.E.2, is therefore singular.
However, since there is only one independent vector in this case, one can decompose the inverse propagator or
dielectric tensor using the same basis as in the isotropic case. One easily finds the coefficients a and b, which equal
a(ω,k) = ω2 − k2 − m
2
2
+
m2(ω2 − k2)
4ω2
, (420)
b(ω,k) = ω2 − m
2
2
, (421)
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and the matrix Ξ(ω,k) is
Ξ(ω,k) =
 a(ω,k) 0 00 a(ω,k) 0
0 0 b(ω,k)
 . (422)
As seen, there are two double solutions of the dispersion equation a(ω,k) = 0 of transverse modes and the double
solution of the equation b(ω,k) = 0 of longitudinal ones. Using Eqs. (420) and (421), one easily finds the dispersion
relations which are
ω2α(k) =
1
2
(
1
4
m2 + k2 +
√(1
4
m2 + k2
)2
+m2k2
)
≈
{
1
4 m
2 + 2k2 for m2  k2,
k2 for m2  k2, (423)
ω2αi(k) =
1
2
(
1
4
m2 + k2 −
√(1
4
m2 + k2
)2
+m2k2
)
≈
{ −k2 for m2  k2,
− 14 m2 for m2  k2,
(424)
ω2β(k) =
1
2
m2. (425)
Both ωα and ωβ are real solutions which exist for all k, and ωαi = iγ is an imaginary solution which also exists for
all k. The maximum of the imaginary frequency is γmax = m/2.
The solutions ω2α and ω
2
β cross each other at
k2 = k2c =
m2
6
. (426)
Let us define two combinations of the real solutions:
ω2−(k) =
{
ω2α(k) for k < kc,
ω2β(k) for k > kc,
(427)
ω2+(k) =
{
ω2β(k) for k < kc,
ω2α(k) for k > kc.
(428)
The dispersion curves are shown in Fig. 18. The modes denoted ω− and ω+ are represented, respectively, by the blue
(dotted) and green (dashed) lines. As will be explained in the next subsection, the modes ω+ and ω− are physical
in the sense that one can obtain them by taking the limit θ → 0◦ of the solutions with the same names which were
found at θ > 0◦.
Special case: k almost parallel to n
When the wave vector is not exactly along the z-axis but is slightly tilted, the spectrum of collective modes is changed
qualitatively. To discuss this case we assume that the wave vector has a small x component kx = k sin θ ≈ kθ. The
matrix Ξ, which for θ = 0◦ is given by Eq. (422), now contains small off-diagonal components ∼ k2θ and is given by
Ξ(ω,k) =

−k2 + ω2 − m22 + m
2(ω2−k2)
4ω2 0 k
2θ
0 −k2 + ω2 − m22 + m
2(ω2−k2)
4ω2 0
k2θ 0 ω2 − m22
 . (429)
Computing the determinant of Ξ, one finds two dispersion equations. The first reproduces the α modes in Eq. (423),
and the solutions are doubled as was the case for k parallel to n. The second dispersion equation can be written as
1
ω2
(
ω2 − ω2α(k)
)(
ω2 − ω2αi(k)
)(
ω2 − ω2β(k)
)
= k4θ2. (430)
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When θ = 0◦ we clearly recover the solutions of the previous section. Since the mode ω2αi crosses neither ω
2
α nor ω
2
β ,
we express it as ω2αi = −γ2 and rewrite Eq. (430) in the form(
ω2 − ω2α(k)
)(
ω2 − ω2β(k)
)
= , (431)
where  ≡ ω2k4θ2ω2+γ2 . We want to look at the modes ωα and ωβ in the vicinity of the point where they cross. To lowest
order in deviations from the solutions with θ = 0◦, we take  as constant and solve the quadratic equation to obtain
ω2− =
1
2
(
ω2α + ω
2
β −
√(
ω2α − ω2β
)2
+ 4
)
, (432)
ω2+ =
1
2
(
ω2α + ω
2
β +
√(
ω2α − ω2β
)2
+ 4
)
. (433)
From these expressions, it is clear that the small parameter  plays a role only in the vicinity of the crossing point
where ωα = ωβ . Since both ω
2
α and ω
2
β are positive, we have  ≥ 0. Assuming that (ω2α − ω2β
)2  , we expand the
square roots in the formulas (432) and (433) to obtain
ω2−(k) =
{
ω2α(k)− |ω2α−ω2β | for k < kc,
ω2β(k)− |ω2α−ω2β | for k > kc,
(434)
ω2+(k) =
{
ω2β(k) +

|ω2α−ω2β |
for k < kc,
ω2α(k) +

|ω2α−ω2β |
for k > kc.
(435)
This result shows that the modes ω2− and ω
2
+ approach each other at k = kc but do not cross. This is referred to as
mode coupling, which is a general phenomenon that is explained in §64 of (Lifshitz and Pitaevskii, 1981). One can
also show that the double imaginary mode ωαi splits into two different modes when θ is finite.
The complete spectrum is presented in Fig. 18b for θ = 15◦. As shown in the inset, the ω+ and ω− modes approach
each other at k = kc but do not cross. The number of modes is the same as for the extremely oblate distribution with
arbitrary values of θ.
Special case: k ⊥ n
When k ⊥ n, the system can be treated as effectively two-dimensional and isotropic in the x−y plane. From Eqs.
(416) and (417) we see that both of the critical wave vectors koA and koG go to zero in the limit θ → 90◦ and therefore
the two imaginary modes disappear, as expected for an isotropic system. There should be two real solutions (one
pair) from the A-mode dispersion equation (361) and four real solutions (two pairs) from the G-mode equation (362).
For k ⊥ n, the coefficients (411) - (414) simplify to
a(ω,k) = ω2 − k2 − m
2
2
ω2
k2
(
1−
√
ω2 − k2
ω
)
, (436)
b(ω,k) = ω2 − m
2
2
ω2
k2
(
ω√
ω2 − k2 − 1
)
, (437)
c(ω,k) = −m
2
2
ω2 − k2
k2
(
ω√
ω2 − k2 − 1
)
, (438)
d(ω,k) = 0, (439)
where ω ∈ R and ω2 > k2.
Since d(ω,k) = 0, the dispersion equation (362) factors into two equations, as in the case of the weakly anisotropic
plasma, and we solve the dispersion equations for A-modes, B-modes, and C-modes (361), (363), and (364). The
A-mode dispersion equation (361) has the form
(ω2 − k2)k2 + m
2
2
(
ω
√
ω2 − k2 − ω2
)
= 0, (440)
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which is quadratic in ω2 and can be solved analytically. The solution is
ω2α(k) =
m4 + 4m2k2 − 8k4 +m3√m2 + 8k2
8(m2 − k2) ≈
{
1
4 m
2 + 54 k
2 for m2  k2,
k2 for m2  k2. (441)
The B-mode dispersion equation (363) simplifies to
k2 +
m2
2
(
1− ω√
ω2 − k2
)
= 0, (442)
and the solution gives the longitudinal mode
ω2β(k) =
(
m2
2 + k
2
)2
m2 + k2
≈
{
1
4 m
2 + 34 k
2 for m2  k2,
k2 for m2  k2. (443)
Finally, the C-mode dispersion equation (364) becomes
ω2 − k2 − m
2
2
= 0, (444)
which produces the solution
ω2αγ(k) =
1
2
m2 + k2. (445)
The B-mode and C-mode solutions are the limits θ → 90◦ of those found for arbitrary angles by numerically solving
the G-mode dispersion equation (362). The solution ωαγ is the larger of the two real G-modes (which we call ω+)
and ωβ is the smaller G-mode (called ω−) which stays above the light cone for all k when θ = 90◦. The dispersion
curves for k ⊥ n are shown in Fig. 18d.
We finally mention that, in contrast to the case of the σ−distribution, the spectrum of the extremely oblate system
coincides with that of large but finite ξ.
7. Discussion
We have considered in this section distributions with all degrees of deformation along the beam axis, from the
extremely prolate distribution, which is infinitely elongated along the beam, to the extremely oblate distribution,
which is infinitely squeezed along the beam axis. Solving the dispersion equations analytically or numerically, we have
found the full spectrum of plasmons. All modes are either purely real or purely imaginary, and they always appear
as pairs of partners with opposite sign. In all systems under consideration, except the isotropic plasma, there are
unstable modes (positive purely imaginary solutions). Imaginary solutions exist only for certain wave vectors. The
number of modes for each system, which was determined by means of a Nyquist analysis, is summarized in Table I.
The orientation of the largest possible wave vectors of unstable modes is schematically shown in Fig. 19. Since the
A-modes are transverse, the chromoelectric field of the maximally unstable A-mode in oblate plasmas is perpendicular
to n. The G-modes are, in general, neither transverse nor longitudinal. However, the maximally unstable G-modes
(with k||n in oblate plasma and k ⊥ n in prolate plasma) are transverse. Therefore, for G-modes in prolate systems,
and both A-modes and G-modes in oblate plasmas, the chromoelectric field of the maximally unstable modes is aligned
with the direction where the momentum of plasma particles is maximal. This observation is important because the
early-time dynamics of unstable systems are dominated by the fastest growing unstable modes.
TABLE I Number of modes
Momentum Number Number Total number Maximal number
distribution of real modes of imaginary modes of modes of modes
extremely prolate 6 + 2Θ(k − kp) 2Θ(kp − k) 8 8
weakly prolate 6 2Θ(kC − k) 6 + 2Θ(kC − k) 8
isotropic 6 0 6 6
weakly oblate 6 2Θ(kA − k) + 2Θ(kC − k) 6 + 2Θ(kA − k) + 2Θ(kC − k) 10
extremely oblate 6 2Θ(koA − k) + 2Θ(koG − k) 6 + 2Θ(koA − k) + 2Θ(koG − k) 10
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FIG. 19 (Color online) The largest possible wave vectors of unstable modes at different orientations. In the prolate plasma (a)
there is one unstable G-mode, which exists for 0◦ < θ ≤ 90◦, and in oblate plasma (b) there are two unstable A- and G-modes
which exist for 0◦ ≤ θ < 90◦ and 0◦ ≤ θ < 45◦, respectively. Figure from (Carrington et al., 2014).
VII. NUMERICAL SIMULATIONS
A drop of quark-gluon plasma is produced in high-energy nuclear collisions. The system is initially out of equilibrium
but it equilibrates very fast, as suggested by the tremendous success of the hydrodynamical description of relativistic
heavy-ion collisions, see the reviews (Gale et al., 2013; Heinz and Snellings, 2013; Voloshin et al., 2008). A natural
question is how the process of equilibration proceeds. What are the microscopic mechanisms responsible for it? The
problem of the evolution of a system of relativistic quantum fields governed by non-Abelian interactions is certainly
very complex. To study such non-linear dynamics, numerical simulations are not only necessary but they seem to be
the only theoretical tool to attack the problem in its whole complexity.
Various approaches with varying approximations can be found in the literature, and we will discuss in detail the
main frameworks. These are the hard-loop approximation, in which the hard degrees of freedom are assumed to be
unaffected by the soft field modes and the two classical approaches. We will discuss hard loop simulations in the more
academic scenario of a static box in various spatial dimensions (Sec. VII.A) and in the scenario more closely related
to heavy ion collisions, where the system is expanding in one dimension (Sec. VII.B).
We begin the discussion of hard loop simulation results by presenting 1+1 dimensional calculations (one time and
one spatial dimension), because those were the first ones to be done. We then continue with the discussion of fully 3+1
dimensional simulations, which show qualitative differences to the 1+1 dimensional case in the late stage behavior
of instability growth, where field amplitudes are large enough for non-linear effects to be important. In order to
understand these differences we review the intermediate case of 2+1 dimensions.
The hard-loop approach relies on a large separation of momentum scales between the soft and hard modes. This
requires a sufficiently small gauge coupling g and thus limits applicability of the results to the weakly coupled regime.
To go beyond this regime, nonperturbative studies can be performed in the framework of fully classical simulations.
In the first classical approach we discuss, the system’s dynamics is fully represented by the classical Yang-Mills
equations (Sec. VII.C), and in the second one uses the Yang-Mills-Wong framework (Sec. VII.D) where soft modes are
still described as classical fields, but hard degrees of freedom are included as particles, propagating in the background
of the fields.
Our discussion of the purely classical simulations begins with a review of the classical statistical framework and the
study of a simple scenario with anisotropic initial conditions. We then continue with the introduction of the more
realistic color glass condensate framework, which provides initial conditions for the classical background fields and
can be augmented by superimposed rapidity fluctuations that will trigger instabilities. We close that section with a
review of recent improvements in particular in the treatment of initial fluctuations.
Finally, we discuss the Yang-Mills-Wong picture in which hard momentum modes are treated as particles propa-
gating in the background of soft field modes. The advantage of this formulation is the possibility to study directly
the interaction of color currents and fields to e.g. analyze the momentum diffusion of hard particles in an unstable
plasma.
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A. Hard-Loop simulations
One possibility to follow the dynamical evolution of a non-Abelian system with an anisotropic momentum distri-
bution is the hard-loop approach defined by the effective action discussed in detail in Sec. II.D. The approach was
employed for both non-expanding (Arnold and Moore, 2006a; Arnold et al., 2005; Rebhan et al., 2005a,b) and expand-
ing (Attems et al., 2013; Rebhan et al., 2008; Romatschke and Rebhan, 2006) systems. We explain in this section how
numerical hard-loop simulations are performed for systems of fixed volume and we present the most important results
obtained by the different groups. For the presentation of the concept of discretization of the hard-loop dynamics, we
follow (Rebhan et al., 2005a,b) and briefly explain the differences to the work (Arnold et al., 2005) along the way.
The simulations of expanding systems are discussed in Sec. VII.B.
The quark-gluon plasma under consideration is initially spatially homogeneous and colorless, but the momentum
distribution of plasma constituents is, in principle, arbitrary. Homogeneity and color neutrality can be broken by
randomly fluctuating charges, currents and chromodynamic fields. When the plasma is in equilibrium, the fluctuations,
which remain small, constitute a stationary noise. One asks what happens when the momentum distribution of plasma
constituents is anisotropic and a spontaneous generation of exponentially growing modes becomes possible. This is
the question to be addressed by hard-loop simulations.
The quark, antiquark, and gluon distribution functions are assumed to be of the form
fq(X,p) = fq(p) + δfq(X,p), (446a)
f q¯(X,p) = f q¯(p) + δf q¯(X,p), (446b)
fg(X,p) = fg(p) + δfg(X,p), (446c)
where the deviations δfq(X,p), δf q¯(X,p), δfg(X,p) from the initial homogeneous state defined by the functions
fq(p), f q¯(p), and fg(p) are small throughout the whole system’s evolution. The capital X denotes here the four
position, that is X = (t, x, y, z). The deviations are responsible for non-vanishing color charge densities and currents
which in turn generate chromodynamic fields. The hard-loop framework describes the regime where the backreaction
of soft collective fields on the hard modes - particles - is still weak but where the self-interaction of the former may
already be strongly nonlinear.
Since constituents of the QGP are approximately massless, and consequently move with the speed of light, the
momentum dependence of the distribution functions can be factored out into the dependence on momentum magnitude
|p| and the dependence on orientation of the velocity v ≡ p/|p|. The |p|-independent part of the quark, antiquark,
and gluon distribution functions is described by a single auxiliary field Wµ(X,v), defined by the relations
δfq(X,p) = g
∂fq(p)
∂pµ
Wµ(X,v), (447a)
δf q¯(X,p) = −g ∂f
q¯(p)
∂pµ
Wµ(X,v), (447b)
δfg(X,p) = g
∂fga (p)
∂pµ
T a Tr
[
taWµ(X,v)
]
. (447c)
Note that the derivatives with respect to p0 vanish identically, because the distribution functions are independent of
p0. The W ’s satisfy
pµD
µW ν(X,v) = pρF
νρ(X), (448)
and the Yang-Mills equation reads
DµF
µν(X) = Jν(X) = −g2
∫
d3p
(2pi)3
pν
2|p|
∂f(p)
∂pρ
W ρ(X,v). (449)
The hard-loop action expressed through the auxiliary fields W is given by Eq. (107).
In the following, we consider the special case of cylindrically symmetric anisotropies in momentum space, so that
there is only one direction of anisotropy, which in heavy-ion collisions would be given by the collision axis. We can
then parameterize f(p) = f˜(|p|, pz) and write
∂f(p)
∂pρ
=
∂f˜(|p|, pz)
∂|p|
piδiρ
|p| +
∂f˜(|p|, pz)
∂pz
δzρ
≡ −f˜1(|p|, pz)p
iδiρ
|p| − f˜2(|p|, p
z)δzρ. (450)
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From Eq. (448) and pρpνF
ρν = 0 one finds that pµWµ = 0, which leads to
Jµ(X) =
1
2
g2
∫
d3p
(2pi)3
pµ
|p|
(
f˜1(|p|, pz)W 0(X,v) + f˜2(|p|, pz)W z(X,v)
)
. (451)
In the isotropic case, f˜2 = 0, and only W
0 appears, whose equation of motion (448) involves only electric fields. In
the anisotropic case, however, W z enters, whose equation of motion contains the z component of the Lorentz force.
The structure of Eqs. (448) and (449) is such that only W 0 and W z participate nontrivially in the dynamical
evolution. A closed set of gauge-covariant equations is thus obtained when the hard-loop integral in Eq. (451) is
discretized with respect to the directions v
Jµ(X) = g2
∫
p2dp
(2pi)2
1
NW
∑
v
pµ
|p|
(
f˜1(|p|, pz)W 0v(X) + f˜2(|p|, pz)W zv (X)
)
≡ 1NW
∑
v
vµ
(
avW
0
v(X) + bvW
z
v (X)
)
, (452)
where the set of unit vectors v define a partition of the unit sphere in NW patches of equal area and vµ ≡ pµ/|p| =
(1,v). Although the quantity vµ is written as a four-vector it does not transform under Lorentz transformations as
a four-vector. It has been introduced here to stress the dependence of the color current (452) on the velocity v. The
coefficients av, bv are constants defined by
av = −g2
∫ ∞
0
p2dp
(2pi)2
f1(|p|, |p|vz), (453)
bv = −g2
∫ ∞
0
p2dp
(2pi)2
f2(|p|, |p|vz). (454)
Isotropic distribution functions f are characterized by av’s which are independent of v and vanishing bv’s.
The special choice for an anisotropic distribution function given by Eq. (342),
f˜(|p|, pz) = Cξfiso(
√
p2 + ξp2z), (455)
provides
av =
Cξm
2
D
(1 + ξv2z)
2
, bv = ξvzav, (456)
where mD is the Debye mass of the isotropic distribution from Eq. (455), that is
m2D ≡ g2
∫
d3p
(2pi)3
fiso(|p|)
|p| . (457)
In the following we shall often absorb the normalization constant into the Debye mass and use the abbreviation
m2 ≡ Cξm2D, (458)
which equals the mass parameter defined by Eq. (344), if the normalization constant Cξ is chosen according to
Eq. (346).
Discretization of the directions v can spoil the reflection properties of f1,2 and thus the covariant conservation of
the current (452). The latter can still be achieved when av and bv satisfy∑
v
avv = 0,
∑
v
bv = 0,
∑
v
bvv⊥ = 0, (459)
where v⊥ = v − vzez.
A suitable discretization of the sphere that fulfills the conditions (459) is given by a set of unit vectors v following
from regular spacing in z (the z-component of v) and ϕ according to
zi = −1 + (2i− 1)/Nz, i = 1 . . . Nz, ϕj = 2pij/Nϕ, j = 1 . . . Nϕ. (460)
The resulting ‘disco balls’ are such that they are covered with NW = Nz ×Nϕ curved tiles of equal area.
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Given a set of v, av, and bv satisfying the conditions (459), one needs to solve Eq. (452) together with the Yang-Mills
field equations and
vµD
µW ρv (X) = vν F
ρν(X), ρ = 0, 3. (461)
In temporal axial gauge A0 = 0, which is used in the simulations discussed here, the dynamical variables are Ai,
Ei = −A˙i, W 0v , and W zv , and Eq. (461) becomes
∂tW
ρ
v (X) = −v ·D W ρv (X) + vνF ρν(X). (462)
The gauge choice A0 = 0 is merely a convenience for the numerical simulations. When considering only gauge invariant
observables this gauge choice is not necessary, because all equations are gauge covariant and the current is covariantly
conserved.
Through Eq. (452) W 0v and W
z
v enter the dynamical evolution only in a linear combination. So in addition to the
gauge fields, only the NW auxiliary fields
Wv(X) = avW 0v(X) + bvW zv (X), (463)
need to be considered. The full hard-loop dynamics is then approximated by the following set of matrix-valued
equations
vµD
µWv = (avF 0µ + bvF zµ)vµ, (464)
DµF
µν = Jν =
1
NW
∑
v
vνWv, (465)
which can be systematically improved by increasing NW . The Gauss law constraint, which reads
DiF
i0 = −DiA˙i = J0 = 1NW
∑
v
Wv, (466)
is solely a redundant equation of motion in the temporal axial gauge. It can be used to monitor the quality of
numerical solutions in the course of simulated temporal evolution.
A similar discretization of the hard-loop dynamics, which uses a discrete set of vectors v, has been considered before
in (Rajantie and Hindmarsh, 1999) in the case of an isotropic plasma. A different possibility for discretization is a
decomposition of the slightly different auxiliary fields
W˜ (X,v) = g
∫ ∞
0
4pip2dp
(2pi)3
δf(X,p) (467)
into spherical harmonics (Arnold et al., 2005; Bodeker et al., 2000; Rajantie and Hindmarsh, 1999) and truncating at
a maximal angular momentum lmax.
Using the discretized auxiliary-field formalism as described above, a full hard-loop simulation for an SU(2) plasma
was carried out in (Rebhan et al., 2005b). The initial field configurations considered here evolve 1+1-dimensionally
and contain the most unstable modes for a given oblate momentum distribution (see Fig. 16). This study was extended
to the gauge group SU(3) and to 3+1 dimensions for SU(2) in (Rebhan et al., 2005a) and then to SU(4) and SU(5)
in (Ipp et al., 2011). The 3+1-dimensional SU(2) simulations were also performed in (Arnold et al., 2005), using
the discretization method based on spherical harmonics. Results of these studies are discussed in the two subsequent
subsections.
1. 1+1-dimensional simulations
By considering initial fields and currents, which are constant in the plane transverse to the beam or anisotropy
direction along the axis z, the complete dynamics of the unstable modes that appear for oblate momentum space
distributions at wave-vector k⊥ = 0 were studied in a 1+1-dimensional setting in (Rebhan et al., 2005a,b). These
modes discussed in Sec. VI.E dominate the system’s dynamics at late times. The coordinate space is effectively
dimensionally reduced, (X) → (t, z), and only Az(t, z) plays the role of a gauge field, while Ax,y(t, z) behave as
adjoint matter.
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Using temporal axial gauge, A0 = 0, the equations of motion for the dynamical fields can then be simplified to6
∂2t Ax = D
2
zAx − g2[Ay, [Ay, Ax]] + jx, (468a)
∂2t Ay = D
2
zAy − g2[Ax, [Ax, Ay]] + jy, (468b)
∂2t Az = −ig[Ax, DzAx]− ig[Ay, DzAy] + jz, (468c)
(∂t + v ·D)Wv = av(−v · ∂tA) + bv[−∂tAz +Dz(vxAx + vyAy)], (468d)
where D = ∇+ ig[A, . . . ], ∇ = (0, 0, ∂z), and j = 1NW
∑
v
vWv.
For oblate momentum distributions, ξ > 0, there are, as discussed in Sec. VI.E, unstable modes for the wave vectors
|kz| < kmax and sufficiently small k⊥. In the linear regime, where field amplitudes A are much smaller than k/g,
the time evolution is determined by the spectrum of plasmons (see Sec. VI.E) and all modes evolve independently.
Unstable modes grow exponentially with growth rate γ(k), which for a given value of kz is largest when k⊥ = 0. We
denote the scale of maximal growth by k∗ and the corresponding maximal growth rate by γ∗.
In the following we will review results from (Rebhan et al., 2005a,b) for the evolution of collective soft fields starting
from very small random fluctuations. If the initial field amplitudes are sufficiently small to allow for growth by a
large number of e-folds in the linear regime, the emerging field configurations are dominated by the modes of largest
growth rate. For ξ > 0 this will favor modes with |kz| ≈ k∗ and k⊥ ≈ 0. The special initial conditions with strictly
k⊥ = 0, i.e. modes which are constant in the x-y plane, should therefore be an idealization of particular interest.
All fields are then functions of only one spatial coordinate z, and the equations of motion are simplified according to
Eqs. (468).
Non-Abelian dynamics with such initial conditions was studied numerically in (Arnold and Lenaghan, 2004), but a
drastically simplified model for the induced current was used, namely
jALν = µ
2Aν , ν = x, y, (469)
where the mass parameter µ2 approximates the gluon polarization tensor. As shown in (Arnold and Lenaghan, 2004),
this correctly reflects the static limit of the anisotropic hard-loop effective action for fields that vary only in the
anisotropy direction, but it neglects its general frequency dependence and dynamical nonlinearity. Already at the
linearized level the former complication means that modes with vanishing wave vector, k = 0, are stable, see Fig. 16,
whereas the toy model (469) implies a growth rate γ =
√
µ2 − k2, which is maximal at k = 0, where it equals µ.
As follows from the results presented in Sec. VI.E, the anisotropic distribution function (455) with ξ > 0 leads to
γ∗ < k∗ < µ instead.
In simulations of the toy model defined by Eq. (469), the authors of (Arnold and Lenaghan, 2004) have found that
unstable non-Abelian modes, which are constant in the x-y plane, might behave very similarly to Abelian Weibel
instabilities also in the nonlinear regime. In the latter, they observed rapid Abelianization7, both locally and globally.
Use of the v-discretized equations of motion, (464) and (465), allows to extend the lattice simulations of (Arnold
and Lenaghan, 2004) to the full hard-loop effective theory (Rebhan et al., 2005a,b). We discuss results for the ‘disco-
ball’ discretization with NW = Nz × Nϕ = 100 × 20 = 2000, and mention results for coarser grids. For a detailed
description of the lattice implementation please refer to Appendix B of (Rebhan et al., 2005a).
When studying plasmas with massless constituents, one needs only a single dimensionful parameter - the Debye
mass (457) for instance - to define a system of units where all dimensionful quantities of interest are expressed by
the appropriate powers of the parameter. The authors of (Rebhan et al., 2005a,b) expressed dimensionful quantities
in terms of the asymptotic mass of transverse plasmons m∞, which in isotropic plasmas equals mD/
√
2, see the
dispersion relation (303). With the momentum distribution of plasma constituents given by Eq. (455), the asymptotic
mass is
m2∞ =
Cξ
2
Arctan
√
ξ√
ξ
m2D, (470)
and we note that the authors of (Rebhan et al., 2005a,b) used Cξ =
√
1 + ξ.
In the simulations (Rebhan et al., 2005a,b) a one-dimensional spatial lattice with periodic boundary conditions and
5,000 sites and lattice spacing a = 0.0707m−1∞ was used, so that the physical size is L ≈ 350m−1∞ .
6 Note that we use the conventions of Refs. (Rebhan et al., 2005a,b) here. The sign in D = ∇ + ig[A, . . . ] is different from our earlier
definition in Eq. (6). Changing the sign in the field strength tensor as well leaves the physics unaffected.
7 A discussion of the process of Abelianization is given in Appendix B.
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FIG. 20 The average current j⊥rms (black), j
z
rms (blue)
and rms charge density j0rms (red) for NW = 2000 us-
ing a collection of 4 runs with different random initial
conditions. Figure from (Rebhan et al., 2005a).
FIG. 21 Average energy densities in transverse/longitudinal
chromomagnetic/electric fields and the total energy density con-
tributed by hard particles. Each plot shows four different runs
using a different random seed. Figure from (Rebhan et al.,
2005a).
Currents and charge density
We start with a discussion of the growth of the currents and charge density caused by the unstable modes. Fig. 20
shows the evolution of the average root-mean-square transverse and longitudinal (with respect to the z-direction)
currents and charge density defined by
j⊥,z,0rms =
[ ∫ L
0
dz
L
2 Tr
[
(j⊥,z,0)2
]]1/2
. (471)
The transverse currents are seen to grow exponentially with a growth rate that is most of the time only slightly
below γ∗, except for a transitory reduction at the beginning of the nonlinear regime, when jrms ∼ m3∞/g. This
happens because the unstable modes with the wave vector along the axis z are responsible in the oblate plasma for
an exponential growth of Ax and Ay which are coupled to jx and jy, see Eqs. (468). The leading behavior of jx and
jy is as in Abelian plasmas that is it is determined by the terms in Eqs. (468a) and (468b) which are linear in A.
Growth of the currents along the z direction and the charge densities arises solely due to non-Abelian interactions.
Because only electric fields Ex and Ey were initialized at t = 0, the magnitudes of j
z and j0 are smaller than j⊥ but
their growth rates are double the one of j⊥, as the growth is driven by the gauge potentials Ax and Ay squared, see
Eq. (468c). The charge density j0 behaves as jz because they are coupled through the continuity equation.
Calculations using smaller NW lead to only slightly different behavior in the nonlinear regime, where higher NW
seems to be required to capture the precise variations of the subdominant components jz and j0.
Energy density
Fig. 21 shows how the exponentially growing energy that is transferred from hard modes (particles) to soft modes
(fields) gets distributed among chromomagnetic and chromoelectric fields. As the mechanism of Weibel instability,
which is explained in Sec. VI.C.1, suggests, the dominant contribution is in Bx and By, and it grows roughly with the
maximum rate γ∗, both in the linear as well as in the highly nonlinear regime, with a transitory slowdown in between.
Transverse electric fields behave similarly, and are suppressed by a factor of the order of (γ∗/k∗)2. Note that in the
model discussed in (Arnold and Lenaghan, 2004) the situation is different: Because k∗ is zero there, the dominant
energy component is from transverse electric fields, whereas the relative importance of magnetic fields drops with
time. In the 1+1-dimensional evolution, the transverse magnetic field component is the dominant one, both in the
linear and in the nonlinear regime.
The appearance of longitudinal contributions is again a purely non-Abelian effect. Their growth rate is double the
one in the transverse sector, and they begin to catch up with the latter when the nonlinear regime is reached. At this
point the general growth stalls for a time of order γ−1∗ . When the transverse magnetic field resumes its growth (with
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FIG. 22 The measure of ‘non-Abelianness’ C¯
defined by Eq. (472) as a function of time for
NW = 2000. Figure from (Rebhan et al.,
2005a).
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FIG. 23 Comparison of average energy densities for 3+1-dimensional
simulations with NW = 20, 100, 200 on 963, 883, 693 lattices. The thick
lines represent the total field energy density and the thin lines the com-
ponents of the field energy density. The inset shows late-time behavior
of the hard-loop energy density on a linear scale. Figure from (Rebhan
et al., 2005a).
the transverse electric field following with some delay), the respective longitudinal components drop for some time
before also starting to grow again.
Color correlations and Abelianization
For initial conditions where all fields point in the same color direction all over the spatial lattice, only strictly
exponential growth would occur once the stable modes have become of negligible importance. The behavior would
then be exactly the same as with Abelian Weibel instabilities, which grow exponentially until they come into conflict
with the assumptions of the hard-loop approximation (namely that the fields have only small effects on the trajectories
of the hard particles), whereupon isotropization is supposed to set in.
Apart from a brief transitory slowdown, the 1+1-dimensional simulations thus evolve similarly to Abelian instabil-
ities both in the linear and the strongly nonlinear domain (at least as far as the dominant transverse components are
concerned). In (Rebhan et al., 2005a) a measure of local ‘non-Abelianness’ was defined by
C¯[j] =
∫ L
0
dz
L
{
Tr
(
(i[jx, jy])
2
)}1/2
Tr (j2x + j
2
y)
, (472)
which coincides with the definition in (Arnold and Lenaghan, 2004) in the simplifying model (469), but is gauge
invariant in the full theory also when the restriction to 1+1-dimensional configurations is relaxed. If the field con-
figurations are Abelian (aligned in one color direction), C¯[j] vanishes because of the commutator in the numerator.
When the nonlinear regime is entered, C¯[j] is found to decay roughly exponentially, as seen in Fig. 22, but not as
fast as in the toy model of (Arnold and Lenaghan, 2004), which implies strong Abelianization in a 1+1-dimensional
system. Studies of the global Abelianization can be found in (Arnold and Lenaghan, 2004) and (Rebhan et al., 2005a)
but we omit their detailed discussion here because they are not very relevant for the more physical 3+1-dimensional
simulations.
2. 3+1-dimensional simulations
We now turn to the more realistic 3+1-dimensional dynamics which turns out to be qualitatively different from the
1+1-dimensional case. 3+1-dimensional systems were studied both in (Rebhan et al., 2005a), using the discretization
described above, as well as in (Arnold et al., 2005), where an expansion in spherical harmonics of Eq. (467) was used.
In the following we will present results from both groups.
Energy density
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The energy densities obtained using NW = 20, 100, and 200, with respective lattice sizes 963, 883, and 693 are
compared in Fig. 23. The initial conditions were taken to be vanishing color electric and magnetic fields and small
uncorrelated fluctuations in theW fields. The thick lines are the field energy densities provided by the particles (hard
modes) and the other various components of the field energy are shown for comparison but not labeled explicitly. The
fluctuations in the overall amplitude are due to the different random initial conditions used for each run.
In the linear regime, i.e., for amplitudes of gauge potentials much smaller than m∞/g, the differences are only
due to the different amount of initial energy densities in longitudinal and transverse components. In both the 3+1-
and 1+1-dimensional simulations, the dominant component is from transverse magnetic fields, followed by transverse
electric fields (suppressed by a factor of (γ∗/k∗)2 < 1). Longitudinal components are initially absent in the 1+1-
dimensional preparation of the system, but not in the full 3+1-dimensional case because of the different initial
conditions. Nevertheless, at the later stages of the linear evolution, they behave rather similarly. The regime where
specifically non-Abelian effects first come into play is also very similar in the two cases. However, whereas the unstable
modes in the 1+1-dimensional system eventually recover their initial growth rates of the linear regime, in the 3+1-
dimensional case the transversely non-constant modes seem to be the determining factor deeper into the nonlinear
regime. In Fig. 23 one sees subexponential behavior at late times, which in fact seems to tend to a linear growth.
Fig. 24 shows the results for the same quantities determined in SU(2) simulations by (Arnold et al., 2005). Here the
initial conditions chosen were Gaussian noise for the gauge fields A with an exponential fall-off in k. W represents
the energy density in the W˜ fields defined by Eq. (467). Again, there is an initial period of non-perturbative growth
that looks quite similar to the 1+1-dimensional case and to early conjectures about Abelianization, but eventually
the instabilities in 3+1-dimensions settle into a period characterized by linear rather than exponential growth of the
field energy density.
Color correlation and Abelianization
To study local Abelianization, the observable C, the three dimensional extension to the quantity (472), was com-
puted in (Arnold et al., 2005). It is defined by
C ≡ 3√
2
[∫
d3x
V
(
([jx, jy])
2 + ([jy, jz])
2 + ([jz, jx])
2
)]1/2
∫
d3x
V |j|2
, (473)
where [jx, jy]
2 ≡ abcjbxjcy amnjmx jny , etc. The normalization of C has been chosen so that C would be unity if the
components of j were independent random numbers with the same distribution. For an Abelian configuration, C
would be zero. Fig. 25 shows the time evolution of C in the SU(2) simulations of (Arnold et al., 2005). C drops
suddenly when non-linear (non-Abelian) interactions first become important, in agreement with the Abelianization
conjecture. However, in the 3+1-dimensional simulations, C later rises again all the way to unity, showing no local
Abelianization in the linear growth regime.
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FIG. 27 Field mode spectrum for the SU(2) simulation showing
saturation of soft field growth at f ∼ 1/g2 and an associated cascade
of energy to the UV as the simulation time increases. Figure from
(Strickland, 2007).
Furthermore, in Fig. 26 we display results from (Rebhan et al., 2005a) for the normalized size of the commutators
C¯2i,j = tr([ji, jj ])
2/(trj2i trj
2
j ) which give a measure of local Abelianization with respect to the three possible spatial
directions. As can be seen from this figure, there is initially Abelianization in the xy commutator starting at m∞t ∼ 40,
while the other two commutators show no evidence for Abelianization. At later times (m∞t & 60) the xy commutator
becomes less and less Abelian in agreement with Fig. 25 from (Arnold et al., 2005) and at late times, in the linear-
growth phase, the soft-current commutators are nearly isotropic. We will discuss the reason for differences between
the 1+1- and 3+1-dimensional simulations in Sec. VII.A.3.
Kolmogorov cascade
The regime of linear growth in non-expanding plasmas has been studied in more detail in (Arnold and Moore,
2006a) as well as in (Strickland, 2007) in the hard-loop framework. It was found that when the exponential growth of
the energy of magnetic fields ends, the long-wavelength modes associated with the instability stop growing, but the
energy cascades toward the ultraviolet (UV) in the form of plasmon excitations. This way a quasi-stationary state
with a power-law distribution k−2 of the plasmon mode population is created. This phenomenon was argued to be
very similar to Kolmogorov wave turbulence in hydrodynamics, where long-wavelength modes transfer their energy
to shorter ones without dissipation.
The mode occupancy after initial transients, as found in (Arnold and Moore, 2006a), is displayed on the left in
Fig. 28, showing that, in the infrared (IR), there are nonperturbatively large fields, while fields become perturbative
at larger wave number. On the right of Fig. 28 we show the time evolution. Each curve is time-averaged over a
certain time interval, and the central times of consecutive curves are spaced apart equally. Fig. 27 presents the mode
spectrum obtained in (Strickland, 2007). The IR occupancies remain nonperturbative but with stable amplitude,
while the UV occupancy increases. At any k, the occupancy rises and eventually saturates. The saturation point
progresses to larger k.
Both hard-loop frameworks provide a power-law fall-off spectrum f(k) ∝ k−ν with spectral index ν ' 2. This same
power law behavior was found for SU(2), SU(3), SU(4), and SU(5) (Ipp et al., 2011). For comparison, a thermal
spectrum is f(k) ∝ k−1 and cascades in scalar field theories during ‘preheating’ after cosmological inflation, for
example, typically display a power spectrum with various power laws at different stages, such as f(k) ∝ k−3/2 and
k−5/3 (Micha and Tkachev, 2004; Son, 1996).
Anisotropy dependence
We have described above how, in the 3+1-dimensional case, for small initial field fluctuations one observes the
crossover from perturbative, exponential growth of instabilities to the limiting late-time behavior. In fact, for tiny
initial conditions there is a significant spurt of continued exponential-like growth even after the field strength reaches
non-perturbatively large values. It is only later, at much higher energy, that linear growth finally sets in. In the
simulations presented in (Bodeker and Rummukainen, 2007), which extended those by (Arnold et al., 2005) to larger
anisotropies, this spurt of post-non-perturbative exponential growth for tiny initial conditions was found to become
much more significant for extreme anisotropy. Here, even at late times only exponential-like growth is found and
late-time linear behavior is absent. Given that the final spectrum behaves like ∼ k−1 and that saturation depends on
the lattice spacing, it is possible that the late-time behavior is ultimately linear but sets in at such large field energy
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FIG. 28 Soft gauge field power spectra: initial (left panel) and as a function of time (right panel). The IR fields are in a
quasi-steady state, and the energy cascades toward more UV modes. Figure from (Arnold and Moore, 2006a).
that the simulations cannot reproduce it because the compactness bound of the lattice is reached.
To determine how the late time behavior of the chromodynamic Weibel instabilities scales with the anisotropy of
the system, a detailed analysis was performed in (Arnold and Moore, 2007). It was found that the limiting magnetic
field strength of unstable modes scales with the anisotropy parameter ξ as
B∗ ∼ m
2
∞
g
ξ1/2, (474)
showing that the chromomagnetic fields can be very large in strongly anisotropic systems.
Let us explain how the result (474) was obtained. The exponential growth of the magnetic field due to unstable
modes ends when non-linear non-Abelian effects are no longer negligible - that is when the magnitude of the gauge
potential becomes as large as k/g, where k is absolute value of the characteristic wave vector of unstable soft modes.
Consequently, the order of magnitude estimate of the limiting magnetic field B∗ is
B∗ ∼ k
2
g
∼ m
2
∞
g
. (475)
This estimate holds in case of weak anisotropy, when the characteristic momentum of plasma constituents, which is
denoted as p, is of the same order in every direction. Then, the characteristic wave-vector of unstable modes k is
∼ gp. The situation changes when the plasma is strongly anisotropic (ξ  1), as the unstable modes can extend to
large wave-vectors. In case of extremely oblate systems discussed in Sec. VI.E.6, the Weibel mode exists up to infinite
kz, see Eq. (424). Therefore, in case of strong anisotropy, the z-component of the magnetic field is properly estimated
by Eq. (475) but the x- and y-components, where the wave-vector kz enters, can be much bigger. Therefore, the
estimate (475) is modified as
B∗ ∼ m
2
∞
g
ξα, (476)
where the exponent α is to be determined by the slope of the late-time linear growth of the magnetic field energy
density and its dependence on the anisotropy. The argument goes as follows.
The increasing energy of magnetic fields comes from the unstable modes, which take energy from the hard particles
and dump it into the cascade of plasmons. Imagine that a large fraction of the magnetic energy density EB∗ stored
in the unstable modes were abruptly transferred to the cascade of plasmons. One asks how long would it take the
unstable modes to grow back to their original, limiting size? The time should be of order the inverse instability growth
rate t ∼ γ−1 ∼ m−1∞ . So, the rate at which the total magnetic energy changes due to the cascade is expected to be of
order γEB∗ :
dEBtot
dt
≡ d
dt
(1
2
B2
)
tot
∼ γEB∗ ∼ γB2∗ ∼
m5∞
g2
ξ2α, (477)
where the estimate (476) is used. The simulations presented in (Arnold and Moore, 2007) allowed one to measure
how the time derivative (477) scales with ξ , providing the desired exponent α = 1/2 which enters Eq. (476) and gives
the final formula (474).
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FIG. 29 Magnetic field energy density as a function of time for the 2D+3V SU(2) simulation. The solid line is for the
straightforward dimensional reduction of (478a). The dashed line is a simulation that does not include the out-of-plane
component Ax. Figure from (Arnold and Leang, 2007).
3. 2+1-dimensional simulations
Why does one find strong qualitative differences in the late time behavior of the non-Abelian instability development
between one- and three-dimensional simulations? Three-dimensional simulations include variations of the fields and
distributions in all spatial directions, while in one-dimensional simulations one assumes that fields and distributions
vary only in one spatial direction z, as Aµ(t, z) and δf(t, z,p). However, particle momenta p are still treated three-
dimensionally and all three spatial components of the gauge field (Ax, Ay, Az) are included (the gauge condition is
A0 = 0). It is necessary to include the x- and y-components in order to describe magnetic physics at all. Otherwise
Weibel instabilities could not be studied. The origin of the differences between one- and three-dimensional simulations
can be found by investigating the intermediate case of two spatial dimensions (Arnold and Leang, 2007).
Let us adopt the classification of dimensionalities from traditional plasma physics nD+mV, where n indicates the
spatial dimensionality and m that of the velocity (momentum). For the 2D+3V dimensional simulations one has two
possibilities for dimensional reduction. First, one can proceed as in the 1D+3V case and retain all components of the
gauge potential, but have the fields and distributions only depend on two spatial dimensions:
Aµ = Aµ(t, y, z) , µ = t, x, y, z, (478a)
δf = δf(t, y, z,p). (478b)
For this case, it was found in the SU(2) simulations by (Arnold and Leang, 2007) that the system evolves similarly
to the 1D+3V case: instability growth continues exponentially even after non-Abelian interactions become relevant
(black line in Fig. 29). On the other hand, if one eliminates the component Ax, which lies outside of the y-z-plane,
by setting Ax = 0, one obtains behavior similar to the 3D+3V simulation, where energy growth at late times is linear
rather than exponential (dashed blue line in Fig. 29).
For the moderately anisotropic particle distributions simulated in (Arnold and Leang, 2007), the authors explain
the results the following way. Non-abelian effects will prevent late-time exponential growth if and only if no gauge-field
components are included outside of the subset of spatial dimensions simulated. In one dimension one has no choice:
unless such components are included, one cannot simulate magnetic fields and so cannot study the Weibel instability
at all. In three dimensions, one automatically includes all components. For two dimensions one has a choice leading
to the two qualitatively different results described above.
Formally, the difference between gauge field components in and out of the subset of spatial dimensions is that
the ones within the subset (like Ay and Az in two dimensions) are gauge fields in the dimensionally reduced theory,
while those outside (like Ax) represent adjoint-charge scalars. There is a significant difference between gauge fields
and scalars. Gauge fields can always be transformed locally to A = 0, but scalars cannot. In the two-dimensional
theory, the squared amplitude AaxA
a
x is locally gauge invariant and can have physical consequences. The authors
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of (Arnold and Leang, 2007) argue that it suppresses via the Higgs mechanism all color fields except those in color
directions commuting with Aax. If the unsuppressed fields commute with each other, non-Abelian effects will not
prevent instability growth, equivalent to the ‘abelianization’ mechanism discussed above and in Appendix B.
B. Expanding Hard-Loop simulations
The simulations discussed thus far were all performed in a static box with fixed momentum-space anisotropy.
The quark-gluon plasma produced in relativistic heavy-ion collisions is not kept in a fixed box, but instead rapidly
expands in vacuum. In particular, at early times the system primarily expands in the longitudinal direction which
drives the emergence of large momentum-space anisotropies in the first place. To take into account the effect of
expansion, the hard-loop formalism for anisotropic plasmas in a stationary geometry was extended to the case of
a boost-invariant longitudinally expanding distribution of plasma particles in (Romatschke and Rebhan, 2006). In
this way, the hard-expanding-loop (HEL) effective theory was formulated. The essentially Abelian weak-field regime
was derived semi-analytically in (Romatschke and Rebhan, 2006) and further worked out in (Rebhan and Steineder,
2010). The main finding is that the counterplay of increasing anisotropy and decreasing plasma density lets Weibel
instabilities grow exponentially in the square root of proper time, with more and more modes becoming unstable
as time goes on, but each one experiencing a certain delay before growth kicks in. However, the onset of growth
appears to be much earlier when the unstable modes are initiated with fluctuations of chromodynamic currents than
of chromodynamic fields.
The first numerical study of the evolution of genuinely non-Abelian plasma instabilities in a longitudinally expanding
plasma was performed in (Rebhan et al., 2008), using a lattice discretization of the HEL effective theory and doing
1D+3V simulations. The setting was extended to the 3D+3V case in (Attems et al., 2013) where a rich sample of
simulation results was presented. Here we review the HEL effective theory and present the most important numerical
results.
In a stationary but possibly anisotropic geometry, the background distribution f0 of plasma constituents only
depends on momenta. We now consider the generalization to a plasma expanding longitudinally, which should be a
good approximation for the initial stage of a parton system produced in a heavy ion collision as long as the transverse
dimension of the system is sufficiently large. Assuming, furthermore, boost invariance in rapidity (Bjorken, 1983)
and isotropy and homogeneity in the transverse directions, the unperturbed distribution function f0, being a Lorentz
scalar, has the form (Baym, 1984; Mueller, 2000)
f0(t,x,p) = f0(t, z, p⊥, pz) = f0(τ, p⊥, p′z), (479)
where the transformed longitudinal momentum is
p′z = γ(pz − βp0), β = z/t, γ = t/τ, τ =
√
t2 − z2, (480)
with p0 =
√
p2⊥ + p2z for ultrarelativistic (massless) particles. The distribution function (479) satisfies the free trans-
port equation
p · ∂ f0(t,x,p) = 0. (481)
In the following, we use comoving coordinates with the proper time τ and space-time rapidity η defined as
t = τ cosh η, z = τ sinh η. (482)
We follow the notation from (Rebhan et al., 2008) where x˜α = (xτ , xi, xη) = (τ, x1, x2, η) with indices from the
beginning of the Greek alphabet for these new coordinates. The indices i, j, . . . = 1, 2 are restricted to the two
transverse spatial coordinates. The space-time interval ds2 = dτ2 − dx2⊥ − τ2dη2 defines the diagonal metric tensor
gαβ as gττ= 1, gij = −δij , gηη = −τ−2.
The Yang-Mills or non-Abelian Maxwell equations can be written compactly as
1
τ
D˜α(τF˜
αβ) ≡ 1
τ
D˜α
[
τgαγ(τ)gβδ(τ)F˜γδ
]
= j˜β . (483)
The metric tensor is explicitly written in Eq. (483) to emphasize that it is important now to keep track of indices
being ‘up’ or ‘down’.
The momentum-space rapidity y for the massless particles is defined as
pµ = p⊥(cosh y, cosφ, sinφ, sinh y), (484)
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and in comoving coordinates, we then have
p˜τ =
√
p2⊥ + τ2(p˜η)2 = cosh η p
0 − sinh η pz = p⊥ cosh(y − η), (485)
p˜η = −p˜η/τ2 = (cosh η pz − sinh η p0)/τ = p′z/τ = p⊥ sinh(y − η)/τ. (486)
Instead of vµ = pµ/p0 containing a unit 3-vector v that enters Eqs. (464) and (465), we will use the new quantity
V˜ α =
p˜α
p⊥
=
(
cosh(y − η), cosφ, sinφ, 1
τ
sinh(y − η)
)
, (487)
which is normalized so that it has a unit 2-vector in the transverse plane and V˜ αV˜α = 0.
The transport equation (481), involving space-time derivatives at fixed p⊥ and pz, can be rewritten as
(p˜ · ∂˜)f0
∣∣∣
y,p⊥
= 0. (488)
Because
p˜τ∂τ p˜η(x˜)
∣∣∣
y,p⊥
= −p2⊥ sinh(y − η) cosh(y − η) = −p˜η∂ηp˜η(x˜)
∣∣∣
y,p⊥
(489)
the equation is solved by f0(t,x,p) = f0(p⊥, p˜η(x)) = f0(p⊥,−p′z(x)τ(x)).
Following (Romatschke and Rebhan, 2006) and (Rebhan et al., 2008), we introduce
f0(t,x,p) = fiso
(√
p2⊥ +
(p′zτ
τiso
)2)
= fiso
(√
p2⊥ + p˜2η/τ
2
iso
)
, (490)
which corresponds to local isotropy on the hypersurface τ = τiso, and increasingly oblate momentum space anisotropy
at τ > τiso (but prolate anisotropy for τ < τiso). Since a plasma description does not make sense at arbitrarily
small times and so time evolution will have to start at a nonzero proper time τ0, the time τiso may be entirely
fictitious in the sense of pertaining to the pre-plasma (“glasma”) phase (Lappi and McLerran, 2006; Romatschke and
Venugopalan, 2006b). This is the case in the numerical simulations reviewed, where the starting point was an already
oblate anisotropy, using τiso < τ0.
The distribution function (490) has the same form as the ansatz (342) but the anisotropy parameter ξ is now
space-time dependent according to
ξ(τ) = (τ/τiso)
2 − 1. (491)
The behavior ξ ∼ τ2 at large τ is a consequence of having a free-streaming background distribution. In a more
realistic collisional plasma, ξ will grow more slowly than this. In the first stage of the original bottom-up scenario
(Mueller et al., 2006), where plasma instabilities are ignored, one would have had ξ ∼ τ2/3. In (Bodeker, 2005) it
was advocated that plasma instabilities reduce the exponent to ξ ∼ τ1/2, whereas (Arnold and Moore, 2007) argued
in favor of ξ ∼ τ1/4. All these scenarios have ξ  1, so (Rebhan et al., 2008) concentrated on the case τiso < τ0 and
thus high anisotropy for all τ > τ0, but in the idealized case of a collisionless free-streaming expansion.
Transforming the gauge-covariant Vlasov equation to comoving coordinates one can write
V˜ · D˜ δfa(x˜,p⊥, p˜η)
∣∣
p
= gV˜ αF˜ aαβ ∂˜
β
(p)f0(p⊥, p˜η), (492)
where the derivative on the left-hand side has to be taken at fixed pµ as opposed to fixed p˜α. On the right-hand side
the derivative with respect to momenta is at fixed x, but the transformation from x to x˜ does not depend on momenta
anyway. However, in the following it will be important to write the right-hand side in terms of ∂˜β(p)f0(p⊥, p˜η) with
index up so that this factor depends only on p⊥ and p˜η and not on τ . This means, in particular, that p ·∂ (∂˜β(p)f0)|p =
p˜ · ∂˜ (∂˜β(p)f0)|p = 0.
As done above in the static case (cf. Eqs. (447a) and (448)), one can solve Eq. (492) by introducing auxiliary fields
W˜β(x˜, φ, y) defined by
δf(x˜,p⊥, p˜η) = −gW˜β(x˜, φ, y)∂˜β(p)f0(p⊥, p˜η), (493)
which satisfy
V˜ · D˜ W˜β(x˜, φ, y)
∣∣
φ,y
= V˜ αF˜βα(x˜). (494)
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FIG. 30 Temporal evolution of the field energy density and energy gain rate (500) multiplied by an extra factor of τ0. The
results come from Abelian (left panel) and non-Abelian (right panel) 1D+3V simulations initialized with the FGM initial
conditions. Figure from (Rebhan et al., 2008).
Note that the equation of motion (494) is formally the same as in the static geometry (448) only when written for
W˜β(x˜, φ, y) with lower index.
Expressed in terms of the auxiliary field W˜ , the induced current in comoving coordinates reads
j˜α(x˜) = −g
2tR
2
∫
d3p
(2pi)3
1
p0
p˜α
∂f0(p⊥, p˜η)
∂p˜β
W˜β(x˜, φ, y)
= −g2tR
∫ ∞
0
p⊥dp⊥
8pi2
∫ 2pi
0
dφ
2pi
∫ ∞
−∞
dy p˜α
∂f0(p⊥, p˜η)
∂p˜β
W˜β(x˜, φ, y), (495)
where for each (φ, y), i.e. fixed v, the transverse momentum p⊥ ≡ |p⊥| (related to energy by p0 = p⊥ cosh y) can be
integrated out. Here tR is a suitably normalized group factor.
Now the Yang-Mills equation (483) with the current (495) and the Vlasov equation (494) are solved numerically.
For this purpose the comoving temporal axial gauge Aτ = 0 is chosen and one introduces canonical conjugate field
momenta defined as
Πi(x˜) ≡ τ∂τAi(x˜), Πη(x˜) ≡ 1
τ
∂τAη(x˜). (496)
We note that the comoving electric fields in the x-y-plane equals Ei = τ−1Πi = ∂τAi. For more details on the
particular numerical implementation for the 1+1- and 3+1-dimensional simulations see (Rebhan et al., 2008) and
(Attems et al., 2013), respectively.
Below we review the 1D+3V-simulations (Rebhan et al., 2008). Results on energy density and pressure as well as
on energy spectra obtained in more complete 3D+3V simulations (Attems et al., 2013) are qualitatively very similar.
Color correlators have not been studied in the expanding 3D+3V setting.
Energy density and pressure
Figs. 30 and 31 show results obtained using initial seed fields which reflect the spectral properties derived by
Fukushima, Gelis, and McLerran (FGM) within the Color-Glass-Condensate (CGC) framework (Fukushima et al.,
2007), with a Debye mass corresponding to the estimates of the ‘gluon liberation factor’ c found in (Kovchegov, 2001;
Lappi, 2008) (see Appendix in (Rebhan et al., 2008) for details).
Various components of energy density and pressure, which are obtained in the simulations, are defined through the
energy-momentum tensors of fields and of massless particles
Tµνfield ≡ tr
[
FµρF
ρν +
1
4
gµνFρσ F
ρσ
]
, (497)
Tµνparticle ≡
∫
d3p
(2pi)3
pµpν
Ep
f(p), (498)
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FIG. 31 Results from non-Abelian 1D+3V simulations initialized with the FGM initial conditions. The left panel shows the
longitudinal and transverse pressures along with the numerical Gauss law violation. The right panel presents the correlations
ξA[j], ξ[j], and C¯[j]. Figure from (Rebhan et al., 2008).
which are equated to the energy-momentum tensor of an anisotropic fluid in a local rest frame
Tµνfluid ≡

ε 0 0 0
0 PT 0 0
0 0 PT 0
0 0 0 PL
 . (499)
The three energy-momentum tensors are assumed to be traceless Tµµ = 0. Since the fields are split into longitudinal
and transverse components with respect to the anisotropy axis z, the field energy density is decomposed as ε = εL+εT .
Computing the diagonal components of Tµνfluid one finds that PT = εL and PL = εT − εL.
The energy densities presented in the left panel of Fig. 30 were obtained from an Abelian run of the 1D+3V
simulation, in which all fields were constrained to initially point in the same direction in color space. The x- and
y-components of electric and magnetic fields (transverse fields) vanish and the Gauss law is satisfied within machine
precision. The field pressures are PT = −PL = ε = εL. The right panel of Fig. 30 shows analogous results of
non-Abelian SU(2) simulations. As can be seen, at early times there is equal partitioning between chromoelectric and
chromomagnetic fields which both initially decrease and then begin to grow exponentially with transverse chromomag-
netic fields dominating for nearly the entire run. Longitudinal field energies, which vanish initially, grow exponentially
with a rate about twice of that of the transverse fields, but almost saturate when the nonlinear regime is reached.
This translates into the generation of exponentially large longitudinal pressure as shown in the left panel of Fig. 31. In
contrast to the non-expanding system, we do not observe a linear growth regime of energy density in the non-Abelian
regime. Instead, there is only a small reduction of the exponential growth which persists to much longer times. The
reason of this behavior is presumably the same as in the case of extreme anisotropy in static geometry discussed in
Sec. VII.A.2, because the free streaming expansion leads to the strong increase of anisotropy.
In the right panel of Fig. 30, there is also shown the gain rate of the energy density. We note that because of
the expansion, the total energy is not conserved, even when the induced current is identically zero. The energy gain
shown in the figure is defined as the gain in energy density of the field modes minus the change in energy density at
vanishing current, caused by the expansion (Rebhan et al., 2008; Romatschke and Venugopalan, 2006b). The rate
equals
R energy gain ≡ dE
dτ
+
2
τ
ET , (500)
where ET is the transverse component of the field energy density.
Color correlations and Abelianization
The right panel of Fig. 31 shows various measures of the color correlations of the chromodynamic fields. The
measure of ‘non-Abelianness’ C¯[j] is defined as in the static case Eq. (472), but dz is replaced by dη and L by Lη. In
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FIG. 32 Fourier spectrum of the color-traced conjugate field momenta, obtained from (left) Abelian and (right) non-Abelian
runs with FGM initial conditions. The lowest (bold green) line indicates the starting spectrum and the uppermost (bold red)
line indicates the final spectrum. In the right panel the bold blue line indicates the ‘non-Abelian point’ at τ/τ0 ∼ 55 when all
field components become approximately the same order of magnitude. The Abelian and non-Abelian spectra were obtained by
analyzing the currents produced during the runs shown in Figs. 30 and 31, respectively. Figure from (Rebhan et al., 2008).
order to further study the color correlations of the chromo-fields in spatial rapidity, η, the quantity
χA(ξ) =
N2c − 1
2Nc
∫ Lη
0
dη
Lη
Tr
{
(i[ji(η + ξ),U(η + ξ, η)jj(η)])2
}
Tr {j2k(η + ξ)}Tr {j2l (η)}
, (501)
was also defined. U(η′, η) is the adjoint-representation parallel transport from η to η′. When colors are completely
uncorrelated over a distance ξ, this quantity equals unity; if they point in the same direction, this quantity vanishes.
Then the Abelianization correlation length ξA is defined as the smallest distance where χA is larger than 1/2,
ξA[j] = min
χA(ξ)≥1/2
(ξ), (502)
and compared with a general correlation length, which does not focus on color, defined through the gauge invariant
function
χ(ξ) =
∫ Lη
0
dηTr {ji(η + ξ)U(η + ξ, η)ji(η)}∫ Lη
0
dηTr {jl(η)jl(η)}
. (503)
This function vanishes when fields are uncorrelated over a distance ξ, and it is normalized such that χ(0) = 1. Thus,
the general correlation length is defined by
ξ[j] = min
χ(ξ)≤1/2
(ξ). (504)
The right panel of Fig. 31 shows that the system becomes Abelianized with large color correlation length, ξA[j], when
the fields have grown such that nonlinear self-interactions would become important.
Spectral analysis
In order to gain more understanding of the momentum-space dynamics of the fields, the authors of (Rebhan et al.,
2008) considered the quantity
tr
[
Π2(τ, ν)
]
= tr
[
Πi(τ, ν) Πi(τ, ν) + τ2Πη(τ, ν) Πη(τ, ν)
]
, (505)
where Πα(τ, ν) is the Fourier transformed conjugate field momentum (496), that is
Πα(τ, ν) =
∫
dη eiνη Πα(τ, η), (506)
and the trace is taken over colors. Since Πα(τ, η) is real and even as a function of η, Πα(τ, ν) is also real. The quantity
(505) corresponds to the energy of mode ν of the electric field in a comoving frame.
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The left panel of Fig. 32 shows the ν-spectrum of tr[Π2] resulting from analysis of the induced current from the
Abelian run shown in the left panel of Fig. 30. In the right panel of Fig. 32, the spectrum resulting from analysis of
the induced current from the non-Abelian run shown in the right panel of Fig. 30 is given. The lowest (bold green)
line indicates the starting spectrum, the bold blue line indicates the ‘non-Abelian point’ at which all field components
become approximately equal in magnitude, and the uppermost (bold red) line shows the final spectrum obtained. As
can be seen from this figure, there is a strong qualitative difference between the Abelian and non-Abelian spectra
with the former maintaining the spectral cutoff imposed on the initial condition and the latter ‘cascading’ energy to
higher and higher momentum modes starting already at very early times. This is similar to earlier results for the
spectra induced by instability growth in a static geometry (Arnold and Moore, 2006b).
Surprisingly, in the right panel of Fig. 32 one sees that, at the ‘non-Abelian point’ indicated by the bold blue line,
the low frequency modes have generated a quasi-thermal (Boltzmann) distribution up to ν ∼ 80. In the static case
the distribution also becomes quasi thermal at intermediate times but then turns into a power-law at late times.
In the expanding case the evolution is delayed due to the dynamic weakening of the fields such that the power law
spectrum is expected to be achieved much later. Simulations of the classical Yang-Mills dynamics, to be discussed in
the following section, indeed show that the spectrum develops a power law tail at later times, even in the expanding
case. The late time regime can however not be simulated within the hard loop approximation because the assumption
of negligible back reaction on the hard modes becomes invalid once the fields are sufficiently strong.
C. Pure field classical simulations
The hard-loop approach discussed in Secs. VII.A and VII.B relies on a large separation of momentum scales between
the soft modes corresponding to fields and the hard modes represented by quasiparticles. This requires a sufficiently
small gauge coupling g and thus limits applicability of the results to the weakly coupled regime. One wonders what
happens when the scale separation between the hard and soft modes is no longer so large or when the initial fields
have sizable amplitudes. Nonperturbative studies addressing this question have been performed in the framework of
fully classical simulations. Their applicability to quark-gluon plasma from relativistic heavy-ion collisions is justified,
at least partially, by an expectation of large occupation numbers of soft plasma modes which drive the system’s
dynamics. In the subsequent two sections we briefly review two classes of such approaches: the pure field simulations,
where particles are completely absent but their role is taken by high momentum field modes, and the Wong-Yang-Mills
simulations where classical color particles interact with classical chromodynamic fields.
1. Classical-statistical lattice gauge theory
Our discussion of the pure field classical approaches starts with the classical-statistical lattice gauge theory, as
formulated by Berges et al. (Berges et al., 2009a, 2008) who studied anisotropic non-Abelian plasmas. The work
begins from the Wilsonian lattice action for an SU(Nc) gauge theory in a discretized Minkowski space-time (Wilson,
1974). Since the work’s objective is to simulate the temporal evolution of the plasma, the action is written in the
form appropriate for the Hamiltonian formulation by (Kogut and Susskind, 1975) where the lattice spacing in the
time direction ∆t differs from that in the spatial directions a. The action reads
S[U ] = −β0
∑
x
3∑
i=1
[
1
2Tr1
(
TrU0,i(x) + TrU
†
0,i(x)
)
− 1
]
+ βs
∑
x
3∑
i,j=1
i<j
[
1
2Tr1
(
TrUi,j(x) + TrU
†
i,j(x)
)
− 1
]
, (507)
where the plaquette Uµ,ν(x) is defined as
Uµ,ν(x) = Uµ(x)Uν(x+ µˆ)U
†
µ(x+ νˆ)U
†
ν (x), (508)
with the link or parallel transporter given by
Uµ(x) = e
igaµAµ(x). (509)
The index µ on the link Uµ is not a Lorentz index, but merely indicates the link’s direction. The shift µˆ is one lattice
spacing aµ in length with a0 = ∆t and ai = a, i = 1, 2, 3. The gauge potential is in the fundamental representation,
see Sec. II.A, and so are the links (508). Consequently, Tr1 = Nc. The sum in Eq. (507) is performed over all
elementary squares - plaquettes - in the discretized Minkowski space-time. The parameters β0 and βs are chosen as
β0 ≡ 2 aTr1
g2 ∆t
, βs ≡ 2 ∆tTr1
g2 a
, (510)
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to obtain a proper continuum limit. Indeed, when ∆t → 0 and a → 0, the action (507) with the constants (510)
reduces to the classical action of gauge fields corresponding to the first term of Eq. (5). As is well known, the
lattice action (507) violates translational and rotational symmetries of space-time but the gauge symmetry is exactly
preserved.
To proceed toward the Hamiltonian formulation, one goes to the temporal axial gauge, A0 = 0. In the continuum
limit, the canonical variables and conjugate momenta are then the gauge potentials and electric fields. In the lattice
formulation, the gauge A0 = 0 fixes all temporal links to identity, U0(x) = 1, and one uses as canonical variables and
conjugate momenta the spatial links Uj(x) and temporal plaquettes U0,j(x) which are related to the gauge potentials
and electric fields in the adjoint representation as
Abj(x) =
2i
ag
Tr
(
τ bUj(x)
)
, (511)
Ebj (x) =
2i
a∆t g
Tr
(
τ bU0,j(x)
)
. (512)
The relations (511) and (512) hold, strictly speaking, when ∆t → 0 and a → 0. We note that the lower and upper
spatial indices i, j are not distinguished in this subsection.
Varying the action (507) with respect to Uj(x) yields a leapfrog-type update rule for the electric field
Ebj (t+ ∆t,x) = E
b
j (t,x) +
i∆t
ga3
∑
k
[
Tr
[
τ bUj(x)Uk(x+ jˆ)U
†
j (x+ kˆ)U
†
k(x)
]
+ Tr
[
τ bUj(x)U
†
k(x+ jˆ − kˆ)U†j (x− kˆ)Uk(x− kˆ)
]]
. (513)
Therefore, Ebj (t+ ∆t,x) can be computed from the electric fields and the spatial links at time t. Then, one computes
the temporal plaquette U0,j(x) satisfying Eq. (512) which is further used to evolve the links as
Uj(t+ ∆t,x) = U0,j(x)Uj(x). (514)
Repeating the three steps n-times, one gets the electric fields and links at the time t+n∆t. It should be remembered
that, throughout the whole temporal evolution, the fields and links must obey the Gauss law constraint
3∑
j=1
(
Ebj (x)− U†j (x− jˆ)Ebj (x− jˆ)Uj(x− jˆ)
)
= 0, (515)
which is obtained by varying the action (507) with respect to temporal links U0(x) before the gauge condition A
0 = 0
is imposed. The coupling g can be scaled out of the equations of motion and one typically puts g = 1 for the
simulations. While g is irrelevant for the classical dynamics, it reappears when calculating physical observables.
From the action (507) one can derive the energy density (see e.g. (Montvay and Muenster, 1997)) expressed through
the spatial links and temporal plaquette. In the case of the SU(2) gauge group, the energy density is
ε(x) =
1
4g2a4
[
a2
∆t2
3∑
j=1
(
2− TrU0,j(x)
)
+
3∑
j,k=1
j<k
(
2− TrUj,k(x)
)]
, (516)
and for SU(3) it reads
ε(x) =
1
g2a4
[
a2
∆t2
3∑
j=1
(
6− TrU0,j(x)− TrUj,0(x)
)
+
3∑
j,k=1
j<k
(
6− TrUj,k(x)− TrUk,j(x)
)]
. (517)
To generate an unstable system, the gauge potentials, which are Fourier transformed with respect to the spatial
variable x, are initialized in (Berges et al., 2009a, 2008) with an anisotropic distribution
〈|Abj(t = 0,p)|2〉 =
A˜2
(2pi)3/2∆2∆z
exp
(
−p
2
x + p
2
y
2∆2
− p
2
z
2∆2z
)
, (518)
with ∆z  ∆, which corresponds to the strongly oblate momentum distribution. The parameter ∆ controls the
transverse momentum of gluons and can be associated with the saturation scale Qs. The equations of motion are
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solved numerically for a set of initial configurations sampled according to Eq. (518) and expectation values are
computed as averages over the results from the individual runs.
Fig. 33 shows the temporal evolution of the color-averaged squared modulus of the Fourier transform of the gauge
field A(t,p) in three spatial dimensions for two different momenta p parallel to the z-axis. They are displayed as
a function of time, normalized by the corresponding initial values. For comparison, the SU(3) results are shown
together with the corresponding SU(2) results. The plotted low-momentum modes clearly show exponential growth
starting at the very beginning of the simulation. Initially, only the band of unstable modes (see e.g. Fig. 16) grows
but at later times the cascading toward higher modes begins. This manifests itself in two stages of growth for the
intermediate modes, which have been dubbed ‘primary’ and ‘secondary’ instabilities by (Berges et al., 2009a, 2008).
For both gauge groups the behavior is qualitatively very similar.
Fig. 34 displays the momentum dependence of the growth rates for 〈|A(t,p)|2〉 obtained from an exponential fit,
which is done separately for the primary and secondary growth rates. One observes that while the primary rates are
approximately 25% bigger for SU(2), the secondary rates agree within the given errors. The primary growth rates
in SU(2) and SU(3) differ because, when initializing at the same energy density, the initial field amplitudes in the
two theories are different. This leads to a different characteristic self-energy contribution to the primary growth rate,
explaining the observed difference between the gauge theories.
In order to obtain an estimate of the growth rate in physical units for the SU(3) case, the simulations were performed
in (Berges et al., 2009a, 2008) for initial energy densities from the interval 5÷100 GeV/fm3 which covers the expected
range of RHIC and LHC experiments. The inverse of the maximum primary growth rate for |A(t,p)|2 is
γ−1max ' 1.3÷ 2.4 fm/c. (519)
The result is rather insensitive to the initial energy density because it scales with the fourth root of ε.
Because the secondary growth rates are larger, a certain range of higher momentum modes can ‘catch up’ with
initially faster growing infrared modes before the exponential growth stops, as seen in Fig. 33. This leads to a relatively
fast effective isotropization of a finite momentum range, while higher momentum modes do not isotropize on a time
scale characterized by plasma instabilities.
To be more quantitative, let us review the results on isotropization from (Berges et al., 2009a). In terms of the
local energy density (517), the isotropization can be quantified by the ratio of spatially Fourier transformed energy
densities
ε(t,pL)
ε(t,pT )
with pL ‖ zˆ & pT ⊥ zˆ & |pL| = |pT |. (520)
If, at some time t, the system reaches a truly isotropic state, the mean absolute value of the ratio (520) is one for all
momenta. For the SU(3) case the time evolution of the ratio is depicted in Fig. 35 for several momenta. One observes
that the low-momentum modes of the energy density isotropize, while the high-momentum modes remain anisotropic
after the instability growth ends. The Fourier components of ε become isotropic up to approximately |p|/ε1/4 ' 1÷2
at the time of saturation of t ' 150 ε−1/4. Using the same values for the physical energy density ε as for the maximal
86
10-12
10-10
10-8
10-6
10-4
10-2
100
102
 0  50  100  150  200  250  300
〈|ε
(t,p
L) 
/ ε
(t,p
T)|
〉
t ⋅  ε 1/4
p=0.2ε 1/4
p=0.8ε 1/4
p=2.0ε 1/4
p=3.5ε 1/4
FIG. 35 The ratio of the longitudinal and transverse modes of the Fourier transformed energy density for several momenta.
Figure from (Berges et al., 2009a).
growth rate (519), one finds effective isotropization up to a characteristic momentum of about
|p| . 1 GeV, (521)
which is approximately the same as in the case of SU(2) gauge theory (Berges et al., 2008). Although complete
isotropization does not occur on short timescales, the effectively isotropic pressure in the low-momentum range is a
crucial ingredient for the validity of the hydrodynamic description of the plasma. Complete isotropization may not
be necessary to account for its successful applications to experimental data from RHIC and LHC.
Recent developments in the classical-statistical lattice simulations are briefly reviewed in Sec. VII.C.3.
2. Color glass condensate and glasma
We are now going to discuss not just a method to simulate unstable quark-gluon plasma but an effective theory of
the early stage of relativistic heavy-ion collisions which is known as the Color Glass Condensate (CGC). For a broad
presentation, see the review articles (Gelis, 2013; Gelis et al., 2010; Iancu and Venugopalan, 2003).
The term CGC refers to the state of matter produced in high-energy collisions: ‘color’ because gluons are colored,
‘glass’ in analogy to the disordered systems like actual glasses, and ‘condensate’ due to very high occupation numbers
of soft gluons resembling a Bose condensate. Since the density of small x or ‘wee’ partons per transverse area of
colliding nuclei is expected to be large, the corresponding momentum scale Qs is also large, when compared to
the QCD scale parameter ΛQCD. Consequently, the coupling constant αs is presumably sufficiently small for an
applicability of perturbative methods. However, the system is not weakly but rather strongly interacting because of
the high occupation numbers of color charges.
Our attention here will be focused on the ‘glasma’ - the phase created by two colliding CGCs that precedes the
formation of an equilibrated quark-gluon plasma. It is rather a system of strongly interacting classical chromodynamic
fields than a dilute gas of partons. Similarly to the systems discussed in Sec. VII.B, the glasma is strongly anisotropic
and experiences rapid longitudinal expansion. There is no surprise that plasma instabilities, which were studied in
(Fukushima, 2007; Romatschke and Venugopalan, 2006a,b), play an important role in the glasma dynamics. We
review the work of (Romatschke and Venugopalan, 2006a,b) where 3+1-dimensional numerical simulations of the
SU(2) Yang-Mills equations with CGC initial conditions were performed. Remarkably, arbitrarily weak violations of
boost invariance were found to trigger the unstable Weibel modes which grow in the same way, as seen in the case of
the hard-loop simulations of an expanding QGP discussed in Sec. VII.B.
We begin this section by briefly introducing the framework of color glass condensate which is used further on. In
nuclear collisions at very high energies, the large-x valence partons in each of the nuclei, where x is the fraction of
the nucleon’s momentum carried by a parton, act as highly Lorentz contracted color charge sources for small x soft
gluon modes. These modes, which are in the first approximation treated within the Weizsa¨cker-Williams approach,
are coherent across the longitudinal extent of the nucleus. With increasing collision energy, the scale separating soft
and hard modes shifts toward smaller values of x. The modification of the sources with this change is quantified by
a Wilsonian renormalization group procedure.
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Let us consider more quantitatively a collision of two identical nuclei, which move toward one another along the
axis z, in the center of mass frame. Both nuclei are so energetic that they can be treated as infinitesimally thin
sheets moving with the speed of light. They are large enough that these sheets can be taken to be of infinite extent
in the transverse direction. The process is naturally described using the light-cone variables. Then, the four-position
xµ = (t,x⊥, z), as any other four-vector, is written as
xµ = (x+, x−,x⊥) with x± ≡ t± z√
2
. (522)
Since the four-position with the lower index is
xµ = (x+, x−,−x⊥) = (x−, x+,−x⊥), (523)
the scalar product of two four-vectors x and y equals
x · y = x+y+ + x−y− − x⊥ · y⊥ = x+y− + x−y+ − x⊥ · y⊥. (524)
The d’Alembertian is expressed as
 = 2∂+∂− −∇2⊥ with ∂± ≡
∂
∂x±
=
∂
∂x∓
. (525)
For a highly boosted particle in the positive direction of the z-axis, x+ plays the role of time.
The large-x partons of incoming nuclei - mostly valence quarks - are described by the current
jµ,a(x) = δµ+ρa1(x⊥) δ(x
−) + δµ−ρa2(x⊥) δ(x
+), (526)
where the color charge densities ρa1,2 of the two nuclei act as independent sources of gluons. The sources are static
in a sense that they do not depend on the light cone time x+ or x−. The functions δ(x±) appear because Lorentz
contraction squeezes the nuclei to infinitesimally thin sheets. Under this assumption, the gauge fields generated by
the current (526), which are found by solving the classical Yang-Mills equations (15), are boost invariant, that is they
are independent of the space-time rapidity
η ≡ 1
2
ln
x+
x−
. (527)
Gluon distributions are obtained from the Fourier transform of the solution of the Yang-Mills equations Aµ(k⊥)
using 〈Aµ(k⊥)A∗µ(k⊥)〉ρ, where the averaging over classical charge distributions is defined by
〈O〉ρ =
∫
Dρ1Dρ2O[ρ1, ρ2] exp
(
−
∫
d2x⊥
Tr
[
ρ21(x⊥) + ρ
2
2(x⊥)
]
2µ2
)
. (528)
Dρ denotes here functional integration. The averaging is performed independently for each nucleus with equal Gaussian
weight µ2 which is the average color charge squared per unit area in each of the nuclei. Since the average color charge
vanishes and the average color charge squared results from random fluctuations, µ2 scales with the atomic number A
as µ2 ∼ A1/3.
For very large nuclei, µ can be much larger than the QCD scale parameter, µ2  Λ2QCD, which allows for the
application of weak coupling techniques to the problem. Such a Gaussian weight is justified (Jeon and Venugopalan,
2004, 2005; Kovchegov, 1996; McLerran and Venugopalan, 1994a) in the limit of A  1 and αsY  1, where Y is
the momentum-space rapidity, providing a window ln(A1/3) < Y < A1/6 in Y , which exists for large A. This window
of applicability can be extended to larger values of Y by using the Balitsky-Kovchegov (Balitsky, 1996; Kovchegov,
2000) or JIMWLK (Balitsky, 1996; Ferreiro et al., 2002; Iancu et al., 2001; Jalilian-Marian et al., 1997a, 1999, 1997b)
equation to evolve the sources ρ1,2 to higher rapidities.
Before discussing a solution of the Yang-Mills equations with the current (526), we consider, following (McLerran
and Venugopalan, 1994b), a simplified Abelian problem of a single nucleus moving along the axis z with the speed of
light. In other words, we are going to solve the Maxwell equations ∂µF
µν = jν with the current given by the first term
of Eq. (526). The solution is not only instructive but it played an important role in formulating the CGC approach.
Choosing the gauge condition A+(x) = 0, it follows that A−(x) = 0, and the three Maxwell equations corresponding
to ν = ±,⊥ are
∂+∇⊥ ·A⊥(x) = −ρ(x⊥) δ(x−), (529)
∂−∇⊥ ·A⊥(x) = 0, (530)(
2∂+∂− −∇2⊥
)
A⊥(x) +∇⊥
(∇⊥ ·A⊥(x)) = 0. (531)
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Keeping in mind the formulas (525) and the relation ∂+θ(x−) = δ(x−), one easily checks that the equations (529),
(530), and (531) are solved by
A⊥(x) =
1
g
θ(x−)∇⊥Λ(x⊥), (532)
if the function Λ(x⊥) obeys the two-dimensional Poisson equation
∇2⊥Λ(x⊥) = −gρ(x⊥). (533)
Let us discuss the solution (532). Due to causality, it vanishes for x− < 0 that is the field A⊥(x) is nonzero only
‘behind’ the nucleus for z < t which in physical units would read z < ct. In the transverse plane the potential (532)
is a pure gauge, that is F ij = 0. The electric and magnetic fields corresponding to the potential (532) are purely
transverse and they read
E⊥(x) = −δ(x
−)√
2
∇⊥Λ(x⊥), B⊥(x) = zˆ×E⊥(x), (534)
where zˆ is the unit vector along the axis z. The fields E⊥(x) and B⊥(x) are confined to the sheet z = t of the infinitely
contracted nucleus moving with the speed of light. We also note that since the solution (532) linearly depends on the
charge density ρ, it vanishes everywhere when averaged over an ensemble of charge densities because 〈ρ〉 = 0.
We are now ready to consider the Yang-Mills equations (15) with the current (526). Before the collision, at t < 0,
and in the domains which are causally disconnected with the collision point t = z = 0, that is, everywhere except the
forward light cone, where x+ > 0 and x− > 0, the field should be a superposition of fields generated by each incoming
nucleus separately. Indeed, the solution in this region can be written as (Kovner et al., 1995a,b)
A±(x) = 0, Ai(x) = θ(x−)θ(−x+)αi1(x⊥) + θ(x+)θ(−x−)αi2(x⊥), (535)
where the spatial coordinates transverse to the z-axis are labeled by i. The  subscripts on the θ-functions denote
that they are smeared by an amount  in the respective x± light cone directions. The functions αim(x⊥), where the
index m = 1, 2 labels the colliding nuclei, obey F ij = 0, and they satisfy the equation
Diα
i
m(x⊥) = −ρm(x⊥), (536)
where Di = ∂i − igAi = ∂i − i∂iΛ, which has an analytical solution given by
αim(x⊥) =
−i
g
eiΛm(x⊥)∂ie−iΛm(x⊥), ∇2⊥Λm(x⊥) = −g ρm(x⊥). (537)
Note that formally Λm depends on x
+ or x−, depending on the nucleus, with support over the range . Thus, path
ordering in x± for nuclei 1 and 2 is assumed and the limit → 0 is taken in the end.
To solve the Yang-Mills equations in the forward light cone, where the actual interaction of colliding nuclei proceeds,
the initial conditions for the evolution of the gauge field have to be chosen. They are formulated on the proper time
surface τ = 0, with
τ ≡
√
t2 − z2 =
√
2x+x−. (538)
The initial fields are obtained by generalizing the ansatz (535) to (Kovner et al., 1995a,b)
A±(x) = ±x±θ(x−)θ(x+)β(x), (539)
Ai(x) = θ(x
−)θ(−x+)αi1(x⊥) + θ(−x−)θ(x+)αi2(x⊥) + θ(x−)θ(x+)αi3(x) (540)
with the Fock-Schwinger gauge condition Aτ ≡ x+A− + x−A+ = 0. To obtain the unknown gauge fields α3(x), β(x)
in the forward light cone from the known gauge fields α1,2 of the respective nuclei before the collision, one has to
invoke a physical ‘matching condition’ which requires that the Yang-Mills equations (15) be regular at τ = 0. The
δ-functions of the current in the Yang-Mills equations have to cancel identical terms in spatial derivatives of the field
strengths. This leads to the unique solution (Kovner et al., 1995a,b)
αi3(x) = α
i
1(x⊥) + α
i
2(x⊥), β(x) = −
i
2
g
[
αi,1(x⊥), αi2(x⊥)
]
. (541)
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In addition, the conditions on the derivatives of the fields that lead to regular solutions are ∂τβ|τ=0 = ∂ταim|τ=0 = 0.
The Yang-Mills equations (15) with the current (526) can be solved perturbatively (Gyulassy and McLerran, 1997;
Kovchegov and Rischke, 1997; Kovner et al., 1995a,b) in the limit αsµ k⊥. However, the general classical solutions
for τ > 0 have to be determined numerically. To do this, one can solve Hamilton’s equations of motion on the lattice.
Therefore, one first has to construct a lattice Hamiltonian.
The gluonic part of the QCD action in general coordinates takes the form
S =
∫
dτ dη d2x⊥ L = −1
2
∫
dτ dη d2x⊥
√−detgµν Tr [FµνgµαgνβFαβ + jµgµνAν] , (542)
where the trace is taken over color indices. Working as in Sec. VII.B in comoving coordinates, where x = (τ,x⊥, η)
with the proper time (538) and space-time rapidity (527), and using the gauge condition x+A− + x−A+ = 0, which
is equivalent to Aτ = 0, the Lagrangian density reads
L = τ Tr
[ 1
τ2
FτηF
τη + FτiF
τi − 1
τ2
FηiF
ηi − 1
2
FijF
ij +
1
τ2
jηAη
]
. (543)
We note that because the integration measure dτ dη d2x⊥ has the dimension m−3, where m is any mass parameter,
the Lagrangian density (543) is not of the dimension m4 but m3, and so is the Hamiltonian density (545). The
contribution of the hard valence current to L drops out in the boost-invariant case and can be neglected as long as
one only considers a small region around central space-time rapidities η = 0.
Choosing the potentials Ai and Aη as canonical variables, the conjugate momenta are
Ei =
∂L
∂(∂τAi)
= τ∂τAi , Eη =
∂L
∂(∂τAη)
=
1
τ
∂τAη , (544)
and the Hamiltonian density equals
H = Tr [Ei(∂τAi) + Eη(∂τAη)− L] = Tr
[
E2i
τ
+
F 2ηi
τ
+ τE2η + τF
2
ij
]
. (545)
The canonical equations of motion
∂τAµ =
∂H
∂Eµ
, ∂τEµ = − ∂H
∂Aµ
, (546)
where µ = i or η, read explicitly
∂τAi =
Ei
τ
, ∂τAη = τEη, (547)
∂τEi = τDjFji +
1
τ
DηFηi, ∂τEη =
1
τ
DjFjη. (548)
The Gauss law constraint is simply
DiEi +DηEη = 0 . (549)
As already mentioned, the system is boost invariant, if the color current is delta-like in x+ and x−, as the current
(526). Then, the gauge fields are independent of the space-time rapidity η. The boost-invariant initial conditions for
the fields, which are derived from Eqs. (539) - (541) and the requirement that the fields are regular at τ = 0, are
Ai(τ = 0,x⊥) = αi1(x⊥) + α
i
2(x⊥), Aη(τ = 0,x⊥) = 0, (550)
Ei(τ = 0,x⊥) = 0, Eη(τ = 0,x⊥) = ig [αi1(x⊥), α
i
2(x⊥)] . (551)
The components of the magnetic field corresponding to these initial conditions are Bη 6= 0 and Bi = 0. Therefore,
the initial transverse electric and magnetic fields vanish while Eη, Bη are nonzero. This is in sharp contrast to the
electric and magnetic fields before the collision (534) which are purely transverse.
The boost invariance cannot be exact in heavy-ion collisions, because a heavy nucleus will never be Lorentz con-
tracted to an infinitely thin sheet and quantum fluctuations, which cannot be infinitely well localized, are important
as well. Hence, one should take into account the finite width of the nuclei in x±. Relaxing of the boost-invariance
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requirement is also crucial to investigate the role of plasma instabilities in heavy-ion collisions. The point is that the
wave vectors of unstable modes in a plasma system with oblate momentum distribution have a component parallel to
the beam direction, see Fig. 19. Therefore, the assumption of boost invariance which eliminates any inhomogeneity
along the beam also eliminates the unstable modes. For this reason the assumption was relaxed in (Romatschke and
Venugopalan, 2006a,b).
Since nuclei of finite size are still highly localized on the light cone, the initial conditions (550) and (551) are expected
to be approximately valid. The qualitative difference to the idealized boost-invariant case is the appearance of rapidity
fluctuations. These were included in (Romatschke and Venugopalan, 2006a) by modifying the boost-invariant initial
conditions to
Ei(τ = 0,x⊥, η) = δEi(x⊥, η), Eη(τ = 0,x⊥, η) = ig [αi1(x⊥), α
i
2(x⊥)] + δEη(x⊥, η). (552)
while keeping Ai and Aη unchanged. The perturbations δEi and δEη were assumed to satisfy the Gauss’ law
DiδEi +DηEη = 0. (553)
The perturbations were constructed in the following three steps:
• generate a random field δE¯i(x⊥) from the Gaussian distribution with
〈δE¯i(x⊥) δE¯j(x′⊥)〉 = δijδ(2)(x⊥ − x′⊥);
• generate a random function F (η) from the Gaussian distribution with
〈F (η)F (η′)〉 = ∆2δ(η − η′),
where ∆ is the parameter which controls the size of rapidity fluctuations;
• compute the fluctuating part of the electric field as
δEi(x⊥, η) = ∂ηF (η) δE¯i(x⊥), Eη(x⊥, η) = −F (η)DiδE¯i(x⊥), (554)
which explicitly satisfies the Gauss’ law (553).
For small initial rapidity fluctuations, the system under study is strongly anisotropic in momentum space and can
consequently develop a Weibel instability. To observe the development of the instability the evolution of longitudinal
and transverse pressures PT and PL were investigated in (Romatschke and Venugopalan, 2006b). The quantities are
defined as
PT =
1
2
(T xx + T yy) , PL = τ
2T ηη, (555)
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where Tµν is the energy-momentum tensor of the chromodynamic field given by Eq. (497). The observable
P˜L(τ, ν,k⊥ = 0) =
∫
dη eiην〈PL(τ,x⊥, η)〉⊥ , (556)
which is a Fourier transform of PL(τ,x⊥, η) with respect to rapidity averaged over transverse coordinates (x, y), was
also studied. The quantity (556) would be strictly zero in the boost-invariant (∆ = 0) case, except at ν = 0.
We now concentrate on reviewing the results of (Romatschke and Venugopalan, 2006a,b) and for details on the
lattice discretization refer the reader to Appendix A in (Romatschke and Venugopalan, 2006b). We only note that L
and Lη are the total lattice lengths in the transverse and longitudinal directions.
The main finding of (Romatschke and Venugopalan, 2006a) is that a Weibel instability is present in the system, and
appears as a rapidly growing fluctuation of PL. Fig. 36 shows the maximal value of P˜L (556) at each proper time step,
as a function of g2µτ . The maximal value remains nearly constant until g2µτ ≈ 250, beyond which it grows rapidly.
A best fit to the functional form c0 + c1 exp(c2τ
c3) gives c2 = 0.427± 0.01 for c3 = 0.5; the coefficients c0, c1 are small
numbers when compared to the initial seed. It is evident from Fig. 36 that the form e
√
τ not eτ is preferred, clearly
showing an effect of the system’s expansion already observed in the hard-loop simulations discussed in Sec. VII.B.
In Fig. 37, which is taken from (Romatschke and Venugopalan, 2006b), one sees that the exponential growth of
the maximum Fourier amplitude τP˜L(τ, ν) saturates at a certain critical size which is denoted in the figure by the
dashed horizontal line. This effect is analogous to the phenomenon of non-Abelian saturation of unstable mode growth
observed in the hard-loop simulations VII.A. The larger initial rapidity fluctuations controlled by ∆, the earlier the
saturation. Tracking the time evolution of the hardest unstable mode, νmax, it was deduced that when the maximum
Fourier amplitude τP˜L(τ, ν) reaches the critical size, νmax starts to increase dramatically, filling up the mode spectrum.
As shown in Fig. 38, the rapid growth of νmax appears earlier for larger initial rapidity fluctuations. Because the
growth of νmax is accompanied by a drop in the transverse pressure, see Fig. 39, this result can be interpreted as the
effect of the Lorentz force exerted by soft modes of the transverse magnetic fields on the hard transverse gauge modes.
The magnetic fields effectively bend the hard transverse gauge modes into the longitudinal direction. The total
amplitude of the transverse magnetic field does not increase significantly, but the ‘bending’ can be accomplished since
the instability has populated predominantly modes with k⊥ = 0 and the corresponding transverse magnetic fields
thus can act over long transverse distances. The simulations on lattices with large longitudinal UV cutoff suggest
that significant longitudinal pressure is built up in this process, leading to isotropization of the system, which is also
depicted in Fig. 39. Isotropization within a weak coupling framework is thus possible but its time scale presumably
cannot account for full isotropization at times as short as 0.5 ÷ 1.0 fm/c, as suggested by hydrodynamic models of
heavy-ion collisions. However, the results from (Romatschke and Venugopalan, 2006a,b) indicate that isotropization
time scales are much shorter if longitudinal fluctuations are already larger initially than if they have to be built up
by the instability.
Recent developments in the CGC simulations are briefly reviewed in the subsequent section VII.C.3.
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3. Recent progress
Instabilities and their role for the thermalization and isotropization of the non-equilibrium system of classical
chromodynamic fields have been recently under active investigations in both classical-statistical lattice and CGC
frameworks introduced in Secs. VII.C.1 and VII.C.2, respectively. Here we briefly review the recent developments.
Classical statistical simulations of the non-equilibrium dynamics have been significantly extended and analyzed in
more detail in (Berges et al., 2012a,b). Fermion production in a system with unstable bosonic modes via Yukawa-type
interactions was studied in (Berges et al., 2009b) and in (Berges et al., 2012a) the parametric resonance in scalar N -
component quantum field theories with boost-invariant initial conditions was investigated and many aspects analyzed
analytically. This work was extended to SU(2) dynamics in (Berges and Schlichting, 2013). In (Berges et al., 2014b,c)
the classical-statistical lattice simulations were used to demonstrate the existence of a nonthermal fixed point. The
authors find that after an initial transient regime dominated by plasma instabilities and free streaming, the ensuing
overpopulated non-Abelian plasma exhibits the universal self-similar dynamics characteristic of wave turbulence.
In contrast to the static case, the simulations including longitudinal expansion (Berges et al., 2014b,c) show that
interactions are not strong enough to compensate for the longitudinal expansion, such that the anisotropy keeps
increasing at late times. Surprisingly, it was found that, despite the increasing anisotropy of the system, instabilities
do not play a significant role for the late time dynamics although they were assumed to have already the highly
populated longitudinal modes in their initial condition. In (Kurkela and Moore, 2012a) a new algorithm for solving
the Yang-Mills equations in an expanding box was developed, allowing for the evolution to proceed to late times in
boxes of large transverse extent without encountering the problem that the longitudinal lattice spacing becomes too
coarse. This is achieved by periodically cropping the box in the longitudinal direction and refining the mesh.
As in the hard-loop and classical statistical simulations, CGC lattice simulations presented in (Fukushima, 2014;
Fukushima and Gelis, 2012) show an energy flow from low to high wave number modes, resulting in a spectrum
consistent with Kolmogorov’s power law form reminiscent of turbulent behavior. Turbulent phenomena were also
studied in a static box by (Kurkela and Moore, 2012b) and (Berges et al., 2012c; Schlichting, 2012) and a cascade
of energy toward higher momenta and the existence of a scaling solution were observed. The work by (Kurkela and
Moore, 2012b) also studied the formation of condensates. Electric condensates were not found to carry occupancies
larger than 1/g2 and they were damped out quickly. Magnetic condensates are found to be unstable due to the
Nielsen-Olesen instability.
Some work has been focused on the computation of the initial quantum fluctuations on top of the classical back-
ground field that trigger the growth of the instabilities. This includes analysis of a scalar φ4 theory, where all
exponentially growing modes have been resummed (Dusling et al., 2011; Epelbaum and Gelis, 2011). This study was
extended to include the longitudinal expansion of the system in (Dusling et al., 2012) where it was found that the
microscopic processes that drive the system toward equilibrium are able to keep up with the expansion of the system.
The pressure tensor was found to become isotropic despite the anisotropic expansion.
A detailed derivation of the initial quantum fluctuations in a gauge theory was performed in (Epelbaum and Gelis,
2013a). These initial conditions were used in simulations performed in (Epelbaum and Gelis, 2013b) where it was
found that the system can isotropize on short time scales. While there seems to be a disagreement between the work
in (Berges et al., 2014b,c) and (Epelbaum and Gelis, 2013b) in the fact that the former finds that the expansion will
dominate and prevent instability driven isotropization and the latter finds a rather fast isotropization, it is important
to note that the approaches differ in various regards. In (Berges et al., 2014b,c) calculations of the late time behavior
are performed in the extremely weak coupling limit and then extrapolated to more realistic couplings. In (Epelbaum
and Gelis, 2013b) calculations were directly performed at larger values of the coupling, starting at the earliest times
after the collision. The resolution of the disagreement is the topic of active ongoing research.
The later stages of longitudinally expanding plasmas after instabilities have stopped growing was studied in (Berges
et al., 2014a,b,c, 2015) and a non-thermal fixed point was found. The authors concluded that the study of how and on
what time scales the system isotropizes and approaches thermal equilibrium is beyond the reach of classical-statistical
simulations since this seems to occur later in the quantum regime. Based on the observation that plasma instabilities
do not play a significant role at late times, they argue that a kinetic theory approach would be more appropriate to
answer the question of isotropization and thermalization.
Such studies have been performed in (Kurkela and Lu, 2014; Kurkela and Zhu, 2015), which solves 2+1D effective ki-
netic theory of weakly coupled QCD (Arnold et al., 2003b) subject to longitudinal expansion (Kurkela and Zhu, 2015).
Agreement with classical Yang-Mills simulations (and hydrodynamics) was found in the regime where they should be
applicable. Furthermore, the effective kinetic theory provides a link between the early-time classical Yang-Mills regime
and hydrodynamics at later times, by correctly describing systems where the typical occupancies of gluons are not
nonperturbative and momenta are significantly larger than the in-medium screening scale. Although no instabilities
are present in the system (because isotropic screening is assumed), fast isotropization and ‘hydrodynamization’ seems
to be achieved with large enough coupling.
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D. Wong-Yang-Mills simulations
In the simulations presented in Sec. VII.C, not only the highly populated soft modes are described as classical fields
but the hard modes are treated in the same manner. While the description of soft modes is fully reliable, the treatment
of hard modes is rather uncertain. The approach can be improved by representing the hard modes as classical colored
particles propagating in the background of classical gauge fields. Motion of particles is then governed by the Wong
equations (Wong, 1970) with the chromodynamic field generated self-consistently by the particles’ current via the
Yang-Mills equations. Such a framework, which was initiated in (Bass et al., 1999; Hu and Muller, 1997; Moore et al.,
1998), is equivalent in the weak coupling limit to QCD in the hard-loop approximation as shown in (Kelly et al.,
1994a,b), see also the review (Litim and Manuel, 2002). Moving from the solid ground of the hard-loop regime, the
Wong-Yang-Mills approach can be naturally extended to the less certain domain of strong coupling.
Here we first introduce the Wong-Yang-Mills approach and then briefly describe the update algorithm used to solve
the coupled system of equations of motion. Finally, we present results on instability growth and isotropization in this
framework. Several groups have performed Wong-Yang-Mills simulations (Bass et al., 1999; Dumitru and Nara, 2005;
Dumitru et al., 2007b; Hu and Muller, 1997; Krasnitz et al., 2001, 2003a,b,c; Krasnitz and Venugopalan, 1999, 2000;
Moore et al., 1998). In our presentation we mostly follow the works (Dumitru et al., 2007b; Moore et al., 1998) where
simulations with the SU(2) gauge group were preformed.
The goal of these simulations is to study the behavior of N massless partons moving in a chromodynamic field
along the trajectories xi(t) with momenta pi(t) and color charges q
a
i (t) where i = 1, 2, . . . N . The particles’ variables
xi(t), pi(t),, and q
a
i (t) obey the three Wong equations (115), (116), and (117) with the chromodynamic fields described
by the Yang-Mills equations (15) and the current of the form (110), (111) summed over particles. The lattice realization
of the approach is far from trivial. The time evolution of the chromodynamic fields is determined by the Hamiltonian
method (Ambjorn et al., 1991; Hu and Muller, 1997; Moore et al., 1998) which has been already encountered in
Sec. VII.C.1 where the classical-statistical approach is presented. The method takes advantage of the temporal axial
gauge A0 = 0, which is particularly useful because of a simple choice of the gauge potential Ai as the field canonical
variable and the electric field Ei = −A˙i as the conjugate momentum. However, in the lattice formulation this choice
needs to be appropriately modified.
1. Lattice formulation
The simulations are realized on three-dimensional spatial lattices. There are the lattice sites, links, which connect
nearest sites, and cells surrounded by links. The dynamical variables which describe the fields are parallel transporters
Ui defined by Eq. (509) and electric fields Ei given by Eq. (512) which take values on the lattice’s links. Particles’
positions xi are specified within the cells and momenta are real discrete numbers. In the original numerical formulation,
particles move freely except when crossing a cell boundary. The charge is then transported and a current is induced.
The fields and particle variables obey periodic boundary conditions. For every physical particle there are Ntest test
particles and one uses dimensionless lattice variables
EaL ≡
ga2
2
Ea, BaL ≡
ga2
2
Ba, pL ≡ a
4
p, QaL ≡
1
2
qa , NtestL ≡ 1
g2
Ntest, (557)
where a is the lattice spacing. To convert lattice variables to physical units one fixes the lattice length L in fm,
which will then determine the physical scale for a. All other dimensionful quantities can then be determined by using
Eqs. (557). Following the work (Dumitru et al., 2007b), we chose here a different normalization from the previous
sections and for SU(2) gauge group the generators τa equal the Pauli matrices σa, without the usual factor of 1/2,
i.e., the commutation relation reads [τa, τ b] = 2δab. Another factor of 1/2 is absorbed into the potential Aa, which
has to be taken into account when calculating the electric and magnetic fields.
The lattice Hamiltonian of the Kogut-Susskind form (Kogut and Susskind, 1975) is
HL ≡ g
2a
4
H =
1
2
∑
i
Ea 2L i +
1
2
∑

(Nc − ReTrU) + 1
NtestL
∑
j
|pL j |, (558)
where
∑
 is the summation over all plaquettes which are defined as in Eq. (508). The last term in the Hamiltonian
(558) represents the kinetic energy of particles and there is no explicit term of particle-field interaction, as the particles
are free except when they cross cell boundaries. The lattice equations of motion are constructed in such a way that
the energy corresponding to the Hamiltonian (558) is conserved and the Gauss law constraint (515) is obeyed when
the dynamical variables satisfy the equations of motion.
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The equations of motion of the chromodynamic fields are treated similarly to the case of classical statistical simu-
lations discussed in Sec. VII.C.1. However, the equations include the color currents of the form (110), (111) due to
particles carrying color charges. The currents are smeared as it is common for particle-in-cell (PIC) simulations in
Abelian plasma physics (Birdsall and Langdon, 1985; Hockney and Eastwood, 1981) in order to avoid numerical noise.
Throughout the temporal evolution of the system, one keeps track of every particle’s position xi(t), momentum pi(t)
and charge qai (t) with i = 1, 2, . . . N . Knowing the i-th particle’s momentum, its coordinate is updated according to
Eq. (115) for a time step of length ∆t. Specifically,
xi(t+ ∆t) = xi(t) + vi(t+ ∆t/2)∆t, (559)
where vi = pi/Ei, and Ei = |pi|. Since the velocity is defined at time t+∆t/2, the momentum update has to provide
pi at time t+ ∆t/2.
The update of the particles’ momenta is done according to the so-called Buneman-Boris method (Birdsall and
Langdon, 1985; Hockney and Eastwood, 1981) that satisfies the requirement of time reversibility. The procedure is
aimed to solve the finite difference form of the Wong equation (116) which is written as
p(t+ ∆t/2)− p(t−∆t/2)
∆t
= E(t) +
p(t+ ∆t/2) + p(t−∆t/2)
2E(t)
×B(t), (560)
where the chromomagnetic and chromoelectric fields enter through E ≡ −gqaEa and B ≡ −gqaBa. The solution of
Eq. (560) with respect to p(t+ ∆t/2) and p(t) is found in four steps. One first calculates
p(t) = p
(
t− ∆t
2
)
+
∆t
2
E(t), (561)
taking into account only the effect of the electric field. In the second step, the momentum is rotated by the magnetic
field to obtain
p′(t) = p(t) +
∆t
2
p(t)
E(t)
×B(t). (562)
In the third step one defines
p′′(t) = p(t) +
∆t
E(t)
p′(t)×B(t), (563)
and finally we obtain
p
(
t+
∆t
2
)
= p′′(t) +
∆t
2
E(t). (564)
One can verify that the momenta (561) and (564) solve Eq. (560) to second order in ∆t, that is when the terms of
order O((∆t)3) and higher are neglected.
2. Initial conditions
At the initial time t = 0 the momentum distribution for the hard plasma gluons is taken to be
f(p) = ng
(
2pi
ph
)2
δ(pz) exp(−p⊥/ph), (565)
where p⊥ ≡
√
p2x + p
2
y and the parameter ph controls the momentum scale of hard gluons. The formula (565)
represents a quasi-thermal distribution in two dimensions with average momentum equal 2ph. The mass parameter
(344) computed with the distribution (565) becomes
m2 = g2
ng
ph
. (566)
As we know from Sec. VI, the parameter sets the scale for the growth rate of unstable field modes. In (Dumitru and
Nara, 2006) and (Dumitru et al., 2007b) the mass parameter (344) is defined with an additional factor of Nc and it is
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denoted as m2∞. This is rather unfortunate, as m∞ usually denotes the asymptotic gluon mass which equals m/
√
2.
Nevertheless, we will use the symbol m∞ here.
The initial field amplitudes are sampled from a Gaussian distribution with a two-point function
〈Aai (x)Abj(y)〉 =
4µ2
g2
δijδ
abδ(x− y), (567)
which is tuned to the initial energy density through the parameter µ. At the initial time t = 0 one also randomly
samples Np = Ntest ng a
3 particles from the distribution (565) in each lattice cell. When Np is not very large it
is useful to ensure explicitly that the sum of particle momenta in each cell vanishes by adjusting, for example, the
momentum of the last particle accordingly.
3. Results
Below we summarize the most important results form (Dumitru and Nara, 2006) and (Dumitru et al., 2007b) and
we extend the study, showing explicitly the generation of filaments discussed in Sec. VI.C.1.
Growth of instabilities
First, we discuss the temporal evolution of anisotropic Abelian plasmas. For weak initial fields of energy density
on the order of 0.1m4∞/g
2 (with the simulation parameters: L = 5 fm, ph = 16 GeV, g
2 ng = 20 fm
−3, and m∞ = 0.1
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GeV), the energy densities related to transverse magnetic and electric fields, which are shown in Fig. 40, exponentially
grow for some time and then saturate. Both the magnitude and growth rate of the energy density of the electric
field are significantly smaller than the magnetic ones. The mode spectra of the transverse magnetic field before the
unstable modes start to grow (initial spectrum) and after the growth is saturated (final spectrum) are presented in
Fig. 41. The modes above kz ' 10pi/L are stable as opposed to the result in the linear approximation, where for
extreme anisotropy the spectrum of unstable modes extends to infinite kz, as discussed in Sec. VI.E.6.
In the non-Abelian SU(2) case, it is difficult to address weak fields with the PIC method, and consequently the
authors of (Dumitru et al., 2007b) focused on initial field energy densities of order 10m4∞/g
2 and above, which are
beyond the regime of the hard-loop approximation discussed in Sec. VII.A. The initial condition was taken to be
Gaussian random chromoelectric fields which were ‘low-pass’ filtered such that only the lower half of available lattice
modes were populated.
Fig. 42 presents the temporal evolution of energy densities related to various field components in an anisotropic
SU(2) plasma. The simulation parameters are L = 5 fm, phard = 16 GeV, g
2 ng = 10/fm
3, m∞ = 0.1 GeV. Runs with
an isotropic particle distribution, where no unstable modes are expected, are also shown in the left panel of Fig. 42 as
an indication of numerical accuracy. In the isotropic runs, the field energy densities are indeed nearly constant over
the time interval t ≤ 30m−1∞ . In the anisotropic plasma, there is a period of rapid growth of energy densities of both
electric and magnetic fields which later on settle to essentially constant values. Therefore, also beyond the hard-loop
regime, the time evolution of non-Abelian fields differs significantly from that in the Abelian weak-field limit. In the
former case, a sustained exponential growth is absent even during the stage where the back-reaction of fields on the
particles is weak.
For very strong anisotropies a linear analysis predicts, as discussed in Sec. VII.A.2, that the exponential field growth
in the weak-field limit can perhaps continue until the magnetic field reaches the value given by Eq. (474). Although the
simulations shown in Fig. 42 are performed with the initial momentum distribution (565), which is extremely oblate,
that is ξ =∞, such strong fields are not seen. This is presumably related to the above-mentioned back-reaction effects
which prevent instability of modes of large kz.
The results by (Dumitru et al., 2007b) indicate a sensitivity to hard field modes at the ultraviolet end of the
Brioullin zone, when k = O(a−1), in contrast to the U(1) and earlier 1D+3V SU(2) simulations (Dumitru and Nara,
2005, 2006; Nara, 2006). The energy density contained in the fields at late times increases by a factor of 1.5 when
going from a 163 to 323 to 643 lattice with the same physical size L. Hence, the dynamics of SU(2) instabilities is not
dominated entirely by a band of unstable modes in the infrared but clearly involves a cascade of energy from those
modes to a harder scale Λ (Arnold and Moore, 2006b). However, the simulations show that Λ grows to O(a−1) during
the period of rapid growth of the field energy density; otherwise, the final field energy density would not depend on
the lattice spacing.
In Fig. 43 we show the Fourier transformed chromoelectric and chromomagnetic fields at four different times obtained
by (Dumitru et al., 2007b). In this figure, the authors plotted the quantities Ea(k) · Ea(−k) and Ba(k) · Ba(−k)
as functions of kz at kx = ky = 0. The field configurations at the corresponding time were gauge transformed to
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satisfy the Coulomb gauge condition. The field spectra from Fig. 43 clearly show the avalanching to the UV: after
the unstable soft modes have grown, the energy is rapidly transferred to the higher modes.
Although energy conservation will eventually stop the growth of the soft fields as the lattice spacing decreases
toward the continuum, it does not solve the following problem. When Λ ∼ 1/a, the hard field modes have reached
the momentum scale of the particles, ph = O(a−1), and so the clean separation of scales of particles and fields, which
is crucial for the Wong-Yang-Mills approach, is lost. In fact, since the occupation number (or phase space density) at
that scale is of order of unity or less by construction, it is inappropriate to describe modes at that scale as classical
fields. Those perturbative modes should be converted dynamically into particles at a lower scale, so that the field
energy density and the entire coupled field-particle evolution is independent of the artificial lattice spacing. This
problem reveals the principle limitation of any classical approach. It also shows how difficult it is to simulate the
quark-gluon plasma which is a system of quantum fields of non-Abelian dynamics and that the useful concepts of
classical fields and classical particles are of limited validity.
Filamentation
It has been explained in Sec. VI.C that the Weibel instability occurs in anisotropic plasmas due to current filaments
which are amplified by the self-consistently generated magnetic field. The mechanism of instability is illustrated in
Fig. 6. If the unstable modes, which are clearly seen in the simulations presented above, are indeed of the Weibel
type, one expects to observe the pattern seen in Fig. 6 with the current filaments and magnetic fields varying on a
length-scale of the order m−1∞ . The length is roughly 0.5 fm with the used simulation parameters which, as previously,
are L = 5 fm, ph = 16 GeV, g
2 ng = 10/fm
3, m∞ = 0.1 GeV.
To see whether the pattern is present in the simulations we have studied the spatial distribution of fields on a cut
through the lattice at fixed y after the instability growth started, presented in Fig. 44. Fig. 45 shows the current jx in
the left column, as well as the three color components of the chromomagnetic field By in the remaining three columns.
The uppermost row corresponds to the earliest time t ≈ 12.5m−1∞ , the middle one to t ≈ 14.3m−1∞ , and the bottom
row to the time t ≈ 18.4m−1∞ . The filaments are nicely seen in the early stage of the instability growth, displayed in
Fig. 42. However, already during the period of growth, which lasts until about t ≈ 18m−1∞ , the filaments break and
the domains of strong aligned fields become smaller. Finally, at the time when the saturation, seen in Fig. 42, sets
in, the fields become turbulent and the populated high momentum field modes become visible.
Since we are looking at quantities which are not gauge invariant, the plots of the current and fields have to be taken
with care. Also the observed pattern depends to some extent on the lattice size. Nevertheless the qualitative structure
of the current and fields is very illuminating and it clearly shows that the instability observed in the simulations is of
the Weibel kind.
Isotropization
Plasma instabilities are expected to speed up the process of the system’s isotropization because the Lorentz force
(due to growing magnetic fields) transfers the momentum of plasma particles from the direction of momentum surplus
to the direction of momentum deficit. This effect of interplay of fields and particles can be studied within the Wong-
Yang-Mills simulations. We note that the simulations presented in the preceding sections do not offer such a possibility
because plasma particles are either absent or they remain unaffected by the fields.
Fig. 46, which is taken from (Dumitru and Nara, 2006), shows the time evolution of energy density and pressure
of particles (kinetic energy density and kinetic pressure) together with the field energy density of U(1) and SU(2)
FIG. 44 The cubic lattice with the slice we will visualize pulled out.
98
FIG. 45 Slices in the x-z-plane at fixed y of (from left to right) the current jx and three color components of the chromomagnetic
field By for three times equal (from top to bottom) 12.5, 14.4, and 18.5m
−1
∞ . The scales are in lattice units and reach from 0
to 5 · 10−8 for the current and from −4 · 10−3 to 4 · 10−3 for the chromomagnetic fields.
plasmas which appear to be qualitatively rather similar. The fields only depend on time and on one spatial coordinate,
x, which reduces the Yang-Mills equations to 1 + 1-dimensions. The classical particles are allowed to propagate in
three spatial dimensions and the system does not expand. In the left panel of Fig. 46, we present the energy densities
of particles and fields for Abelian and non-Abelian plasmas. As expected, the growth of the field energy density
is associated with the decrease of the particle energy density because, as explained in Sec. VI.C, the instability is
driven by the energy transferred from particles to fields. In the right panel of Fig. 46, we show the longitudinal and
transverse components of the particle energy-momentum tensor (498) which give the kinetic pressure. The process
of isotropization of the kinetic pressure is clearly seen and it is correlated with the stage of exponential growth of
the soft fields. However, the component Txx remains significantly smaller than the sum of transverse components for
times smaller than L, meaning that full isotropization is not achieved.8
The average longitudinal momentum of plasma particles was further investigated in (Dumitru et al., 2007b). Fig. 47
depicts its time evolution for lattices of different sizes. The broadening of the longitudinal distribution during the
initial transient times t . 10m−1∞ is rather independent of the lattice spacing but during the stage of steep field
growth, the mean pz increases more rapidly the finer the lattice. A power-law fit t
α to the late-time evolution of 〈p2z〉
8 Complete isotropization of the QGP is not achieved in any known framework. In viscous hydrodynamics, for example, there are large
momentum-space anisotropies in the initial stage which persist throughout the evolution. The level of isotropization implied by these
simulation results is in rough agreement with that seen in viscous hydrodynamics itself (Strickland, 2015).
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yields α ≈ 1, corresponding to a random walk in momentum space with a constant collision rate and fixed momentum
transfer.
Abelianization
The effect of Abelianization, which has been already discussed in Sec. VII.A in the context of hard-loop simulations
(see also Appendix B), was also studied in the Wong-Yang-Mills simulations (Dumitru and Nara, 2005). To check
whether Abelianization occurs, the time evolution of the average field
φrms =
[ ∫ L
0
dx
L
(
AayA
a
y +A
a
zA
a
z
)]1/2
, (568)
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and the average of the relative size of the field commutator defined analogously to the quantity (472), that is
C¯ =
∫ L
0
dx
L
√
tr
(
(i[Ay, Az])2
)
tr(A2y +A
2
z)
, (569)
were investigated in (Dumitru and Nara, 2005). The fields only depended on time and on one spatial coordinate, x,
which reduced the Yang-Mills equations to 1+1-dimensions. The classical particles were allowed to propagate in three
spatial dimensions. The temporal evolution of the gauge invariant functionals (568) and (569) is shown in Fig. 48.
Initially, C¯ is constant but then starts dropping exponentially when the magnetic instability sets in, even though the
field magnitude as indicated by φrms grows. This proves the partial Abelianization already observed in the hard-loop
simulations (Arnold and Lenaghan, 2004; Rebhan et al., 2005b). The Abelianization, however, appears to stop after
C¯ dropped by about one order of magnitude, at about the same time when the exponential growth of the fields and
of φrms saturates. The effect of Abelianization is anyway not very physical because, as we know from the hard-loop
simulations presented in Sec. VII.A, the effect hardly survives in the 3 + 1-dimensional simulations, see Figs. 25 and
26.
VIII. CONCLUDING REMARKS AND OUTLOOK
The primary goal of this review was to (i) present the theoretical tools which are used to describe unstable quark-
gluon plasma in a systematic manner and (ii) collect known results related to the dynamics of an unstable QGP
plasma which are scattered in numerous original papers. We also intended to rederive or explain some results using
simple physical arguments. The theoretical approaches to study an unstable QGP, which are introduced in Secs. II-V,
include: field theory Keldysh-Schwinger formalism, kinetic theory, and fluid techniques. The methods have been
further applied to derive the spectra of collective excitations of anisotropic QGP, which were discussed in great detail
in Sec. VI with a particular emphasis on unstable modes. In Sec. VII we presented various numerical approaches
to simulate the temporal evolution of an unstable QGP with a plethora of results which clearly show an important
dynamical role of instabilities. Our attention has been focused on the process of plasma equilibration which is very
complex and strongly depends on initial conditions. Obviously not all efforts - analytical or numerical - to understand
the dynamics of unstable QGP have been presented in our review. In this concluding section we intend to partially
compensate the deficiency.
One should mention here a whole series of papers (Abraao York et al., 2014; Kurkela and Lu, 2014; Kurkela
and Moore, 2011a,b) where parametric estimates of the thermalization time have been derived for various initial
anisotropies and densities. A quasilinear transport approach to equilibration of quark-gluon plasmas, which allows for
an analytic treatment of the problem, has been developed in (Mro´wczyn´ski and Muller, 2010). Since the process of
equilibration is very complex, the problem is far from being completely understood and more studies in this direction
are expected.
Historically, it was presumed that the process of equilibration and isotropization of the QGP is very fast, and as
a result, that the QGP spends most of its lifetime in a state of local equilibrium. In this case, the characteristics of
an equilibrium QGP, such as equation of state or viscosity, become of crucial importance for models of relativistic
heavy-ion collisions. However, even in this case there would be a short period of time when the plasma is anisotropic,
and hence potentially unstable and populated with strong chromodynamic fields which might have a significant effect
on various observables measured in relativistic heavy-ion collisions. An analysis of such effects is difficult because
the unstable QGP evolves quickly and the problem has to be treated as an initial value problem. That being said,
our current understanding of the dynamics of the QGP is more nuanced and it is now understood that the QGP is
momentum-space anisotropic over its entire lifetime. This opens the possibility that unstable dynamics could play a
role over a longer period of time than one naively assumes.
The phenomenon of jet broadening has been studied in (Dumitru et al., 2007a) for an unstable QGP simulated
in the framework of the Wong-Yang-Mills approach introduced in Sec. VII.D. The exponentially growing width of
the transverse momentum distribution of jet partons clearly shows a strong effect of unstable modes. An analytic
formulation of this problem is given in (Majumder et al., 2009) and more results are expected soon. A spectrum of
fluctuations of chromodynamic fields in an unstable QGP has been found as a solution of the initial value problem
in (Mro´wczyn´ski, 2008). The unstable modes grow exponentially and after some time they strongly dominate the
spectrum.
The collisional energy loss of high-energy parton traversing an unstable QGP has been studied in detail in (Car-
rington et al., 2015). The test parton has been shown to lose or gain energy depending on the initial conditions. The
energy transfer grows exponentially in time and its magnitude can greatly exceed the absolute value of energy loss
in an equilibrium plasma. The energy transfer is also strongly directionally dependent. A computation of radiative
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energy loss in an unstable QGP is still missing and a link with phenomenology of jet quenching in relativistic heavy-ion
collisions needs to be established.
The dynamics of unstable systems of non-Abelian quantum fields is a rich domain of research. Despite the progress
presented in this article, there is a long list of unanswered questions which will require the development of new
theoretical methods and numerical techniques. Let us hope that this review will be useful in these efforts.
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Appendix A: Dielectric vs. polarization tensor
We derive here Eq. (83) which relates the dielectric tensor to the polarization tensor. For simplicity, the derivation
is performed in terms of electrodynamics. It is thus relevant for QCD in the hard-loop approximation when the fields
are sufficiently weak.
The electromagnetic action in a medium can be written as
S =
1
2
∫
d4x
(
D(x) ·E(x)−B2(x)
)
, (A1)
where E, D, and B are, respectively, the electric field, electric induction, and the magnetic induction. The Fourier
transformed electric induction vector is expressed through the electric field by means of the electric permeability
εij(ω,k) as
Di(ω,k) = εij(ω,k) Ej(ω,k). (A2)
Because the material relation (A2) is nonlocal, the action (A1), similarly as the hard-loop effective action (102), is
nonlocal. The condition of a retarded response is implemented not at the level of the action, but at the level of field
equations.
One often introduces also a magnetic field H which is related to B via the magnetic permeability µ as Bi(ω,k) =
µij(ω,k) Hj(ω,k). However, the magnetic field H is not really needed, as the electric permeability εij(ω,k) is
sufficient to encompass both electric and magnetic properties of a medium. This is most easily seen when the medium
is isotropic. If one uses the three fields E, D, and B, the medium is fully described by longitudinal and transverse
components of the dielectric tensor defined by Eq. (289). If one uses the four fields E, D, B, and H, electromagnetic
properties of the medium are encoded in the electric and magnetic permeabilities ε(ω,k) and µ(ω,k) which in an
isotropic medium can be defined through the relations D(ω,k) = ε(ω,k) E(ω,k) and B(ω,k) = µ(ω,k) H(ω,k).
Comparing to each other the two versions of Maxwell equations in a medium, one finds
ε(ω,k) = εL(ω,k), 1− 1
µ(ω,k)
=
ω2
k2
(
εT (ω,k)− εL(ω,k)
)
, (A3)
which shows that the two descriptions of a medium are related to each other and actually they are equivalent. However,
one should remember that the displacement vector D is defined differently in the two versions of electrodynamics.
For more details, see the review article (?).
Since the polarization tensor Πµν(x, y) can be defined as a second functional derivative of the action with respect
to Aµ(x), the electromagnetic action can be written as
S = −1
4
∫
d4xFµν(x)Fµν(x) +
1
2
∫
d4x d4y Aµ(x) Π
µν(x, y)Aν(y). (A4)
Requiring the equality of the actions (A1) and (A4) and remembering that the electromagnetic fields are real, one
finds
εij(ω,k)Ei(ω,k)E∗j(ω,k) = Ei(ω,k)E∗i(ω,k) +Aµ(ω,k) Πµν(ω,k)A∗ν(ω,k), (A5)
where the Fourier transformation is performed and Eq. (A2) is used.
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The consequences of Eq. (A5) are easily derived in the temporal axial gauge where A0(x) = 0. Then, E(t, r) =
−A˙(t, r) and
E(ω,k) = iω A(ω,k). (A6)
Substituting the chromoelectric field in the form (A6) into Eq. (A5), one finds the desired relation (83).
Appendix B: Abelianization
In this appendix we explain the phenomenon of ‘Abelianization’ that we referred to several times in the main text.
We follow the derivation given in (Arnold and Lenaghan, 2004) but our discussion is much simplified.
Self interactions of the soft fields are expected to stop the instability growth once they become strong. However,
in certain situations the system is inclined to approach an Abelian configuration, which allows for continued growth.
An important assumption in this argument is that the dimensionality of the system is reduced. We refer the reader
to Sec. VII.A.3 and (Arnold and Leang, 2007) for a discussion on the dimensional reduction.
Let us analyze an effective potential of the form
V (x) = −1
4
Fµνa (x)Faµν(x)−
1
2
∫
d4y Aaµ(x) Π
µν
ab (x− y)Aaν(y), (B1)
where in the first term one recognizes the fundamental Lagrangian density of gluodynamics, see Eq. (5), while the
second term, which is known from Eq. (90), provides after some manipulations the Hard Loop Action (102). We
consider the potential (B1) in the temporal axial gauge A0(x) = 0, assuming a strongly oblate momentum distribution
of plasma constituents with the characteristic momentum pz which is much smaller that px, py. Then, the spectrum
of unstable modes has typical wave vectors obeying kz  k⊥, see Sec. VI.E.6. There, the fields vary more rapidly
with z than with x or y and thus we can consider a gauge field that only depends on z that is
Aa = Aa(z), (B2)
which is the crucial step to allow for Abelianization. Because of the assumption (B2), the wave vectors of unstable
modes are along the axis z and the only non-vanishing components of Aa are Aax and A
a
y. The polarization tensor,
which enters Eq. (B1), can be then approximated as
Π =
µ2 0 00 µ2 0
0 0 0
 , (B3)
where µ is a positive real parameter of the dimension of mass. With the polarization tensor of the form (B3), the
dispersion equation (281) gives the two transverse modes ω2(k) = k2 − µ2 which are unstable for k2 ≤ µ2.
Using Eq. (B3), the effective potential (B1) in the static and long wavelength limit, where the terms with space-time
derivatives are neglected, is
V =
1
4
g2fabcfadeAbiA
c
jA
d
iA
e
j −
1
2
µ2AaiA
a
i =
1
4
g2
[
(AbiA
b
i )
2 −AbiAcjAciAbj
]− 1
2
µ2AaiA
a
i , (B4)
where the second equality holds for the SU(2) group which is chosen for simplicity. The potential (B4), which can be
written as
V =
1
4
g2
{[
tr
(A>A)]2 − tr [(A>A)2]}− 1
2
µ2 tr
(
A>P (xy)A
)
, (B5)
with
A =
A1x A2x A3xA1y A2y A3y
A1z A
2
z A
3
z
 , P (xy) =
1 1
0
 , (B6)
is invariant under spatial rotations in the x-y-plane, due to the symmetry of momentum distribution of plasma
constituents, and color rotations, because of gauge freedom. Therefore, we can assume without loss of generality that
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FIG. 49 The effective potential (B8) as a function of φ1 and φ2. The fields φ1 and φ2 are expressed in units of µ/g, and
the values of V are in units of µ4/g2. The lines φ1 = 0 and φ2 = 0, which are of the steepest decent, correspond to Abelian
configurations. Figure from (Arnold and Lenaghan, 2004).
A is a symmetric real matrix, since this can always be achieved by a color rotation. And because only non-vanishing
components of Aa(z) are Aax(z) and A
a
y(z), the matrix (B6) can be chosen in the diagonal form
A =
A1x 0 00 A2y 0
0 0 0
 . (B7)
Then, the effective potential is written as
V =
1
2
g2φ21φ
2
2 −
1
2
µ2
(
φ21 + φ
2
2
)
, (B8)
where the fields φ1 and φ2 are defined through the equation
Aai = φ1δixδa1 + φ2δiyδa2. (B9)
The potential (B8) is depicted in Fig. 49. The Abelian configurations correspond to the φ1 axis with φ2 = 0 and the
φ2 axis with φ1 = 0. The static non-Abelian solutions are indicated by the intersection points of the four straight lines
in the figure. At these points, the amplitude of the gauge field is A ∼ µ/g. Recalling that unstable modes typically
have k ∼ µ, this corresponds to the non-Abelian scale A ∼ k/g. However, these solutions are unstable to rolling down
and subsequently growing in amplitude along one of the axes. The picture suggests that, if we start from A near
zero, the system might possibly at first roll toward one of these configurations with A ∼ k/g, but its trajectory would
eventually roll away, growing along either the ±φ1 or ±φ2 axis until the effective action breaks down at A ∼ p/g.
This effect of unstable growth of the gauge fields toward an Abelian configuration is called ‘Abelianization’.
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