Random number generation: A combinatorial approach  by Salzberg, Pablo M
Discrete Mathematics 54 (1985) 313-320 
North-Holland 
313 
RANDOM NUMBI~ GENERATION:  
A COMBINAXORIA I ,  APPROACH 
Pablo M. SALZBERG* 
Depanamento de Materadticas, Universidad Sim6n Bolfvar, Caracas, Venezuela 
Received 25 May 1983 
Revised 17 August 1984 
Given a sample with replacement from a finite set ~ ,  we show simply how to generate a
maximal sequence of functions of the sample, all uniform on ~/, such that these functions are 
pairwise independent. We also consider the problem of generating a sequence of k-wise 
independent functions of the sample. To this end we set up a geometrical framework in which 
this problem is intimately related to that of finding, in a projective geometry of dimension r, a 
set of points such that no one subset with k points belongs to a hyperplane of dimension k - 1. 
1.  ] l l t roduc f ion  
Given N random variables we can introduce among them a whole hierarchy of 
stochastic independence notions. More precisely, X1, . . . ,  X~ are called k-wise 
independent (2 <~ k ~< N) if the variables X~.,..., X~ of any subset of cardinality k
are mutually independent. Thus, it is clear that by increasing k we achieve 
stronger independence r lations, and that mutual (k =N)  and pairwise (k = 2) 
independence are but extremes in this chain. Furthermore, since k-wise indepen- 
dence involves a weaker elationship than that of (k + 1)-wise independence, we 
should be able to find longer sequences of k-wise independent random variables 
than we would expect for the case k + 1. Therefore, we are led to consider the 
following problem: given a sample X= (X1 , . . . ,  X~) (with replacement) from a 
finite population d£ = {0, 1 , . . . ,  M-  1}, how can one generate a maximal sequence 
f l (X ) , . . . ,  f~(X) of functions of the sample taking values on .g/t, such that these 
functions are k-wise independent? 
O'Brien [5] first introduced this problem for pairwise independence. His work 
was motivated by random number generation, i.e., given a sample of r mutually 
independent random variables as in the problem stated above, he wanted to see 
how one could generate N (N> r) numbers f l (X ) , . . .  , IN(X) which would be 
random in the sense of pairwise independence. There, it is shown that N is at 
most M ' - I+M' -2+ • • • +1, and if M=p q for some prime p, this maximum N can 
be attained by a strictly stationary sequence for which any r successive random 
variables are independent. These results extend those by Lancaster [4] which 
assert hat at most N-  1 pairwise independent onconstant random variables can 
be defined in a probability space with N atoms; in particular, this maximum can 
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be attained only if N> 3 and the random variables are uniform on d~ for M = 2. 
Unfortunately, the methodology developed in the papers mentioned above fails to 
give any insight into the case k I> 3; this fact awakens our interest in obtaining a 
deeper understanding of k-wise independence as a whole. 
In this paper we use a combinatorial approach to set up a unified geometric 
framework for the whole chain of independence notions. To achieve this, starting 
from a sample X1 , . . . ,  X,, we exhibit first a fairly simple procedure to generate a
set (X1 , . . . ,  X,) of pairwise independent uniform functions of the sample, M not 
necessarily being the power of a prime. Afterwards we show, whenever a 
complete set of orthogonal squares of order M exists, that the mutual indepen- 
dence of any X~, . . . ,  X, is equivalent o the pairwise independence of each X~. 
with every element of the set (X~, . . . ,  X~._~). These results set up the relationship 
between our problem and that of constructing, in a projective geometry of 
dimension r, a set of points such that no one subset with k points belong to a 
hyperplane of dimension k -  1. Some partial results on this difficult combinatorial 
problem can be found in Assmus and Van Lint [1]. 
The following notations will be fixed throughout. Let M and r be integers 
greater than 1, and let ~ be a set with M elements, say d~ = {0, 1, 2 , . . . ,  M-  1}. 
We shall consider independent uniform random variables (i.u.r.v's) X1, • •.,  X, on 
some probability space (/2, ~, P), mapping O onto JR. By uniform, we mean 
P(XI = m)=M -~ for each m ~.  Therefore, X1 , . . . ,  X, will denote a sample 
(with replacement) from a finite population having M elements. (The reader 
should notice that, since d~ will be endowed with a finite field structure, this is not 
the customary definition of a random variable. Nevertheless, the basic notions and 
properties of random variables used in this paper will still be valid without 
modifications.) 
The following terminology will be used without any further eference. A matrix 
S =(~j)  of order MxM with entries in d~ is called a square if every value of d~ 
appears repeated the same number of times, namely M. Two squares S ~ and S 2 
are orthogonal if for each pair (rot, m2)Ed~ 2 there is a location (i,j) such that 
S~ = ml and S~ = m2. Furthermore, a set of squares is called orthogonal whenever 
any two squares in the set are orthogonal. Finally, we say that a set of orthogonal 
squares of order M is complete if it possesses M + 1 squares. 
The reader is referred to Breiman [2, Ch. 1-3] and Hall [3] for further details. 
2. Pairwise independent functions of a sample 
Given a matrix S = (S~j) and a sample X1, X2 (of i.u.r.v's), we shall consider the 
random variable Sxlx~ defined by Sxlx2(OJ)= Sx~(,o)x~(,~). The stochastic properties 
of Sx~x: are reflected in the combinatorial structure of S. For instance, it can 
easily be proved that Sxlx~ is uniform if/S is a square. A deeper esult linking the 
notion of orthogonal squares and stochastic independence can be stated as 
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1 2 foUows: Let S 1, S 2 be two squares o[ order M; then Sx,x~ and Sx,x2 are 
independent if] S 1 and S 2 are orthogonal. This result follows at once from the 
definitions. 
Therefore, given any set of orthogonal squares of order M, say Se= 
{S °, S 1 ., S"}, the functions of (X1, X2) given by 0 S" , . .  Sx,x2, . . . ,  x,x: are pairwise 
independent. 
Throughout his paper 5e will be fixed and assumed to contain the canonical 
orthogonal squares. More precisely, we assume S ° = i (V]) and S~ = ] O/i). With 
this in mind we denote 
(Xl, X2) = o Sl {Sxlx2, x,x~,- - - ,  Sx~x). (:) 
0 It is clear from the assumptions that Sx,x~ = X1 and S~:,x~ =X2. 
For the sake of future reference, we summarize the previous comments as 
follows. 
I,¢mma 1. Let Xl,  X2 be a sample (i.u.r.v's). Then the elements of (X1, X2) are 
pairwise independent u.r. v ' s. 
lR r~k .  Whenever M is the power of a prime, d~ can be endowed with a finite 
field structure. In this case there exists a complete set of orthogonal squares which 
can be given by S~= i+ k], k = 0 , . . . ,  M-1 ,  and S M= (S°) T. Thus, by inducing 
the field operations of ~t on (X1, X2), we have 
(X:, X2) = {X1, Xx + X2, Xl + 2X2, . . . ,  Xl + (M-  1)X2, Xz). (2) 
To extend Lemma 1 to a sample X1 , . . . ,  X, of size r, we define inductively 
(X l , . . . ,  Xr) = I,.J (Y, Xr). (3) 
Ye(X  ! .... .  X._O 
More specifically, if Y1, . - . ,  Y,~_, denote the elements of (X1, . . . ,  X,-1) and 
5e is the set of orthogonal squares ubjacent to its definition, then (X1,. •.,  X,)= 
{SO , . . . ,  . - i .  0 S " - I  X I  Sv,x , , . . .  ;Sv,,_~x,,..., v,,_,x;, ,j. This list has not repeated ele- 
ments, as a consequence of Theorem 1 below. A geometrical representation of
(X t , . . . ,  X,) is suggested in Figs. 1 and 2 for the cases r = 3, M= 3 and r = 4, 
M = 2 respectively. (Since in both cases M is a prime, addition is modulo M; see 
remark above. However, in the general case M = p" (p prime), ~ endowed with a 
field structure is isomorphic to Zp[x]/F(x), where F(x) denotes an irreducible 
polynomial of degree q over 77v.) 
Theo~m 1. Let X1 , . . . ,X ,  be a sample. Then all random variables in 
(X~, . . . , X,)  are pairwise independent. 
Proof. First assume r = 3 and let U, V ~ (X1, X2, X3). The inductive definition of 
(X1, X2, X3) asserts that we can find Y~, Y2~ (X~, X2) and S i, SJe,5° such that 
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Fig. 1. Fig. 2. 
U i j = S v lx  3 and  V = Sv2x3, where Y1 ~ Y2 and i or j ~ n, or i ~ ]; otherwise U = V. 
Furthermore, we can assume without any loss of generality that Y1 ~ Y2, and that 
U and V are not simultaneously equal to two of the three variables Y1, Y2 or X3. 
Otherwise U and V would be independent, as a consequence of Lemma 1 and the 
independence assumptions, and thus the proof would be concluded. Since U, V 
are uniform, to prove that they are independent one need only show the 
following: 
P{U --  u,  V = v} = M -2  for all u, v ~ .4(. (4) 
Now, given any pair u, v ~ ~,  let Ix, v be permutations of ~ such that S~,~)m = u 
and S~(,,),,J -- v for 0 ~< m ~< M-1 .  (If U = X3 or V = Xa, we should take Ix and v 
i i 
-~- Smv(m ) 'V. such that S,,~(, o u and = The rest of the proof would remain almost 
unchanged.) Then obviously 
P{u= u, v= v}= e{Y = Ix(m), Y2= x3= m}. 
rrt 
(5) 
On the other hand, since X1, X2, X3 are independent and Y~, I/2 are indepen- 
dent functions of (X1, X2), then Y1, Y2, X3 turn out to be independent. Hence, by 
factoring each term on the right-hand side of (5), we obtain (4). This concludes 
the proof for the case r = 3. 
Finally, suppose the statement holds for any m < r. In order to prove the result 
for re=r ,  let us consider U, V~(X1, . . . ,X , )=[ . Jy~cc~. . . . . x . _ I>(Y ,X , ) .  Thus U~ 
(Y1, X,) and V~ (Y2, X,) for some I/1, Y2e (X1 , . . . ,  X,_I); then exactly the same 
argument given above completes the proof. [] 
Clearly, Theorem 1 and definition (3) yield: I(X1,...,X,)l=n'-l+ 
n ' -2+- . .  + n + 1 = (n ' -  1)/(n - 1). Therefore, Theorem 1 provides us with a 
lower bound for the number of pairwise independent functions of a sample, 
namely (n ' -1 ) / (n -  1). Whether this expression constitutes also an upper bound 
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is still an open question; however, since a general upper bound is given by 
(M ' -  1)/(M- 1) (of. [5, Theorem 1]), the following result holds: 
Corollary 1. Whenever a complete set S of orthogonal squares of order M does exist, 
(X~,. . .  X,> furnishes a largest set of pairwise independent [unctions of the sample 
and its cardinaIity is (M'-I)/(M - 1). 
In case of M being the power of a prime and 5e taken as suggested in the 
remark following Lemma 1, we obtain 
<X1, . . . , X,> = {Xk + mk-~Xk-1 + ' ' "  + m~X~ I 1 <~ k <<- r, 
mie.,g for l~<i~<k-1}. (6) 
3. Reducing mutual to pairwise independence 
The aim of this section is to show under rather general conditions that for any 
given random variables X1, . . . ,  Xk+l mapping O into ~,  the independence 
between Xk+l and the random vector (Xx, . . . ,  Xk) is equivalent to the pairwise 
independence between Xk+~ and each element of (X1, . . . ,  Xk>. This result will 
provide us with a procedure to choose, among the random variables in 
(X~,. . . ,  X~>, a sequence with the desired type of k-wise independence. 
In this section we shall drop the assumptions on uniformity and equal distribu- 
tion of X1, • • •, Xk; instead, we shall only require that they be independent and 
range over all ~t (i.e., P{X~. = m}# 0 for all m ~d( and 1 <~i~ < k). Under these 
assumptions, the set <X~,..., Xk> will still be meaningful and its elements will 
also range over all rig. 
2. Let 5" be complete (M = n) and let X~, Xz be independent r.v's. Then 
X~, X~, X3 are mutually independent if and only if X3 is pairwise independent of 
each element of <X1, X2). 
Proo|. The "only if" part is immediate. Now, let xl, x2, x3e./~ and denote by 
A ={Xl=Xl,  X2=x2} and B ={X3=x3}. In order to prove that P(AB)= 
P(A)P(B), let us consider the sets ~={Y i  i = Sx,x~} for 0 <~ i ~ n, where 
Yi = S~qx2~ <X1, X2). Then the following two properties hold: 
E, f3 E i = A for all i# ], (7) 
and 
U = n. (8) 
i 
To prove (7), observe first that the inequalities /~. ~A hold since Y~(ta)= 
S~xl(o,)x2(,~)=S~,,,~ for all taaA. On the other hand, toe (Faf3Ei ) -A for i#]  
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would imply Yi(o) = Sx,(o,)x~(.,~~ = S~,,, 2 and yj(o) = SXl(o2~)X2(oj)J --__ SXlX 2 i with 
(XI(o), XU(O))~ (Xa, Xg, which contradicts the orthogonality of S' and S j. To 
prove (8), denote by ~ ={(ml, m2) ~21 i _ / S~,,,~-S,~,x~}. It is clear that /~. = 
~,,,mg~r~{X1 = ml, X2 = mz}, which together with (7) yields ~ ~/_# ={(Xl, xu)}. 
Therefore, the completeness assumption on 5e implies that ~a_, has (n + 1)× 
(n - 1) + 1 = n 2 elements; i.e., ~*L, = ~ × ~¢~- ThUS, given o ~ O, (Xl(O~), X2(o~)) ~ L/. 
holds for some i (0~ < i <~ n), which in turn yields o ~F_~.. 
Now, in addition to the independence between B and each/~., note that (7) and 
(8) imply E,P(~)=I+nP(A). Therefore, P(B)=E,P(B(~-A))+P(AB)= 
E, (P(BI~. ) -  P(AB))  + P(AB)  = ~., (P(B)P(I~. ) ) -  nP(AB) = P(B) + n (P(A )P(B) - 
P(AB)). Hence, P(AB)= P(A)P(B).  [] 
Lemma 3. Let X~, . . . ,  Xk be mutually independent random variables mapping O 
onto ~ (i.e., P(X~-=m)~-0 for all m~ and l~ i<~k)  and let P*(.)= 
P(" I Xk = m) be the conditional probability measure defined for some m e d~ (cf. [2, 
p. 67]). Then, with respect o P*, X1 , . . . ,  Xk-~ are also mutually independent and 
range over all .tL 
Proof. Let ml , . . . ,  mk_~d~. Then 
P(Xk =m) P , =m 
k--1 k--1 
I I  P(X~. = rye) = l ]  P(X~. = m~) 




/'(Xk =m)  
P(Xk = m) 
independence assertion. Furthermore which proves the 
P(X~. = m) ¢ 0 for all m e .~ and 1 ~< i ~ k - 1, which concludes the proof. 
P*(Xi = m) = 
[] 
Theorem 2. Assume 5 ° is complete. Let X I , . . . ,  Xk be mutually independent 
random variables mapping K~ onto ~ and let Xk + l : K~ ~ .g/t. Then X1, . . . , Xk + l are 
mutually independent if and only if Xk+x is pairwise independent of every variable 
in (X1 ,  . . . , Xk ) .  
Proof. The result is obvious in one direction. To prove the "if" part, observe first 
that this theorem is true for k = 2 (by Lemma 2). Then assume it holds for any set 
X1, . . . ,  Xk-1 of random variables atisfying the hypothesis, and let us prove it for 
the ease of k variables. 
Since X1 , . . . ,  Xk are mutually independent then, according to Lemma 3, 
X~, . . . ,  Xk-1 are also mutually independent with respect to the conditional 
measure P*(-)= P(-[Xk = ik) defined for any arbitrary but fixed ik e J/. Now, 
consider Y e (X1 , . . .  ,Xk-1). Since Y and Xk are independent and Xk+~ is 
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pairwise independent of any dement of (Y, Xk) then, by the induction hypothesis, 
Y, Xk, Xk+l are mutually independent. Thus, by Lemma 3, Xk+x and Y are also 
independent with respect o P* defined above. 
Summarizing, Xk+x is pairwise independent of any element of (Xx, . . . ,  Xk-x) 
with respect o P*. Hence, by the induction hypothesis, X1 , . . . ,  Xk-1, Xk+x are 
mutually independent with respect o P*(-); i.e., 
(i~: ) k--1 
eg¢ (Xj=/j}f'~(Xk+l=ik+l~ = I' I  P*(X~=i~)P*(Xk+x=ik+x) 
t=l 
(9) 
for any set of labels i x , . . . ,  ik-- 1, ik+lEof .  Finally, the pairwise independence 
between Xk and each X1 , . . . ,  Xk-1, Xk+l implies that P*(Xj = i t) = P(Xj = it) for 
] = 1 , . . . ,  k - 1, k + 1, which together with (9) yields the desired equality: 
~k+l /~I k+jl~11 
t__I~I x~ = = P(X~ =/~). [] 
We have seen, whenever M is the power of a prime, that of can be endowed 
with a finite field structure which, in turn, can be used to construct 3' (cf. Section 
2). In this case (Xx , . . .  ,Xk)  C L (Xx , . . .  ,Xk) ,  where L(X1 , . . . ,  Xk) denotes the 
linear space over of generated by Xx , . . . ,  Xk. Therefore, we have also proved the 
following result. 
Corollary 2. Assume M is the power of a prime, so that of can be endowed with a 
finite field structure, and let X1 , . . . ,  Xk+l be as in the hypothesis of Theorem 2. 
Then X1, . . . , XK+ 1 are mutually independent if and only if Xk+ 1 is independent of 
each linear combination alXx + a2X2 + " " " + akXk in L(Xx , . . . ,  Xk). 
4. On k-wise independence 
In this section we introduce a geometrical framework for k-wise independence 
and show that the problem of constructing sequences of k-wise independent 
random variables is intimately related to a class of difficult combinatorial prob- 
lems in projective designs. 
To begin with, note that (Xx, . . . ,  X,) can be regarded as the set of points of a 
projective geometry of dimension r over of. Indeed, the elements of (X1, . . . ,  X,) 
are canonical representatives for each of the non-void classes of the quotient 
structure L(Xx , . . . ,  X,)/Y, where L (Xx , . . . ,  X,) was introduced above and Y is 
the equivalence relation defined on L(Xx,  . . . , X,) by: "u Y v if u = mv for some 
non-zero m e off". Thus, the line passing through Yx, Y2 e (Xx, • • •, X,) is given by 
(Yx, Y2); analogously, the plane through Zx, Z2, Z3e(Xx , . . .  ,X , )  is given by (Zx, 
Z2, Z3) and so on. Within this framework, Theorems 1 and 2 can be condensed as 
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follows: 
Corollary 3. Let M be the power o[ a prime and let X I , . . . ,  X~ be a sample of 
uniform random variables mapping 12 onto d~. Then Y1, . . . ,  Yk ~(X1, . . . ,  2(,,) are 
mutually independent if and only if for each index i (1 <<- i <<- k ), Yi does not belong 
to the ( i -1 )  dimensional hyperplane (Y1 , . . . ,  Yi-x) of (X I , . . . ,  X,). 
Thus we observe that our initial problem of constructing, for example, a 
maximal set of 3-wise independent uniform functions of the sample is intimately 
related to the following: given a projective geometry o[ dimension r, find a maximal 
set o[ points such that no three of them lie on a line. 
Some partial results on this later problem can be found in the paper on ovals by 
Assmus and Van Lint [ 1]. 
In general, the construction of a set of k-wise independent uniform functions of 
the sample (3~<k <~r) will depend upon the feasibility of obtaining the chain 
3W D 4W. • • D (k -  1)W of subsets of 2W = (X : , . . . ,  X~), where iW denotes a 
maximal subset of ( i -1 )W such that no one subset of i points belongs to an 
hyperplane of dimension i -  1. 
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