Abstract. The authors give a representation formula for differentiable functions analogous to Taylor's formula, but in which the differentiability of the remainder term is recovered. The result is used to prove a generalization of the Morse lemma.
Here R"(x) is an «-linear mapping, and Rn is of class Ck but usually not more. We shall give below a representation, which will be a useful substitute for Taylor's expansion in the sense that the differentiability of the remainder term is recovered (cf. Theorem 1). Our functions will be defined on open subsets of a normed linear space V having a C duality mapping in the following sense:
There is a C mapping e of V \ {0} into the topological dual V* of V such that e(x)x = 1 for every x =£0inV (1) and ||jc||'+1Z)'e(jc) is bounded in a neighborhood of 0 for 0 < i < r.
Note that every inner product space has a C°° duality mapping and that so does every Sobolev space W'k(tt) for even p.
We can now state 1.2. Theorem 1. Suppose V is a normed linear space having a C"+k duality mapping andf: 0 ~* F is a C+k mapping from an open neighborhood 0 ofOin V into a Banach space F. Then there is a mapping Sn : 0 ~* L"( V ; F) (the Banach space of bounded symmetric n-linear mappings from V to F) with the following properties :
(i) Sn is Ck in 0, S"(0) = 0 and 
y-o Remark 1. The mapping S" depends on the choice of the duality mapping and is usually not unique.
Remark 2. In the one dimensional case, the representation formula (5) is nothing but Taylor's formula. Whitney [9] established the properties (3), (4b), (5) of Theorem 1 for Sn = R" in the one dimensional case. He also gave a representation formula different from Taylor's formula in the higher finite dimensional case, but even in this case, our results are useful complements to his. Note that (4a) is trivial in the one dimensional case, but not so in the general, even finite dimensional, case. Assertion (i) shows that Rn and Sn have the same derivatives at 0 up to order k. The latter remark will be used later.
In the case k = oo, Rn satisfies all assertions of Theorem 1, so it remains to consider the case k < oo.
Before proving Theorem 1, we give below its converse which is useful in proving that certain functions are C. Note that a given partition of {1,.. ., /} may give rise to more than one a-partition. An a-partition o will usually be denoted by o(a). An /'-tuple (A,, .. ., A,) of vectors is denoted by A, the sub-tuple with subscripts in oy is denoted by haJ.
We shall repeatedly use the following Leibnitz formula: Let P be a boundedp-linear mapping and let /" . . . ,fp be C mappings. Let g(x) = P(fx (x), . . . ,fp(x)) = />((/.(*)),_,.p).
Then the derivatives of g are given by
where the first sum is over all the of s in a given a-partition o(a) with \a\ = i and the second sum is over all the a-partitions o (a) with \a\ = /'. We now turn to the proofs of Theorems 1 and 2 successively.
Proof of Theorem 1. 1.4. Let/be as in Theorem 1, let 0 < k < oo, and put r = n + k. Let with the C'-mapping x~»((e(x)f\gr(x)).
Hence by Leibnitz' formula, D%(x)h= 2 2 P((i>M*)AV,.>!>*♦*{*)**"). (9)
By (2), (7) and (9) Then Sn satisfies (4a) and (5). The proof of the theorem will be completed once it is shown that S" satisfies (3) and (4b). Now, Vn is C00 and r"(0) = 0,
Dj+kVn(x) = 0, 1 < j < n.
Consider next U"(x). Note that U" is C* in 0 by Theorem 2 since Sr is C° in 0. Moreover, we have by Leibnitz' formula:
(id: the identity map of V)
By (10), Um \\x\\a>Da>Sr(x) = 0 for x-^0. Since \\x\\J-xDJid(x) is bounded near 0, we have for x ~» 0:
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use and lim \\x\yAj+k(x) = 0, 1< / < n.
(12a), (12b) and (14) together imply in view of Remark 3 that S" satisfies (3).
Furthermore, (12c) and (15) together imply that S" satisfies (4b). This completes the proof of the theorem. We now turn to Proof of Theorem 2. We have S(x)x(n) = (S(x)x(n~xy)x, hence Theorem 2 can be proved by induction on n; in fact, it can be reduced to the case --1. ; cf. also [2] for an elementary proof). Palais' result was generalized by several authors, among whom we mention Tromba [6] , [7] , Kuiper [3] to quote a few (Kuiper's manuscript was kindly made available to us by G. Barbançon, University of Strasbourg).
We shall use Theorems 1 and 2 in the proof of a generalized Morse lemma for Banach spaces having smooth duality mappings. The present version of the Morse lemma can be considered an extension of Kuiper's result. Note also that our proof is considerably simpler than Kuiper's proof, even for the Hilbert space case.
We shall say after Palais, that 0 is a nondegenerate critical point off: € -* R if Df(0) -0 and Z>7"(0) is an isomorphism of V onto V*.
We now state and prove so h E E implies h" E E for n = 2, 3,-Here h2 = h ° h and A" = é""1 » h. Let 0: E~* E,0(u) = u2. Then 0 is C00. We shall show that 9 has a local inverse in a neighborhood of idK. Indeed, let (c") be defined by
and let R(u)= 2 c"«n, (u G E, \\u\\< 1).
It can be easily proved that 9(R(u)) = idK + u.
Recall that S(x) = B~x ° (S2(x)) so S maps 0 into E and enjoys the same differentiability properties as S2. Thus S is C* in 0 and Ci+k in 0 \ {0} and lim ||x||Z>1+*S(jc) = 0.
(19a)
x->0
In particular, 5 is continuous. Choose a neighborhood U' of 0 in 0 such that H-SCx)!! < 1 whenever x E U', and put It remains only to prove that tp is C2+k in t/ \ (0}. Note that in addition to (19a) we also have 5isC2+*in0 \{0} (19b) and it follows easily that A, \p and hence tp is C2+* away from 0. This completes the proof of Theorem 3. When the first version of this paper was submitted, the referee kindly called our attention to Tromba's paper [8] . A study of Tromba's paper (loc. cjt.) enabled us to arrive at a noteworthy variant to Theorem 3 in the case V is an almost inner product space [8] . Roughly speaking, if V is a Banach space carrying an almost inner product and a smooth duality mapping, then Theorem 3 holds with 0, weak nondegenerate critical point in the sense of Tromba [8] . Details will appear elsewhere.
