nonlinear restoration algorithm. The results indicate that reasonably good passband restoration was accomplished, and there is evidence to demonstrate modest superresolution. Further research will involve attaining higher bit rates, using larger sets of training data, and experimenting with different encoder/decoder structures. It is also interesting to note that NLIVQ is similar in many respects to a multilayer neural network, which leads one to believe that similar results could be achieved with that approach.
A Multiscale Representation Including Opponent Color Features for Texture Recognition

Amit Jain and Glenn Healey
Abstract-We introduce a representation for color texture using unichrome and opponent features computed from Gabor filter outputs. The unichrome features are computed from the spectral bands independently while the opponent features combine information across different spectral bands at different scales. Opponent features are motivated by color opponent mechanisms in human vision. We present a method for efficiently implementing these filters, which is of particular interest for processing the additional information present in color images. Using a data base of 2560 image regions, we show that the multiscale approach using opponent features provides better recognition accuracy than other approaches.
Index Terms-Color, color texture, color vision, Gabor filter, human vision, image retrieval, multiscale, opponent, opponent color.
I. INTRODUCTION
Gabor filters have been used extensively for the analysis of texture in grayscale images [1] , [5] , [8] . These filters achieve optimal joint localization in space and spatial frequency [6] and can be used to decompose images into components corresponding to different scales and orientations. One approach to texture analysis using Gabor filters is to find specific narrowband filters for each texture class that can be used to distinguish it from other texture classes [1] . An alternate approach is to represent a texture using outputs from a bank of Gabor filters. The outputs of the filterbank can then be passed through a nonlinear operator to extract features [5] , [8] .
Color texture models endeavor to exploit the additional information contained in a multiband image. Random field models, which capture spatial interaction within and between sensor bands, have been used for the segmentation of color images of natural scenes [10] . A multiband correlation model has been used for geometryinvariant recognition [7] and illumination-invariant recognition [2] , [3] . Although methods using these models have performed well, these representations are limited by the large computational expense associated with the random field model or the representational redundancy associated with the correlation model.
In this correspondence, we propose a Gabor representation for color texture. The representation uses unichrome features computed from each spectral band independently, as well as opponent features that capture the spatial correlation between spectral bands. The opponent features are motivated by opponent processes in the human visual system. In Section II, we describe the bank of Gabor filters and present an efficient implementation that allows the representation to be computed efficiently for color images. In Section III, we define the multispectral Gabor features. Section IV presents an experimental comparison of the new methods with multiresolution gray-scale techniques.
Manuscript received November 5, 1995 where m is the index for the scale and n is the index for the orientation. This choice of filters is motivated by the efficiency considerations described later in this section. As in [1] and [5] , the half peak radial and orientation bandwidths are defined by 
Note that for fixed B r , the product of u m and m is a constant. 1 We consider a filterbank with three scales and four orientations. The bandwidth B is taken to be 40 (which fixes Br = log 2 ( 1 + tan (20 ) 1 0tan (20 ) )) in order to maximize coverage of the frequency domain while minimizing the overlap between filters. As in [5] , filters are placed one octave apart so that um = 0:5um01. The highest center frequency is taken to be u 1 = This class of circularly symmetric Gabor filters can be implemented efficiently as a sum of separable filters. Suppressing the m and n subscripts, (1) can be written as f(x; y) = h1(x)h2(y) 0h3(x)h4(y) 
and v = u cos; w = u sin. This reduces a two-dimensional (2-D) convolution to four one-dimensional (1-D) convolutions. We can also make use of the symmetry of the functions (even for h 1 and h 2 ; and odd for h 3 and h 4 ) to further reduce the number of multiplications by a factor of two. While convolution with an N 2N filter requires N 2 multiplications per image point, the above method requires 2N multiplications per image point, thus reducing the computation by a factor of N=2. This implementation generalizes previous work [9] on efficiently implementing a bank of circularly symmetric Gabor filters that placed constraints on the allowable values of for consecutive filters.
III. MULTIBAND GABOR FEATURES
A. Unichrome Features
We define unichrome features as values that are extracted from a single spectral band. Let Ii(x; y) be the ith spectral band of a color image and let f mn (x; y) be a filter in the filterbank. Denote the filtered image by himn(x; y) = Ii(x; y) 3 fmn(x; y) (6) and the unichrome feature imn by imn = x;y h 2 imn (x; y)
so that 2 imn is the energy in the filtered image h imn (x; y). For C spectral bands, M scales, and N orientations a set of CMN unichrome features is obtained.
B. Opponent Features
The opponent process theory of human color vision was proposed by Hering in the 1800's. Following the experiments of Hurvich and Jameson [4] in 1957, considerable neurophysiological evidence emerged in the 1960's for color opponency. In this subsection, we define features computed from the Gabor filter outputs that are related to the opponent theory of human color vision.
1) Opponent Process Theory:
A receptive field is a pattern of photoreceptors in the retina that determines the behavior of a cell in the visual system. Receptive fields have a center-surround organization so that, for example, a cell that is excited by a light stimulus in the center of its receptive field will be inhibited by a light stimulus in the annulus surrounding the excitatory center. This causes the cell to exhibit spatial antagonism.
The receptive fields for some cells include different classes of photoreceptors causing the cells to exhibit chromatic antagonism. Single opponent cells are excited (or inhibited) by the response of one class of photoreceptor in the center field and inhibited (or excited) by the response of a different kind of photoreceptor in the surround field. Double opponent cells have a more complicated receptive field structure. A double opponent neuron might, for example, have a receptive field center that is excited by photoreceptor class A and inhibited by photoreceptor class B combined with a receptive field surround that is inhibited by photoreceptor class A and excited by photoreceptor class B. Single opponent and double opponent receptive fields have been called Type I and Type II receptive fields respectively by Wiesel and Hubel [11] . Receptive fields that are spatially opponent but not color opponent have been termed Type III. Fig. 2 gives examples of the various classes of receptive fields along with 1-D plots of how these receptive fields can be approximated by combinations of the Gabor filters.
2) Gabor Opponent Features:
Let h imn (x; y) and h jm n (x; y) be the filtered images of different spectral bands i and j, respectively, with m and m 0 denoting the scales of the filters used. We normalize h imn (x; y) and h jm n (x; y) to have unit energy by dividing by imn and jm n , respectively. Define the difference of normalized himn(x; y) and h jm n (x; y) by 
so that 2 ijmm n is the energy in the normalized difference image d ijmm n (x; y): We can write (9) x;y h imn (x; y)h jm n (x; y) imn jm n : (10) Note that the numerators in the first two terms of (10) are squared unichrome features. By normalizing the filtered images in the definition of opponent features, we remove this redundant information. We can write (10) as 
where r ijmm n is the zero offset normalized cross-correlation between himn(x; y) and h jm n (x; y). Thus, ijmm n is a measure of the correlation between different sensor bands at the same orientation for a pair of scales. Referring again to Fig. 2 , we see that the response 
IV. EXPERIMENTS
A set of 80 color texture images was used to examine properties of the unichrome and opponent features for texture classification. One sample of size 60 2 80 pixels of each of the 80 color texture images was taken to create a data base. These samples are shown in Fig. 3 . Thirty-two test samples of the same size of each texture were used for classification experiments. The goal was to classify each of the 2560 test textures as an instance of one of the 80 data base textures.
A. Classification
The unichrome and opponent features defined in Section III were used for classification. Since the filterbank is defined using three scales and four orientations, a total of 36 unichrome features are computed for the three spectral bands. The opponent features ijmm n were calculated for all i; j with i 6 = j and jm 0 m where (fi) is the standard deviation of fi over the 80-sample data base. For each test texture, we computed the distance of the test texture from each of the data base textures using (12) . A test texture was classified as an instance of the data base texture with which it has the smallest distance. Let S l be a subset of the 120 features containing l features. We denote the percentage of test textures, which are correctly classified using the feature set S l by P(S l ).
B. Performance Evaluation
To evaluate the quality of the various features, we examined which sets of features provide the best classification accuracy. Since ( 120 l ) possible subsets of size l can be chosen from a set of 120 features, it is computationally intractable to find the S l that maximizes P(S l ).
We therefore used a stepwise optimal algorithm for finding setsŜ l that give high values for P(Ŝ l ): Each of the 120 features was used individually to classify the test textures. The feature that, when used alone, provided the maximum recognition accuracy was defined to beŜ 1 .Ŝ 2 was found by adding toŜ 1 an additional feature, which leads to a maximum increase in the classification rate. The additional feature was chosen from the remaining 119 features.Ŝ3 was found similarly by adding an additional feature chosen from the remaining 118 features toŜ 2 : The approximately optimal feature setsŜ l were built up in this way. Fig. 4 shows a comparison of the classification performance for the best subsets of three feature sets. The first feature set includes the 48 gray-scale Gabor wavelet features introduced in [8] . This set of features has been shown to provide better classification accuracy than several other multiscale texture feature sets over 1856 texture samples [8] . Color images were converted to gray scale for this set of experiments by averaging the three spectral bands. The second set of features includes the 36 unichrome features obtained from the three sensor bands. The third feature set includes all 120 unichrome and opponent features. We see that for a given number of features, the unichrome feature set performs significantly better than the gray-scale feature set. We also see that using the opponent color features significantly improves classification accuracy over only using unichrome features. The distance measure defined in [8] was used in conjunction with the gray-scale feature set, although we note that classification performance was similar if the distance defined by (12) was used with these features.
Figs. 5-7 illustrate properties of the feature sets using image retrieval results. In each panel of each figure, the best matching 31 test textures for the data base texture in the upper left are shown with the best matches ordered left to right and top to bottom. In matches are outlined in black. We see that while the unichrome features capture the spatial structure of each texture and some of the chromatic properties, the opponent features provide important additional information about the detailed spatial structure of the color components.
V. SUMMARY
Previous approaches to filter-based texture representation have used only gray-scale information. In this work, we introduce a multiscale representation for color texture based on unichrome and opponent features computed from Gabor filter outputs. The opponent color features are motivated by opponent processes in human vision. We show that by combining Gabor filter outputs across different scales and different sensor bands, we obtain approximations to the response of single opponent and double opponent neurons in the human visual pathway. We describe an efficient method for computing the multiscale Gabor representation. A data base of color textures is used to demonstrate the improved capability of the representation developed in this work for texture classification.
