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Test for unit root based in wavelets theory is recently de￿ned(Gen￿ay and Fan, 2007). While
the new test is supposed to be robust to the initial value, we bring out by contrast the signi￿cant
e⁄etcs of the initial value in the size and the power. We found also that both the wavelets unit
root test and ADF test give the same e¢ ciency if the data are corrected of the initial value.
Our approach is based in monte carlo experiment.
Keywords: Unit root tests, Wavelets, Monte carlo experiments, Size-Power curve.
JEL: C12, C15, C16, C22.
RØsumØ:Des tests de non stationnaritØ(racines unitØ) basØs sur la thØorie des ondelettes ont
rØcemment fait leur apparition dans la littØrature(2007). Ces tests sont supposØs Œtre robustes
￿ la valeur initiale. Nous prouvons au contraire que l￿ignorance de l￿ importance de la valeur
initiale entra￿ne une distortion de taille pour ces nouveaux tests. Nous montrons en￿n qu￿une









































8terme de puissance entre les nouveaux tests et les tests classiques ADF.
Mots clØs: Test racine unitØ, Ondelettes, Simulation monte carlo, Courbe taille-puissance.
Classi￿cation: C12, C15, C16, C22.
1 Introduction
It is well known that for an I(1) process , the spectral density is in￿nite for zero frequency. The
spectral distribution is concentrated on the low frequencies. So, the variance of the process is
primarily explained by the frequencies close to zero. These properties of the spectral density are
recently exploited by Fan and Gen￿ay (2007) to de￿ne unit root tests using wavelets framework.
A wavelets basis (by contrast with traditional Fourier￿ s basis ) provides a simultaneous analysis
in both time and frequency domain. In a wavelets basis the concept of multiresolution allows
to bring out the time varying impacts of each frequency in the variance of the process. So the
variance can be decomposed as a function of time and frequency. It is then possible to detect the
time varying impact of low frequencies. If the average of such e⁄etcs are signi￿cantly high, the
null of unit root is not rejected. For traditional spectral analysis, the process must be covariance
stationary. Wavelets framework allows processes with time varying stochastics properties(abrupt
or continuously changes in the variance or covariance of the process) as some ￿nancial data. In this
paper we compare the performances of traditional ADF test with one of the new tests suggested by
Fan and Gan￿ay(2007). While ADF tests are based in time domain, the wavelets tests are de￿ned
simultaneously in the time and frequency domain. In this paper we consider only the case of no drift
in the traditional ADF models. While the distribution of ADF test in the case of no drift depends









































8show that the e⁄ects of initial value in the new tests must be considered. More concretely, we found
that the new wavelets tests can appear signi￿cantly more powerful than traditional ADF tests if
the in￿ uence of the initial value is ignored . But if the e⁄ects of the initial value are considered,
the two approaches give almost the same e¢ ciency. This paper is organized as follows: the second
section presents the wavelets test. In the third section, the results of Monte Carlo simulation are
analysed. The last section presents remarks and conclusion.
2 Fan and Gan￿ay tests (2007)
Let us consider a time series fXtgT
t=1 generated by the following AR(1) process:
Xt = ￿Xt￿1 + ut (1)
where futg is weakly stationary, E(ut) = 0 , !2 = ￿0 + 2
X1
j=1 ￿j with ￿j = E(utut￿j). The size
T of the sample is supposed being an even number. We consider the null H0 : ￿ = 1 against the













where Wt;1 = 1 p
2 (X2t ￿ X2t￿1) and Vt;1 = 1 p
2 (X2t + X2t￿1) for t = 1;2;:::;T=2. The set of
the coe¢ cients fVt;1g allows to detect the time varying e⁄ects of the low frequencies in the vari-
ance of the process. The low frequencies are localised in frequencies band [0;1=2]. While the
coe¢ cients fWt;1g detect the e⁄ects of the high frequencies band [1=2;1]. More concretely, the
coe¢ cients fVt;1g and fWt;1g are respectively the coordinates of the series fXtgT









































8low frequencies components and the time-high frequencies components of the Haar wavelet basis.













t;1 measures the spectral mass
explained by the low frequencies whereas
XT=2
t=1 W2
t;1 gives the spectral mass of high frequencies.













t;1 if the process
contains an unit root. Under the null, the values taken by the statistic b ST;1 are around one. In












v = 4c !2. Under the null of unit root(and the validity of usual conditions), the limiting








where W(r) is a standard Brownian motion. For more details on wavelet theory, one can consult
Gen￿ay and al.(2002), Percival and Waden(1999).
3 Monte Carlo experiments
In this section, a comparison study between the new test and traditional ADF test( case of no drift)
is proposed . Our approach is based on monte carlo experiments.
3.1 Size of the tests
In ADF test , the asymptotic distribution of the statistics under the null assumption is diferent









































8table.1 provides the simulated critical values of ADF statistic whenever X0 = 0 (column ADF1)
and X0 6= 0(column ADF2) for two diferent sizes (n = 128 and n = 512). The simulated critical
values come from the DGP given by the model(1) with ￿ = 1. The FG1 statistic does not make
this distinction about the initial value. Its theoretical asymptotic distribution is supposed to be
invariant for any initial value. We show in this section that, on the contrary, the distribution of the
new test is clearly sensitive to the initial value, X0. In the column named WAVEFG (table 1) we
present some simulated critical values of the statistic FG1 if X0 = 0 for various sizes (n = 128 and
n = 512). We notice that the simulated critical values of FG1 coincident well with the asymptotic
critical values (column " Asympt WAVEFG " table 1). So The empirical distributions of FG1
under H0 coincide well with the theoretical distribution if X0 = 0. One should note the same
behavior for any value of X0 if the distribution of FG1 under H0 does not realy depend on the
initial value. In the table.2, simulated critical values of the statistic FG1 are given for two diferents
initial values: X0 = 5 and X0 = 10.We can see in table.2 that the obtained critical values of
FG1 deviate signi￿cantly from the theoretical asymptotic distribution (the theoretical asymptotic
distribution is given in the column: "Asympt WAVEFG ", table.1). For example, if X0 = 0, X0 = 5
and X0 = 10, the empirical critical values of FG1 for ￿ = 0;05 are respectively ￿17;829, ￿12;719
and ￿5;84 (see table.2) whereas the value given by the asymptotic distribution is ￿17;66 (column
named "Asympt WAVEFG " table.1). The deviation of the distribution increases with the initial
value. The empirical and asymptotic distributions coincide in the only case where X0 = 0. The
Statistic FG1 is signi￿cantly sensitive to the initial value. The new test shows a size distortion if









































83.2 Power of the tests
In this section the powers of the two tests are investigated by using size-power curves. These curves
are built by choosing beforehand a DGP under the nulle H0 and another one under the alternative
H1(see appendix for the details and for more details see Davidson and MacKinnon 1998). For the
more powerful test, the size-power curve converges quickly to the axis y = 1. Three DGP under
H1 are considered in our simulations, they correspond to (￿ = 0;90; n = 128), (￿ = 0;95; n = 128)
and (￿ = 0;90, n = 512) in model(1). The initial values are selected in a random way. On the
one hand, we construct the size-power curves the statistic FG1 and ADF2 in the case of no null
initial values (we note ADF2 the ADF statistic if the initial value is not null). We also built
the size-power curves of the statistics FG1 and ADF1 by using the corrected series of the initial
value, fXt ￿X0g(we note ADF1 the ADF statistic if the initial value is null). We notice in all the
cases(see ￿gure.1, ￿gure.2 and ￿gure.3) that the sizes-power curves of FG1 converge more quickly
towards the axis y = 1 than those of the ADF2 statistic. The Convergence is nearly immediate
when one moves away from the null, H0 (￿ = 0;90). These results let to think that the FG1 test
is more powerful than the one of the ADF as that was found by Fan and Gan￿ay(2007). But this
conclusion is hasty for two reasons. Initially because we saw that FG1 statistic moved away from
its theoretical asymptotic distribution under H0 if the initial value were not equal to zero. So, the
sizes-power curves of FG1 can be slightly biased. For the second raison, when the comparison is
made with the corrected data fXt ￿ X0g (i.e. by using the ADF1 statistic), the size-power curves
of the two tests are almost confused in all the three cases(￿gure.1, ￿gure.2 and ￿gure.3). Both tests
have almost the same power if the comparison is carried out using the ADF1 statistic. These two
reasons lead us to con￿em that the comparison of FG1 and ADF must be carried out on corrected
data of the initial value. So it is extremely probable that the two tests have comparable powers










































In this paper a new unit root test based in wavelets framework(Fan and Gan￿ay,2007) is presented.
We see that this test is built by exploiting the properties of the spectral density of an I(1) process.
The test appears more powerful than the ADF if the role of the initile value is ignored.We showed
by simulations experiments that the new test is not robust with the initial value. Size distortion
appears if the in￿ uence of the initial value is ignored. But both tests seem to be of the same
e¢ ciency if the used data are corrected of initial value.
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These graphics are constructed as follows; we realize 100.000 simulations of the statistic under
the null hypothesis and order them. We take for instance the 10.000 th value . This is the 10%
p-value under H0. On the other hand we realize 100.000 simulations under the alternative and
order them. This is the distribution under H1. In this distribution we look for the place of the 10%
p-value under H0. If it corresponds for example to the 90.000 th value this gives us a power of 90%.
So the size-power curve contains the point (0.1; 0.9). We do that for all the p-values under H0 to
obtain the size-power curve(See Davidson and MacKinnon,1998, for more details about sizes-power



























































































































8Figure.3. (FG is the statistic FG1)
Tables
Distributions for ￿nite sizes are based on 100.000 simulations. The asymptotic values are based
on 1 000.000 simulations. We give only values corresponding to common sizes. ADF1 and ADF2
are the tables usually called B1 and B2 (Hamilton for example). We should notice the relatively
stability of the values independently of the size of the sample but it appears necessary to do a large
number of simulations given n to stabilize these tables.
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