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Abstract
We study gauge theories based on nonabelian 2-forms. Certain connections on loop space give
rise to generalized covariant derivatives that include a nonabelian 2-form. This can be used to
find rather straightforward expressions for the field strength and gauge transformations. As a
special case we recover formulas for connections on nonabelian gerbe, as recently constructed
in mathematics. The general construction gives rise to connections on algebra bundles, which
might be relevant for D-branes in the presence of torsion. We construct BV sigma model
actions for these connections and discuss their gauge fixing. We find both Yang-Mills type
and topological BF type actions.
1. Introduction
Strings, being extended objects of dimensions two, naturally couple to 2-form connections.
Indeed superstrings are always charged under a 2-form called the B-field. This 2-form is
described at low energies by a Maxwell type gauge theory, which easily extends to higher p-
forms such as the B-field. In contrast the nonabelian gauge theory seems almost impossible
to extend to higher p-forms.
Nonabelian 1-form gauge theories appear naturally in string theory on the worldvolume
of a stack of D-branes. The nonabelian nature is related to the internal Chan-Paton indices
labeling the branes. Two-forms also appear in the low energy description of extended object
in string theory, namely NS 5-branes in Type IIA and M5-branes in M-theory. It has long
been speculated that stacks of these 5-branes at low energy are described by nonabelian 2-
forms. The decoupled low energy theories describing these systems in a particular limit are
actually string theories, the (2, 0) little string theories (LST) [1], see also [2] and references
therein. They should exist for any gauge group in the A-D-E series. A strong hint for the
appearance of nonabelian 2-forms in these systems comes from string duality. According to
this, the dimensional reduction of the (2, 0) LST should give rise to N = 4 super Yang-Mills.
In the abelian case it can easily be seen how the (self-dual) 2-form reduces to the abelian
1-form gauge field. The question is how the nonabelian 1-form in the Yang-Mills lifts to a
2-form gauge field.
In this paper we will try to find a consistent gauge theory for nonabelian 2-forms. The
starting point will be gauge bundles on loop space. Connections on abelian bundles on
loop space can be described in terms of abelian 2-forms—integrating a 2-form over the
loop gives a 1-form on loop space. We will consider what happens if one tries to describe
nonabelian bundles. We will find there is room for a nonabelian 2-form. Consistency in the
gauge transformations immediately shows the need of an additional 1-form gauge field. The
expressions that arise for the action of the covariant derivative can be understood in terms
of the Hochschild complex of multilinear maps on the internal vector space. The connection
form combines into a differential form of mixed degree with values in this complex. This
complex is known to have the structure of a Lie algebra. This makes it surprisingly easy to
write down expressions for curvature, gauge transformations, and the Bianchi identity.
Abelian 2-forms are closely related to the theory of gerbes. It is therefore no surprise that
gerbes have been shown to play a role in string theory [3, 4, 5, 6, 7, 8, 9]. The conclusion
is that the abelian 2-forms in string theory can indeed be understood as a connection on
an abelian gerbe. Nonabelian generalizations of gerbes are much less understood. Global
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descriptions of nonabelian gerbes were already known for some time, a theory initiated by
Gireaud [10]. Only recently mathematicians were able to define a notion of connections on
these nonabelian gerbes [11]. Their theory is based on 2-categories and gauge stacks. Simi-
lar approaches can also be found in [12, 13], and a related global construction of nonabelian
Wilson surfaces, inspired by this work, has appeared in [14]. In this paper we will take a
somewhat different approach to the subject. Rather than using this rather abstract theory
we will try to rely more on down to earth methods of differential forms. For a sound mathe-
matical basis however 2-categories are probably needed, and in fact formed a motivation for
this work.
We will find a natural extension of 2-form connections to describe algebra bundles. In
this case the product in the fiber can vary over the base space. Algebra bundles have
appeared in recent years in string theory in the form of Azuyama algebras [15, 16]. These
are bundles of matrix algebras MN (C). They appeared in the context of twisted K-theory,
which describes the charges of D-branes in the presence of a torsion B-field [17]. The effect
can be understood by replacing the algebra of functions by the algebra of sections of the
MN (C) bundles. Hopefully the algebra bundles in our description can be used to describe
more explicitly the role of these Azuyama algebras in string theory.
Formalizing the general setup of algebra bundles we can try to reduce the gauge group
to any group. There are however some restrictions, as one wants to keep the structure
of differential Lie algebra that made it possible to write down a consistent theory. This
will give rise naturally to so-called crossed modules. A crossed module is a pair of groups
connected by a homomorphism, G
δ
→ H , and a compatible action of H on G. The gauge
theory will consist of a 2-form with values in the Lie algebra g and a 1-form with values
in h. This generalizes other approaches to nonabelian 2-forms [18, 19, 20, 21], which were
mostly related to the somewhat trivial crossed module with H = G. Crossed modules play
an important role in the theory of nonabelian gerbes, so it is no surprise to find them here.
In fact our formulas reduce to those of [11] in this case. What is important to note is that in
fact the data of nonabelian 2-forms is more than just the gauge group, one needs a crossed
module instead. This extra data in fact does have some effect on possible fluxes that can
arise in theories described by nonabelian 2-forms. These can be described topologically, and
probably are the easiest signs of nonabelian 2-forms to detect in string theory.
A next step we will undertake is to write down an action for the connection. Actually,
the general Lie algebra structure makes it easy to write down a BV sigma model for the
generalized connection. This model will however not directly give the physics of the gauge
theory. For this we need to provide a gauge fixing fermion. This will give us several possible
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physical theories. One gauge fixing gives rise to a Yang-Mills type gauge theory. It is also
possible to find topological interacting BF type terms, giving flat field strengths as their
equations of motion. In 5 dimensions one can also get a 2-form Chern-Simons type theory.
This paper is organized as follows. In Section 2 we give a description of differential geom-
etry on loop space. This will motivate our main setup for describing generalized connections.
In Section 3 we use the result to describe the curvature, gauge tranformation, and Bianchi
identity for algebra bundles. In Section 4 we discuss reductions of the gauge group and the
role of crossed modules. We will find that these reduced connections are closely related to
the connections on gerbes found in [11]. In Section 5 we construct BV sigma models for the
connections on algebra bundles and gerbes. We will conclude with some discussion and open
problems.
2. Forms and Bundles on Loop Space
In this section we present a description of differential forms and bundles on loop space. This
section mainly serves as a motivation for our nonabelian 2-form theory.
2.1. Differential Forms on Loop Space
Given a point x0 ∈ X , the (based) loop space is defined as the space of loops in X starting
at x0,
LXx0 = {x : S
1 → X | x(0) = x(2π) = x0}. (1)
where we use the interval [0, 2π] to describe the circle. In the remainder we will mostly leave
out the explicit reference to the base point x0. It will be useful to view the values of the loop
xµ(σ) = xµσ as an infinite set of coordinates on loop space, viewing σ as a label. Denoting
by δ the De Rham differential on LX , this induces an infinite basis δxµ(σ) = δxµσ for the
1-forms on loop space, induced by these coordinates.
Our first objective is the description of differential forms on loop space.1 The essential
observation is that they can be constructed out of the differential forms on the space X [22].
Given a differential form ω on X of degree p we can construct a differential form on the loop
1We will consider only a restricted set of differential forms which vanish on constant loops, build out of
forms that vanish on the base point x0. More general differential forms can be described in a similar way,
giving rise to a cyclic version [23].
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space LX , which we denote
∮
(ω), by pull back and integration, as
∮
(ω) =
∫
S1
dσ x∗σ(ιx˙σω) =
1
p!
∫
S1
dσ ωµ1...µp−1µp(x(σ))δx
µ1(σ) · · · δxµp−1(σ)x˙µp(σ), (2)
where x˙ = dx
dσ
and ι denotes right contraction. Note that this differential form has degree
p−1, one lower than the original form. More generally, there is a construction which relates
to a n-tuple of differential forms ω1, . . . , ωn a differential form by a generalization of this
construction, ∮
(ω1, . . . , ωn) ≡
∫
∆n
dnσ x∗σ1(ιx˙σ1ω1) ∧ · · · ∧ x
∗
σn
(ιx˙σnωn), (3)
where we integrate over the n-simplex
∆n = {(σ1, . . . , σn) ∈ R
n | 0 ≤ σ1 ≤ · · · ≤ σn ≤ 2π}. (4)
The degree of this form on loop space is
∑k
i=1(pi − 1), where pi is the form degree of ωi. It
can be shown that these generate the full algebra of differential forms on loop space (supplied
with some completeness argument). This is intuitively clear from the fact that the δxµ(σ)
form a basis of the differential forms on loop space. Identifying the space of n-tuples of
differential forms with elements of the tensor product T (Ω(X)) =
⊕
nΩ(X)
⊗n, we have
constructed a map
∮
: T (Ω(X))→ Ω(LX).
The natural operations on the algebra of differential forms on loop space, the De Rham
differential and the wedge product, can be formulated in terms of the tensor algbera of forms
using this map. The De Rham differential δ on loop space acts on the above forms as follows
δ
∮
(ω1, . . . , ωn) =
∑
k
(−1)ǫk−1
∮
(ω1, . . . , dωk, . . . , ωn)
+
∑
k
(−1)ǫk
∮
(ω1, . . . , ωk ∧ ωk+1, . . . , ωn), (5)
with ǫk =
∑
i≤k(pi − 1). The terms involving the wedge product are a result of the relation
d(ιω) = ι(dω) − (−1)p d
dσ
ω. The integration of the last term gives boundary terms which
can be written as wedge products. The other important operation is of course the wedge
product. It is given by∮
(ω1, . . . , ωn) ∧
∮
(ωn+1, . . . , ωn+m) =
∑
σ∈Sn,m
(±)
∮
(ωσ−1(1), . . . , ωσ−1(n+m)), (6)
where the sum runs over all (n,m)-shuffles—permutations σ ∈ Sn+m for which
σ(1) < · · · < σ(n) and σ(n+ 1) < · · · < σ(n +m). (7)
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The sign is determined by the permutation and the degrees of the forms shifted by one. For
example
∮
(ω1) ∧
∮
(ω2) =
∮
(ω1, ω2) + (−1)(p1−1)(p2−1)
∮
(ω2, ω1).
2.2. Gauge Bundles and Covariant Derivatives
We will next discuss covariant derivatives on loop space. They will be described as a defor-
mation of the De Rham differential. This can be accomplished by adding a 1-form space to
δ. Due to the shift in the degree by one a 2-form B on X induces a 1-form
∮
(B) on loop
space, which we can then use to construct a covariant De Rham differential ∇ = δ +
∮
(B).
This is the standard way to write down a connection on line bundles over loop space. We
can add more general 1-forms on loop space, involving n-tuples of 1-forms in addition to a
2-form. Below we will see that in the nonabelian case this will automatically occur. For now
we make the simplifying ansatz above, involving only a single integral over the loop.
The infinitesimal gauge transformations that are consistent with the above ansatz for the
covariant derivative have the form
δα
∮
(ω1, . . . , ωn) =
∮
(α) ∧
∮
(ω1, . . . , ωn) =
∑
k
∮
(ω1, . . . , ωk, α, ωk+1, . . . , ωn), (8)
where α is a 1-form. The generators of the finite gauge transformations are found by expo-
nentiation
exp
∮
(α) =
∑
n≥0
∮
(α, n. . ., α) = exp
(∫ 2π
0
dσ αµ(x(σ))x˙
µ(σ)
)
, (9)
where the n above the dots denotes that α is repeated n times. In other words, a finite gauge
transformation is a Wilson line along the loop. The connection 2-form B transforms under
these gauge transformations in the expected way as δαB = dα.
For this paper we are ultimately interested in nonabelian generalizations of this con-
struction. We want the connection 2-form B taking values in some nonabelian algebra, for
example, an algebra of matrices on some vector space. For the moment, let us not be specific,
and just use some internal vector space g. We will denote the combination of the product
in g with the wedge products by ⋆. The action of B by the wedge product on loop space
shows that it gets inserted in the string of forms. Therefore, consistency requires us to take
the ωi also with values in g. Note that the definition of the map
∮
involves taking the wedge
product, which therefore has to be replaced by the nonabelian version ⋆.
Let us check whether the gauge invariance is still consistent with our restricted choice
of connection. The gauge variation of the connection ∇ by a gauge transformation δα can
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be calculated by the commutator of the gauge transformation with the covariant derivative.
We find
(∇ ◦ δα − δα ◦ ∇)
∮
(ω1, . . . , ωn) =
∑
(−1)ǫk
∮
(ω1, . . . , ωk, dα, ωk+1 . . . , ωn)
+
∑
(−1)ǫk−1
∮
(ω1, . . . , iαωk, . . . , ωn), (10)
where iα denotes the supercommutator with α, iαω = α⋆ω−(−1)pω⋆α. The first sum shows
that the 2-form gauge field transforms as expected, δαB = dα. However the terms involving
iα, which vanish in the abelian case, can not be absorbed in a gauge transformation of B.
Rather, it can be viewed as a change in the action of the differential d to d+ iα. This shows
that we should also make d covariant. The problem arises because our definition of
∮
was
not covariant. Note that we multiply forms at different points along the loop. We assumed
that the g was trivial over the manifold X , and hence also over the loop. Now we see that in
the nonabelian case this assumption is inconsistent, and we need to consider g as a bundle
rather than a fixed vector space.
When we turn g into a bundle we need to connect the different points on the loop by a
Wilson line. Let us choose a 1-form gauge field A on X and introduce the Wilson line along
the loop
Wσ = P exp
(∫ σ
0
dσ′Aµ(x(σ
′))x˙µ(σ′)
)
. (11)
Using these Wilson lines we define covariant pull backs of the forms ω as
ωW (σ) = W−1σ (x
∗
σ(ιx˙σω)). (12)
Note that the action of W pulls back the form to the fiber at x(0). Hence multiplication can
be done covariantly and locally, using the product in this fiber. This leads to a covariant
generalization of the map
∮
given by
∮
A
(ω1, . . . , ωn) =
∫
∆n
dnσ ωW1 (σ1) ⋆ · · · ⋆ ω
W
n (σn), (13)
where ⋆ is the product, build out of the product M evaluated in the fiber at x(0) and the
wedge product. Note that for n = 1 we have an expansion
∮
A
(ω) =
∑
n
(−1)n
∮
(A, n. . ., A, ω). (14)
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This covariant form should also be applied to the connection 2-form, i.e. we now have ∇ =
δ +
∮
A
(B). Explicitly, the action of the covariant derivative becomes
∇
∮
A
(ω1, . . . , ωn) =
∑
(−1)ǫk−1
∮
A
(ω1, . . . , dωk, . . . , ωn)
+
∑
(−1)ǫk
∮
A
(ω1, . . . , ωk ⋆ ωk+1, . . . , ωn)
+
∑
(−1)ǫk−1
∮
A
(ω1, . . . , A(ωk), . . . , ωn) (15)
+
∑
(−1)ǫk
∮
A
(ω1, . . . , ωk, B, ωk+1, . . . , ωn).
Here A(ω) combines the wedge product and the action of the gauge field on the algebra g.
Notice that A is valued in End(g). We can now absorb the troublesome term in the gauge
transformation as a gauge transformation of A if we take δαA = iα.
The explicit formula shows that we can formally write the covariant derivative as ∇ =
d +M + A + B, where M is the product. Each of the terms is interpreted as a multilinear
map T n(Ω(X, g)) → Ω(X, g), acting on the full tensor algebra T (Ω(X, g)), with the action
of a general multilinear map Φ : T n(Ω(X, g))→ Ω(X, g) of order n and degree p is given by2
Φ
∮
(ω1, · · · , ωm) =
∑
k
(−1)(p+n−1)ǫk
∮
(ω1, · · · , ωk, Φ˜(ωk+1, · · · , ωk+n), ωkn+1, · · · , ωm). (16)
The signs are a generalization of those appearing in the equation for ∇ and in the wedge
product. They suggest that we should assign a degree p + n − 1 to Φ. Note that for the
operators appearing in the covariant derivative this degree is p + n − 1 = 1. We will see
below that this degree is natural in a particular shifted version of the Hochschild complex.
This is similar to the situation of a bundle on X . There the connection could be viewed
as a map on Ω(X, g) of degree 1. In that case we know that a connection can equivalently
be characterized to be such a map satisfying the Leibniz rule.
In this case we have a similar characterization. Let us formulate the Leibniz rule for this
case. Any function f onX , and more generally any differential form, induces a multiplication
map which we can view as an element of End(Ω(X, g)). Using the above this induces a
multiplication operator mf on the tensor algebra T (Ω(X)). In terms of this multiplication
map, the covariant derivative satisfies the Leibniz rule
∇ ◦mf −mf ◦ ∇ = mdf . (17)
2At first sight the product does not seem to agree. However one has to understand ⋆ as acting in the
middle. Pulling the (shifted) product out one has naturally M˜(ω˜1, ω˜2) = (−1)p1 ω˜1 ⋆ ω2.
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This means that if we write ∇ = d+ B, then B should commute with the multiplication. It
therefore should be local, and becomes (locally) an element of
B ∈ Ω(X)⊗ End(T (g), g) = Ω(X)⊗ C(g, g), (18)
having total degree 1. In other words, the connection form is a differential with values in
the Hochschild complex C(g, g) of multilinear maps.
2.3. Hochschild Complex
We saw above that the connection form on loop space naturally is a differential form with
values in the Hochschild complex. For any associative algebra g, the Hochschild complex is
the space of multilinear maps on g, Cn(g, g) = Hom(g⊗n, g). This complex has a canonical
twisted Lie bracket, called the Gerstenhaber bracket, extending the commutator in C1(g, g) =
End(g). This bracket is denoted [·, ·], its definition can be found in Appendix A. Let
us list a few special cases for this bracket, to get an idea of how it acts. On elements
α ∈ C0(g, g) = g and µ ∈ C1(g, g) = End(g) it gives the action [µ, α] = µ(α). For
φ ∈ C2(g, g) = Hom(g⊗2, g), [φ, φ] is the associator of the product φ. Furthermore [φ, α] =
φ(α, ·) − φ(·, α) is the commutator of α with respect to the product φ, and [µ, φ] is the
derivation of the product φ by the linear map µ. The general definition of the Gerstenhaber
bracket is given in the Appendix.
When g is an associative algebra with productM , the Hochschild complex has a nontrivial
coboundary operator δ = [·,M ] called the Hochschild differential. It can easily be seen that
δ2 = 0 is equivalent to the associativity [M,M ] = 0 of the product.
It will be natural to consider g to be a graded algebra, such as the algebra of differential
forms. Above we saw at various places that in the relation to the loop space the (form)
degree was naturally shifted by one. This was basically due to the integration over the loop,
eating up one degree. It is therefore natural in this context to consider the shifted complex
Πg, which is defined by shifting the degree by one according to (Πg)p = gp+1. In fact this
shift is natural also from the point of view of the Hochschild complex for the following reason.
The Gerstenhaber bracket is not exactly a (graded) Lie bracket, as the signs are somewhat
peculiar. However, if one goes to the shifted complex the Gerstenhaber bracket becomes a
true graded Lie bracket. Any map φ ∈ C(g, g) is related to a map φ˜ on the shifted space
Πg through φ˜ = Πφ(Π−1)⊗n. The degree of the shifted map is given by |φ˜| = |φ| + n − 1.
There is a natural composition of shifted multilinear maps, which we denote by ◦, defined
in Appendix A. It is defined by viewing the multilinear maps φ˜ as graded multi-derivations
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of the tensor algebra of Πg. Using this composition and the natural grading, the super
commutator defines a natural graded Lie-bracket,
[[φ˜1, φ˜2]]= φ˜1 ◦ φ˜2 − (−1)
|φ˜1||φ˜2|φ˜2 ◦ φ˜1. (19)
For φi ∈ Cni(g, g), the Gerstenhaber bracket can be related to the super commutator on the
shifted complex by the relation
˜[φ1, φ2] = (−1)
(n1−1)|φ2|[[φ˜1, φ˜2]]. (20)
3. Connections on Algebra Bundles
In this section we will analyze the gauge theory that is defined by the connection based on
differential forms with values in the Hochschild complex.
3.1. Generalized Connections and Curvature
In the last section we saw that, under certain locality assumptions, bundles on loop space
LX give rise to algebra bundles on the manifold X . The connection on this algebra bundle
has a homogeneous part which is a differential form with values in the Hochschild complex
C(g, g) of the fiber g.
The connection on the algebra bundle corresponds to an element of this double complex
of total degree 2. It can be decomposed into three components of bidegree (2, 0), (1, 1) and
(0, 2) respectively,
B ∈ Ω2(X, g), A ∈ Ω1(X,End(g)), M ∈ Ω0(X,Hom(g⊗2, g)). (21)
Here we included the product M as a field. This allows us to describe nontrivial algebra
bundles, such as Azuyama algebras. From this point of view this is a natural extension.
Connections of precisely this form can also be found by making the global description of
Gireauds nonabelian gebes in terms of transition functions infinitesimal [24].
In our discussion of loop space we found that the signs involved in the action of the
covariant derivative are those of the shifted Hochschild complex, C(ΠΩ(X, g),ΠΩ(X, g)). It
is therefore natural to consider the covariant derivative as an element of this shifted complex,
and introduce the shifted connection
∇ = d+B = d+ B˜ + A˜+ M˜. (22)
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Note that the shifted connection forms and the De Rham differential all have homogeneous
degree 1. The twisted complex C(Πg,Πg) has a canonical Lie bracket [[·, ·]]. This structure
is indeed similar to Yang-Mills connections, and makes it easy to find curvatures, gauge
transformations, and the Bianchi identities.
Let us start with the curvature. The curvature should be defined as the square of the
covariant derivative, H = ∇2. Here one should use the composition ◦ in the (twisted)
Hochschild complex. As the connection forms have odd total degree they anticommute.
Hence their product can be written in terms of the Lie bracket. This leads to an expression
which looks very much like the one we are used to in Yang-Mills, namely H = dB+ 1
2
[[B,B]].
In components and after twisting back we find
H = dB + A(B),
F = dA+ A2 + [M,B],
N = dM + [A,M ], (23)
K =
1
2
[M,M ].
Here we used that A2 = 1
2
[A,A] and A(B) = [A,B]. Note that signs are naturally introduced
by the shifting defined above. For example, half of the A(B) term is actually of the form
−[B,A]. If we would have simply written the quadratic term in the curvature in the untwisted
complex, as [B+A+M,B+A+M ], the contributions would actually cancel instead of add
up. This would not lead to a consistent nonabelian 2-form theory. We see that A plays the
role of connection, covariantizing the De Rham differential d to dA = d+ [A, ·]. Also we see
the emergence of the Hochschild differential δM = [M, ·] for the local product M . The last
component K can be identified with the associator of M .
The structure of differential Lie algebra on the shifted complex ensures that the curva-
ture satisfies a Bianchi identity. It has the familiar looking form dH + [[B,H]]= 0. In its
full generality, the homogeneous components of the Bianchi identity can be written in the
untwisted complex as
dH + [A,H] + [B,F ] = 0,
dF + [A,F ]− [B,N ]− [M,H] = 0,
dN + [A,N ] + [B,K] + [M,F ] = 0, (24)
dK + [A,K]− [M,N ] = 0,
[M,K] = 0.
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The various fields that appear in the gauge theory of algebra bundles are summarized
in Table 1, indicating their form degree and the part of the Hochschild complex where they
take values.
Ω0(X) Ω1(X) Ω2(X) Ω3(X)
g k α B H
End(g) γ A F
Hom(g⊗2, g) M N
Hom(g⊗3, g) K
Table 1: The fields in the gauge theory for algebra bundles.
3.2. Gauge Transformations
Writing down the gauge transformations is just as easy. The gauge transformations are
generated by elements of total degree 1, or degree zero in the shifted complex. This has the
two homogeneous components
α ∈ Ω1(X, g), γ ∈ Ω0(X,GL(g)). (25)
The shifted elements generating infinitesimal gauge transformations will be combined in the
form A = α˜+ γ˜. The infinitesimal gauge transformations can then be given as the covariant
derivative of the generator δB = dA + [[B,A]]. This can of course be easily recast in terms
of the unshifted variables. Integrating these infinitesimal gauge transformations we find the
following finite gauge transformations for the components of the gauge connection
B′ = γ−1(B + dα + A(α)−M(α, α)),
A′ = γ−1(dγ + Aγ − [M,α]γ), (26)
M ′ = γ−1Mγ⊗2.
Note that A(α) = [A, α] and M(α, α) = 1
2
[[M,α], α]. The finite gauge transformations
generated by the 1-forms is given by the exponential exp(−[α, ·]).
Let us denote a gauge transformation with generators (γ, α) by Uγ,α. Note that Uγ,α =
Uγ,0U1,α. Furthermore, the gauge transformations satisfy Uγ,0U1,α = U1,γ−1αUγ,0. Hence the
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gauge group is the semi-direct product of the group of local GL(g) transformations generated
by Uγ,0 and the abelian “translation” group generated by α,
Ω0(X,GL(g))⋉ Ω1(X, g). (27)
This also shows that the gauge transformations close among themselves. (The reader should
beware that U as defined here is an antihomomorphism).
The differential Lie structure guarantees that the infinitesimal gauge transformation of
the curvature is δH = [[H,A]]. Hence the transformation of the curvature is strictly locally,
that is without derivatives. The untwisted components of the curvature have finite gauge
transformations of the form
H′ = γ−1
(
H + F(α)−N (α, α)−K(α, α, α)
)
,
F ′ = γ−1
(
F − [N , α]−
1
2
[[K, α], α]
)
γ,
N ′ = γ−1(N + [K, α])γ⊗2, (28)
K′ = γ−1Kγ⊗3.
Also note that N (α, α) = 1
2
[[N , α], α] and K(α, α, α) = 1
6
[[[K, α], α]α].
As we are dealing with a 2-form gauge theory, the gauge transformations above are not all
independent. There will be gauge-for-gauge transformations acting on the gauge parameters
(γ, α). They are generated by functions
k ∈ Ω0(X, g). (29)
Using the twisted form C = δk˜ we can write the infinitesimal transformations of the gauge
parameters in the form δA = dC+ [[B,C]]. On the untwisted fields this becomes
δα = dk + A(k) + [[M, k], α],
δγ = [M, k]γ. (30)
These gauge-for-gauge transformations, in contradistinction to the abelian case, do not
leave the connection invariant. To see this, we look at the effect of the combination of a
deformed gauge transformation Uα′,γ′, where α
′ = α + δα and γ′ = γ + δγ, and the inverse
of the undeformed gauge transformation U−1α,γ = U−γ−1α,γ−1 . We have
U
−1
α,γUα′,γ′ = Uα′′,γ′′; γ
′′ = 1 + [M, k], α′′ = dk + A(k). (31)
12
With respect to these transformations, the gauge connections transform as
δB = F(k), δA = 0, δM = 0. (32)
There are similarly transformations for the components of the field strength. Note that the
action of the gauge-for-gauge transformations on the connection fields and the curvatures
vanishes when we would have F = 0.
The finite gauge-for-gauge transformations are not strightforward to write down in gen-
eral. For this we need to be able to exponentiate the product with k using M . In a more
restricted situation we will give the finite transformation later.
4. Reductions
In the above we saw that the gauge transformations γ were based on a gauge group GL(g)
acting on a vector space g. We can make generalizations of this based on reduced gauge
groups, or more precisely a reduction of the full Hochschild complex.
4.1. Reductions and Crossed Modules
We will now takeM to be a constant product. Therefore g will be a fixed algebra. Note that
in the formulas we wrote down the product appears only in a commutator. It will therefore be
more natural to use the Hochschild differential δ = [·,M ] induced by the product. Indeed,
the action of the components of the connection form act via the bracket. The covariant
derivative can be consistently replaced by
∇ = d+ δ +B+ A. (33)
For example, the formula for the 2-form curvature will be written F = dA + A2 + δ(B),
which is easily seen to correspond to the 2-form part of ∇2 with ∇ as above. It is important
that δ is a derivation of the Lie bracket. In fact we have replaced the Hochschild complex
with zero differential by the more general Hochschild complex with differential δ.
In the case of vector bundles, gauge bundles with gauge group G can be constructed as
special cases of GL bundles by reducing the holonomy to a subgroup. We want to do the
same here, reducing the gauge group GL(g) (whose Lie algebra is End(g)) to some smaller
group H . That is, we reduce the 1-form connection A to lie in Ω1(X, h). The internal vector
space g where B takes its values will be some representation space of H .
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We saw that the internal space of the connection forms is the complex C∗(g, g). In general
we should not just reduce the degree 1 part End(g) of the complex, but the whole complex.
Removing the product M as a field reduces it to the first two terms. So the actual internal
space C∗(g, g) is reduced to a 2-term complex g
δ
→ h. For this reduction to be consistent
there are several conditions. As remarked before, what made our setup work was the fact
that we had the structure of a differential Lie algebra on the internal space. This property
should be preserved by the reduction. The essential constraint on the reduced data therefore
is that the 2-term complex is supplied with a Lie bracket of the proper degree such that the
coboundary δ is a derivation.
Let us analyze these constraints. As the Lie bracket has degree −1, one of its arguments
must be in h; therefore there is only room for two components. The restriction h × h → h
provides a Lie bracket on h. The mixed bracket h× g→ g defines a left-action of h on g. It
follows from the Jacobi identity of the total bracket that this action is a representation of
the Lie algebra h. The map δ should be a (twisted) derivation of this bracket. This gives
the two conditions
[δ(X1), X2] = −[X1, δ(X2)], δ([Y,X2]) = [Y, δ(X2)], (34)
for X1, X2 ∈ g and Y ∈ h. The first identity shows that there is an induced antisymmetric
bracket on g defined by
[X1, X2]g = [δ(X1), X2], X1, X2 ∈ g. (35)
Using the Jacobi identity for [·, ·] and the second relation, we find that [·, ·]g satisfies the
Jacobi identity. Hence also g is a Lie algebra. Taking Y = δ(X1), the second relation implies
that δ is a homomorphism of Lie algebras,
[δ(X1), δ(X2)] = δ([δ(X1), X2]) = δ([X1, X2]g). (36)
The above description should be understood only as infinitesimal relations. We can inte-
grate the Lie algebras g and h to groups G andH . Then δ will induce a group homomorphism
G
δ
→ H. (37)
The action of h on g will integrate to a left-action of H on the group G, which we will denote
hg for h ∈ H and g ∈ G. The identities above imply the integrated identities
δ(g1)g2 = g1g2g
−1
1 , δ(
hg) = hδ(g)h−1. (38)
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The data above defines the notion of a crossed module.
There are several possibilities for a choice of crossed module. Let us fix the group G,
which might be any group. We saw that H acts on G by automorphisms. Therefore, a
canonical choice is H = Aut(G). The differential δ is given by inner conjugation: for g ∈ G
δ(g) is the automorphism conjugation by g. One easily checks that all the conditions of a
crossed module are met for this case. A closely related crossed module is given by taking
for H just the inner automorphisms. A somewhat trivial crossed module is given by taking
H = G. The action of H on G is now the conjugation automorphism. Any crossed module
has a natural homomorphism to the first crossed moduleG→ Aut(G). Indeed, the left action
of H on G defines a homomorphism to Aut(G), and the above two relations ensure this to
define a homomorphism of crossed modules. So in a sense the first example is universal.
Therefore we will mainly concentrate in this case.
Let us shortly comment on how to implement this in the loop space picture that formed
our motivation earlier. Note that we need the ωi to take values in the Lie algebra g. This is
a Lie algebra, rather than an associatove algebra, which was needed to define the nonabelian
product ⋆. The natural thing is to take the product in the universal enveloping algebra
(UEA) U(g). Writing ωWi = ω
ai
i tai , where the ta are generators of the Lie algebra g, we have∮
A
(ω1, · · · , ωn) =
∮
(ωa11 , · · · , ω
an
n )ta1 ⊗ · · · ⊗ tan , (39)
where the last expression is understood in the UEA U(g). Using these, the g-valued 2-form B
acts naturally on these elements, as does the h-valued A. Note that for the abelian situation
using the UEA U(u(1)) = S∗R would have been equivalent, as SnR ∼= R.
4.2. Connections on Non-Abelian Gerbes
Let us now see what the formulæ we wrote down look like in the reduced situation. The
various fileds appearing in the reduced gauge theory are summarized in Table 2. The two
curvature components can be written
H = dB + A(B), F = dA+ A2 + δ(B). (40)
The Bianchi identities for these curvatures are
dH + A(H)−F(B) = 0, dF + [A,F ] + δ(H) = 0. (41)
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The gauge transformations of the connection and curvature reduce to
B′ = γ−1(B + dα+ A(α)− α2), H′ = γ−1(H + F(α)),
A′ = γ−1(dγ + Aγ − δ(α)γ), F ′ = γ−1Fγ.
(42)
For this situation it is rather straightforward to integrate the gauge-for-gauge transformation.
They are given by
α′ = (dk + A(k) + kα)k−1, γ′ = δ(k)γ. (43)
These are equivalent to at least part of the equations for connections on nonabelian gerbes
as found in [11]. In that paper some more gauge symmetries were added, and conventions
and notation were slightly different.
Ω0(X) Ω1(X) Ω2(X) Ω3(X)
g k α B H
h γ A F
Table 2: The various fields in the reduced gauge theory.
5. BV Sigma Models
In this section we will construct BV models for the 2-form gauge theories. The formulas
above lead to canonical BV sigma models. After gauge fixing this can gives rise to actions
of Yang-Mills, Chern-Simons, or BF type.
5.1. BV Models for Algebra Bundles
Let us now consider actions for the gauge theories we described in this paper. Having gauge
symmetries, we will need a gauge fixing mechanism. Therefore we will need to add ghost
and antighost fields to the theory. Gauge fixing is rather straightforward to do when one
has a BV symmetry. Often in gauge theories, a BV actions is somehow constructed out of
the classical action. Here we take a different road and start by constructing a BV action.
The fields in our gauge theory are differential forms of various degrees. The gauge sym-
metries are generated by lower degree forms. More generally, any p-form gauge field will
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generate ghosts and corresponding antifields of various degrees. It will be convenient to
summarize all these fields using superfields. We introduce supercoordinates (xµ|θµ) of de-
gree 0 and −1. Contracting the form indices of the fields we introduce superfields with an
expansion of the form
φ = φ(0) + θφ(1) + · · ·+ θ
dφ(d), (44)
where the component φ(p) is a p-form and we suppressed contractions of indices. If the
superfield φ has ghost degree g, then the ghost degree of φ(p) is g−p. Note that this implies
that the “physical” field of ghost number zero will have form degree g. Next we have to
write down an action for them. In fact using the structure of the theory, the differential Lie
algebra, makes it is rather straightforward to write down a BV model.
For the most general model we had the three connection components components B(2),
A(1), and M(0). Corresponding to each of them we introduce superfields, B, A and M ,
taking values in the corresponding spaces in C∗(g, g). They have ghost degree 2, 1, and 0,
respectively. To get a BV structure we introduce superfields containing the antifields, U , V ,
W , and X. They have ghost degree d− 3, d− 2, d− 1, and d, respectively. More precisely,
the antifield of a particular component is the component of the complementary degree—
for example the antifield of B(p) is the component U(d−p). Note that the BV structure is
degenerate, as X is not paired up with any other superfield. In principle this is not a
problem. One can for example introduce an auxiliary superfield of degree −1 containing its
antifield, not appearing in the action.
In order to write down an action, we need an inner product 〈·, ·〉 on the Hochschild
complex C∗(g, g). This could for example be constructed by starting from some inner product
on g, and extending it to Cn(g, g) ∼= g⊗n⊗g∗. In fact at this stage, we could also have taken
the antifields taking values in the dual space C(g, g)∗ = C(g∗, g∗).
The BV action functional is constructed as to reflect the equations for the field strength
and gauge transformations of the theory. The terms in the action of purely ghost number
zero terms will be such that the variation of the ghost number zero components of the anti-
superfields, U(d−3), V(d−2),W(d−1), and X(d), give the various components of the field strength.
By replacing the ghost number zero fields by the full superfield, we find the complete BV
action functional
SBV =
∫
X
ddxddθ
(
〈U ,dB +A(B)〉+ 〈V ,dA+A2 + [M ,B]〉
+〈W ,dM + [A,M ]〉+
1
2
〈X, [M ,M ]〉
)
, (45)
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where d = θµ∂µ is the De Rham differential and the integration is over the full superspace
X = ΠTX , so over both x and θ. This action functional has ghost degree zero and satisfies
the (quantum) master equation (S, S) + 2i~∆S = 0. This is a consequence of the Jacobi
identity for the Gerstenhaber bracket, and the proof is equivalent to that of the Bianchi
identity.
The (linearized) gauge transformations can be recovered from the action of the BV BRST
operator Q = (SBV , ·) on the fields, that is δφ = (−1)
(d−1)p ∂SBV
∂φ+
. Here of course the gauge
generators are replaced by the ghosts of ghost number one, α by B(1) and γ by A(0). The
higher order gauge transformations can be found from the exponentiation of the correspond-
ing operation. We conclude that indeed the BV action given above exactly reflects the
equations for the gauge theory.
In order to get a physical theory we need to gauge fix the BV action. The gauge fixing is
determined by a choice of fields and antifields and a gauge fixing fermion to fix the antifields.
In fact one can get different physical theories from the above BV action functional, depending
on the choice of fields. We will next discuss different choices one can make, and what kind
of physical theories they lead to.
Let us first focus on the field strength H. We will demonstrate how to find a Yang-Mills
type action for this field strength from the above BV action. To get such an action we will
take all components of B to be fields and consider the components of U as antifields. To
get a Yang-Mills type action we need a gauge fixing that replaces U(d−3) = ∗H. It is easy to
write down a gauge fixing fermion that accomplishes this; it contains the term
Ψ =
∫
X
〈B(d−3), ∗(dB + A(B))〉+ · · · . (46)
This implies that after gauge fixing the antifield is replaced by
U(d−3) = ∗(dB + A(B)) = ∗H. (47)
Therefore, the gauge fixed action will contain the following term involving only physical
fields,
Sgf =
∫
X
(
〈H, ∗H〉+ · · ·
)
. (48)
Hence we have introduced a Yang-Mills type of quadratic kinetic term for the 3-form field
strength.
Another procedure is to regard B(d−3) as an antifield and U(d−3) correspondingly as a field.
More generally, we take all fields with negative ghost number in B and U to be antifields.
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This will lead to a topological theory. As U(d−3) is a field, the gauge fixed action will contain
the term
Sgf =
∫
X
(
〈U(d−3),H〉+ · · ·
)
. (49)
If we choose the gauge fermion Ψ independent of the field U(d−3), this will be the only term
in the gauge fixed action depending on it. We find a BF type theory. We can regard the
field U(d−3) as a Lagrange multiplier, constraining field strength H to zero. So this is a way
to get to a flat gauge field.
Analogous constructions apply to the other field strengths. Depending on whether we
choose either of V(d−2), W(d−1), and X(d) as field or antifields, we can generate either Yang-
Mills type terms in the action for the field strengths F , N and K, or Lagrange multiplier
terms.
The fact that we can write down a BV action functional, satisfying the BV quantum
master equation, which gives after gauge fixing a H ∗ H term, shows that in fact we have a
well-defined quantum gauge theory involving the 2-form. This is a very nontrivial statement
indeed, and seems to be the only nontrivially interacting quantum gauge theory for 2-forms
gauge fields.
Of course in gauge fixing we should also take care of the gauge invariance of the forms.
For this we need to add extra antighost and Lagrange multiplier terms to the action, and
gauge fixing terms in the gauge fixing fermion. This will be rather straightforward and
standard, so we will not explicitly write this part out. But let us illustrate the procedure
for the gauge field B(2). We introduce an antighost b(1) and Lagrange multiplier term b(d−1),
along with the antifields b
+
(d−1) and b
+
(1). We then add an antighost term to action of the form
Sag =
∫
〈b(1), b
+
(d−1)〉, and include the following term in the gauge fermion,
Ψ = (−1)d
∫
〈db(1), ∗B(2)〉+ · · · . (50)
The gauge fixing will then set b
+
(d−1) = d ∗ B(2). Substituting this in the antighost term of
the action gives the gauge fixing term for the Lorentz-type gauge in the action.
5.2. BV Models for Gerbe Connections
We can now specialize to the reduced case of a nonabelian gerbe. The BV action still goes
through, with only the superfields B, A, U , and V , with B and H taking values in g and
A and V taking values in h. Also for the gauge fixing we draw the same conclusion; we can
either get a quadratic Lagrangian, or constrain the field strength to zero.
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To construct the action we need a trace, or rather an inner product, on the crossed
module. This means we need inner products on g and h. These inner products can be
chosen to be invariant under the action of h by the bracket, at least when H is compact.
The BV action above reduces to
SBV =
∫
X
ddxddθ
(
〈U ,dB +A(B)〉g+ 〈V ,dA+A
2 + δ(B)〉h
)
. (51)
As above we can get several different physical theories depending on the gauge fixing
procedure, resulting in Yang-Mills type actions or Lagrange multipliers for the field strengths
H and F . Let us illustrate this for a particular choice. Let us consider all fields in U as
antifields, and all fields of negative ghost number in V and A as antifields. We choose the
gauge fixing fermion
Ψ =
∫
X
(
〈B(d−3), ∗(dB(2) + A(1)(B(2)))〉g
)
. (52)
The antifield U(d−3) is fixed to U(d−3) = ∗H, where H is given in terms of B(2) and A(1) as
before. The gauge fixed action has the form
Sgf =
∫
X
(
〈H, ∗H〉g+ 〈V(d−2),F〉h+ · · ·
)
, (53)
where the dots denote terms containing ghosts and antighosts. These are precisely the
kinetic term for B(2) and the Lagrange multiplier term for F . The most natural dimension
for this is d = 6, as then all the terms have precisely dimension 6 and therefore are marginal.
In dimension less than 6, the interactions are irrelevant, while in higher dimensions the
interactions are all relevant.
In d = 5 we also have another possibility. Let us consider B(3) as an antifield, and take
the gauge fermion to be
Ψ =
∫
X
Tr
(
〈B(3), B(2)〉g+ · · ·
)
. (54)
We then find U(2) = B(2), and the gauge fixed action contains the field terms
Sgf =
∫
X
Tr
(
〈B(2), dB(2)〉g+ 〈B(2), A(1)(B(2))〉g+ 〈V(d−2),F〉h+ · · ·
)
. (55)
This is a 2-form Chern-Simons theory for B(2).
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6. Concluding Remarks
In this paper we constructed nonabelian 2-form connections. The main emphasis in this pa-
per was on some basic formulas of the curvature and gauge transformations. These formulas
we derived were extracted from bundles on loop space.
As mentioned in the introduction we expect nonabelian 2-forms to play a role in string
theory for stacks of 5-branes. It would be interesting to see whether the theories constructed
in this paper can indeed be shown to describe the physics of these systems in some decoupling
limit. The (2, 0) LST describing NS5A- and M5-brane systems are strongly coupled, and we
do not expect a local field theory of 2-forms to describe the local physics in these situations.
It has however been argued that the IR physics should be described by 2-forms. Therefore
we should expect that at least on the level of topology nonabelian 2-form connections are
important. In other words, the topology, such as characteristic classes and holonomy, could
describe nontrivial configurations of 5-branes. We expect therefore that for such questions
our theory is relevant to 5-brane systems.
We saw that for the construction of a theory based on a particular gauge group G, we
needed extra data. The connection is described by a crossed module G
δ
→ H rather than
just G. Therefore one should ask the question which crossed module is actually relevant
for decoupled 5-brane systems in string theory. The most natural one is the crossed module
G→ Aut(G). It is universal in the sense that any other crossed module has a homomorphism
to one of this form. This would therefore be the most natural guess. The choice ofH certainly
has an effect on the topology of 2-form connections. For example when the manifold has a
nontrivial fundamental group there can be nontrivial monodromies with values in H . One
can indeed argue based on the presence of such classes [25] that for the double scaled little
string theories [26] the crossed module G → Aut(G) gives the correct topology of wrapped
5-branes. ForH = Aut(G) the main effect comes from the outer automorphisms, which leads
to certain discrete cohomology classes. For a mathematical construction of the nonabelian
cohomology involved and related to global nonabelian gerbes, see for example [10, 27].
We found several different gauge fixed actions for the gauge theories. It would be in-
teresting to see whether any of them can describe decoupling limits of 5-brane theories. It
is encouraging that one can find Yang-Mills type theories, as these seem to be relevant at
least in the weak field limit of abelian 2-forms. We should also mention that none of the
(partially) gauge fixed actions preserve the gauge transformations generated by α—only the
subgroup generated by abelian α is preserved. The nonabelian gauge transformations are
however broken by the gauge fixing procedure, this therefore is not necesssarily a problem.
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It suggests that the nonabelian 1-form gauge symmetries will not be manifest in a physial
field theory, though it plays an important role in organizing the theory.
The discussion in this paper was merely local. In order to describe the topology of non-
abelian 2-forms we need a global description. This can most easily be given in tems of a
Cˇhech description. Transition functions are easily found starting from the gauge transfor-
mations of the theory, as will be worked out in a later paper [25]. Another aspect of global
quantities are the “nonabelian Wilson surfaces”, integration of the connection over a sur-
face, giving some element of the group G. As surfaces do not have a natural ordering this is
not easily achieved, and one needs either some extra restrictions or equivalences [25]. Such
questions were also recently discussed in [14, 12].
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Appendix A. Hochschild Complex, Gradings and Signs
Here we derive the signs in the bracket in the Hochschild complex C∗(A,A) of a graded
algebra A.
For an element α ∈ A, we denote by |α| its degree. First, we use the shift operator Π to
identify the graded vector space A with the shifted graded vector space ΠA = A[1]. On the
tensor product, this map is given on a homogeneous element of the tensor algebra of A by
Π⊗n(α1 ⊗ · · · ⊗ αn) = (−1)
∑
k(n−k)|αk|Πα1 ⊗ · · · ⊗ Παn (56)
the signs are coming from commuting Π through the αk. This map is such that it maps
an element of the antisymmetrized tensor algebra
∧∗
A to the symmetrized shifted tensor
algebra S∗A[1]. In the following we will denote Πα ≡ α˜. Note that |α˜| = |α| − 1, hence Π
has degree −1.
This also induces a map between the multilinear operations. For any n-ary map φ on A
we have a naturally associated n-ary map φ˜ on the shifted algebra ΠA defined by
φ˜ = Π ◦ φ ◦ (Π−1)⊗n. (57)
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The gradings are related as |φ˜| = |φ|+ n− 1. In the shifted algebra, we can naturally define
a composition of multilinear maps by extending them to graded multi-derivations on the
tensor product
⊕
n(ΠA)
⊗n.
Let us work out the composition in general. This will also explain the formula for the
composition in Cn(A,A). Note that the composition of two elements φi ∈ C
ni(A,A), i = 1, 2,
is of order N := n1 + n2 − 1. The graded derivation property of φ˜2 implies
φ˜1 ◦ φ˜2(α˜1, . . . , α˜N) =
∑
k
(−1)
∑k
i=1 |φ˜2||α˜i|φ˜1(α˜1, . . . , α˜i, φ˜2(α˜k+1, . . . , α˜k+n2), α˜n2+k+1, . . . , α˜N)
=
∑
k
(−1)ǫkΠ
(
φ1(α1, . . . , αk, φ2(αk+1, . . . , αk+n2), αn2+k+1, . . . , αN)
)
,(58)
where the sign can be found by using (56) and (57), and is given by
ǫk =
N∑
i=1
(N − i)|αi|+ |φ2|(n1 − 1) +
k∑
i=1
|φ2||αi| − (n2 − 1)k. (59)
The first sum is the usual one coming from the commutation of the Π’s as explained above.
Only the last two terms depend on the position k of the φ2 in the chain. These therefore
have to be contributed to the action of φ2 on the general element of the tensor algebra.
Note that this has the usual term coming from commuting graded algebras, and an extra
term depending on the order n. This motivates to define the composition of two elements in
C∗(A.A) as
φ1 ◦ φ2(α1, . . . , αN) = (60)∑
k
(−1)(n2−1)k+
∑k
i=1 |φ2||αi|φ1(α1, . . . , αk, φ2(αk+1, . . . , αk+n2), αk+n2+1, . . . , αN).
This is natural, as it starts with a plus sign for i = 0. Using this definition the relation (58)
can be written
(−1)
∑N
i=1(N−i)|αi|φ˜1 ◦ φ˜2(α˜1, . . . , α˜N) = (−1)
(n1−1)|φ2|Π
(
φ1 ◦ φ2(α1, . . . , αN)
)
. (61)
This can also be written as
φ1 ◦ φ2 = (−1)
(n1−1)|φ2|Π−1 ◦ φ˜1 ◦ φ˜2 ◦ Π
⊗(n1+n2−1). (62)
Notice the extra sign in the RHS.
The super commutator of the composition provides the shifted Hochschild complex of
the φ˜ with a natural graded Lie-bracket,
[[φ˜1, φ˜2]]= φ˜1 ◦ φ˜2 − (−1)
|φ˜1||φ˜2|φ˜2 ◦ φ˜1. (63)
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The Gerstenhaber bracket can now be defined using a similar relation to this graded
Lie-bracket (supercommutator) on the shifted algebra. We will also explicitly introduce the
same sign factor we found above in the relation between the composition,
˜[φ1, φ2] = (−1)
(n1−1)|φ2|[[φ˜1, φ˜2]]= (−1)
(n1−1)|φ2|
(
φ˜1 ◦ φ˜2 − (−1)
|φ˜1||φ˜2|φ˜2 ◦ φ˜1
)
. (64)
Using the relation between the compositions in the two pictures we find
[φ1, φ2] = φ1 ◦ φ2 − (−1)
(n1−1)(n2−1)+|φ1||φ2|φ2 ◦ φ1 (65)
This can be interpreted as a double graded supercommutators, with the degrees (n− 1, |φ|).
These are indeed the natural gradings in the Hochschild complex.
References
[1] A. Losev, G. Moore, and S. Shatashvili, M&m’s, Nucl. Phys. B522 (1998) 105,
hep-th/9707250.
[2] O. Aharony, A Brief Review of “Little String Theories”, hep-th/9911147.
[3] E. Sharpe, Discrete Torsion and Gerbes I, hep-th/9909108.
[4] E. Sharpe, Discrete Torsion and Gerbes II, hep-th/9909120.
[5] J. Kalkkinen, Gerbes and Massive Type II Configurations, hep-th/9905018.
[6] J. Kalkkinen, Non-Abelian Gerbes from Strings on a Branched Space-Time, JHEP 9907
(1999) 002, hep-th/9910048.
[7] D.S. Freed and E. Witten, Anomalies in String Theory with D-Branes, hep-th/9907189.
[8] J. de Boer, R. Dijkgraaf, K. Hori, A. Keurentjes, J. Morgan, D.R. Morrison, and
S. Sethi, Triples, Fluxes, and Strings, Adv. Theor. Math. Phys. 4 (2002) 995-1186,
hep-th/0103170.
[9] A. Keurentjes, Classifying Orientifolds by Flat n-Gerbes, JHEP 0107 (2001) 010,
hep-th/0106267.
[10] J. Giraud, Cohomologie Non Abe´lienne, Springer-Verlag, Berlin Heidelberg New York,
1971.
24
[11] L. Breen and W. Messing, Differential Geometry Of Gerbes, math.AG/0106083.
[12] R. Attal, Combinatorics of Non-Abelian Gerbes with Connection and Curvature,
math.ph/0203056.
[13] J.C. Baez, Higher Yang-Mills Theory, hep-th/0206130.
[14] I. Chepelev, Non-Abelian Wilson Surfaces, hep-th/0111018.
[15] A. Kapustin, D-Branes in a Topologically Nontrivial B-Field, Adv. Theor. Math. Phys.
4 (2000) 127-154, hep-th/9909089.
[16] P. Bouwknegt and V. Mathai, D-Branes, B-Fields and Twisted K-Theory, JHEP 0003
(2000) 007, hep-th/0002023.
[17] E. Witten, D-Branes And K-Theory, JHEP 9812 (1998) 019, hep-th/9810188.
[18] O. Alvarez, L.A.Ferreira, and J.S. Guillen, A New Approach to Integrable Theories in
Any Dimension, Nucl. Phys. B529 (1998) 689, hep-th/9710147.
[19] L. Baulieu, On Forms with Non-Abelian Charges and Their Dualities, Phys. Lett. B441
(1998) 250-256, hep-th/9808055.
[20] A. Lahiri, Gauge Transformations of the Non-Abelian Two-Form, hep-th/0107104.
[21] A. Lahiri, Local Symmetries of the Non-Abelian Two-Form, hep-th/0109220.
[22] E. Getzler, D.S. Jones, and S. Petrack, Differential Forms on Loop Space and the Cyclic
Bar Complex, Topology 30, no. 3 (1991) 339.
[23] E. Getzler and J.D.S. Jones, A∞-Algebras and the Cyclic Bar Complex, Ill. J. Math.
34, No. 2 (1990) 256.
[24] M. Kontsevich, Deformation Quantization of Algebraic Varieties, math.AG/0106006.
[25] C. Hofman, Nonabelian Wilson Surfaces, to be published.
[26] A. Giveon and D. Kutasov, Little String Theory in a Double Scaling Limit, JHEP 9910
(1999) 034, hep-th/9909110.
[27] L. Breen, Bitorseurs et Cohomologie Non Abe´lienne, The Grothendieck Festschrift, Vol.
I; Progr. Math. 86 (1990) 401,
25
