Evaluation of industrial embedded control system designs is a time-consuming and imperfect process. While an ideal process would apply a formal verification technique such as model checking or theorem proving, these techniques do not scale to industrial design problems, and it is often difficult to use these techniques to verify performance aspects of control system designs, such as stability or convergence. For industrial designs, engineers rely on testing processes to identify critical or unexpected behaviors. We propose a novel framework called Underminer to improve the testing process; this is an automated technique to identify non-converging behaviors in embedded control system designs. Underminer treats the system as a black box, and lets the designer indicate the model parameters, inputs and outputs that are of interest. It supports a multiplicity of convergence-like notions, such as those based on Lyapunov analysis and those based on temporal logic formulae. Underminer can be applied in the context of testing models created in the controller-design phase, and can also be applied in a scenario such as hardware-inthe-loop testing. We demonstrate the efficacy of Underminer by evaluating its performance on several examples.
INTRODUCTION
Embedded control software for complex real-world systems is often designed using the model-based development (MBD) paradigm. In this paradigm, designers develop a closed-loop model of the system, which consists of a model of the physical aspects of the system as well as a model of the embedded real-time software. To check the performance of a closed-loop model, control engineers excite the model with dynamic disturbances in its environment, and visually inspect its response. Control engineers typically desire behaviors that indicate stability or convergence of the system. A convergent behavior can be defined informally as the property that a signal converges to a desired value within reasonable time. To label an observed behavior as convergent or Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
EMSOFT'16, October 01-07 2016, Pittsburgh, PA, USA non-convergent, control designers often rely on ad-hoc and subjective notions of convergence. A key drawback of such a testing procedure is that it does not allow a high degree of automation, due to the reliance on engineering insight, both to identify system parameter values or test conditions that exercise critical behaviors and to perform the labeling task. To improve the current control-design process, we would need to surmount two key challenges: (1) formal, machinecheckable definitions of convergence are sparsely used, and (2) test generation techniques are ad-hoc or manual. In this paper, we propose a new framework to address these two challenges, and thus to automate the process of efficiently evaluating control-system designs.
In some settings, control engineers employ stability analysis and Lyapunov techniques to determine whether a system design will exhibit convergent behaviors, but formally checking whether a system is asymptotically stable requires rigorous mathematical reasoning. Detailed industrial control design models are not amenable to such formal checks for two main reasons. First, the models can have high complexity, in the sense that: (a) they contain many state variables, and (b) they contain nonlinearities and implementation details such as controller output and sensor input saturation, transport delays due to computation times and communication delays, and quantization due to fixed-point number representations. Second, models are often represented in modeling frameworks that have proprietary semantics, such as Simulink R [1] . In a sense, the high complexity and opacity of the models forces us to treat closed-loop models as effectively black box, i.e., the only information we can glean about the model is by exciting its inputs and observing its outputs. Through the techniques proposed in this paper, we seek to adapt the mathematically rich techniques of stability analysis to models that are effectively black box.
We propose a two-phase framework in Section 3 for discovering non-convergent test cases. We define a test case as a set of values for input signals and parameter values to stimulate the closed-loop model and the corresponding set of output signals.
In Section 4, we discuss techniques to learn a classification function based on a set of heuristics to automatically discriminate timely convergent output behaviors from those that do not converge (or do not converge in a timely fashion). We call a function belonging to this class a Convergence Classifier Function (CCF). One kind of heuristic CCF that we consider is based on a real-time temporal logic. Logics such as Metric Temporal Logic (MTL) [9] and Signal Temporal Logic (STL) [19] , can express common notions related to convergence, such as settling to a specific settling region with a given settling time. In our approach we use the function that computes the robustness of the STL formula [7] specifying the settling time requirement as a CCF. Our framework also supports CCFs based on the notion of Lyapunov stability [15] . It can be shown that a system is convergent (in the sense that it is Lyapunov-stable), if there exists a function (known as the Lyapunov function) that satisfies certain mathematical conditions. We observe that Lyapunov analysis provides a set of elegant mathematical tools to specify stable or convergent behaviors over the system state space. We utilize these tools to define a Lyapunovlike function (LLF) over the output space of models. We adapt two different techniques proposed in the literature for learning Lyapunov functions for dynamical systems to learn LLFs from simulation traces for the model outputs [14, 4] .
In Section 5, we present the second phase of our framework. In this phase, we use the CCFs obtained in Phase I to guide the test case generation. The intention of the test generation phase is to produce test cases that informally represent the worst-case behaviors of the system from the perspective of "convergence to a reference value". Inspired by optimization-guided falsification approaches for temporal logics, such as those implemented in the tools S-TaLiRo [2] and Breach [6] , our framework supports the use of stochastic global optimization for test generation. Our framework also supports a new test generation procedure based on adaptively sampling values from an implicit grid imposed on the input/parameter space. This method attempts to use local sensitivity information in a model to prioritize search in a region most likely to contain non-convergent behaviors (as defined by the chosen CCF). This method thus attempts to combine property-driven testing while achieving coverage of the search space.
We benchmark the performance of our framework on various academic examples in Sec. 6, and then apply the framework to a set of case studies of practical closed-loop control systems from the automotive domain in Sec. 7.
Related Work. The proposed test generation framework builds on the vibrant research on simulation driven analysis of dynamical systems. In [25] , Topcu et al. focus on identifying invariant subsets of regions of convergence for polynomial dynamical systems. By leveraging the information from the simulation traces, authors approximate the region of convergence via the solution of a tractable optimization problem. Kapinski et al. incorporate automated reasoning tools into this idea to perform data-driven stability analysis of a more general class of systems. This was later extended by Balkan et al. for identifying contraction metrics [3] . In [4] Bobiti and Lazar present a sampling based procedure to identify finite-step Lyapunov functions. Note that the methods used to construct CCFs in this work are closely related to those in the aforementioned papers. Kozarev et al. proposed a machine learning based methodology to learn regions of attraction of dynamical systems [17] . Following the work of Kong et al. on classification of desired and undesired behaviors of dynamical systems, Jones et al. introduced a procedure for anomaly detection using simulation traces [16, 13] . Medhat et al. present a technique to generate a hybrid automaton modeling the behavior of a black box system using its simulation traces [20] . It would be interesting to evaluate such an approach in our context, but for industrial-scale systems scalability would be a challenge due to the highly complex dynamics and features such as pure delays that are inexpressible using hybrid automata. In [5, 8] propose a test generation method that utilizes a statistical coverage metric called the star-discrepancy metric. Combining such coverage metrics with stability testing could be an interesting future direction.
PRELIMINARIES
In this section, we introduce the notation and terminology used in rest of the paper. We consider a dynamical system, M, and we assume that the system under test is a black box, that is, that we can obtain examples of behaviors of M without explicit general description of the dynamic behaviors (ODEs). The black box assumption allows us to consider a broad class of systems and representations. For example, M can be modeled in an environment that uses proprietary semantics, such as Simulink R , which does not make available an analytic description of the dynamics, or alternatively, M could be a physical manifestation of the system, where the output behaviors are measured as part of a physical testing activity.
For a given system M, we assume the existence of a transition function ΦM : P × R ≥0 → Y , where P ⊆ R p is a set of parameters, and Y ⊆ R n is a set of outputs. This function defines the output y(t) = ΦM(p, t) at a time t ∈ R ≥0 given a parameter value p ∈ P . Note that P can be used to represent internal system parameters, such as mechanical damping coefficients and thermal constants, but we can also use it to specify the initial conditions of the system or finitely parameterized exogenous input signals. The transition function can be used to generate output traces for M. Table 1 lists the abbreviations that appear frequently throughout the paper.
Definition 1 (Output Trace
). An output trace of M under parameters p is a function yp : T → R n , where T = (t1, . . . , tT ) is a finite set of strictly increasing, nonnegative real values, and yp(t) = ΦM(p, t).
Output traces are defined over discrete-time and contain a finite number of samples T . We use the standard notation T Y to denote the set of all output traces. In the rest of the paper, if it is clear from the context we drop the parameter p while referring to an output trace, and explicitly state it whenever required. When M is a computer model of a dynamical system, we typically assume that we can obtain output traces via numerical integration of the underlying ODEs, but the traces could also be obtained from test data from a physical system.
We use ψ to denote any property that defines correct system behavior. Assume that M can be evaluated to determine whether ψ holds for an output trace corresponding to a particular p. We use y |= ψ to denote that y satisfies ψ, and y |= ψ to denote that y does not satisfy ψ.
Broadly speaking, the goal of testing procedures is to identify a p ∈ P such that y |= ψ, where y is an output trace of M under p.
Definition 2 (Testing).
The testing task is to determine ifŷp |= ψ is true for allp ∈P , whereP is a given finite subset of P .
In general, a test generation procedure attempts to generate aP for the purpose of testing. A class of test generation procedures known as falsification techniques assume that there exist some output traces yp, obtained from the model under parameter p such that yp |= ψ, and then seeks to find p.
Definition 3 (Falsification).
The falsification problem is to find a p ∈ P such that yp |= ψ, where yp is an output trace of M under p.
The difference between testing and falsification is subtle. Testing determines whether a property holds for a given (finite) set of parameters, whereas falsification actively searches for parameters from a (possibly infinite) set to demonstrate that the property does not hold. In this paper, by a test generation (TG) procedure, we mean a falsification-like procedure that attempts to find a finite setP such that some parameters inP falsify the system. In this work, we are also interested in parameters p for which yp |= ψ but there exists some y close to yp such that y |= ψ. In that sense, we do not requireP to contain only falsifying parameters, but can also permit parameters that are "close" to falsifying the system.
Our TG framework assumes that the property ψ relates to the convergence of the system. The convergence property can take any of a variety of forms, so long as there exists some efficient means of quantifying the degree of satisfaction of the property. For example, two types of properties that our framework supports are properties based on Lyapunovlike functions and signal temporal logic formulae. 
In control theory, Lyapunov functions are the standard tool to assess the stability of dynamical systems. Lyapunov functions quantify the energy of the system at a state, are defined over the system state variables, and are required to decrease over any system trajectory. The decrease of this generalized energy function along the system trajectories implies the stability of the system. By contrast, Lyapunov-like Functions (LLF) are defined over system outputs, instead of system states and are only required to decrease over observed output traces. The intuition behind LLFs is that they demonstrate that the system output signals are, in some sense, converging. We define convergence properties based on LLFs in such a way that they provide a means to quantify the degree to which a given LLF decreases over a set of output traces.
A second class of convergence properties that we consider is based on signal temporal logic (STL) [19] . STL is used to measure the satisfaction value of logical formulae over real-valued signals. Syntactically, an STL formula is defined recursively; the basic unit is an atomic formula expressing constraints on signals, and larger formulas are built recursively using negations, Boolean combinations (conjunctions, disjunctions), or temporal operators applied to subformulas. Atomic formulas, without loss of generality, can be reduced to a form f (x) 0, where x is the name of signal (a function from R ≥0 to R n ), ∈ {<, ≤, >, ≥, =}, and f is an arbitrary function from R n to R. A temporal formula is formed using operators "always" (denoted 2), "eventually" (denoted 3) and "until" (denoted U). Each temporal operator is indexed by an interval I over R ≥0 ∪ {∞}. As an example, consider the following example of an STL formula:
.0, which means that output signal y1 should not exceed 100.0 between 2.0 and 5.0 seconds.
FRAMEWORK
In this section, we describe the Underminer framework, illustrated in Figure 1 . The framework automatically produces test cases for a closed-loop model M, based on a userselected notion of convergence. The user selects the notion of convergence by choosing a class of convergence classifier functions (CCF), a function that measures the degree to which the system converges, and a test generation (TG) scheme that uses the chosen CCF.
The framework consists of two main phases. In Phase I, Underminer learns a CCF belonging to the class of CCFs specified by the user. The CCF class can be quite general; our current implementation supports LLF-based CCFs and STL-based CCFs. Any particular CCF C : Y T → R ≥0 uses a specific notion of convergent behaviors and is able to distinguish convergent behaviors from non-convergent ones in the following way. Let ψC be the convergence property as defined by the CCF, and consider, y, the output trace of M under p. If the CCF evaluated on y (denoted C(y)) is positive, then y |= ψC, and if C(y) < 0, then y |= ψC. CCFs and corresponding learning heuristics are described in Sec. 4 .
In Phase II, a TG procedure is used to seek output trajectories exhibiting non-convergent behaviors. The framework is flexible enough to allow different TG techniques to select the system parameters and inputs. Our current implementation supports stochastic global optimization based methods which use C(·) as a cost function to find p such that C(yp) < 0. We also support a number of sampling-based TG procedures, including a method to pick points adaptively from a grid exploiting the sensitivity of C(yp) within a particular region of P . We describe the TG techniques in detail in Sec. 5. The result of the framework shown in Fig.  1 is a collection of pi values that correspond to output traces yi, some of which may represent non-convergent behaviors as labeled by the chosen CCF.
CLASSIFIERS
Our framework requires a way to quantify the degree of acceptability of a given output trace. We call any function that serves this purpose a classifier function.
Definition 5 (Classifier).
A classifier C is any function from the space of finite-time signals over bounded domains to a finite or infinite interval over the real numbers that contains 0. A classifier is often associated with a property ψC, and we say that an output trace y satisfies ψC (denoted y |= ψC) if C(y) ≥ 0; otherwise we say that y does not satisfy ψC (denoted y |= ψC).
Classifiers can be used to define a wide variety of system behaviors, including simple properties such as bounds on overshoot values or settling times, but also complex properties such as any of those expressible in Signal Temporal Logic (STL). Our framework can be easily extended to support any of those properties, but our focus in this work is on classifiers to capture convergent behavior. Formalizing a canonical notion of convergence that fits every testing scenario is challenging, as selecting an appropriate definition can depend on the particular system domain and the testing context, and convergence in an engineering setting can be qualitative in nature. Control designers may deem a system output trace as well-behaved if the signal has some desirable shape, which is known intuitively to the designer (based on past experience) but is difficult to capture precisely in a mathematical sense.
Consider the examples illustrated in Fig. 2 , to demonstrate this point. Fig. 2 -(a) illustrates three output traces that all exhibit convergent behavior, in the sense that their respective envelopes approach the reference value, y(t) = 0. These are typical behaviors a designer expects to see for many types of feedback control systems. A naïve approach to capture this behavior with, for example, an STL formula might be to define a time (e.g., τs) in which the output signal must remain within a given boundary around the reference value (e.g., |yi(t)| ≤ rs). But from the perspective of a control designer, the significant quality that the example output traces all possess is that they continue to approach the reference value, not that they remain within a fixed bound near the reference value within some specific amount of time. Thus, this naïve approach would not be sufficient to capture the intended behavior. One could argue that a more elaborate STL formula could be constructed to capture behaviors similar to those expected by the control designer, but the formulations would require significant user insight (for example to define appropriate problem-specific envelope profiles). By contrast, such behaviors can be naturally captured using a Lyapunov-like function (LLF), and using an LLF would require little user intervention, as we provide a means to learn LLFs based on example output traces.
Next, consider the signal shown in Fig. 2-(b) . This is the type of behavior an engineer expects to see for a system that is implementing sampled-data sliding mode control [15] . This signal satisfies a convergence requirement that can be naturally captured in STL by selecting a settling time τs and a settling radius rs. Note, however, that the signal would not satisfy any standard 1 Lyapunov conditions, as the signal does not continually converge to the y(t) = 0 value.
Thus, the architecture of our framework allows classifiers built on disparate notions of convergence. Intuitively, our classifiers can specify the following general qualities of the system behaviors: -There is a certain set-point for the controlled signal, and as time progresses the signal value approaches this setpoint as in Fig. 2 -(a);
1 One can define an alternative classifier to capture this notion of convergence based on Lyapunov characterization of practical stability. -It is desirable for the signal to approach a specified settling region quickly enough (in comparison to the time-scale at which the underlying system operates) as in Fig. 2-(b) .
In what follows, we propose heuristic functions designed to capture these informal notions of convergence in a formal, machine-checkable fashion. Each such function is called a convergence classifier function (CCF).
STL CCF. We start with the simplest notion of convergence: after a certain time known as the settling time τs, the output trace should enter a prescribed settling region, {y : y − y ref ≤ rs}, and stay there indefinitely. The settling region defines a neighborhood around the reference value y ref to which the system should converge. Note that for the scenario given in Fig. (2) , y ref = 0. The following function corresponds to this notion of convergence 2 :
whereŷ(t) is the continuous time signal generated by piecewise linear interpolation of y(t). The above function is negative for those output signals that either never enter the settling region centered at the reference value, or enter the region and then subsequently leave the region. In this way, it can capture some classes of non-convergent traces.
SoS LLF. LLFs provide a means to construct classifiers based on traditional notions of stability. An LLF gives an indication as to whether the energy in an output signal is decreasing over runs of the system. One way to construct a classifier based on an LLF is to consider the value of min i∈(1,...,T −1)
which provides the minimum decrease of the LLF over the trace y. One challenge in applying the above classifier is to learn an appropriate LLF. We automate the process of learning an LLF using a technique reported in [25] and later elaborated on in [14] . The key step in this technique is to restrict the class of LLFs to a fixed template form corresponding to a sum-of-squares (SoS) polynomial function, as in V (y) = z P z, where z is a j ×1 vector of monomials in y, is the transpose operator, and P ∈ S j×j , where S denotes the set of positive j × j semidefinite matrices. The learning technique computes a P matrix from output traces as follows: for each output trace y and each i ∈ (1, . . . , T − 1), the following two constraints are added to a collection of constraints:
Both of the above constraints are linear in the decision variable P , and so the set of constraints defines a linear programming (LP) problem, for which robust and efficient numerical solvers are available [18] . Applying an LP solver to the set of linear constraints results in a P matrix defining an LLF, based on the set of output traces used to construct the constraints. An alternative approach is to replace the constraint (5) with a constraint requiring the P matrix to be a positive semidefinite matrix. This approach can provide stronger results by learning a V (y) function that is positive everywhere, but requires the use of a semidefinite programming (SDP) solver such as SDPT3 [24] . These solvers are less efficient than LP solvers, and can require greater conditioning of the constraints to obtain numerically robust results.
M-step LLF. We also consider LLFs as defined in the work of Geiselhart et.al. on Lyapunov functions for discrete-time dynamical systems [10] . In [10] , Geiselhart et.al. introduced a template for Lyapunov functions such that for a large class of discrete-time dynamical systems whose energy is decreasing over time, a Lyapunov function in this template is guaranteed to exist.
For any output trace y of M defined over T time steps and any M ≤ T , we define the M step output of M as
where 1 ≤ i ≤ T − M + 1. In the definition of z(ti), y(ti) is an n × 1 vector representing the n outputs of M at time ti. We consider LLFs of the form:
where z is the nM × 1, and P ∈ S nM ×nM . Note that contrary to an SoS LLF, such LLFs use not only the value of an output trace at time ti but also its values for ti+1, . . . , ti+M−1, hence the name M -step. We compute the matrix P using the same technique used for learning SoS LLF-type classifiers. Specifically, we solve an LP program satisfying the following constraints for each output trace y and each i ∈ {1, . . . , T − M + 1}:
The strength of M-step LLFs compared to SoS LLFs is that M-step LLFs can be much easier to learn for certain systems. For example, consider a single dimensional output for a simple two dimensional linear system. A characteristic output of some linear systems is an exponentially decaying sinusoid that converges to zero. An SoS LLF over such an output signal requires an arbitrarily high degree to certify convergence. Furthermore, even for systems with multidimensional stable outputs, we empirically observe that M-step LLFs are easier to find than SoS LLFs (discussed in the experimental evaluation presented in Sections 6 and 7). We can show that for a large class of discrete-time dynamical systems an LLF of the form (7), which satisfies (8) , is guaranteed to exist. The following remarks formalize this discussion.
where X and Y are compact sets. Then if (9) is exponentially stable, i.e., if the state trajectories of (9) satisfy:
for some c ∈ R and µ ∈ [0, 1), and if for some λ > 0 and α1 ≤ α2 the output map satisfies: α1 x λ ≤ g(x) ≤ α2 x λ , then an LLF V (z) of the form (7) satisfying (8) is guaranteed to exist for some M ∈ N + .
Remark 2. If the M is a discrete-time dynamical system whose output trajectories satisfy: y(t k ) ≤ cµ k y(t0) , for all k ∈ N, for some c ∈ R, and µ ∈ [0, 1), then an LLF V (z) of the form (7) satisfying (8) is guaranteed to exist for some M ∈ N + .
The proofs for Remark 1 and Remark 2 follow from the results in [10] , and are omitted here due to lack of space. Finally, we note that learning the CCFs occurs in Phase I of the Underminer framework. The quality of learned CCFs usually depends on the number of randomly sampled parameter values to generate traces to learn the CCFs, as well as the options provided to the LP or SDP solvers. The various options used for learning CCFs (including the template polynomials used in SoS LLFs) constitute the inductive bias of our learning procedure.
TEST GENERATORS
We now explain how CCFs constructed in Phase I are used in Phase II to generate tests. A key thesis in this paper is that using a CCF C to guide the TG procedure can generate qualitatively better test results. A good TG procedure attempts to find parameter values p such C(yp) is minimal; however, as M is a black box system, we do not have access to a symbolic representation of transition function ΦM and thus cannot apply white-box optimization approaches such as gradient-descent. Thus, we focus on black box optimization techniques. We begin by describing simple TG schemes inspired by prevalent engineering practices.
Random Sampling-based TG. The simplest TG scheme (denoted URand TG) has the following steps: (1) use a uniformly random sampling method to obtain a setP , such that |P | = NumSimulations, (2) for each p ∈P , obtain yp, (3) sort the set {C(yp) | p ∈P } in ascending order, and (4) report the top NumTests values back to the user (i.e., corresponding to the worst NumTests values of the CCF).
Grid-based TG. The second TG scheme (denoted Grid TG) constructs an equally spaced grid over the parameter space P such that the grid contains at least NumSimulations number of grid pointsP . Similar to URand TG, it obtains the set {C(yp) | p ∈P }, sorts it, and returns the top NumTests parameters inP to the user.
Adaptive Grid-based Sampling. A disadvantage of the simple schemes outlined above is that they are oblivious to the underlying dynamics of the black box system; however, for any CCF C, and for most models M, there are parameter values p where the value of C(yp) is low (possibly negative or even a local minimum), and there also are regions where
is high. In other words, either the CCF achieves a value of interest, or the region shows rapid change in the value of the CCF. The AGrid TG method aims to intelligently explore an implicit grid on the parameter space P by Algorithm 1: Adaptive Sampling Algorithm. Input: {δ0, P, NumSimulations, NumTests, CCF C, M} Output: tests 1 δ ← δ0, parameters ← grid(δ, P ) 2 tests ← sort(parameters, NumTests) 3 num p ← 0 4 while (num p < NumSimulations) do
tests ← sort(tests ∪ {p}, NumTests)
avoiding regions with high values of C(yp), or regions where C(yp) is positive and changing slowly. This has the effect of prioritizing search in the interesting regions, by avoiding uninteresting regions. Algorithm 1 implements the AGrid TG scheme used in Underminer. It takes as input the CCF C, an initial resolution for discretization δ0, the parameter space P , a budget for the maximum number of simulations (NumSimulations), and the number of tests to generate (NumTests). The algorithm is a breadth-first procedure; in each iteration, it maintains a list of the most promising parameter values in a sorted list tests, and iterates over each value in the list, discarding the value if it is discovered to lie in an uninteresting region, and keeping it otherwise. The algorithm begins by creating a coarse grid over the parameter space with the subroutine grid(δ0, P ). This subroutine outputs a finite gridding of P with discrete steps of magnitude δ (Line 1). The subroutine sort(parameters, NumTests) in Line 2 computes C(yp) for each p ∈ parameters, sorts the resulting values in ascending order, and picks the first min(|parameters|, NumTests) values. These values are our initial set of test cases. Up to this point, Algorithm 1 has the same effect as using Grid TG with a grid size δ0.
We then start refining the grid (Line 6). We use B inf δ (q) to denote {q | q − q ∞ < δ}. The idea here is that regions in the parameter space are only refined in regions where we expect that the CCF value C(yp) can become negative. To this end, given a parameter value p, the function EstimateSensitivity estimates
∂C(yp) ∂p
by sampling S number of points ∆(p) = {p1, . . . , pS} in the neighborhood of p and computing: max
Using this estimate, in Line 9, we check whether we need to refine the region containing p. If yes, we add p to the list tests if C(yp) is worse than the values of C(y p ) for all p in tests in Line 10. We then repeat this process by refining the grid around the first NumTests number of parameter values. The algorithm terminates when the number of explored parameter values exceeds the user defined budget.
NumSimulations.
Optimization-guided TG. Underminer supports TG schemes that utilize black box optimization techniques for test generation. The application of these techniques is common in falsification methods such as those used in tools like S-TaLiRo [2] and Breach [6] . Using input parameters as decision variables, these tools use a global optimizer to find the minimum (or at least low) values of a cost function that encodes property satisfaction. Any valuation of the cost function that is negative corresponds to system behaviors violating the given logical property. The CCFs that we learn share similar characteristics; negative values indicate non-convergent behaviors. We use an extension of the Nelder-Mead nonlinear optimization algorithm [22] . The key property of the Nelder-Mead algorithm is that it is a derivative-free heuristic search method that can be used in a black box setting where there is no explicit description of the objective function. Note that, the Nelder-Mead algorithm can converge to a suboptimal solution depending on the initial point we start our search from. To avoid local refinements in a suboptimal region, we introduce a stochastic extension of this algorithm, where we start the heuristic search from a number of randomly chosen initial points in the search space. We denote this TG scheme as S-NM TG.
EXPERIMENTAL EVALUATION
In this section, we benchmark Underminer on textbook examples of dynamical systems. For each of the examples to follow, we have an explicit representation of the system dynamics; however, we do not make use of this knowledge during the experiments, and effectively treat each system as a black box. We consider two sets of examples. The systems in the first set are known to be not globally asymptotically stable. For these systems, we wish to use Underminer to identify parameter values for which the output traces do not converge to a given equilibrium point. In the second set, we consider dynamical systems whose output traces seem to have convergent behavior, yet could have undesirable transient behavior such as high overshoots or slow settling time. Here, we wish to demonstrate the utility of having a classifier function to guide the search for undesirable behaviors. Our thesis is that as long as Underminer learns a good CCF in Phase I, the traces that it labels as severe (as measured by the CCF) also fare poorly in terms of traditional metrics such as settling time or overshoot.
In all experiments below, if necessary, we first perform a change of coordinates so that the desired reference value of the system is at the origin, i.e., y ref = 0. For each example, we benchmark all three types of CCFs: SoS LLF, M-step LLF, and STL CCF, and consider four different test generation (TG) methods. Phase I and Phase II of Underminer require the user to select various options for the classifier learning and test generation algorithms. When learning the SoS LLF and M-step LLF in Phase I, we allow the user to specify the number of uniformly randomly or quasirandomly sampled parameter values (denoted NumCCFSeeds) to generate traces to learn the CCFs. In Phase II, we assume that the user specifies: (1) a budget for the maximum number of simulations to be run (denoted NumSimulations), and (2) the number of tests that they would like to obtain using Underminer (denoted NumTests, such that NumTests ≤ NumSimulations).
Finally, for test cases generated by Underminer we consider two performance metrics: the ratio of non-convergent test cases to the number of total generated test cases, which we denote by rnc, and the average distance between the parameter values output by each TG method, denoted by davg. The quantity davg is an estimate of the dispersion of the points in the parameter space. ample we consider is the time-reversed version of the van der Pol oscillator. The dynamics can be described by the following set of ODEs:
The unique equilibrium of the system is at x = 0. The origin is a locally asymptotically stable equilibrium point but is not globally asymptotically stable. Thus, some traces asymptotically converge to the equilibrium, while others diverge. In this example, we use Underminer to detect the initial conditions that lead to these non-convergent traces. To this end, we choose P = [−2, 2] 2 , i.e., the parameter space is a subset of the state space. For the STL CCF, the parameters in (2) are chosen as rs = 0.1 and τs = 5. For both the SoS LLF and M-step LLF we use NumCCFSeeds = 75, NumSimulations = 105, and NumTests = 25. Table 2 summarizes our results.
All TG methods for each CCF are able to identify nonconvergent output traces; this is expected as the output traces starting outside the region of attraction are inherently divergent. For this example, S-NM consistently outputs solely non-converging traces (rnc = 1); however, based on the low value of davg, we conclude that the parameter values that correspond to the generated test cases are concentrated in a small region, i.e., not dispersed. Since the initial conditions that lead to non-converging traces are confined in a small region of the parameter space in this example, URand, which uses a uniform distribution to randomly sample the parameter space P , produces the smallest ratio of non-converging tests (rnc = 0.44).
Lorenz System. The next example we consider is the Lorenz system, whose dynamics are given as:ẋ
, where σ = 10, ρ = 14, β = 8 3 . For small values of ρ, the Lorenz system has two locally stable equilibria. In this example, we choose a small neighborhood (rs = 0.1) around one of the equilibria as the desired settling region and use Underminer to identify the initial conditions leading to output traces that do not converge to the region |x| < 0.1 in τs = 10 seconds. We assume that P = [−12, 12] 2 × [−1, 1], NumSimulations = 105, NumCCFSeeds = 80, and NumTests = 40. We summarize our findings in Table 2 . The performance of STL CCF is the best among CCFs since all the TG methods output at least 90% non-converging traces using STL CCF. Table 2 also illustrates that in this example the S-NM and AGrid TG methods consistently lead to good performance for all the CCFs (rnc ≥ 0.9).
Not Stable System. The next example we consider is from [23] with dynamics given as:
(10) The traces of this system are peculiar because all traces converge to the origin except the trace that follows the positive x1 axis and goes to +∞. Moreover, the closer the initial condition is to the positive x1 axis, the larger the overshoot and the higher the settling time. Therefore, in this example, we expect a good TG method to provide several test cases close to the positive x1 axis. We demonstrate in Fig.  3 that this is indeed the case for all TG methods. We use
2 , NumCCFSeeds = 35, NumSimulations = 280, NumTests = 80, and rs = 0.1, τs = 4 for this example. In Table 3 , as a performance measure, we provide the average overshoot and average settling time of the traces generated using different TG methods and CCFs. Higher values of average overshoot and settling time indicate that the corresponding TG method more successfully focuses on the nonconverging regions of the parameter space. As can be seen, the Grid and the S-NM have the best performance among the TG methods. While S-NM TG is able to identify traces that tend to +∞ using only the STL CCF, the Grid TG consistently outputs these test cases for all CCFs. This is expected since Grid samples parameter values exactly on the x1 axis independently of the chosen CCF. Fig. 3 demonstrates that AGrid does explore the regions in parameter space where the output traces exhibit high overshoot, however still S-NM has better performance in terms of identifying traces with higher average settling times and average overshoots. This is because the S-NM TG method discovers parameter values close to each other, as opposed to AGrid TG, whose outputs lie on an implicit grid. This can also be seen in Table 3 , where davg values for parameters discovered by the S-NM TG is much smaller (davg ≈ 0.1) than the other TG methods. Rössler Attractor. The Rössler attractor is a well known example of a chaotic continuous time dynamical system. It first arose from modeling oscillations in chemical reactions but is now used as a benchmark chaotic system. The dynamics of the Rössler attractor are given by the following ODEs:ẋ1 = −x2 − x3,ẋ2 = x1 + ax2,ẋ3 = b + x3(x1 − c), and y = x, where a, b, c ∈ R. For this example we fix b = 0 and c = 5.7. For these values of b and c, it is known that the attractor converges to the equilibrium at the origin whenever a ≤ 0; however, the convergence properties depend on the value of a, as well as the initial condition of the system and this dependence is highly nonlinear. For this example, we seek to find values of a and initial conditions for the states x1, x2, and x3 that correspond to traces that do not converge to the equilibrium (i.e., y ref = 0) at all or for which Table 3 summarizes our results. Underminer did not find any behaviors that do not settle around the equilibrium (which is expected for a ≤ 0), but it did successfully discover traces with high settling time. As can be seen, the average settling time of the traces computed by the S-NM TG using STL CCF is approximately 9× that of the one obtained using Grid TG.
The experiments suggest that, in general, the S-NM TG method outputs the most interesting traces using a moderate computation budget. The generated test cases, however, are concentrated in a small region of the parameter space. Hence, S-NM TG does not give a good idea of the distribution of the interesting behaviors, which might prevent the user from gaining a better understanding of the source of the non-convergent behaviors. Gridding based methods, on the other hand, provide more coverage of the parameter space and therefore lead to more distinct test cases; however, this coverage comes at a cost. In Grid TG, this cost manifests in the performance of the test generation algorithm; the convergence properties of the output tests are not as interesting as the ones of S-NM TG within the given simulation budget. In AGrid TG, even though there is less performance degradation, the increase in the computation time is significant due to the increased number of simulations arising from the procedure to estimate the local sensitivity of the CCF to the parameter values.
CASE STUDIES
Suspension Control in a Quarter Car Model. The quarter car model is used to analyze automotive suspension systems. It considers only one of the wheels, and simplifies the system dynamics to a 1D model containing multiple spring-damper systems. A properly designed suspension system has good road holding ability, while providing the driver comfort when riding over bumps and holes in the road. A key performance indicator is the transient response of the suspension system; it is important that system not exhibit large overshoots or sustained oscillations. We use a Simulink R model of the quarter car system and the controller designed in [21] . The controlled quantity is the distance between the suspension and the body (denoted y), and the authors provided an informal specification for the controller in terms of a maximum permitted overshoot (5%) and a desired settling time of approximately 2 seconds. In CCF TG our experimental setup, we assume that the settling region is defined as |y| < 0.01. The authors provided a nominal PID controller, and comment that the PID gains are obtained through trial-anderror. It is well-known that varying the gains Kp, Ki and K d for the proportional, integral and derivative parts of a controller can drive a system to instability. In this experiment, we wish to investigate how the closed-loop system behaves if we vary the gains of the nominal controller. We pick a sizable region that is expected to contain a variety of behaviors, including large overshoots, unstable behavior or behavior that does not settle within the specified settling time. We then pick the M-step LLF-based CCF as the metric to determine convergence of trajectories. In Phase I of Underminer, we learn a suitable M-step LLF CCF from 100 convergent trajectories (with M = 10). In Phase II, we use the CCF to benchmark the various test generation options. The table below summarizes the key findings. Table 4 shows that AGrid TG is very effective in this case study to find both high overshoots as well as non-convergent behaviors. In the course of execution, AGrid TG is able to mark several points in the parameter space as not interesting (using the local sensitivity and the value of the CCF at the point), and is thus able to focus on parameter values that lead to non-convergent behaviors. We remark that AGrid TG also finds behaviors that do not settle to the given region before the simulation time horizon is reached; we assign a settling time of infinity to such behaviors. While the S-NM method does not seem to find any non-convergent behaviors, visual inspection of the results indicates that the output behaviors are more "oscillatory" than the ones found by other methods; however, these do not appear in the results as the magnitude of the oscillations is well within the settling region. Finally, this case study also highlights the possibility of design-space exploration using a tool such as Underminer, as we are able to effectively identify regions in the K d , Kp, Ki space for which the controller shows acceptable behavior.
Air-Fuel Ratio Control Benchmark. In this experiment, we demonstrate the flexibility of Underminer. In [12] , the authors present different closed-loop models of the airfuel ratio control problem in gasoline engines. In this problem, we are interested in regulating the ratio of air to fuel (denoted λ) in the mixture that undergoes combustion in the engine to a stoichiometric value of 14.7 (denoted λ ref ). As the peak efficiency of a catalytic converter to reduce noxious emissions in the exhaust is reached when the air-fuel ratio is 14.7, this is an important control problem.
Among the various models provided, we focus on the first two models, which are both hybrid (i.e., contain continuousvalued states and also controller modes). The first is a complex model with features such as transport delays, lookup tables, highly nonlinear dynamics, and a discrete-time controller. The second model is a simplified version of the first model, with features such as transport delays removed and look-up tables replaced with polynomial approximations. Numerical simulations are marginally slower to run on the first model. In our setup, we used the second (easier) model to learn an SoS LLF and an M-step LLF (with M = 5), and then used these CCFs to generate tests with the first model. Our intention here is to mimic the process of learning a CCF on a simpler model, and then use it for test generation on a more complex model, or on a physical system such as a hardware-in-the-loop-simulation (HILS) setup. The exogenous inputs to both models are the pedal angle for a throttle plate (i.e. driver input) and the engine speed. The outputs of the models are the normalized air-fuel ratio µ, (µ =
, and the state of the integrator in the discrete-time PI controller.
In Table 5 we present the results of using different test generation schemes on the first model using a CCF learned on the second model. All TG methods perform in an almost similar fashion with respect to the overshoot behavior with either CCF. One outlier is an output trace found by the S-NM TG method corresponding to an overshoot of more than 3%. We next consider the settling behavior of the traces. We define the settling region as |µ| < 2 × 10 −3 , and define a settling time of τs = 2.5 seconds. As indicated in [12] , the model used for test generation generally exhibits good transient response, and as expected, our experiments were not able to find many non-convergent traces. Hence, we instead report the average and maximum settling times found by each method. From Table 5 , we can observe that both M-step LLF CCF and STL CCF were able to provide better guidance to the AGrid TG method when looking for non-convergent behaviors. Using M-step LLF CCF, we were able to find 1 and 7 non-convergent trajectories (out of NumTests = 50) using the S-NM and AGrid TG respectively. Table 6 : Experimental results for the diesel air path model. The AGrid TG method using M-step LLF CCF based was able to finish 43 simulations, while using the STL CCF was able to finish 32 simulations.
Using STL CCF, we were able to find 1 and 2 non-convergent traces using AGrid TG and URand TG respectively. Overall, the AGrid TG method is able to focus on regions of parameter space that correspond to non-convergent behaviors.
Diesel Engine Control. Next, we consider an industrialscale closed-loop model of a prototype air path controller for a diesel engine implemented in Simulink R . The model contains a high fidelity plant model of the air path dynamics and a model predictive controller (MPC) [11] to regulate the intake manifold pressure and the exhaust gas recirculation (EGR) flow estimation. The model is hybrid and has more than 3,000 blocks and 20 multi-dimensional lookup tables. Due to high model complexity, simulation is computationally expensive, and hence the design process would be assisted by a tool that can efficiently explore the input space. We consider a scenario with two model inputs: (1) the fuel injection rate (excited by a step of magnitude in a given allowable range), and the engine speed (picked from a given range, but held constant during any single simulation). The output signal of interest is the difference between intake manifold pressure and a given reference value.
In this study, we attempt to learn an SoS LLF and an M-step LLF in Phase I of Underminer. We fail to identify an SoS LLF CCF because the selected parameterizations of the SoS LLF are inadequate. As the model has a single output, learning an SoS LLF that decreases over all output traces requires the SoS LLF parameterization to be of an arbitrarily high degree. On the other hand, using an M-step LLF brings more flexibility as it contains M-long output traces. For this model, we find an M-step LLF with M = 3.
We report the experimental results in Table 6 . As the actual numbers for overshoot are proprietary, we normalize the overshoots that we compute with respect to the results obtained using URand TG. For example, if the average overshoot reported by URand TG is b, and the average overshoot reported by S-NM TG is c, we report the quantity 100 b−c b . For both CCFs we use a time limit of 45 minutes to run the AGrid TG. As can be seen from Table 6 , all TG methods create test suites with both convergent and non-convergent outputs. Using STL CCF leads to discovering more nonconvergent tests than using M-step LLF CCF. Among the three TG methods, the S-NM TG method has the best results as it identifies outputs with 50% greater average overshoot when using the M-step LLF CCF. As the AGrid TG uses single-step simulations to estimate local sensitivity of the CCFs, it takes more time than the other TG methods. In spite of running short simulations, the initialization time for running simulations in Simulink R becomes a bottleneck, and hence, the AGrid TG is unable to generate the desired number of tests in the given time limit. Nevertheless, the AGrid TG successfully finds an overshoot behavior that is 5% worse than the one found with URand TG. This example demonstrates that while the AGrid TG is promising, time required in estimating sensitivity and the curse of dimensionality inherent in any gridding approach can together be an impediment in a test-setup with limited trace or time budgets.
CONCLUSIONS
We propose the "Underminer" framework for finding parameter values and inputs to black box system models that lead to undesirable behaviors. Underminer operates in two phases. In Phase I, the tool learns a convergence classifier function (CCF) to discriminate convergent behaviors from those that are not convergent in a timely fashion. In Phase II, it uses the CCF to guide the search for parameter values such that the corresponding outputs are deemed nonconvergent by the CCF. Underminer is flexible in the choice of CCFs including those based on temporal logic and those based on Lyapunov functions. It can use an array of test generation (TG) techniques such as optimizer-driven testing and sampling-based techniques. We benchmark the various CCF and TG combinations on a number of academic examples and compare the results with established metrics for transient behavior such as settling time and overshoot. Further, we demonstrate Underminer on case studies from automotive control systems.
