This research presents a new insight into Marangoni convection through investigating, both numerically and analytically, the surface tension driven instability activated by a coupled effect of a vibrating plate and viscous dissipation. A horizontal, thin fluid layer is bounded from below by an impermeable, adiabatic plate that vibrates in the horizontal direction. The upper boundary is modelled by a free surface subject to a thermal boundary condition of the third kind (Robin). The internal heat generation due to viscous dissipation yields a vertical, potentially unstable temperature gradient. The linear stability analysis of the stationary terms of the basic state is performed. The perturbed flow, in the form of plane waves, is superimposed onto the basic state. The obtained system of ordinary differential equations is solved numerically by means of the Runge-Kutta method coupled with the shooting method. For the two limiting cases, the isothermal upper boundary and adiabatic upper boundary, the analytical solutions of the eigenvalue problem are obtained. The values of the critical parameter, which identifies the threshold for the onset of Marangoni convection, are presented.
Introduction
Marangoni convection is a thermally driven instability activated by the surface tension gradient acting on a free boundary. Marangoni convection and, more generally, thermally driven convection, is of great interest for many disciplines including physics, engineering and applied mathematics. The groundbreaking experimental investigation of thermally driven convection was carried out by Bénard [1] at the very beginning of the twentieth century when he ascribed the activation of convection to the buoyancy force. Much later, Pearson [2] and Block [3] proved that the instabilities obtained by Bénard were driven by surface tension rather than buoyancy. The competition between these two activating mechanisms was then investigated theoretically by Nield [4] . When a standard (that is corresponding to the sea level) gravity force acts on a fluid, the surface tension is the leading mechanism activating the instability only if the layer is sufficiently shallow, so that buoyancy represents only a secondary effect. On the other hand, in microgravity, buoyancy is negligible and the Marangoni instability may occur in fluid layers of arbitrary height. For a review of convection due to interfacial phenomena, see Nepomnyashchy et al. [5] , and for a review on Marangoni convection, see Velarde & Zeytounian [6] . A review of the RayleighBénard instabilities, especially from the experimental point of view, can be found in Bodenschatz et al. [7] .
The most basic configuration that allows one to study the Marangoni convection consists of a fluid layer whose upper boundary is free. The shear stress at the free boundary is caused by the surface tension gradient. The surface tension is a function of temperature, thus the shear stress at the free boundary can be defined as a function of the temperature gradient [8] . The velocity and temperature fields are coupled via the boundary conditions. This feature makes the study of the surface tension-driven convection mathematically different from the study of the buoyancydriven convection. In the latter case, the term describing the driving (buoyancy) force is present in the momentum equation. For the onset of instability, the basic temperature profile must become unstable. This temperature profile can be produced by different physical mechanisms: the layer may be heated from below, cooled from above or heating/cooling can be provided by a heat source/sink that may be present inside the layer. A review of thermally driven instabilities can be found in Getling [9] .
In the present investigation, the possibly unstable basic temperature profile is produced by an internal heat source. We consider a horizontal, thin fluid layer with a free upper boundary. The fluid is set over an adiabatic plate that vibrates horizontally. Vibration is a common phenomenon when a geophysical system or a mechanical device is considered. As discussed in Celli & Kuznetsov [10] , vibration-induced fluid motion may become a source of internal heating for the case of a buoyancy-driven instability when the viscous dissipation is not negligible. Effects of viscous dissipation on the onset of buoyancy-driven convection are reviewed by Barletta [11] . The onset of Marangoni instability caused by internal heating, which was produced by viscous dissipation, was investigated by Celli et al. [12] .
The described problem has never been tackled, thus we begin with the investigation of the linear stability of stationary terms in the basic state. Since the problem is complex, this is a reasonable approximation and one which leaves space for more in-depth analysis in the future. Here, we are interested in investigating the influence of the thermal boundary conditions on the threshold for the onset of instability.
Mathematical model
A shallow fluid layer of height H is placed over a horizontal plate that is both impermeable and adiabatic, as illustrated in figure 1 . The layer extends indefinitely in the x-and y-directions. The upper surface of the fluid layer is free and subject to a surface tension; it is assumed to be flat. A third kind (Robin) thermal boundary condition is used at the upper surface. The ambient temperature far from the plate is T ∞ . The layer height is sufficiently small such that the buoyancy force is negligible compared with the surface tension. Thus, the surface tension is assumed to be the major contributor to the onset of thermal convection. The lower boundary vibrates with a dimensionless amplitude A and a dimensionless angular frequency Ω. Since viscous dissipation is taken into account, this vibration becomes a source of internal heating. The fluid is assumed to be Newtonian and incompressible. The Navier-Stokes equations are employed. The governing equations in the dimensionless form are as follows:
∂T ∂t
where x = (x, y, z) is the Cartesian coordinates vector, u = (u, v, w) is the velocity vector, t is the time, P is the hydrostatic pressure, T is the temperature and 2D i,j D i,j is the viscous dissipation contribution. The strain tensor D i,j is defined as
In equations (2.1) and (2.2), the Einstein summation convention on repeated indexes is employed. The Biot, Marangoni and Prandtl numbers are defined, respectively, as follows:
where h is the convection heat transfer coefficient at the upper boundary, λ is the thermal conductivity of the fluid, σ is defined in equation (A 5), α is the thermal diffusivity of the fluid, μ is the dynamic viscosity of the fluid and ν is the kinematic viscosity of the fluid. The dimensionless quantities in equation (2.1) are defined as follows:
where the asterisks denote dimensional quantities and c is the specific heat capacity of the fluid. 
Basic state
We search for the solution of equations (2.1) characterized by the velocity directed along the x-axis such that u b = (u b , 0, 0), where the subscript b denotes the basic state. The governing equations can be solved assuming that the velocity and temperature profiles depend only on (z, t).
(a) Basic velocity profile
The basic flow is produced by the vibrating lower boundary. The basic velocity oscillates at the same frequency as the boundary, which can be expressed as
where the symbols denoted by a circumflex (hat) and tilde refer to the oscillation amplitudes in phase with cosine and sine, respectively. We substitute equation (3.1) into equation (2.1) to obtain
where the prime denotes the derivative with respect to z and the parameter Λ is defined as follows:
3)
The limiting case Λ → 0 refers to systems characterized by low angular frequency and/or high Prandtl number. On the other hand, the limiting case Λ → ∞ refers to systems characterized by high oscillation frequency and/or low Prandtl number. The solution of the system (3.2) iŝ 
(b) Basic temperature profile
The basic temperature oscillation is composed by a stationary term plus a term that oscillates with a frequency that is double the vibration frequency of the boundary. The basic temperature profile can be expressed as
where the subscript 0 refers to the stationary term. The substitution of equation (3.5) into equation (2.1) yields the following problem for the stationary state:
By employing equation (3.4), one obtains 
The vertical temperature gradient given by equation (3.8) does not depend on the Biot number and is a monotonically increasing function of z, Λ and A 2 . For Λ → 0 a negligible temperature gradient is obtained, T 0 → 0. The linear stability analysis carried out in the following sections investigates, for t → ∞, the behaviour of a single perturbation mode superposed on the stationary basic state. This investigation is equivalent to investigating the stability of the time-average for the basic state. Thus, the carried out stability analysis is valid only when the vibration frequency does not tend to zero: in the limiting case of Ω → 0, the oscillation period tends to infinity, and thus the time scale used in the averaging procedure is characterized by the same order of magnitude as the time scale in the stability analysis. Focusing on the stability of the stationary component of the basic state is a simplification that allows us to disregard the interaction between the oscillating terms in equation (3.1) and the disturbances we superimpose onto the basic state to study its stability, see equation (4.8) . We anticipate here that these disturbances are non-travelling: the angular frequency is zero for every case investigated in §6. The interaction between the basic flow oscillations and the disturbance oscillations thus occurs only for vanishing values of the oscillation frequency, Ω → 0. However, this case can be excluded because it refers to the case of motionless basic flow and then to negligible viscous dissipation contribution. Moreover, vanishing values of the oscillation frequency conflict with the assumption of accounting only the stationary terms in the basic state, as explained earlier.
In the future, we plan to investigate the linear stability of the whole oscillating basic state by employing the Floquet theory.
Linear stability analysis
The linear stability analysis of the stationary terms of the basic state obtained in §3 is carried out below. An arbitrarily small amplitude perturbation is added to the basic state, namely where U = (U, V, W) is the velocity perturbation vector, and Θ is the temperature perturbation. The parameter ε is assumed to be small enough, which allows one to linearize the governing equations that describe the behaviour of the perturbations. In what follows, we investigate how the perturbations grow or decay with time for different values of the parameters (Λ, Ma, Bi). The curl operator is applied to the momentum balance in equation (2.1) to obtain a velocitytemperature formulation. Equation (4.1) is then substituted into the governing equations. By considering only terms O(ε), the linearized governing equations are obtained
We may reasonably assume that the perturbed flow has the form of plane waves. These plane waves describe three-dimensional convective rolls whose axes belong to the plane (x, y). Since the basic state is motionless, one can assume, without losing any generality, that the rolls' axes are aligned with the y-direction. This reduces the complexity of the analysis since the perturbation is invariant for translation in the y-direction. We can thus state that
The mass conservation equation (4.2a) can be simplified to
By introducing the streamfunction, we can write that
If the streamfunction is defined by equation (4.5), then equation (4.4) is satisfied automatically. By considering only the y-component in the curl of the momentum equation, equation (4.2) can now be written in a streamfunction-temperature formulation
where
The perturbations (Ψ , Θ) are functions of (x, z, t) only and, since we assume that they have the form of plane waves, they can be defined as follows: where ( f , g) are the eigenfunctions, η is the growth rate parameter, k is the wavenumber, and ω is the angular frequency of the perturbation. The parameters (η, k, ω) are real valued, while the eigenfunctions ( f , g) are, in general, complex valued. One may substitute definition (4.8) into system (4.6) looking for neutrally stable modes, i.e. modes characterized by η = 0, to obtain
where the governing parameter Ξ is defined as
The eigenvalue problem (4.9) is solved numerically, except for the two limiting cases: the adiabatic upper boundary and the isothermal upper boundary.
Numerical procedure (a) Neutral stability curves
The numerical solutions of the eigenvalue problem (4.9) are obtained by using a two-step procedure: first the eigenfunctions (f , g) are obtained by solving the initial value problem given by equation (4.9), then this solution is used to obtain the eigenvalues (k, ω, Ξ ) by the shooting method. The initial value problem is as follows: to obtain six out of the nine unknown parameters (for each fixed value of the Biot number). This procedure allows one to obtain the neutral stability curves Ξ (k) for fixed values of the parameters (Bi, Pr, Λ).
(b) Critical values
The minima on the neutral stability curves give the threshold for the onset of thermal convection defined by critical values of the parameters k and Ξ . One can obtain the critical values numerically by solving the system (5.1) supplemented by the equations obtained by taking the derivative of the equations composing (5.1) with respect to the wavenumber k, and simultaneously imposing the condition that allows one to find the extremum on the neutral stability curve: ∂Ξ/∂k = 0. The obtained initial value problem is characterized by twice the number of the governing equations. Table 2 shows how the critical values of Ξ change when a different step-size is employed. The last row in the table presents the value obtained when an adaptive step-size control is used. Table 2 allows one to conclude that the explicit Runge-Kutta method with adaptive step-size control is as accurate as the explicit RungeKutta method with fixed step-size of 10 −6 . The explicit Runge-Kutta method with adaptive step-size is employed to obtain the results presented below.
Results
All the numerical solutions of equations (5.1) and (5.2) that we obtained are characterized by ω = 0: no solution displayed a non-zero angular frequency, thus the neutrally stable convective rolls correspond to non-travelling modes. The proof of the principle of exchange of stabilities can be carried out analytically only for the two limiting cases: the isothermal upper boundary and the The critical values of the governing parameter Ξ are reported in figure 4 . Figure 4a shows Ξ c versus Bi for fixed values of Λ and figure 4b shows Ξ c versus Λ for fixed values of Bi. The increase in the Biot number has a stabilizing effect on the system, while the increase in the parameter Λ has a destabilizing effect. The dashed curve in figure 4b refers to the analytical solution obtained for the limiting case of Bi → 0. The lowest critical values of the governing parameters occur for the limiting case of adiabatic upper boundary, because in this case the system is characterized by two adiabatic boundaries, and the heat generated by viscous dissipation is entirely trapped inside.
The critical values of the wavenumber k are reported in figure 5 . This figure follows the same format as figure 4: k c versus Bi for fixed values of Λ in frame (a) and k c versus Λ for fixed values of Bi in frame (b). Parameter Λ has a weak effect on the variation of k c , while the Biot number has a strong influence on k c . For the limiting case of Bi → 0, the numerical result is k c = 0 (see the dashed curve in figure 5b ). This limiting behaviour justifies the asymptotic analysis presented in §6b(i). which identifies a point inside figure 4 close to the threshold for the onset of instability. This example proves that the analysis presented in our paper is applicable to realistic situations. 
The solution of equation (6.9) is not reported here for brevity. The remaining boundary condition, g 2 = 0 at z = 1, allows one to find an expression for Ξ 0 , namely
The minimum on the neutral stability curves, in the limiting case of an adiabatic upper boundary, occurs at k = 0. This means that Ξ 0 coincides, in this particular case, with the critical value Ξ c . The values of Ξ c = Ξ 0 , for different values of Λ, are exhibited by the dashed curve in figure 4b , while the critical value k c = 0 is exhibited by the dashed curve in figure 5b . Results presented in figure 4 suggest that the limiting case of an adiabatic upper boundary is the most unstable. This happens because the adiabatic boundary condition magnifies the effect of the surface tension. From appendix A, one can conclude that the shear stress produced by surface tension is proportional to the horizontal temperature gradient. From equation (4.8), we may conclude that the derivative of the temperature perturbation in the x-direction is directly proportional to the magnitude of the eigenfunction g evaluated at z = 1. On the other hand, the Robin boundary condition in equation (4.9d) states that the temperature on the upper boundary is constrained by heat transfer at the boundary: g = g /Bi at z = 1. This constraint yields g = 0 for Bi → ∞, which corresponds to the isothermal boundary, and g → ∞ for Bi → 0, which corresponds to the adiabatic boundary.
(c) Limiting case: isothermal upper boundary
This particular case is obtained by setting Bi → ∞. The eigenvalue problem is real valued because, for Bi → ∞, one can prove that the principle of exchange of stabilities holds. Equation (4.9a) with the appropriate boundary conditions gives the following boundary value problem for the eigenfunction f :
The thermal boundary condition at z = 1 for this limiting case reduces to g = 0, and thus one obtains f = 0. We multiplied equation (6.11a) by the complex conjugate of the eigenfunction f , defined as f , and integrated the result over the domain in the z-direction: 
The integration by parts makes it possible to simplify equation (6.12) to It is worth noting that the above scaling allows one to maintain the coupling between f and g by means of the condition f + g = 0 at z = 1. Without this coupling, f could be obtained analytically and it would simply be f = 0. This solution does not yield quantitative information on the behaviour of the system for Bi → ∞. The solution of system (6.15) is presented in figure 6 : the critical value of the governing parameter Ξ c = BiΞ c , in the limiting case of Bi → ∞, is infinitely large. When the value of the governing parameter necessary for the onset of the instability is infinitely large, the particular configuration is always stable. A similar behaviour was found in [13] .
Conclusion
The stability of a thin viscous fluid layer bounded by a vibrating plate is investigated. Due to the vibration of the lower boundary, viscous dissipation becomes a source of internal heating. The surface tension acts on the upper boundary, which is assumed to be a free surface subject to the Robin thermal boundary condition. The onset of Marangoni convection is then investigated. The basic state studied in our paper is time-independent and motionless. By employing the normal mode method, a set of ordinary differential equations is obtained. solved numerically and, for two limiting cases, analytically. The critical values of the governing parameter, Ξ , are presented as a function of the Biot number, which is introduced in the Robin boundary condition, and as a function of parameter Λ = √ 2Ω/Pr, where Ω is the dimensionless angular oscillation frequency of the lower boundary and Pr is the Prandtl number. This governing parameter, Ξ = A 2 Ma, is a combination of the Marangoni number Ma and of the lower boundary oscillation amplitude A. The main conclusions are -The physical phenomenon investigated has practical relevance.
-The most unstable configuration corresponds to that of the adiabatic upper boundary. -The isothermal upper boundary leads to a configuration that cannot undergo Marangoni instability. -The increase of parameter Λ has a destabilizing effect on the system. High oscillation frequency Ω coupled with low Prandtl number yields configurations that are most prone to the onset of Marangoni instability. -The instability is always activated by non-travelling modes. The principle of exchange of stabilities is proven analytically for the two limiting cases, and numerically for the remaining cases.
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