In this paper we, finally, answer affirmatively on Salem's question ( posed in Trans.
Introduction
Let x ∈ R and consider the following Fourier-Stieltjes transforms f (x) = (1 − x) λ dq(x) < ∞, λ ∈ R.
(1.7)
Further, as was proved by Salem [8] , the Minkowski question mark function satisfies the Hölder condition |q(x) − q(y)| < C|x − y| α , α < 1, where α = log 2 2 log
and C > 0 is an absolute constant. As we observe from the functional equation (1.3) the Fourier -Stieltjes transform (1.1) satisfies the functional relation f (x) = e ix f (−x), (1.8) and therefore e −ix/2 f (x) is real-valued. So, taking its imaginary part, we obtain the equality
where f s , f c are the Fourier-Stieltjes sine and cosine transforms of the Minkowski question mark function, respectively,
Hence, letting, for instance, x = 2πn, n ∈ N 0 it gives f s (2πn) = 0 and f c (2πn) = d n . In 1943 Salem asked [8] whether d n → 0, as n → ∞. This question is quite delicate, since it concerns singular functions (see [10] , Ch. IV) and the classical Riemann-Lebesgue lemma for the class L 1 , in general, cannot be applied. A singular function is defined as a continuous, bounded monotone function with a null derivative almost everywhere. Hence it supports a positive bounded Borel measure, which is singular with respect to Lebesgue measure. For such singular measures there are various examples whose Fourier transforms do not tend to zero, although some do (see, for instance, in [8] , [9] , [5] ). In [13] (see also [3] ) it was proved that for every ε > 0 there exists a singular monotone function, which supports a measure whose Fourier-Stieltjes transform behaves as O(t
In fact, it is worth to mention that the Salem problem is an old and quite attractive problem in the number theory and Fourier analysis [12] . Moreover, in [14] the author tried to give a solution to Salem's problem basing on Naylor's asymptotic formula for the KontorovichLebedev transform of continuous functions at infinity. Unfortunately, it was found (see [15] , [1] ) that this asymptotic expansion does not work for extreme values of a parameter, and author's attempt was fallacious. Recently in [16] the author proved, that the answer on Salem's question is affirmative if and only if the Fourier-Stieltjes transform (1.1) has a limit at infinity and then, of course, it should be zero.
In the sequel we will give, finally, an affirmative solution to Salem's problem, establishing a new integro-differential equation for the Fourier-Stieltjes transform (1.1), which bases on the following functional relationship between the transforms (1.1), (1.2) proved by the author in [16] f
(1.12)
Taking real and imaginary parts of both sides in (1.12), we derive interesting equalities (see details in [16] ), which will be used below, namely
(1.14)
As we will see in the next section, a similar integro-differential equation for the Fourier-Stieltjes transform (1.1) with the derivative f ′ (x) inside the modified Hankel transform was exhibited in [1] . However it did not lead to the solution of the Salem problem. Finally, we give values of the important relatively convergent integrals, which will be employed in Section 3 to solve the Salem problem. Precisely, according to relations (2.5.22.2) and (2.5.22.6) in [7] , Vol. 1 the following equalities hold for a, b > 0 and 0 < µ < 2
where Γ(z) is Euler's gamma-function and 2 F 3 (α 1 , α 2 ; β 1 , β 2 , β 3 ; −x) is the generalized hypergeometric function, having the following asymptotic behavior at infinity (see in [4] , Section 5.9). In fact, it has
where
2 Integro-differential equation for the Fourier-Stieltjes transform (1.1)
We begin with Theorem 1. Let x ∈ R + . The Fourier -Stieltjes transform (1.1) satisfies the following integro-differential equation, involving the operator of the modified Hankel transform
Proof. Indeed, differentiating (1.12) with respect to x and using it again, we find
where the differentiation under the integral sign in (1.2) is allowed via relations (1.5), the asymptotic behavior of q(x) near zero and the estimate
Hence,
Recalling the relatively convergent integral from [7] , relation (2.12.9.3)
where J 0 (z) is the Bessel function of the first kind [7] , we substitute it in (2.3). Hence after the change of the order of integration and the use of the symmetry property (1.8), we combine with (2.2) and come up with the integro-differential equation (2.1). Our goal now is to motivate the interchange of the order of integration in the iterated integral, proving the formula
To do this, it is sufficient to justify the limit equality
for each fixed positive x. Naturally, we will appeal to the known asymptotic behavior of the Bessel function at infinity [6] 
Hence, for sufficiently large Y > 0 and x > 0, t ∈ (0, 1), we have
As we will see from the estimates below and the finiteness of integrals (1.6) for various real λ, in order to establish the limit (2.6), it is sufficient to estimate, for instance, the integral 
Therefore, treating in the same manner other integrals from (2.8), we get equality (2.6), completing the proof of Theorem 1. Proof. Indeed, substituting in (2.1) x = 2πn, we have
In the meantime, it is not difficult to show, recalling functional equation (1.3) , that
Now taking the imaginary and real parts of both sides of the latter equality in (2.13) with the use of (1.3), we end up with (2.10), (2.11).
Solution to Salem's problem
The main result is the following Theorem 2. The answer on Salem's question is affirmative, i.e. d n = o(1), n → ∞.
Proof. Indeed, taking (2.10), we write
From the inequality √ x |J ν (x)| ≤ C, x > 0, where C > 0 is an absolute constant, it follows that I 1 (n) converges absolutely and uniformly with respect to n. Therefore I 1 (n) → 0, n → ∞. Concerning the integral I 2 (n), we appeal at the asymptotic formula (2.7) for the Bessel function and recall (1.10) to get the equalities Hence, appealing to the asymptotic formula (1.17), we establish the asymptotic behavior of the right-hand side of the latter equality in (3.5) when n → ∞ and t ∈ (0, 1). In fact, taking the contribution of each hypergeometric function, it is not difficult to see that the latter expression is O(n −1 ), n → ∞ and it is uniform by t ∈ (0, 1). Therefore, combining with (3.3), (3.4), we obtain the estimate
The main obstacle is to estimate the integral I 21 (n) in (3.2). To do this we represent it similarly to (3.3), namely
However, the inner integral with respect to y in (3.6) can be calculated again with the aid of (1.15), (1.16), putting b = 2, a = t/(2πn) and µ = 3/2. Indeed, as a result we find
Thus in order to investigate the asymptotic behavior of the right-hand side in (3.7) when n → ∞ and t ∈ (0, 1), we recall the asymptotic formula (1.17) and after simple calculations with the use of the reflection, reduction and duplication formulas for gamma-function [6] , we derive
where the remainder term O(n −1 ) of the asymptotic expansion (3.8) is uniform by t ∈ (0, 1). Hence, returning to (3.6), we represent I 21 (n) in the form
Meanwhile, recalling identities (1.13), (1.14), we differentiate both sides of them with respect to x, which is possible by virtue of the absolute and uniform convergence of the corresponding integrals. Then letting x = 2πn and using functional equations (1.3), (1.5) for the Minkowski question mark function, we deduce (see (2.9))
Thus, combining with (3.1), (3.2), (3.6), (3.11), we establish a key asymptotic equality for coefficients d n and c n . Precisely, it has
Consequently, in order to complete the proof of Theorem 2, we need another such an equality, which will be provided with the use of formula (2.11) for coefficients c n . In fact, doing in the same manner, we start from (2.11), splitting as in (3.1) on two integrals, namely, 13) and similarly as aboveÎ Further, writing
where the interchange of the order of integration is motivated as in the prove of Theorem 1, we recall (1.15), (1.16) in order to get for all n ∈ N and t ∈ (0, 1) the value of the latter inner integral with respect to y in terms of the hypergeometric functions 2 F 3 , namely, 16) where the remainder term O(n −1 ) is uniform by t ∈ (0, 1). Hence, returning to (3.14), we representÎ 2 (n) in the form is nonzero. Consequently, as it follows from (3.12), (3.19), d n = o(1), n → ∞, and the answer on Salem's question is affirmative. This completes the proof of Theorem 2.
Furthermore, the Salem-Zygmund theorem [17] shows that d n = o(1) implies that the Fourier-Stieltjes transform (1.1) f (t) = o(1), |t| → ∞. Together with author's results in [16] it leads us to an immediate Corollary 2. Let k ∈ N. Then the Fourier-Stieltjes transforms (1.1), (1.2) of the Minkowski question mark function and their consecutive derivatives f (k) (x), F (k) (x) vanish at infinity.
