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Ðàññìàòðèâàåòñß çàäà÷à ïîäáîðà ßäðîâîé ôóíêöèè â ìåòîäå ðåëåâàíò-
íûõ âåêòîðîâ (RVM). Â ÷àñòè 1 äàííîé ðàáîòû áûë ñôîðìóëèðîâàí
ïðèíöèï óñòîé÷èâîñòè è íà åãî îñíîâå îïðåäåëåí êîýôôèöèåíò ßäðîâîé
ïðèãîäíîñòè KV , ìàêñèìèçàöèß êîòîðîãî ïîçâîëßåò ïîäáèðàòü çíà÷å-
íèå ïàðàìåòðà øèðèíû ßäðîâîé ôóíêöèè â RVM. ×àñòü 2 äàííîé ðàáî-
òû îïèñûâàåò àëãîðèòì îáó÷åíèß è ñîäåðæèò ðåçóëüòàòû ýêñïåðèìåí-
òîâ ïî ïðèìåíåíèþ ïðåäëîæåííîãî ïîäõîäà äëß ìîäåëüíûõ è ðåàëüíûõ
çàäà÷.
In the paper we show that RBF kernel selection in relevance vector machines
(RVM) classiﬁer requires extension of classiﬁers model. In new model integ-
ration over posterior probability becomes computationally unavailable. We
propose a method of local evidence estimation which establishes a com-
promise between accuracy and stability of classiﬁer.
Êëþ÷åâûå ñëîâà: ðàñïîçíàâàíèå îáðàçîâ, áàéåñîâñêèé ïîäõîä, âûáîð
ìîäåëè, ìåòîä ðåëåâàíòíûõ âåêòîðîâ.
Keywords: machine learning, bayesian framework, model selection, rele-
vance vector machine.
1. Àëãîðèòì îáó÷åíèß
Â ÷àñòè 1 äàííîé ðàáîòû áûë ñôîðìóëèðîâàí ïðèíöèï óñòîé÷èâîñòè è íà åãî
îñíîâå îïðåäåëåí êîýôôèöèåíò ßäðîâîé ïðèãîäíîñòè KV (÷. 1, 14). Ìàêñèìèçàöèß
äàííîé âåëè÷èíû ïîçâîëßåò ïîäáèðàòü çíà÷åíèå ïàðàìåòðà σ - øèðèíû ßäðîâîé
ôóíêöèè â RVM. Â êà÷åñòâå ñåìåéñòâà ßäðîâûõ ôóíêöèé èñïîëüçóåòñß ïàðàìåò-
ðè÷åñêîå ñåìåéñòâî ãàóññèàí. Ïðîöåäóðà ïîäáîðà σ ìîæåò áûòü ñôîðìóëèðîâàíà
ñëåäóþùèì îáðàçîì:
1) Âûáèðàåì íåêîòîðîå çíà÷åíèå σ.
2) Ïîëàãàåì ~z = ~x.
1Ðàáîòà âûïîëíåíà ïðè ôèíàíñîâîé ïîääåðæêå ÐÔÔÈ (êîäû ïðîåêòîâ 07-01-00211-à, 08-01-
00405, 08-01-90016, 08-01-90427).
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Ðèñ. 1: Îáó÷àþùàß âûáîðêà èñêóññòâåííîé çàäà÷è. ×åðíàß ëèíèß - îïòèìàëüíàß ïî
Áàéåñó ãðàíèöà ìåæäó êëàññàìè.
3) Çàïóñêàåì èòåðàòèâíûé ïðîöåññ îáó÷åíèß RVM. Íà êàæäîì øàãå ñíà÷àëà
èùåì òî÷êó ìàêñèìóìà ~wMP ôóíêöèè Lσ,~α(~w, ~x). Çàòåì èñïîëüçóåì ïðèáëè-
æåíèå Ëàïëàñà (÷. 1, 5) è ñ ïîìîùüþ óðàâíåíèé (÷. 1, 7), (÷. 1, 8) âû÷èñëßåì
íîâûå çíà÷åíèß ~α. Øàãè ïîâòîðßþòñß ïî òåõ ïîð, ïîêà ïðîöåññ íå ñîéäåòñß.
4) Â òî÷êå ~wMP ïîäñ÷èòûâàåì âåëè÷èíó êîýôôèöèåíòà ßäðîâîé ïðèãîäíîñòè
(÷. 1, 14), ãäå âûðàæåíèß Aij âçßòû èç (÷. 1, 12), à ýôôåêòèâíûå âåñà γi èç
(÷. 1, 8).
Çíà÷åíèå σ, îòâå÷àþùåå íàèáîëüøåìó çíà÷åíèþ êîýôôèöèåíòà ßäðîâîé ïðèãîä-
íîñòè, ïîëàãàåòñß íàèëó÷øèì.
Ñëåäóþùèì øàãîì ßâëßåòñß ïðîâåðêà ïðåäëîæåííîé ïðîöåäóðû ïîäáîðà ßä-
ðîâîé ôóíêöèè. Î÷åâèäíî, ÷òî è ñëèøêîì óçêèå, è ñëèøêîì øèðîêèå ãàóññèàíû
áóäóò èìåòü íèçêèé ïîêàçàòåëü êîýôôèöèåíòà ßäðîâîé ïðèãîäíîñòè. Óçêèå ßäðî-
âûå ôóíêöèè âåäóò ê ÷ðåçâû÷àéíî íåóñòîé÷èâûì êëàññèôèêàòîðàì îòíîñèòåëüíî
ñäâèãà öåíòðîâ, à êëàññèôèêàòîðû ñ øèðîêèìè ãàóññèàíàìè ñèëüíî ïðîèãðûâàþò
â òî÷íîñòè ðàñïîçíàâàíèß. Ïðîâåðèì, íàáëþäàåòñß ëè äàííûé ýôôåêò â ýêñïåðè-
ìåíòàõ íà èñêóññòâåííîé çàäà÷å è ðåàëüíûõ äàííûõ.
2. Ðåçóëüòàòû ýêñïåðèìåíòîâ
2.1 Èñêóññòâåííàß çàäà÷à
Äëß íà÷àëà ïðîâåäåì ýêñïåðèìåíòû íà ëåãêî èíòåðïðåòèðóåìîé çàäà÷å, âçßòîé
èç [1]. Òàêæå íàéòè åå ìîæíî ïî àäðåñó http://www-stat.stanford.edu/ElemStatLearn.
Ðàññìàòðèâàåòñß äâóõêëàññîâàß çàäà÷à êëàññèôèêàöèè ñ íåëèíåéíîé ãðàíèöåé
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ìåæäó êëàññàìè. Ðàçìåðíîñòü ïðèçíàêîâîãî ïðîñòðàíñòâà ðàâíà äâóì. Îáó÷àþ-
ùàß âûáîðêà, ñîñòîßùàß èç 200 îáúåêòîâ, è îïòèìàëüíàß ïî Áàéåñó ãðàíèöà ïðåä-
ñòàâëåíû íà ôèã. 12. Â êà÷åñòâå òåñòîâîé âûáîðêè áûëè ñãåíåðèðîâàíû 5000 îáúåê-
òîâ ñ òåì æå ðàñïðåäåëåíèåì âåðîßòíîñòè. Îøèáêà íà ñòîëü áîëüøîé òåñòîâîé âû-
áîðêå ìîæåò ðàññìàòðèâàòüñß êàê îøèáêà íà ãåíåðàëüíîé ñîâîêóïíîñòè. Âàæíîñòü
âûáîðà ïðàâèëüíîãî çíà÷åíèß ïàðàìåòðà øèðèíû ßäðîâîé ôóíêöèè ïðîèëëþñòðè-
ðîâàíà íà ôèã. 2, ãäå ïðèâåäåíû îøèáêè íà îáó÷åíèè è íà òåñòîâîé âûáîðêå äëß
åãî ðàçëè÷íûõ çíà÷åíèé. Äëß òîãî, ÷òîáû ïðîâåðèòü êà÷åñòâî ïðåäëàãàåìîãî àëãî-
ðèòìà, áûëî ïðîâåäåíî ñðàâíåíèå ìåòîäà ñ ïîïóëßðíûì àëüòåðíàòèâíûì ïîäõîäîì
- êðîññ-âàëèäàöèåé (èñïîëüçîâàëàñü 5-fold cross-validation). Íà ôèã. 2 ïðåäñòàâëå-
íû îøèáêà íà êðîññ-âàëèäàöèè è çíà÷åíèå êîýôôèöèåíòà ßäðîâîé ïðèãîäíîñòè
(âû÷èñëåííîå îïèñàííûì âûøå ñïîñîáîì). Ëåãêî âèäåòü, ÷òî ßäðîâàß ôóíêöèß,
âûáðàííàß íà îñíîâå ìàêñèìóìà êîýôôèöèåíòà ßäðîâîé ïðèãîäíîñòè, ëó÷øå ïîä-
õîäèò äëß äàííîé çàäà÷è (õîòß íà íåé è íå äîñòèãàåòñß ìèíèìóì òåñòîâîé îøèá-
êè). Ïðè÷èíà îòíîñèòåëüíîé íåóäà÷è êðîññ-âàëèäàöèè çàêëþ÷àåòñß â òîì, ÷òî,
íåñìîòðß íà ñâîþ íåñìåùåííîñòü [2], îöåíêà, ïîëó÷àåìàß ñ ïîìîùüþ ïðîöåäóðû
êðîññ-âàëèäàöèè, èìååò áîëüøóþ äèñïåðñèþ, îñîáåííî äëß ìàëûõ âûáîðîê. Îáà
ìåòîäà - è êðîññ-âàëèäàöèß, è ïîêàçàòåëü ßäðîâîé ïðèãîäíîñòè èñïîëüçóþò ëèøü
îáó÷àþùóþ âûáîðêó, êîòîðàß, âîîáùå ãîâîðß, îòëè÷àåòñß îò ãåíåðàëüíîé ñîâî-
êóïíîñòè. Ïðè ýòîì â îòëè÷èå îò êðîññ-âàëèäàöèè äëß ïîäñ÷åòà êîýôôèöèåíòà
ßäðîâîé ïðèãîäíîñòè òðåáóåòñß ëèøü îäèí öèêë îáó÷åíèß. Òàêèì îáðàçîì, ïðåä-
ëàãàåìûé ìåòîä îïðåäåëåíèß íàèëó÷øåé ßäðîâîé ôóíêöèè ðàáîòàåò âî ìíîãî ðàç
áûñòðåå.
2.2 Ðåàëüíûå äàííûå
Äëß ñðàâíåíèß êà÷åñòâà ðàçëè÷íûõ ìåòîäîâ îïðåäåëåíèß ßäðîâîé ôóíêöèè áû-
ëî ïðîâåäåíî 180 ýêñïåðèìåíòîâ íà îñíîâå 9 çàäà÷ èç UCI-ðåïîçèòîðèß [3]. Ýêñïå-
ðèìåíòû ïðîâîäèëèñü ñëåäóþùèì îáðàçîì. Äëß êàæäîé çàäà÷è äàííûå áûëè ñëó-
÷àéíûì îáðàçîì ðàçáèòû íà îáó÷àþùèå (33%) è òåñòîâûå (67%) âûáîðêè. Äàëåå
äëß ðàçíûõ çíà÷åíèé ïàðàìåòðà øèðèíû (σ = 0.01, 0.1, 0.3, 1, 2, 3, 4, 5, 7, 10), áûë
îáó÷åí è ïðîòåñòèðîâàí ìåòîä ðåëåâàíòíûõ âåêòîðîâ, ïîäñ÷èòàíû êðîññ-âàëèäà-
öèîííûå îøèáêè (èñïîëüçóß 5-fold cross-validation) è ïîêàçàòåëè ßäðîâîé ïðèãîä-
íîñòè. Ïîñëå ýòîãî òåñòîâûå îøèáêè, ñîîòâåòñòâóþùèå ßäðîâûì ôóíêöèßì ñ ìàê-
ñèìàëüíîé ßäðîâîé ïðèãîäíîñòüþ è ñ íàèìåíüøåé êðîññ-âàëèäàöèîííîé îøèáêîé
áûëè óñðåäíåíû ïî 20 ïàðàì îáó÷åíèß/êîíòðîëß äëß êàæäîé çàäà÷è. Óñðåäíåí-
íûå ðåçóëüòàòû âìåñòå ñî ñâîèìè ñòàíäàðòíûìè îòêëîíåíèßìè ïðåäñòàâëåíû â
òàáëèöå 1. Òàêæå áûë ðàññìîòðåí ïîïóëßðíûé ìåòîä îïîðíûõ âåêòîðîâ (SVM).
Ñòîëáåö RVM CV ïîêàçûâàåò ðåçóëüòàòû ïîäáîðà ïàðàìåòðà øèðèíû ïî ïðîöå-
äóðå êðîññ-âàëèäàöèè äëß RVM. Â ñëåäóþùåì ñòîëáöå ïðåäñòàâëåíû àíàëîãè÷íûå
ðåçóëüòàòû, ïîëó÷åííûå ïðèìåíåíèåì êðîññ-âàëèäàöèè ê SVM. Ñòîëáåö RVM MV
ðåçóëüòàòû ïîäáîðà ßäðîâîé ôóíêöèè ïî ìàêñèìóìó êîýôôèöèåíòà ßäðîâîé ïðè-
ãîäíîñòè. Ñòîëáåö SVM MV ïîêàçûâàåò êà÷åñòâî ðàáîòû SVM ñ òåìè æå ßäðî-
âûìè ôóíêöèßìè, êàê è â ñòîëáöå RVM MV. Çàìåòèì, ÷òî äëß âûáîðà ßäðîâîé
ôóíêöèè â SVM íå ïðèìåíßëàñü ïðîöåäóðà ìàêñèìèçàöèè ßäðîâîé ïðèãîäíîñòè,
2Ðèñóíîê âçßò èç [1] ñ ðàçðåøåíèß àâòîðîâ.
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Ðèñ. 2: Ðàçëè÷íûå ïîêàçàòåëè êà÷åñòâà ßäðîâûõ ôóíêöèé äëß èñêóññòâåííîé çàäà÷è.
×åðíàß ëèíèß ïîêàçûâàåò òåñòîâóþ îøèáêó. Ñåðàß ëèíèß îáîçíà÷àåò îøèáêó íà êðîññ
âàëèäàöèè. Ëîãàðèôì êîýôôèöèåíòà ßäðîâîé ïðèãîäíîñòè ïîêàçàí ñâåòëî-ñåðîé ëèíèåé.
Êàê ìîæíî âèäåòü, óçêèå ãàóññèàíû ïðèâîäßò ê ïåðåîáó÷åíèþ, â òî âðåìß êàê øèðîêèå
ßäðîâûå ôóíêöèè íå ïîçâîëßþò ïîëó÷èòü õîðîøåãî êà÷åñòâà ðàñïîçíàâàíèß äàæå äëß
îáó÷àþùåé âûáîðêè. Çàìåòèì, ÷òî íè êðîññ-âàëèäàöèß, íè êîýôôèöèåíò ßäðîâîé ïðè-
ãîäíîñòè íå âûáðàëè ëó÷øóþ èç âîçìîæíûõ (σ = 0.3) øèðèíó ßäðîâîé ôóíêöèè. Ýòî
ìîæåò áûòü îáúßñíåíî òåì ôàêòîì, ÷òî îáà ïîêàçàòåëß áûëè âû÷èñëåíû íà îñíîâå
îãðàíè÷åííîé îáó÷àþùåé âûáîðêè.
à ïðîñòî áðàëàñü òà ßäðîâàß ôóíêöèß, êîòîðàß îêàçàëàñü ëó÷øåé äëß RVM (â
ñìûñëå ïðèãîäíîñòè). Ñòîëáåö SVM MV ïîçâîëßåò îöåíèòü, îïðåäåëßåòñß ëè îï-
òèìàëüíàß ßäðîâàß ôóíêöèß òîëüêî ñàìîé çàäà÷åé èëè çàâèñèò òàêæå è îò àë-
ãîðèòìà îáó÷åíèß. Íàêîíåö ïîñëåäíèé ñòîëáåö ñîäåðæèò ìèíèìàëüíî âîçìîæíûå
îøèáêè RVM, óñðåäíåííûå ïî 20 ïàðàì îáó÷àþùèõ/òåñòîâûõ âûáîðîê.
Äëß èíòåðïðåòàöèè äàííûõ èç òàáëèöû 1 ðåçóëüòàòû îöåíèâàëèñü ñëåäóþùèì
îáðàçîì. Äëß êàæäîé çàäà÷è íàèìåíüøåé òåñòîâîé îøèáêå äàâàëàñü îöåíêà 1,
ñëåäóþùåé çà íåé - 2, è ò.ä. Õóäøåìó ðåçóëüòàòó ïðèñâàèâàëàñü îöåíêà 4. Äàëåå
îöåíêè áûëè ïðîñóììèðîâàíû ïî âñåì äåâßòè çàäà÷àì èç UCI-ðåïîçèòîðèß. Èòî-
ãîâûå ðåçóëüòàòû ïîêàçàíû â ïîñëåäíåé ñòðîêå òàáëèöû (ÈÒÎÃÎ). Îñíîâûâàßñü
íà íèõ, ìîæíî ñäåëàòü íåñêîëüêî çàêëþ÷åíèé. Âî-ïåðâûõ, ìîæíî óòâåðæäàòü, ÷òî
RVM è SVM ïîêàçûâàþò ïðèìåðíî îäèíàêîâûå ðåçóëüòàòû, õîòß ñàìè àëãîðèòìû
ñóùåñòâåííî ðàçëè÷íû, êàê è ïîëîæåíèå ðåëåâàíòíûõ (ñîîòâåòñòâåííî îïîðíûõ)
âåêòîðîâ. Ýêñïåðèìåíòû ïîäòâåðäèëè, ÷òî RVM, âîîáùå ãîâîðß, íàìíîãî ðàçðå-
æåííåé SVM, è â ñðåäíåì èñïîëüçóåò â 5-8 ðàç ìåíüøå ßäðîâûõ ôóíêöèé äëß
êëàññèôèêàöèè. Åùå îäíî âàæíîå çàìå÷àíèå ñîñòîèò â òîì, ÷òî ïðåäëîæåííàß
â äàííîé ðàáîòå ìåðà ßäðîâîé ïðèãîäíîñòè ðàáîòàåò íå õóæå, ÷åì àëüòåðíàòèâ-
íàß ïðîöåäóðà ñêîëüçßùåãî êîíòðîëß (êðîññ-âàëèäàöèè). Áîëåå òîãî, îíà òðåáóåò
ëèøü îäíîãî öèêëà îáó÷åíèß è, ñëåäîâàòåëüíî, ðàáîòàåò â íåñêîëüêî ðàç áûñòðåå.
Äîâîëüíî èíòåðåñíûì ýôôåêòîì ñòàëî íèçêîå êà÷åñòâî SVM ïðè èñïîëüçîâàíèè
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Òàáëèöà 1: Ðåçóëüòàòû ýêñïåðèìåíòîâ äëß ðàçëè÷íûõ ìåòîäîâ âûáîðà ìîäåëè â
RVM è SVM. Â òàáëèöå ïðåäñòàâëåíû òåñòîâûå îøèáêè âìåñòå ñî çíà÷åíèßìè
ñòàíäàðòíûõ îòêëîíåíèé äëß çàäà÷, âçßòûõ èç UCI ðåïîçèòîðèß. Â ñòîëáöàõ
RVM CV è SVM CV ïðèâåäåíû ðåçóëüòàòû äëß RVM è SVM ñîîòâåòñòâåííî,
ñ ßäðîâûìè ôóíêöèßìè, ïîëó÷åííûìè ñ ïîìîùüþ êðîññ-âàëèäàöèèè. RVM MV
ñîäåðæèò ðåçóëüòàòû ðàáîòû RVM, èñïîëüçóþùåé ïîêàçàòåëü ßäðîâîé ïðèãîä-
íîñòè. Â ñòîëáöå SVM MV ïðåäñòàâëåí SVM ñ òîé æå ßäðîâîé ôóíêöèåé, êàê è
â RVM MV. MinTestError óêàçûâàåò ìèíèìàëüíî âîçìîæíóþ òåñòîâóþ îøèáêó
RVM äëß êàæäîé âûáîðêè. Â ñòðîêå ÈÒÎÃÎ ïðåäñòàâëåíû ñóììàðíûå îöåíêè
êàæäîãî ìåòîäà.
Çàäà÷à RVM CV SVM CV RVM MV SVM MV MinTestError
AUSTRALIAN 15.5± 1.2 16.5± 1.9 18.6± 4.35 21± 3.6 13.4
BUPA 41± 0.4 37.5± 2.5 39± 3.6 37.6± 3.8 31
CLEVELAND 18.6± 1.8 21± 2.7 20± 3.5 28± 5.6 17
CREDIT 17.3± 2.7 18± 1.6 16.9± 2.4 20± 2.9 14.5
HEPATITIS 43± 5.6 39.17± 3.8 39± 3.9 39.21± 4.6 36
HUNGARY 22± 4.4 20± 2.3 24± 5.3 26± 4 18
LONG BEACH 25.25± 0.5 25.18± 0.9 27± 4.7 26± 4.6 24.5
PIMA 34± 2.7 30± 2 27± 2.5 29.6± 2.9 23
SWITZERLAND 6.4± 1.6 8± 1.8 7± 2 7.6± 2.3 5.8
ÈÒÎÃÎ 21 20 20 29
ßäðîâûõ ôóíêöèé, ßâëßþùèõñß ëó÷øèìè (â ñìûñëå ßäðîâîé ïðèãîäíîñòè) äëß
RVM. Ýòî äîêàçûâàåò, ÷òî êà÷åñòâî ßäðîâîé ôóíêöèè îïðåäåëßåòñß íå òîëüêî òî-
ïîëîãèåé âûáîðêè, íî è ñèëüíî çàâèñèò îò ñàìîãî ìåòîäà îáó÷åíèß. Òàêæå ñëåäóåò
çàìåòèòü, ÷òî íè êðîññ-âàëèäàöèß, íè ïðîöåäóðà ìàêñèìèçàöèè ßäðîâîé ïðèãîä-
íîñòè íå ïîçâîëßþò äîñòè÷ü ìèíèìàëüíî âîçìîæíîé òåñòîâîé îøèáêè.
3. Îáñóæäåíèå è âûâîäû
Ðåçóëüòàòû ýêñïåðèìåíòîâ ïîçâîëßþò ñäåëàòü ñëåäóþùèå âûâîäû. Âî-ïåðâûõ,
èäåß óñòîé÷èâîñòè ìîæåò áûòü èñïîëüçîâàíà äëß îáîáùåíèß ïðèíöèïà ìàêñèìàëü-
íîé îáîñíîâàííîñòè. Â îòëè÷èå îò ñòðóêòóðíîé ìèíèìèçàöèè ðèñêà [2], îãðàíè÷è-
âàþùåé èçëèøíþþ ãèáêîñòü êëàññèôèêàòîðîâ, è ïðèíöèïà ìèíèìàëüíîé äëèíû
îïèñàíèß [4], øòðàôóþùåãî àëãîðèòìè÷åñêóþ ñëîæíîñòü, êîíöåïöèß Áàéåñîâñêîé
ðåãóëßðèçàöèè (è åå ìîäèôèêàöèß, îïèñàííàß âûøå) îñíîâàíà íà ïîèñêå ìîäåëè, â
êîòîðîé ðåøåíèå óñòîé÷èâî îòíîñèòåëüíî èçìåíåíèé ïàðàìåòðîâ êëàññèôèêàòîðà.
Ðàçëè÷íûå ðåàëèçàöèè ïðèíöèïîâ Áàéåñîâñêîé ðåãóëßðèçàöèè ïðè âûáîðå ìîäåëè,
êàê è ïðîâåäåííûå âûøå ýêñïåðèìåíòû, ïîäòâåðæäàþò, ÷òî òàêîé ïîäõîä â ìàøèí-
íîì îáó÷åíèè ßâëßåòñß ïåðñïåêòèâíûì. Â ýòîé ðàáîòå áûëà ïðåäñòàâëåíà äðóãàß,
íåñòàòèñòè÷åñêàß èíòåðïðåòàöèß îáîñíîâàííîñòè ìîäåëè. Áàéåñîâñêèé ïîäõîä áûë
ìîäèôèöèðîâàí ïóòåì êîíöåíòðàöèè íåïîñðåäñòâåííî íà èäåå óñòîé÷èâîñòè, à íå
íà ïðèìåíåíèè ïðèíöèïà ìàêñèìóìà ïðàâäîïîäîáèß äëß ìîäåëåé (ò.å. ïðèáëèæå-
íèß îáîñíîâàííîñòè). Òàêàß ìîäèôèêàöèß ïîçâîëßåò ýêñïëóàòèðîâàòü ýòîò ïîäõîä
äëß íåëèíåéíûõ ìîäåëåé, èñïîëüçóß îäèí êëàññèôèêàòîð âìåñòî èíòåãðèðîâàíèß
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ïî âñåìó ïðîñòðàíñòâó ïàðàìåòðîâ ñ âåñàìè, îïðåäåëßåìûìè àïîñòåðèîðíûì ðàñ-
ïðåäåëåíèåì P (~w|~α,Dtrain). Ïðåäëîæåííûé ïîêàçàòåëü ßäðîâîé ïðèãîäíîñòè íå
ïîêàçûâàåò, íàñêîëüêî õîðîøà êîíêðåòíàß ßäðîâàß ôóíêöèß äëß äàííîé çàäà÷è,
îí ëèøü ìîæåò ñëóæèòü ïîêàçàòåëåì ñòåïåíè åå ïðèìåíèìîñòè â ñëó÷àå ôèêñè-
ðîâàííîé ïðîöåäóðû îáó÷åíèß (â íàøåì ñëó÷àå RVM). Êà÷åñòâî êëàññèôèêàòîðà,
ïîëó÷åííîãî, íàïðèìåð, ñ ïîìîùüþ ëîãèñòè÷åñêîé ðåãðåññèè èëè SVM ñ òîé æå
ñàìîé ßäðîâîé ôóíêöèåé ìîæåò çíà÷èòåëüíî îòëè÷àòüñß. Ýòî ïðîèñõîäèò èç-çà
òîãî, ÷òî îöåíèâàåòñß íå ïðèãîäíîñòü âñåé ìîäåëè (ò.ê. èñïîëüçóåòñß òîëüêî îäèí
êëàññèôèêàòîð ñ ~w = ~wMP ), à ðàññìàòðèâàåòñß ëèøü ëîêàëüíàß óñòîé÷èâîñòü
Q(~w) â òî÷êå ~wMP . Äàííûé ìåòîä ßâëßåòñß äîâîëüíî îáùèì è, âîçìîæíî, ìîæåò
áûòü ïðèìåíåí ê äðóãèì ñëîæíûì àëãîðèòìàì ìàøèííîãî îáó÷åíèß äëß íàñòðîé-
êè ïàðàìåòðîâ ìîäåëè.
Ñòîèò îòìåòèòü, ÷òî ôàêò âëèßíèß àëãîðèòìà íà îáîáùàþùóþ ñïîñîáíîñòü
óêàçàí ìíîãèìè àâòîðàìè [2], [5].
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