Abstract.This paper is concerned with eigenvalue problems for boundary value problems of ordinary differential equations posed on an infinite interval. Problems of that kind occur for example in fluid mechanics when the stability of laminar flows is investigated. Characterizations of eigenvalues and spectral subspaces are given, and the convergence of approximating problems, which are derived by reducing the infinite interval to a finite but large one and by imposing additional boundary conditions at the far end, is proved. Exponential convergence is shown for a large class of problems.
where the « X « matrices A, G E C([l, oo]) and Aioo) ¥= 0. A theory for inhomogeneous boundary value problems on infinite intervals has been developed (see Lentini and Keller [11] , de Hoog and Weiss [6] , [7] , Markowich [12] , [13] , [14] ) but not much attention has been paid to eigenvalue problems with a singularity of the second kind, de Hoog and Weiss [5] established a theory for eigenvalue problems in the case that the differential equation has a singularity of the first kind (a = -1) and that G\oo) = 0. They showed that the spectrum has no finite limit point and that the spectral subspaces associated with a particular eigenvalue are finite dimensional. They also considered difference schemes for problems which have been transformed to a finite interval, and they derived convergence results for eigenvalues and spectral subspaces using the collective compactness of the difference schemes. For the problems (1.1), (1.2), (1.3) de Hoog and Weiss [6] showed that all eigenvalues X, for which /l(oo) + aG(oo) has no eigenvalue on the imaginary axis, are isolated and the spectral subspaces are finite dimensional. Their proofs hinge on the Fredholm property of the differential operator. The goal of this paper is twofold. First to derive properties of the spectrum and the generalized eigenvectors of (1.1), (1.2), (1.3) and second to consider the approximating eigenvalue problems (1. 4) x'T-taAit)xT = XTtaGit)xT, Kt<T,T>l, (1.5) 5jtr(l) = 0, (1.6) S(T)xT(T) = 0.
These problems, with a suitably chosen matrix S(T), are 'regular' two-point boundary eigenvalue problems which can be solved by any appropriate code, for example by collocation; see de Boor and Swartz [1] . A class of matrices SiT), for which the eigenvalues and spectral subspaces of (1.4), (1.5), (1.6) converge to those of (1.1), (1.2), (1.3), will be defined and the order of convergence, which turns out to be exponential in the most important cases, will be estimated. This paper is organized as follows. In Section 2 the case where /l(oo) has no eigenvalue on the imaginary axis and where G(oo) = 0 is treated. In Section 3 the assumption G(oo) = 0 is eliminated. In Section 4 no assumption on the eigenvalues of A(oo) are made, but a certain order of convergence of G(t) to 0 is required. In Section 5 the Orr-Sommerfeld equation, a fluid dynamical problem posed as an eigenvalue problem on an infinite interval, is dealt with, and appropriate approximating problems are devised.
It is of particular interest that the approximation theory in the case G(oo) ¥= 0 is treated by using Grigorieff's [3] 'discrete' approximation theory for eigenvalue problems, which allows the approximating operators to be defined on different spaces which-in some sense-converge to the space on which the eigenvalue problem is posed. This approach simplifies the analysis essentially.
2. G(oo) = 0: The 'Compact' Case. We assume that A(cc) '■= lim^^^r) has no eigenvalue with real part zero and that G(oo) '■= limt^xG(t) = 0. We transform A(oo) to its Jordan canonical form./(oo) (2.1) A(ao)=FJ(ao)F~x and assume that ./(oo) has the block structure
where J+ contains all Jordan blocks which have eigenvalues with real part larger than zero and Jx contains all Jordan blocks with eigenvalues with negative real part. Let j£ be a r+ Xr+ matrix and Jx a r_ Xr_ matrix, and let D+ and D be the projections onto the sum of invariant subspaces associated with the eigenvalues of J* and J~ , respectively. We define a solution operator H of the problem
for all real a > -1 as follows:
(2.4) iHg)it) = *(/) ('D+<p-x(s)sagis) ds + 4>(t) f'D_4,-\s)sagis) ds, where 8 > 1 and
This operator has been used by de Hoog and Weiss [6] , [7] and they showed that H: Ci [8, oo] 
where /(/) = F~U(i)Fand the n X r_ matrix G_ is obtained from Z)_ by cancelling all columns which have only zero entries.
Obviously, the operator
fulfills ||i/(7 -/(oo))||[8 ",] < 1 for 8 sufficiently large. Therefore u in (2.1 l)(a) is defined uniquely on [8, oo] and can be extended uniquely to [1, oo] . Defining (2.12) 4,_it) = (il-HiJ-Ji*>)))~l+G.)it),
we write the general solution of (2.8), (2.9), (2.10) as (2.14) B is assumed to be an r_ Xn matrix. (2.6) and (2.1 l)(a) imply that^oo) = 0. We define the operator Fas follows:
where y is the solution of (2.8), (2.9), (2.10). V is defined properly if and only if (2.15) holds. This is no restriction because if X = 0 is an eigenvalue of (1.1), (1.2),
(1.3), we substitute X = X + y, so that the problem with A(t) replaced by .4(f) + XG(t) has not y = 0 as eigenvalue.
(2.7) and (2.14) imply that Fis bounded.
Obviously the eigenvalue problem (1. for some constants C" C2, C3. So Fis a compact operator on C([l, oo]). Therefore, the spectrum a(F) consists of a countable set of eigenvalues /t t^ 0 of finite algebraic multiplicities, and u = 0 E a(F) is the only possible accumulation point of the u's. The spectrum of compact operators is described in Dunford and Schwartz [2, Chapter VII, Theorem 5].
Let ft (^ 0) be a fixed eigenvalue of V. We want to investigate the spectral subspace associated with /x. The spectral projection is given by 
7=1
The m X m matrix (a(..) can be assumed to be in Jordan canonical form with the only eigenvalue X = l//x. This can always be achieved by a basis transformation. So every element <pk is contained in a finite chain <pr¡, ...,<pr/ which fulfills
Using the properties of the spectrum o(F) and applying the estimates defined in where v_ is the largest (/« modulus) negative real part of the eigenvalues of Aioo), and e = eiS) > 0 fulfills v_ +e < 0 and e(ô) -> 0 as 8 -> oo.
Now we want to investigate the convergence of the eigenvalue and generalized eigenvectors of the approximating problems (1.4), (1.5), (1.6). As a notion of the distance of closed subspaces we use the 'gap' (see Osborn [16] ) which is defined as follows (2.30) gap(A/, N) = max sup dist(x,7V), sup dist(M, y) ,
where M, N are closed subspaces of a Banach space (X,\\ ■ ||) and dist is defined as (2.31) distix,N) = inf lrx-y||.
We define the operators VT for T sufficiently large by
where xr satisfies 
Applying estimate (2.39) implies
where o is defined in (2.20). Also, we get
because of (2.36). Therefore VT converges to F (in the norm) and
holds.
It should be noticed that G(t) -0 as t -» oo is absolutely crucial for the norm convergence.
The eigenvalue problem (1.4), (1.5), (1.6) is equivalent to holds.
The constants in (2.51), (2.52), and (2.54) are independent of T but may very well depend on X. Sharper estimates will be proven in Section 3.
A possible choice for 5(T) is (2.55) SiT) = S=iG+)TF-x, where the superscript T denotes transposition. The condition (2.38) is satisfied because (2.56) SFG+ = Ir+ holds for the choice (2.55), which has been used by de Hoog and Weiss [7] for the solution of inhomogeneous boundary value problems on infinite intervals.
3. The Case G(oo) ¥= 0. Again we consider the problem (1.1), (1.2), (1.3), but we drop the restriction G(oo) = 0. We again assume that B is an r_ Xn matrix.
The following assumption will be needed.
(I) The problem
has the unique solution^ = 0. This guarantees that the r_ Xr_ matrix
is nonsingular, and therefore the inhomogeneous problem
with the boundary conditions (3.2) and (3.3) has a unique solution for every / E C([l, oo]). Moreover, we restrict the eigenparameter À to an open and connected set ÍÍCC with 0 E ß, so that the matrix A(ao) + \G(oo) for AEß has no eigenvalue p(a) on the imaginary axis, and therefore the matrices G+ and G_ are constant for X E ß.
De Hoog and Weiss [6] proved that all eigenvalues X of (1.1), (1.2), (1.3) which fulfill Á6ÍÍ are isolated and that the associated spectral subspaces are finite dimensional. Each (generalized) eigenfunction y associated with an eigenvalue X E ß satisfied y(oo) = 0. The spectrum of (1.1), (1.2), (1.3) has no finite limit point in ß.
Of course this settles the case G(oo) = 0 completely because then ß = C holds, but the compactness arguments in Section 2 were included because they will be used in Section 4 where imaginary eigenvalues of /l(oo) will be admitted.
We define the operator F differently than in Section 2: We want to approximate the generalized eigenpair (A, Range(£(u))) by a sequence of nearby eigenpairs of (1.4), (1.5), (1.6).
Therefore we define the operators VT for T sufficiently large Therefore each VT is compact and has a countable set of eigenvalues jur ¥= 0 which may only accumulate at 0. The associated spectral subspaces are finite dimensional. It is therefore clear that the finite interval problems (1.4), (1.5), (1.6) cannot be used to approximate continuous parts of the spectrum of (1.1), (1.2), (1.3) which may very well exist outside of ß.
We define the restriction operator Defining F(l/z) as the matrix which transforms A(oo) + G(oo)/z to its Jordan canonical form (which is assumed to be partitioned as in (2.2) for 1/z E ß), we derive from de Hoog and Weiss [7] The sets Range(£r(u)) form a discrete approximation /4|Range(£(/i)), H Range(£r(itt)), rT j for Range(£(u)); see Grigorieff [3] . In order to make sure that rank(£r(u)) = rank(£(u)) for Tsufficiently large, it is sufficient to show that the sequence ETin) is discretely compact (see Stummel [18] ) because E(n) has finite rank.
We recall that the sequence of bounded operators AT in C([l, Tn]) is discretely compact if for every bounded sequence fT E C([l, £"]), there is a subsequence fT so n n/ç that AT fT is convergent to an element in C0([l, oo]). We write Proceeding similarly to de Hoog and Weiss [7] we can express eT explicitly. We substitute FëT = eT, where £ is as in (2.1), and get the problem 
S(T)Fè^ (T) S(£)£e> (T) (3.40)
De Hoog and Weiss [6] showed that 
45)(c) = (_Fg+ isiT)FG+ )"' + £e> o(T) + o(T))s(T)(v(z -V)'lg)(T).
Obviously h = V(z -V)~xg is the solution to the problem (3.46) h'-t"[A(t)+\G(t)y = \t«G(t)g(t), Moreover, we derive as in (3.41) from de Hoog and Weiss [6] (3.63)(a) Because of (3.64), (3.65) the operator
is discretely compact for every z E T, and the contour-integral-operator (3.27) is also discretely compact, see Grigorieff [3] . Because Range(£) is finite dimensional, rTEiT is discretely compact and so is ETrTiT = ET and (3.68) rank(£r(/0) = rank(£(/t)).
Therefore it is guaranteed that the eigenvalue u = 1/A is stable with regard to the Fr's (see Grigorieff [3] ), so that there are exactly m = rank(£(/x)) eigenvalues nxT,...,/i™ of Fr which converge to n, and the estimates and (3.70) max-A , max | A'r -A |" I < constlKF^r -rTV) \ fir i I hold; see Grigorieff [3] . t However, a stronger estimate can be derived by proceeding as Osborn [16] did but without carrying out the last estimates which lead to his Theorems 1, 2, 3. In the same way the estimates given by Grigorieff [3] can be changed. We get An estimate for the right-hand side of (3.71)(a) can be obtained by using (3.64)(b) with g E Range(£) and (3.65). We obtain, collecting the results, where rJ is defined as in (3.44)(b) and e, is small when the radius of T is sufficiently small.
5(£) can be chosen independently of A for a large class of problems, for example, if G(oo) is regular. In this case we can set G(oo) = / because this always can be achieved by a linear transformation. Then £(A) = F and (3.20) is equal to (2.38). ß is then the strip v_ < X <>+ where v_ is the largest negative and v+ is the smallest positive real part of eigenvalues of y4(oo). In this case the asymptotic boundary condition (2.55) can be used.
In the case that G(oo) ^ 0 is not regular, 5(£) can be chosen independently of A if we know a sufficiently close approximation A E ß to an eigenvalue A of (1.1), (1.2), (1.3). Then we rewrite (1.1) as / -t«(A(t) + AG(0)j = ytaG(t)y, y = X-X. This analysis leads to the idea to use asymptotic boundary conditions which depend on the eigenparameter A. This leads, even in the case that the 'infinite' problem is a linear eigenvalue problem, to nonlinear approximating 'finite' eigenvalue problems which, suggested by Keller [9] , have been successfully used in computation (see Ng and Reid [15] ), and their analysis will be presented in a subsequent paper.
However, for many important fluid-dynamical problems it is possible to choose simpler asymptotic boundary conditions. An example is presented in Section 5.
Imaginary Eigenvalues of A(cc).
We are now going to neglect the crucial restriction that all eigenvalues of A(ao) have a nonzero real part, but we will require a sufficiently fast convergence of G(0 to 0 which puts us back into the compactness argument of Section 2.
We assume that ), 8>l, Therefore, if the homogeneous problem (2.8), (2.9), (2.10) has only the trivial solution y = 0, then the operator F (see (2.16) ) is well defined, and as the sum of a degenerate and a compact operator it is compact and the same consideration as in Section 2 holds for the eigenvalues and the generalized eigenvectors, except the decay statements, because the eigenvalues with real part zero may produce solutions which are asymptotically constant or which decay algebraically. An algorithm which determines the nature of the basic solutions under the assumption (4.1) is given in Markowich [ This problem is of singular perturbation type for R large, but we disregard this computational difficulty and just derive appropriate asymptotic boundary conditions. We substitute (5.5) and get the problem >> = (*.*'.*",*'") (5.6) holds and ß is the ascent of A.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Computation of the Orr-Sommerfeld problem using the boundary conditions set up by (5.19) can be found in Grosch and Orszag [4] . They used the Blasius velocity profile U(z) = 1 + Oie~wzl\ w > 0.
Their numerical experiments indicate that the order of convergence is e~2aZ in the case that a <| Re j»4(A) |< 1 and A has ascent 1. Checking our order formula (3.73), (3.79) gives (5.22) o(Z)«max(e-wZ\ max e-»z2+(«-*z-Z)\ = const e(-«+«)z \ z<E[S,Z] / and the order of convergence the theory predicts is e~2(a~*)Z for eigenvalues and spectral subspaces at eigenvalues with ascent 1.
