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A COMPLEXITY CHASM FOR SOLVING SPARSE
POLYNOMIAL EQUATIONS OVER p-ADIC FIELDS
J. MAURICE ROJAS AND YUYU ZHU
Abstract. We reveal a complexity chasm, separating the trinomial and tetra-
nomial cases, for solving univariate sparse polynomial equations over certain
local fields. First, for any fixed field K ∈ {Q2,Q3,Q5, . . .}, we prove that
any polynomial f ∈ Z[x1] with exactly 3 monomial terms, degree d, and all
coefficients having absolute value at most H, can be solved over K in de-
terministic time log9(dH) in the classical Turing model. (The best previous
algorithms were of complexity exponential in log d, even for just counting roots
in Qp.) In particular, our algorithm generates approximations in Q with bit-
length log8(dH) to all the roots of f in K, and these approximations converge
quadratically under Newton iteration. On the other hand, we give a unified
family of tetranomials requiring Ω(d logH) bits to distinguish the base-b ex-
pansions of their roots in K.
1. Introduction
The applications of solving systems of polynomial equations are legion: The real
case permeates all of non-linear optimization as well as numerous problems in engi-
neering. The p-adic case leads to many classical questions in number theory, and is
close to many applications in cryptography, coding theory, and computational num-
ber theory. As such, it is important to understand the complexity of solving systems
of polynomial equations over local fields. Furthermore, the complexity of solving
structured systems — such as those with a fixed number of monomial terms or in-
variance with respect to a group action — arises naturally in many computational
geometric applications and is closely related to a deeper understanding of circuit
complexity (see, e.g., [16]). Clearly, if we are to fully understand the complexity
of solving sparse polynomial systems, then we should at least be able to settle the
univariate case, e.g., classify when it is possible to separate and approximate roots
in deterministic time polynomial in the input size.
Our first main result settles the univariate case, over a fundamental family of
local fields admitting an analogue of Descartes’ Rule. More precisely, thanks to
17th century work of Descartes, and 20th century work of Lenstra [18] and Poo-
nen [22], it is known that univariate polynomials with exactly t monomial terms
have at most tO(1) roots in a fixed field K only when K is R or a finite alge-
braic extension of Qp for some prime p∈N. For instance, C is ruled out because
xd − 1 has just 2 monomial terms but d distinct complex roots. Also, the Laurent
series fields Fp((θ)) are ruled out by an elementary calculation [22] showing that∏
z0,...,zt−2∈Fp
(x1 − z0 − z1θ − · · · − zt−2θt−2) has exactly t monomial terms as a
polynomial in Fp[θ][x1], but exactly p
t−1 roots in Fp[θ].
We’ll use | · |p for the usual absolute value on Cp, normalized so that |p|p =
1
p . Recall also that for any function f analytic on K, the corresponding Newton
endomorphism is Nf (z) := z − f(z)f ′(z) , and the corresponding sequence of Newton
iterates of a z0∈K is the sequence (zi)∞i=0 where zi+1 :=Nf (zi) for all i≥0. Finally,
we call any polynomial in Z[x1, . . . , xn] having exactly t terms in its monomial term
expansion an n-variate t-nomial.
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Theorem 1.1. Suppose K = Qp for some fixed
1 prime p ∈ N. Then there is an
algorithm which, for any input trinomial f ∈Z[x1] with degree d and all coefficients
of (Archimedean) absolute value at most H, outputs a set
{
a1
b1
, . . . , ambm
}
⊂ Q of
cardinality m=m(K, f) such that:
1. For all j we have aj 6=0 =⇒ log |aj |, log |bj| = log8(dH).
2. There is a µ=µ(d,H)>1 such that for all j we have that z0 :=aj/bj implies
that f has a root ζj ∈ K such that the corresponding sequence of Newton
iterates satisfies |zi − ζj |p≤µ−2i−1 |z0 − ζj |p for all i≥1.
3. m is exactly the number of roots of f in K and the cardinality of {ζ1, . . . , ζm}.
Moreover, the underlying algorithm (Algorithm 5.7 in Section 5 below) takes deter-
ministic time O
(
log9(dH)
)
on a Turing machine.
We prove Theorem 1.1 in Section 5. (An analogue of Theorem 1.1 in fact holds for
K =R as well, and this will be presented in a sequel to this paper.) We will call
the convergence condition on z0 above being an approximate root (in the sense of
Smale2), with associated true root ζj . This type of convergence provides an efficient
encoding of an approximation that can be quickly tuned to any desired accuracy.
Remark 1.2. Defining the input size of a univariate polynomial f(x1) :=
∑t
i=1 cix
ai
1
∈Z[x1] as
∑t
i=1 log((|ci| + 2)(|ai| + 2)) we see that Theorem 1.1 implies that one
can solve univariate trinomial equations, over any fixed p-adic field, in deterministic
time polynomial in the input size. ⋄
Remark 1.3. Efficiently solving univariate t-nomial equations over K in the sense
of Theorem 1.1 is easier for t ≤ 2: The case t = 1 is clearly trivial (with 0 the
only possible root) while the case (K, t) = (R, 2) is implicit in work on computer
arithmetic from the 1970s (see, e.g., [7]). We review the case (K, t)= (Qp, 2) with
p prime in Theorem 2.15 of Section 2 below. ⋄
Despite much work on factoring univariate polynomials over Qp (see, e.g., [9, 12,
4, 5]), all known general algorithms for solving (or even just counting the solutions
of) arbitrary degree d polynomial equations over Qp have complexity exponential
in log d. So Theorem 1.1 presents a new speed-up, and extends earlier work in [24]
where it was shown that detecting roots in Qp for univariate trinomials can be done
in NP for fixed p. We’ll see in Section 3 how our speed-up depends on applying
Yu’s Theorem on linear forms in p-adic logarithms [32]. The key new ingredient in
proving Theorem 1.1 is an efficient encoding of roots in Z/〈pk〉 from [17] (with an
important precursor in [5]).
1.1. The Chasm at Four Terms via Root Separation. Unfortunately, there
are obstructions to attaining complexity polynomial in the input size, for solving
univariate polynomial equations with sufficiently many terms. Indeed, our second
main result is that the underlying root spacing changes dramatically already at 4
terms.
Theorem 1.4. Consider the family of tetranomials
fd,ε(x1) := x
d
1 −
1
ε2h
x21 +
2
εh+1
x1 − 1
ε2
1We clarify the dependence of our complexity bounds on p in Section 5.
2This terminology has only been applied over C with µ=2 so far [28], so we take the opportunity
here to extend it to Qp for p prime.
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with h∈N, h≥ 3, and d∈{4, . . . , ⌊eh⌋} even. Let H :=max{ε±2h}. Then fd,ε has
distinct roots ζ1, ζ2 ∈ K with | log |ζ1 − ζ2|p| or log |ζ1 − ζ2|| of order Ω(d logH),
according as (K, ε) =
(
R, 12
)
or (K, ε) = (Qp, p). In particular, the coefficients of
fd,12 and p
2hfd,p all lie in Z and have bit-length O(logH).
We prove Theorem 1.4 in Section 4. The special case K=R was derived earlier (in
different notation) by Mignotte [20]. (See also [25].) The case K=Qp with p prime
appears to be new, and our proof unifies the Archimedean and non-Archimedean
cases via tropical geometry (Newton polygons in particular). Note that Theorem
1.4 implies that the roots in K of a tetranomial can be so close that one needs
Ω(d logH) many digits to distinguish their base-b expansions (for any fixed b) in
the worst case.
Mignotte used the tetranomial fd,12 in [20] to show that an earlier root separation
bound of Mahler [19], for arbitrary degree d polynomials in Z[x1], is asymptotically
near-optimal. We recall the following paraphrased version:
Mahler’s Theorem. Suppose f ∈Z[x1] has degree d, all coefficients of (Archimedean)
absolute value at most H, and is irreducible in Z[x1]. Let ζ1, ζ2∈C be distinct roots
of f . Then | log |ζ1 − ζ2||=O(d log(dH)). 
Our new algorithmic results are enabled by our third and final main result:
Mahler’s bound is far from optimal for t-nomials with t≤3.
Theorem 1.5. Suppose p is prime and f ∈ Z[x1] is irreducible, has exactly 3
monomial terms, degree d, and all coefficients of (Archimedean) absolute value at
most H. Let ζ1, ζ2∈Cp be distinct roots of f . Then | log |ζ1−ζ2|p|=O
(
p log4(dH)
)
.
We prove Theorem 1.5 (which arose from the unpublished Ph.D. thesis of author
Zhu) in Section 3. Theorem 1.5 is in fact a p-adic analogue of a separation bound
of Koiran [15]. Even sharper bounds can be derived for binomials and we review
these bounds in Section 2.2.
1.2. Arbitrary Sparse Polynomials. It is worth recalling that merely deciding
the existence of roots over Qp for univariate polynomials (with an arbitrary num-
ber of monomial terms) is NP-hard with respect to randomized (ZPP, a.k.a. Las
Vegas) reductions [24]. Put another way, this means that a polynomial-time algo-
rithm for this problem would imply that NP ⊆ ZPP — a containment doubted
by complexity theorists just as much as the equality P=NP [31]. Our paper is
devoted to showing that a harder problem (giving a set of approximate roots over
Qp of the correct cardinality) is doable in polynomial-time for trinomials, but not
for tetranomials, for fixed p. Based on our results, we conjecture the following:
Conjecture 1.6. For any fixed p and t, there is a polynomial-time algorithm that
counts the roots in Qp of any input t-nomial f ∈Z[x1].
In particular, we expect the complexity to be exponential in t+log p, but polynomial
in log(dH).
We also note that detecting roots in Qp for n-variate (n + 1)-nomials is known
to be doable in NP [24]. However, speeding this up to polynomial-time, even for
n=2 and fixed p, hinges upon detecting roots in (Z/〈pk〉)2 for bivariate trinomials
of degree d in time (k + log d)O(1). The latter problem remains open, but some
progress has been made in author Zhu’s Ph.D. thesis. On a related note, even
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counting points on trinomial curves over the prime fields Fp in time log
O(1)(pd)
remains a challenging open question.
1.3. Acknowledgements. We thank Erich Bach and Bjorn Poonen for informa-
tive discussions on Hensel’s Lemma.
Let us now review the necessary background for our proofs.
2. Background
2.1. Newton Polygons and Newton Iteration: Archimedean and Non-
Archimedean. Definitive sources for p-adic arithmetic and analysis include [27,
26, 23]. We will only review a few facts necessary for our development.
We use ordp : Cp −→ Q for the standard p-adic valuation on Cp, normalized so
that ordp p= 1. The most significant (p-adic) digit of
∞∑
j=s
ajp
j ∈Qp is simply as,
assuming aj∈{0, . . . , p− 1} for all j and as 6=0, i.e., as is the digit being multiplied
by the power of p with largest p-adic norm.
The notion of Newton polygon goes back to 17th century work of Newton on
Puiseux series solutions to polynomial equations. We will need variants of this
notion over Cp and C. (See, e.g., [30] for the p-adic case and [21, 1] for the complex
case.):
Definition 2.1. Suppose p is prime and f(x) :=
∑t
i=1 cix
ai
1 ∈ Z[x1] with ci 6= 0
for all i and a1 < · · · < at. We then define Newtp(f) (resp. Newt∞(f)) to be
the convex hull of the set of points {(ai, ordp ci) | i∈ {1, . . . , t}} (resp. the convex
hull of {(ai,− log |ci|) | i ∈ {1, . . . , t}}). We call an edge E of a polygon in R2
lower if and only if E has an inner normal with positive last coordinate. We also
define the horizontal length of a line segment E connecting (r, s) and (u, v) to be
λ(E) := |u − r|. ⋄
Theorem 2.2. Following the notation above, when p is prime, the number of roots
of f in Cp of valuation v is exactly the horizontal length of the face of Newtp(f)
with inner normal (v, 1). Furthermore, if Newt∞(f) has a lower edge E with slope
v, and no other lower edges with slope in the open interval (v− log 3, v+log 3), then
the number of roots ζ ∈C of f with log |ζ| ∈ (v − log 3, v + log 3) is exactly λ(E),
counting multiplicity. 
The first portion of Theorem 2.2 goes back to early 20th century work of Hensel,
while the second portion is an immediate consequence of [1, Thm. 1.5] (and has an
important precursor in [21]).
We will also use the following version of Hensel’s famous criterion for the rapid
convergence of Newton’s method over Cp:
Hensel’s Lemma. (See, e.g., [23, Thm., pg. 48, Sec. 6.4].) Suppose p is prime,
f ∈ Z[x], j ≥ 1, ζ ∈ Zp, ℓ = ordp f ′(ζ) < ∞, and f(ζ) ≡ 0 mod p2ℓ+j. Let
ζ′ :=ζ − f(ζ)f ′(ζ) . Then f(ζ′)=0 mod p2ℓ+2j, ordp f ′(ζ′)=ℓ, and ζ=ζ′ mod pℓ+j. 
2.2. Separating Roots of Binomials. When f ∈ Z[x1] is a binomial, all of its
roots in C are multiples of roots of unity that are evenly spaced on a circle. The
same turns out to be true over Cp, but the root spacing then depends more subtly
on the degree and p. For convenience, we will sometimes write | · |∞ instead of | · |
for the standard norm on C. In summary, we have the following:
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Proposition 2.3. Suppose f(x1) := c1 + c2x
d
1 ∈Z[x1], c1c2 6=0, and |c1|, |c2| ≤H.
Also let p∈{∞, 2, 3, 5, . . .} and let Kp denote C or Cp, according as p=∞ or p is
prime. Then for any distinct roots ζ1, ζ2∈Kp of f , we have that | log |ζ1 − ζ2|p| is
bounded from above by

3
2 log(3) + log
(
dH1/d
)
; for p=∞ and d≥3
log p
d logH ; for p prime and p ∤ d,
log p
d log(H) +
log p
p−1 ; for p prime and p|d. 
The case p=∞ is immediate (using a very rough estimate for the distance between
the vertices of a regular d-gon), while the case of prime p follows easily from the
ultrametric inequality and classical facts on the spacing of p-adic roots of unity
(see, e.g., [23, Cor. 1, Pg. 105, Sec. 4.3 & Thm. Pg. 107, Sec. 4.4]). While we won’t
need Proposition 2.3 for our upcoming algorithms, it is an important precursor to
our trinomial root separation bound (Theorem 1.5), and is algorithmically relevant
for more general problems like approximating roots in angular sectors in C or finite
extensions of Qp.
2.3. Counting Roots of Binomials Over Qp. To efficiently solve a binomial f
over Qp, it helps to first find a fast way to count the roots of f in Qp, and then to
find a fast way to incrementally compute the base-p expansions of the roots of f in
Qp. Counting roots over Qp is more involved than counting roots over R, but is still
quite efficiently doable. For any ring R we will let R∗ denote the multiplicatively
invertible elements of R.
Lemma 2.4. Suppose p is an odd prime and f(x1) := c1 + c2x
d
1 ∈ Z[x1] with
|c1|, |c2| ≤ H, c1c2 6= 0, and ℓ := ordp d. Then the number of roots of f in Qp is
either 0 or gcd(d, p− 1). In particular, f has roots in Qp if and only if both of the
following conditions hold:
1. d| ordp(c1/c2).
2.
(
− c1c2 pordp(c2/c1)
)pℓ(p−1)/ gcd(d,p−1)
=1 mod p2ℓ+1. 
Lemma 2.4 is classical and follows from basic group theory and [24, Cor. 3.2].
Remark 2.5. A criterion similar to Lemma 2.4 also holds for detecting roots in
Q2 for binomials (see, e.g., [24, Cor. 3.2]). However, for brevity’s sake, we will not
pursue the case p=2 further in the present version of this paper. ⋄
Since powers in finite groups are easily computable via recursive squaring (see,
e.g., [3, pp. 102–103]), we easily obtain the following via Hensel’s Lemma, Propo-
sition 2.3, Lemma 2.4, and standard complexity bounds on modular arithmetic
[3, 29]:
Corollary 2.6. Following the notation and assumptions of Lemma 2.4, one can
count exactly the number of roots of f in Qp in time O
(
log3(pdH)
)
. Furthermore,
for any such root ζ∈Qp there is an x0∈Z
/〈
p2ℓ+1
〉
that is a root of the mod p2ℓ+1
reduction of c1
pordp c1
+ c2
pordp c2
xd1, and with z0 :=p
ordp(c2/c1)/dx0∈Q an approximate
root of f with associated true root ζ. In particular, the logarithmic height of z0 is
O
(
log
(
dH1/d
))
. 
At this point, one may wonder how one can find a suitable x0 as in Corollary 2.6.
Naive brute-force search can take time super-linear in pℓ, but in the next section
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we’ll see a combinatorial encoding enabling a much better time bound of
O
(
p log2(p) log gcd(d, p− 1) + log3(pdH) gcd(d, p− 1)).
2.4. Trees and Roots in Z/〈pk〉 and Zp. A key tool we will need is a tree
structure that will enable us to easily approximate the first few base-p digits of the
roots of an arbitrary univariate polynomial.
Definition 2.7. [17] Let p∈N be prime. For any f ∈ Z[x1] let f˜ denote the mod
p reduction of f . For any degenerate root ζ0 of f˜ , we define
s(f, ζ0) := min
{
i+ ordp
f (i)(ζ0)
i!
}
.
Fixing k ∈ N, for i ≥ 1, let us inductively define a set Tp,k(f) of pairs (fi−1,µ, ki−1,µ)
∈ Z[x1]× N. We set (f0,0, k0,0) := (f, k). Then for any i ≥ 1 with (fi−1,µ, ki−1,µ)
∈ Tp,k(f), and any degenerate root ζi−1 ∈ Z/pZ of f˜i−1,µ with
si−1 := s(fi−1,µ, ζi−1) ∈ {2, · · · , ki−1,µ − 1},
we define ζ := µ+ pi−1ζi−1, ki,ζ := ki−1,µ − s(fi−1,µ, ζi−1), and
fi,ζ(x) :=
[
1
ps(fi−1,µ,ζi−1)
fi−1,µ(ζi−1 + px)
]
mod pki,ζ . ⋄
Note that f
(i)(ζ0)
i! is the coefficient of x
i in the Taylor expansion of f(x+ ζ0) about
0, and is thus an integer since f ∈Z[x1].
The collection of pairs (fi,ζ , ki,ζ) admits a tree structure that will give us a way
of extending Hensel lifting to degenerate roots.
Definition 2.8. [17] Let us identify the elements of Tp,k(f) with nodes of a labelled
rooted directed tree Tp,k(f) defined inductively as follows3:
i. We set f0,0 :=f , k0,0 :=k, and let (f0,0, k0,0) be the label of the root node of
Tp,k(f).
ii. The non-root nodes of Tp,k(f) are uniquely labelled by each (fi,ζ , ki,ζ)
∈ Tp,k(f) with i≥1.
iii. There is an edge from node (fi′,ζ′ , ki′,ζ′) to node (fi,ζ , ki,ζ) if and only if
i′= i−1 and there is a degenerate root ζi−1∈Z/(p) of f˜i′,ζ′ with s(fi′,ζ′ , ζi−1)
∈ {2, . . . , ki′,ζ′ − 1} and ζ=ζ′ + pi−1ζi−1∈Z/(pi).
In particular, the labels of the nodes lie in Z[x]× N. ⋄
We call each fi,ζ a nodal polynomial of Tp,k(f). It is in fact possible to easily read
off the roots of f in Z/〈pk〉 from Tp,k(f) [17]. We will instead use Tp,k(f), with k
chosen via our root separation bounds, to efficiently count the roots of f in Zp (and
thus in Qp via rescaling).
Example 2.9. Let f(x1) = 1 − x3971 . Then T17,k(f), for any k ≥ 1, consists of a
single node, labelled (1 − x3971 , k). Note that 1 is the unique root of f in Q17, 1 is
a non-degenerate root of f˜ , and 1 is the only root of f˜ in F17. ⋄
3This definition differs slightly from the original in [17]: there are no edge labels in our version
here since we won’t need them for root counting in Zp.
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Example 2.10. Let f(x1) = 1 − x3401 . Then, when k ∈ {1, 2}, the tree T17,k(f)
consists of a single root node, labelled (1 − x3401 , k). However, when k≥ 3, the tree
T17,k(f) has depth 1, and consists of the aforementioned root node and exactly 4
child nodes. The child nodes are labelled (f1,ζ , k−2) where the f˜1,ζ are, respectively,
3x1, 5x1 + 7, 12x1 + 2, and 14x+ 14. Note that this f has exactly 4 roots in Q17:
1, 4 + 2 · 17+ · · · , 13+ 14 · 17+ · · · , and 16+ 16 · 17+ · · · . In particular, the most
significant digits (1, 4, 13, and 16) of these roots are exactly the roots in F17 of f˜0,0
(the mod 17 reduction of f); and the next digits (0, 2, 14, and 16) of these roots in
Q17 are exactly the roots in F17 of the nodal polynomials f1,ζ0 of the 4 child nodes. ⋄
It will be important to recall the following properties of nodal polynomials:
Lemma 2.11. [17, Lemmata 2.2 & 3.6] Following the preceding notation, sup-
pose i ≥ 1, ζi−1 ∈ Fp is a degenerate root of fi−1,µ with multiplicity m, and
ζ = µ + pi−1ζi−1. Then Tp,k(f) has depth ≤ ⌊(k − 1)/2⌋, deg f˜i,ζ ≤ s(fi−1,µ, ζi−1),
and s(fi−1,µ, ζi−1)∈{2, . . . ,m}. Also, fi,ζ(x)= 1ps f(ζ0+ ζ1p+ · · ·+ ζi−1pi−1+ pix)
where s :=
i−1∑
j=0
s(fj,ζ0+···+ζj−1pj−1 , ζj). 
Let np(f) denote the number of non-degenerate roots in Fp of the mod p reduc-
tion of f .
Lemma 2.12. If f ∈ Z[x1], D is the maximum of ordp(ζ1 − ζ2) over all ζ1, ζ2 ∈
Zp with f(ζ1) = f(ζ2) = 0 6= f ′(ζ1)f ′(ζ2), and k ≥ 1 + D, then f has exactly∑
(fi,ζ ,ki,ζ)∈Tp,k(f)
np(fi,ζ) non-degenerate roots in Zp.
Proof: First note that f˜i,ζ having ζi as a non-degenerate root in Fp implies that
ordp f
′
i,ζ(ζi) 6= 0. By Lemma 2.11, fi,ζ(x) = 1ps f(ζ0 + · · · + ζi−1pi−1 + pix). So
by Hensel’s Lemma, ζ + ζip
i lifts to a unique non-degenerate root of f in Zp. In
particular, these lifted roots in Zp are distinct because they differ somewhere in
their i+ 1 most significant digits.
In other words, we have shown that
∑
(fi,ζ ,ki,ζ)∈Tp,k(f)
np(fi,ζ) is a lower bound on
the number of non-degenerate roots of f in Zp. To see that we obtain all non-
degenerate roots of f in Zp this way, simply note that any non-degenerate root ρ
of f has a unique mod pk reduction, by our definition of k. So we are done. 
2.5. Trees and Solving Binomial Equations Digit by Digit. The following
proposition is elementary upon counting the powers of p that divide the factors of
the expression d·(d−1)···(d−j+1)1·2···j .
Proposition 2.13. If p is an odd prime, d ∈ N with d ≥ 2, ℓ := ordp d, and
j∈{2, . . . , d− 1}, then j + ordp
(
d
j
)≥2 + ℓ. 
The following lemma is a useful property of Tp,k(f) when f is a binomial.
Lemma 2.14. Suppose p is an odd prime, f(x1)= c1 + c2x
d∈Z[x1] with p ∤ c1c2,
and ℓ :=ordp d. Then k≥ ℓ + 2 implies that Tp,k(f) has depth 0 or 1, according as
ℓ is 0 or not.
Proof: Note that any root ζ0 ∈ Fp of f˜ must be nonzero. So
ordp
f(j)(ζ0)
j! = ordp
((
d
j
)
c2ζ
d−j
0
)
= ordp
(
d
j
)
. We then obtain by Proposition 2.13
8 J. MAURICE ROJAS AND YUYU ZHU
that s(f, ζ0)=min{ordp f(ζ0), 1+ℓ}≤k−1, and thus f˜1,ζ0(x1)= f(ζ0)ps(f,ζ0) +
c2dζ
d−1
0
ps(f,ζ0)
x1.
So then, no f˜1,ζ0 can have a degenerate root and we are done. 
With our tree-based encoding of p-adic roots in place, we can now prove that it
is easy to find approximate roots in Qp for binomials when p is fixed.
Theorem 2.15. Suppose f ∈ Z[x1] is a binomial of degree d with coefficients of
absolute value at most H, f(0) 6=0, γ=gcd(d, p− 1), and {ζ1, . . . , ζγ} is the set of
roots of f in Qp. Then in time
O
(
p log2(p) log γ + log3(pdH)γ
)
,
we can find, for all j ∈ {1, . . . , γ}, a z0 ∈Q of logarithmic height O
(
log
(
dH1/d
))
that is an approximate root of f with associated true root ζj .
An algorithm that proves Theorem 2.15, and more, can be outlined as follows:
Algorithm 2.16. (Solving Binomial Equations Over Qp)
Input. An odd prime p and c1, c2, d∈Z \ {0} with |ci|≤H for all i.
Output. A true declaration that f(x1) := c1 + c2x
d has no roots in Qp, or z1,
. . . , zγ∈Q with logarithmic height O
(
log
(
dH1/d
))
such that γ=gcd(d, p− 1), zj is
an approximate root of f with associated true root ζj ∈Qp for all j, and the ζj are
pair-wise distinct.
Description.
1: If ordp c1 6=ordp c2 mod d then say ‘‘No roots in Qp!’’ and STOP.
2: Rescale roots so that we may replace ci by
ci
pordp ci
for all i.
3: Invert roots if necessary so we may replace d by |d|.
4: Let ℓ :=ordp d.
5: If
(
− c1c2
)pℓ(p−1)/γ
6=1 mod p2ℓ+1 then say ‘‘No roots in Qp!’’ and STOP.
6: Let r :=(d/γ)−1 mod p−1γ , c :=(−c1/c2)r mod p, and let h˜(x1) :=xγ1 − c.
7: Find a root x′∈{1, . . . , p− 1} of h˜ via brute-force search and then let
x1 :=(x
′)d/γ mod p.
8: For all j∈{2, . . . , γ} let xj :=xj−1g(p−1)/γ mod p.
9: If ℓ≥1 then, for each j∈{1, . . . , γ}, replace xj by xj − f(xj)/p
ℓ
f ′(xj)/pℓ
∈Z/〈p2ℓ+1〉.
10: Output
{
x1p
ordp(c2/c1)/d, . . . , xγp
ordp(c2/c1)/d
}
.
Remark 2.17. While we have strived for simplicity in Algorithm 2.16, its complex-
ity is obviously super-linear in p, vis a` vis Step 7. However, since our main goal is
to prove polynomial-time deterministic complexity for fixed p, the dependence on p
does not matter for our theoretical purposes. If one allows randomization then there
are techniques that can considerably improve the practical complexity (see, e.g., [3,
Ch. 7, Sec. 3]). ⋄
Proof of Theorem 2.15: It clearly suffices to prove the correctness of Algorithm
2.16, and then to establish a sufficiently good complexity bound.
Correctness: Theorem 2.2 implies that Step 1 merely checks whether the valua-
tions of the roots of f in Cp in fact lie in Z, which is necessary for f to have roots
in Qp.
Steps 2 and 3 merely involve substitutions of the form x1 ← pδx1 and x1 ← x−11 ,
and it is elementary to check that the bit length of any resulting approximate roots
in Q remains within O
(
log
(
dH1/d
))
.
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Lemma 2.4 implies that Steps 4–5 merely check that the coset of roots of f in
Cp intersects Zp.
Step 6 is merely the application of an automorphism of F∗p (that preserves the
existence of roots of f˜ in F∗p) that enables us to work with a binomial of degree γ
(<d).
Steps 7–10 then clearly find the correct coset of F∗p that makes f vanish. In
particular, since F∗p is cyclic, Step 9 clearly gives the correct output if ℓ=0.
If ℓ>0 then each nodal polynomial f1,ζ0 is of degree ≤1 (thanks to Lemma 2.14)
and, by Definition 2.7, its unique root in Z/〈p2ℓ+1−s〉 determines the next 2ℓ+1−s
base-p digits of a unique root of f in Zp. (See also the proof of [17, Lemma 1.5].)
So Steps 8–10 indeed give us suitable approximants in Q to all the roots in Zp of
(our renormalized) f in Zp. So our algorithm is correct.
Note also that the outputs, being numbers in Z/〈p2ℓ+1〉, rescaled by a factor
of pordp(c2/c1)/d, clearly each have bit-length O
(
ordp(d) log(p) +
| log(c2/c1)|
d log p log p
)
=
O(log(d) + logHd )=O(log(dH
1/d)). 
Complexity Analysis: Via Corollary 2.6, and some additional elementary bit
complexity estimates for modular arithmetic, it is clear that, save for Steps 7–10,
Algorithm 2.16 has complexity O(γ log3(pdH)). Evaluating a γth power mod p
takes time O(log(γ) log2 p) via recursive squaring (using grade-school multiplica-
tion). Step 7 (whose complexity dominates that of Steps 8–10), consists of no more
than p− 1 evaluations of a γth power mod p. This takes time O(p log2(p) log γ) so
we are done. 
3. Separating Roots of Trinomials in Qp: Proving Theorem 1.5
In the last section, we saw that we could pick a moderately-sized ℓ and then lift
roots of a binomial in Z/〈p2ℓ+1〉 to roots in Zp. The same strategy will work for
trinomials, but it will be much harder to prove that a moderately-sized ℓ exists.
Toward this end, let us first recall the following version of Yu’s Theorem:
Theorem 3.1. [32, Cor. 1] Suppose p is any prime; let α1, . . . , αn be n (≥ 2)
nonzero rational numbers, with αi = ri/si the reduced fraction for each i; and
b1, · · · , bn are integers not all zero. Then αb11 · · ·αbnn 6= 1 implies that αb11 · · ·αbnn −1
has p-adic valuation bounded from above by
11145
(
24(n+1)2
log p
)n+2
(p− 1)
(∏n
i=1 logAi
)
log(4B)max
{
log(212 · 3n(n+ 1) logAn),
log p
n
}
,
where B := max{|b1|, . . . , |bn|, 3}, and A1, . . . , An are real numbers such that
A1 ≤ · · · ≤ An and, for each j, Aj ≥ max{|rj |, |sj |, p}. 
In order to prove our separation bound for roots of trinomials, we will follow
three steps for a given trinomial f :
1. Use Yu’s Theorem on linear forms in p-adic logarithms to prove that for
m ∈ Cp such that f ′(m) = 0, |f(m)|p cannot be too small.
2. Show that |f ′(m)|p cannot be too large for |m|p ≤ 1, since f(0) 6= 0 by
construction.
3. Use a p-adic adaption of Rolle’s Theorem to obtain our bound.
To expand on this approach, first note that by a simple computation, we obtain
the following useful formula:
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Proposition 3.2. Fix a prime p and consider a trinomial
f(x1) = c1 + c2x
a2
1 + c3x
a3
1 ∈ Zp[x1] where a3 > a2 ≥ 1. If f ′(m) = 0 at some
point m ∈ Cp, then ma3−a2 = −a2c2a3c3 . Moreover, f(m) = c1 + c2ma2
(
1− a2a3
)
. 
We want to show that if m is as in Proposition 3.2 then |f(m)|p cannot be too
small if it is nonzero.
Lemma 3.3. Let f(x1) = c1+c2x
a2
1 +c3x
a3
1 ∈Zp[x1] be a square-free trinomial and s
the input size of f . If f ′(m) = 0 at some point m ∈ Cp then
|f(m)|p ≥ exp(−O(ph4p/(log p)3)), for hp = max{s, log p}.
Proof: By Proposition 3.2,
ordp(f(m)) = ordp(c1 + bm
a
2(1− a2/a3))
= ordp(c1) + ordp
(
−c2(a3 − a2)
c1a3
(
−
a2c2
a3c3
)a2/(a3−a2)
− 1
)
(∗)
Clearly ordp(c1) ≤ s/ log p. In order to bound the second summand of (∗), we
claim that it suffices to bound
M := ordp
((−c2(a3 − a2)
c1a3
)a3−a2 (
−a2c2
a3c3
)a2
− 1
)
.
Let α1 = −c2 a3−a2c1a3 , α2 = −
a2c2
a3c3
, b1 = a3−a2, and b2 = a2. To apply Yu’s Theorem
on M = ordp(α
b1
1 α
b2
2 − 1), it suffices to take n=2, Ai = max{e2s, p} for i∈{1, 2},
and B = max{es, 3}. Then logA1, logA2, logB = O(hp). Thus
ordp(f(m)) ≤ s/ log p+M ≤ s/ log p+ C2ph4p/(log p)4,
for some absolute constant C2. So then |f(m)|p ≥ p− ordp(f(m))
=exp(−s− C2ph4p/(log p)3)≥exp(−C1ph4p/(log p)3), by picking C1 ≥ C2(1 + sM ).
Now to prove the claim first observe that xa3−a2−1 =∏a3−a2i=1 (x−ζj) for ζ ∈ Cp
a root of unity of order a3 − a2. Taking T = c2(a3−a2)c1a3
(
−a2c2c3a3
)a2/(a3−a2)
, we get
M = ordp(T
a3−a2 − 1) =∑a3−a2j=1 ordp(T − ζj). The the second summand of (∗) is
exactly ordp(T − ζa3−a2). Suppose ordp T < 0. Then for each i∈{1, . . . , a3 − a2}
we have ordp(T − ζj) = ordp T < 0. This is because roots of unity always have
p-adic valuation 0 regardless of the choice of p. Then we must have ordp(f(m)) ≤
ordp(a)+ordp(T−ζa3−a2) ≤ s/ log p, and the conclusion of the lemma is immediate.
Now suppose ordp T ≥ 0. Then for each j, ordp(T − ζj) ≥ j ordp(ζ) = 0, and
M ≥ ordp(T − ζj), thus proving the claim. 
Thanks to the ultrametric inequality we can effectively bound |f ′(x)|p for |x|p ≤ 1
with f ′(x) 6= 0.
Lemma 3.4. Following the notation above, assume f is a square-free trinomial.
Then |x|p ≤ 1 =⇒ |f ′(x)|p ≤ 1.
Proof: As c2, c3∈Zp, a2, a3∈Z, a3>a2≥1, and |x|p ≤ 1, we have
ordp(c2a2x
a2−1) = ordp(c2) + ordp(a2) + (a2 − 1) ordp(x) ≥ 0.
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Similarly, ordp(c3a3x
a3−1) ≥ 0. Then simply observe that:
|f ′(x)|p =
∣∣c2a2xa2−1 + c3a3xa3−1∣∣p ≤ max
{∣∣c2a2ma2−1∣∣p , ∣∣c3a3xa3−1∣∣p
}
≤ 1. 
To conclude our approach we state the following scaled version of p-adic Rolle’s
Theorem, which follows immediately from [23, Thm., pg. 316, Sec. 2.4].
Theorem 3.5. Let f ∈ Cp[x] be a polynomial with two distinct roots x1, x2 ∈ Cp,
having |x1 − x2|p = cp1/(p−1) for some constant c > 0. Then its derivative f ′ has
a root m within p-adic distance c of both x1 and x2. 
We now prove our third and final main result.
Proof of Theorem 1.5: Suppose x1, x2 are two distinct roots of
f(x) = a+ bxa2 + cxa3 . In particular, as we assume the constant term is nonzero,
both the roots x1, x2 are nonzero. Then we proceed by cases.
Case 1: (Both roots are small: |x1|p , |x2|p ≤ 1.)
Suppose |x1 − x2|p > p−2/(p−1). Then |x1 − x2|p > exp(−2 log p/(p − 1))
> exp(−Cph4p/(log p)3) for large C.
Now assume that |x1 − x2|p ≤ p−2/(p−1). Then by Theorem 3.5 there exists
m ∈ Cp such that |m|p ≤ p−1/(p−1) and f ′(m) = 0. Moreover, |xi −m|p ≤
p1/(p−1) |x1 − x2|p ≤ p−1/(p−1) for i ∈ {1, 2}. Without loss of generality, assume
that i = 1. So it suffices bound |m− x1|p from below.
As we assume f is square-free, f(m) 6= 0. Then by Lemma 3.3, |f(m)|p ≥
exp(−C1ph4p/(log p)3), for hp = max{s, log p} and some constant C1. By applying
Theorem 3.5 again, we see that there exists a ζ with |ζ|p ≤ 1 and such that
f(m) = f(m)− f(x1) = f ′(ζ)(m − x1).
As f(m) 6= 0, then f ′(ζ) 6= 0 and m 6= x1. Recall from Lemma 3.4 that |f ′(ζ)|p ≤ 1,
so then |m− x1|p =
|f(m)|p
|f ′(ζ)|p
≥ exp(−C1ph
4
p/(log p)
3)
1 = exp(−C1ph4p/(log p)3). This in
turn implies |x1 − x2|p ≥ p−1/(p−1) |m− x1|p ≥ exp
(
−C1ph4p/ log3(p)− 1p−1 log p
)
≥
exp(−C1ph4p/ log3 p− 1).
By picking an appropriate C depending on C1, the conclusion follows in this
case.
Case 2: (Both roots are large: |x1|p , |x2|p > 1.)
In this case, consider g(x) = xa3f( 1x ) = ax
a3+bxa3−a2+c. Correspondingly, 1x1 ,
1
x2
are the roots of g with
∣∣∣ 1x1
∣∣∣
p
,
∣∣∣ 1x2
∣∣∣
p
< 1. By using the same argument in Case 1,∣∣∣ 1x1 − 1x2
∣∣∣
p
≥ exp(−C′ph4p/(log p)3) for some absolute constant C′. Hence
|x1 − x2|p = |x1|p |x2|p
∣∣∣∣ 1x1 −
1
x2
∣∣∣∣
p
≥ exp(−Cph4p/(log p)3)
by picking C = C′.
Case 3: (Only one root has norm > 1.)
Without loss of generality, we may assume that |x1|p≤ 1< |x2|p. We then simply
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note that, as |x1|p 6= |x2|p, we have |x1 − x2|p = max
{
|x1|p , |x2|p
}
>1 and we are
done. 
4. Tetranomials: The Proof of Theorem 1.4
4.1. The Case of Prime p. We will see that f(x1) := fd,p(x1) = x
d
1 −
(
x1
ph − 1p
)2
has two roots x1, x2 ∈ Qp such that |x1 − x2|p < p−Ω(dh).
Let g(x) = p2hf(x + ph−1) = p2h(x + ph−1)d − p2h
(
x+ph−1
ph − 1p
)2
= p2h(x+ ph−1)d − x2. Then g has the same roots as f , save for a “small” shift by
ph−1. Rescaling, we get:
G(x) :=
g(p(h−1)d/2+hx)
p(h−1)d+2h
= p−(h−1)d−2h
[
p2h(p(h−1)d/2+hx+ ph−1)d − p(h−1)d+2hx2
]
=
d∑
i=0
(
d
i
)
p(h−1)(di/2−i)+ihxi − x2
= 1− x2 mod pd(h−1)/2+1,
which is square-free for odd prime p.
When p = 2, as h > 2, we have pd(h−1)/2+1 ≥ 8. Then, as G(x) = 1 − x2 =
(3− x)(5− x) mod p8, we obtain that G is also square-free. Hensel’s Lemma then
implies that there are roots ζ1, ζ2 ∈ Zp of G such that ζ1 ≡ 1 mod pn(h−1)/2+1 and
ζ2 ≡ −1 mod pn(n−1)/2+1. Moreover, |ζ1|p = |ζ2|p = 1. For each i∈ {1, 2}, yi =
p(h−1)n/2+hζi is the corresponding root of G, and thus of g. Then x1 = y1 + p
h−1
and x2 = y2 + p
h−1 are two roots of f in Zp such that
|x1 − x2|p =
∣∣(y1 + ph−1)− (y2 + ph−1)∣∣p
= |y1 − y2|p ≤ max
{
|y1|p , |y2|p
}
= p−(h−1)d/2−h = p−Ω(dh). 
4.2. The Case p=∞. Shifting by 1
2h−1
, we get:
g(x) := fd, 12 (x+ 2
1−h) = (x + 21−h)d − 22hx2
= 2d(1−h) + d2(d−1)(1−h)x+
((
d
2
)
2(d−2)(1−h) − 22h
)
x2
+
(
d
3
)
2(d−3)(1−h)x3 + · · ·+ xd.
When computing Newt∞(g), the three lowest order terms of g contribute the points
p0 = (0, d(h− 1) log 2),
p1 = (1, (d− 1)(h− 1) log 2− log d), and
p2 =
(
2,− log
(
4h −
(
d
2
)
2(d−2)(h−1)
))
as potential vertices of Newt∞(f). In particular, observe that
(d2)
2(d−2)(h−1)
< 0.059
for all h≥ 3 and d≥ 4, and thus p2 is the only point of Newt∞(f) with negative
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y-coordinate. So p2 is a vertex of Newt∞(f), and all edges with vertices to the
right of p2 have positive slope. Furthermore, the slopes of the line segments p0p1
and p0p2 are respectively −(h− 1) log(2)− log d and a number less than
− 12 log(4h − 0.059)− 12d(h− 1) log 2.
Since 2h−1<
√
4h − 0.059 and log d< 12d(h− 1) log 2 for all d≥4 and h≥3, we thus
see that the slope of p0p2 is more negative. So the leftmost lower edge of Newt∞(g)
has vertices p0 and p2. It is easily checked that the slope of this edge is less than
−10.3, which is in turn clearly <−2 log 3. So by Theorem 2.2, there are two roots
z1, z2 of g such that
log |zi| ≤ 1
2
[
− log
(
22h −
(
d
2
)
2(d−2)(1−h)
)
− d(h− 1) log 2
]
.
These two roots thus satisfy |zi| = 2−Ω(dh). Now, for i∈{1, 2}, ζi = zi+21−h yields
roots of fd, 12 with |ζ1 − ζ2| = |z1 + 2
1−h − (z2 + 21−h)| ≤ |z1|+ |z2| < 2−Ω(dh). 
5. Solving Trinomial Equations over Qp
Unlike the binomial case, the tree Tp,k(f) can have high depth for f an arbitrary
trinomial. However, its structure will nevertheless be simple: For k sufficiently
large, Tp,k(f) will be a subtree of the union of L chains of length ⌊(k − 1)/2⌋
emanating from a single root node. The number L will be the number of degenerate
roots in Fp of f˜ , and will turn out to be congruent to 0 or 1 mod p− 1. The lower
limit for k to be “large” will be unwieldy, particulary as a function of p, but the
lower limit will be small enough for us to obtain reasonable dependence on d and
H : We will attain complexity p2+o(1) log9(dH) in our algorithm.
We begin with an earlier result, also derived via Yu’s Theorem:
Theorem 5.1. [24, Sec. 5] If f(x1) = c1 + c2x
a2
1 + c3x
a3
1 ∈Z[x1] is a trinomial of
degree d=a3>a2≥1, with coefficients of absolute value at most H, p is any prime,
p ∤ c1c2, and p|c3, then the sum of ordp f ′(ζ) over all roots ζ∈Cp of valuation 0 is
O(p log8(dH)). 
We point out out that while only the case gcd(a2, a3)=1 is derived in [24, Sec. 5],
the general case follows immediately from the gcd(a2, a3)=1 case by an application
of the chain rule. It is also worth noting that while certain special cases (such as
when a2, a3 − a2, and a3 are all relatively prime to p − 1) admit better bounds
like logO(1)(pdH), there are several other vexing cases where there is no obvious
technique other than to apply Yu’s Theorem.
Lemma 5.2. Following the notation and assumptions of Theorem 5.1, suppose D
is the maximum of ordp f
′(ζ) over all roots ζ∈Zp of valuation 0, f˜ has at least one
degenerate root in Fp, and k≥2D + 1. Then Tp,k(f) has depth ≥1 and is a union
of L chains of length ≤⌊(k − 1)/2⌋, where L is the number of degenerate roots of
f˜ . Moreover, the degree of any non-root nodal polynomial is at most 3.
Example 5.3. Suppose f(x1) = x
10
1 − 10x1 + 738 and p = 3. Then T3,7(f) is a
chain with depth 2. In particular, f0,0 := f and f˜0,0(x1) = x1(x1 − 1)9. So 1 is a
degenerate root of f˜0,0 and s(f0,0, 1)=4. So then f1,1(x1)=21x
4
1 + 13x
3
1 + 5x
2
1 + 9
mod 27 and f˜1,1(x1)= x
2
1(x1 − 1). We then see that 0 is a degenerate root of f˜1,1
and s(f1,1, 0)=2. So f2,1(x1)=2(x1 − 1)(x1 − 2) mod 3.
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There are a total of 4 non-degenerate roots for the nodal polynomials: 1 for
f0,0, 1 for f1,1, and 2 for f2,1. These non-degenerate roots in F3 then lift to the
following roots of f in Z3: 0 + O(3
1), 1 + 1 · 3 + O(32), 1 + 0 · 3 + 1 · 32 + O(33),
and 1+ 0 · 3+ 2 · 32+O(33). A quick calculation via Maple’s rootp command tells
us that these are all the 3-adic rational roots of f .
As far as we are aware, this is the first example of a trinomial with 4 roots in Q3,
each with most significant digit 1. Via a more careful look at T3,k(f) for trinomial
f , one can in fact prove that no trinomial in Z[x1] has more than 4 roots in Q3
with most significant digit 1 (see author Zhu’s Ph.D. thesis). For p≥5 the optimal
upper bound is 3 [2], while for p=2, the optimal upper bound is 6 [18]. ⋄
Remark 5.4. It is worth noting that, over a finite field, trinomials can only vanish
on a small number of cosets in Fq: Building on earlier results from [8, 6, 13], Kelley
and Owen have proved [14, Thm. 1.2] that c1+c2x
a2
1 +c3x
a3
1 ∈Fq[x1], with q a prime
power, vanishes at no more than
⌊
1
2 +
√
q−1
δ
⌋
cosets of the size δ subgroup of F∗q,
where δ = gcd(a2, a3, q − 1). In particular, this bound is optimal for Fq an even
degree extension of a prime field. For q prime, there is computational evidence (for
all q ≤292, 837) that the number of such cosets might in fact just be O(log q) [10]. ⋄
Proof of Lemma 5.2: First note that Lemma 2.11 implies that k ≥ 2D + 1
guarantees that s(f0,0, ζ0)≤ k − 1, so there is a child node corresponding to each
degenerate root of f˜0,0. Now suppose ζ0 is a nonzero degenerate root of f˜ of
multiplicity m ≥ 2, so ζ0 ∈ {1, . . . , p− 1}. Let r := min0≤i≤m{ordp f (i)(ζ0)}.
Consider the matrix
(1) Am :=


1 1 1
0 a2 a3
0 a2(a2 − 1) a3(a3 − 1)
...
...
...
0 a2 · · · (a2 −m+ 2) a3 · · · (a3 −m+ 2)

 mod p.
Then [c1, c2ζ
a2
0 , c3ζ
a3
0 ]
T must be a right null vector of Am modulo p and
Am

 c1c2ζa20
c3ζ
a3
0

 = 0 mod pr. For each i ≥ 3, ordp f (i−1)(ζ0) ≥ r if and only if
ordp(c3 ·a3(a3−a2)Ci) ≥ r, where Cm is such that [0, 0, a3(a3−a2)Cm]T lies in the
row space of Am. (It is easily checked that C3 = 1.) So min2≤i≤m ordp(f
(i)(ζ0)) =
ordp f
′′(ζ0), and for i, p ≥ 3 we have ordp f
′′(ζ0)
2 +2 ≤ ordp f
(i)(ζ0)
i! + i, with equality
holding only when p = 3. Therefore, s0 := s(f, ζ0) ={
min{ordp f ′(ζ0) + 1, ordp f
′′(ζ0)
2 + 2, ordp
f(3)(ζ0)
3! + 3} if p = 3
min{ordp f(ζ0), ordp f ′(ζ0) + 1, ordp f
′′(ζ0)
2 + 2} if p 6= 3
This says that s0, and thus f˜1,ζ0 , is simply determined by the coefficients of the first
three or four terms of the Taylor series expansion of f(ζ0+ px) about 0. Moreover,
f˜1,ζ0(x) has degree ≤2 and at most one degenerate root ζ1 (of multiplicity 2) when
p ≥ 5, or degree ≤ 3 and at most one degenerate root ζ1 (of multiplicity 3) when
p = 3. So by Lemma 2.11, s1 := s(f1,ζ0 , ζ1) is bounded from above by 2 or 3
respectively. So, inductively, any nodal polynomial f˜i,ζ of Tp(f1,ζ0) has degree ≤2
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when p 6= 3, and ≤3 when p = 3. Moreover, f˜1,ζ0 can have at most one degenerate
root. So Tp,k(f1,ζ0) is a path and we are done. 
Generalizing our automorphism trick from Algorithm 2.16 for lowering the degree
of a binomial, we can efficiently do the same for trinomials if we apply a fast
algorithm for the Shortest Vector Problem in a lattice (see, e.g., [11]). A very
special case of this approach is the following:
Lemma 5.5. [6, Special Case of Lemma 1.9] Given any prime p, and a2, a3 ∈N
with 0 < a2 < a3 < p− 1 and γ :=gcd(a2, a3, p− 1), one can find within log1+o(1) p
bit operations, an integer e such that for all i ∈ {1, . . . , t}, eai ≡ mi mod p− 1 and
|mi| ≤ γ
√
2(p− 1). 
It is then simple to prove that computing the nodal polynomials of Tp,k(f) can
be done efficiently for trinomial f .
Lemma 5.6. Following the preceding notation, suppose p is an odd prime, ζ0 is a
nonzero degenerate root of f˜ mod p, and Tp,k(f1,ζ0) has depth greater than 1. Then
for each j ≥ 1, given f1,ζ0 , we can compute any other nodal polynomial of Tp(f1,ζ0)
in time (log p)1+o(1).
Proof: Suppose Tp,k(f1,ζ0) has depth δ ≥ 2, and suppose for each integer j ∈
{1, . . . , δ−1} that ζj is the unique degenerate root of the (j−1)-th nodal polynomial
f˜j,σj−1 of Tp,k(f1,ζ0), where σ0 := ζ0 and σj :=
∑
1≤i≤j ζip
i−1. For each j let
sj := s(fj,σj−1 , ζj). Then sj ≤ 3 and in fact sj ≥ 2 as otherwise, by Lemma 2.11,
the node corresponding to fj−1,σj−2 would have no child and then fj,σj−1 wouldn’t
be a nodal polynomial.
Let ℓ ≥ 1, suppose Tp,k(f) has depth > ℓ, and suppose for each j ∈ {0, . . . , ℓ}
we have that ζj is the unique degenerate root of the jth nodal polynomial f˜j,ζj−1 .
Then s(fj,ζj−1 , ζj) ≤ 2, and in fact s(fj,ζj−1 , ζj)=2 as otherwise, by the definition
of the fi,ζ , the tree Tp,k(f1,ζ0) would terminate at depth j < δ. So fj+1,σj (x) =
1
psj
fj,σj−1(ζj+px) =
1
p
∑j
ı=1
sj
f1,ζ0(σj+p
jx) and f˜j+1,σj (x) is a quadratic polynomial,
and thus we can determine if a degenerate root ζj+1 exists by simply computing
the discriminant. Via Horner’s method and finite ring arithmetic, this takes time
no worse than (log p)1+o(1) (see [3]).
Suppose such a ζj+1 exists. Then
fj+1,σj (ζj+1 + px) =
1
p
∑j
ı=1 sj
f1,ζ0(σj+1 + p
j+1x)
=
1
p
∑j+1
ı=1 sj
[
f1,ζ0(σj+1) + p
j+1f ′1,ζ0(σj+1) + p
2j+2
f ′′1,ζ0(σj+1)
2
x2
+p3j+3
f
(3)
1,ζ0
(σj+1)
3!
x3 + higher powers of p
]
.
As
∑j+1
i=1 sj ≤ 3(j + 1), and sj+1 ≤ 3, to determine f˜j+2,σj+1 , it really suffices to
compute the coefficients of the first four terms. Thus for j > 1, the computation
at the j-th recursion step take time no worse than (log p)1+o(1). 
We are now ready to outline the algorithm that proves theorem 1.1.
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Algorithm 5.7. (Solving Trinomial Equations Over Qp)
Input. An odd prime p and c1, c2, c3, a2, a3∈Z \ {0} with |ci|≤H for all i and
1≤a2<a3=:d.
Output. A true declaration that f(x1) :=c1+ c2x
a2 + c3x
a3 has no roots in Qp, or
z1, . . . , zm∈Q with logarithmic height O
(
p log8(dH)
)
such that m is the number of
roots of f in Qp, zj is an approximate root of f with associated true root ζj ∈Qp
for all j, and the ζj are pair-wise distinct.
Description.
1: If ordp c1 6= ordp c2 mod a2 and ordp c2 6= ordp c3 mod a3 − a2 then say ‘‘No
roots in Qp!’’ and STOP.
2: Rescale and invert roots if necessary, so that we may assume p ∤ c1c2 and
ordp c3≥0.
3: Compute all the nodal polynomials for Tp,k(f) for k = 2D
′ + 1 where D′ is at
least as large as the parameter D in Lemma 5.2.
4: Use Hensel Lifting to find the first 2D′+1 base-p digits of all the non-degenerate
roots of f in Zp of valuation 0.
5: Via Algorithm 2.16 find the first O(log(dH)) base-p digits of all the degenerate
roots of f .
6: If p|c3 then rescale and invert roots to compute approximants for the remaining
roots of f in Qp by computing roots of valuation 0 for a rescaled version of f
with coefficients in reverse order.
Proof of Theorem 1.1: We have described Algorithm 5.7 at a higher level of
abstraction than Algorithm 2.16, so that we may more easily isolate the key ingre-
dients of the proof.
In particular, the height bound for our approximate roots from Assertion (1)
follows directly from Lemma 5.2, which is used in Step 3.
Assertion (2) follows easily from Theorem 5.1: Since Steps 3 and 4 (which use
Hensel’s Lemma) will imply a decay rate of O
((
1
p
)2D+2i)
for the p-adic distance of
the ith Newton iterate to a true root, we merely observe that this is no worse than
a decay rate of O
((
1
p1/(2D+1)
)2i)
. So Assertion (2) holds with µ=p1/O(p log
8(dH)).
As for Assertion (3) on correctly counting the roots of f in Qp, this follows
immediately from Steps 3–5.
So all that remains is to prove correctness (including elaborating Step 5) and to
do a sufficiently good complexity analysis.
Correctness: Thanks to Theorem 2.2, Step 1 merely guarantees that f has roots
of integral valuation, which is a necessary condition for their to be roots in Qp.
Step 2 merely involves simple substitutions that only negligibly affect the heights
of the coefficients, similar to the binomial case.
Steps 3 and 4 correctly count the number of non-degenerate roots of f in Zp of
valuation 0, thanks to Lemma 2.12.
Step 5 can be elaborated as follows: First note that 0 can not be a degenerate
root since f(0) 6=0. Next, rearranging the equations f(ζ)=f ′(ζ)=0, it is easy to see
that ζ∈Q∗p is a degenerate root of f if and only if [c1, c2ζa2 , c3ζa3 ]T is a right null-
vector for the matrix B :=
[
1 1 1
0 a2 a3
]
. Since the right null-space of B is generated
by [a3 − a2,−a3, a2]T , we see that such a ζ is defined by two binomial equations:
(a3−a2)c2ζa2=−c1a3 and −a3c3ζa3−a2=c2a2. Via an application of the Extended
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Euclidean Algorithm, we can find R,S ∈ Z with Ra2 + S(a3 − a2) = gcd(a2, a3)
and the logarithmic heights of R and S of order O(log d). So by multiplying and
dividing suitable powers of our binomial equations, we get that ζ must satisfy the
single equation ((a3 − a2)c2)R(−a3c3)Sζgcd(a2,a3) = (−c1a3)R(c2a2)S . The latter
equation can be solved easily, within our overall time bound, via Algorithm 2.16.
Note in particular that while the coefficient heights look much larger, any root ζ
ultimately satisifies the original pair of binomials, thus implying ζ must have low
logarithmic height.
Step 6 merely takes care of the remaining roots, at negligible affect to the coef-
ficient heights.
Note that we do need to renormalize the roots in the end, due to the various
rescalings, but this adds a neglible summand of O(logH) to the logarithmic heights
of the roots. So we are done. 
Complexity Analysis: The only part of the algorithm going beyond basic arith-
metic operations modulo p or pℓ is Steps 3–4. In particular, Theorem 5.1 tells us
that we can takeD′=O
(
p log8(dH)
)
, and Lemma 5.6 tells us that the complexity of
Steps 3–4 is no worse than O
(
p2 log2(p) log9(dH)
)
, assuming we employ brute-force
search to find the roots in Fp of the mod p reductions of the nodal polynomials. So
the final overall complexity of our algorithm is O
(
p2 log2(p) log9(dH)
)
. 
Remark 5.8. We can apply degree reduction to lower the exponent of p slightly in
our complexity estimate. Also, if we apply randomness, we can lower the exponent
a bit more. Of course, the main source of the size of our complexity bound is our
use of Yu’s Theorem. With a slightly more careful application, we could possibly
reduce the exponents of 9 and 8 to 5. ⋄
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