Abstract-We consider connection-level models of resource allocation in the Internet, where files arrive into the network according to a Poisson process and the size of each file is exponentially distributed. The link capacities in the network are assumed to be shared among the files in the network using a proportionally-fair resource allocation scheme. In this paper, we are interested in the impact of this resource allocation on the filetransfer delay experienced by the users of the network. Towards this end, we derive a simple upper bound on the expected number of files in the network using Lyapunov techniques.
I. INTRODUCTION
Resource allocation algorithms for the Internet are designed to ensure fairness of allocation among the many users who are present in the network at any one instant of time. Such algorithms are often designed under the assumption that the number of users is fixed. We will refer to such a model as a static model. The study of distributed algorithms for static models was initiated in [6] and has been studied by a number of authors (see [10] for references). In reality, the users in the network arrive, bringing in a certain amount of work in the form of a file to be transferred, and depart when the work is completed, i.e., when the file has been transferred. The stability of the network when there are file arrivals and departures has been studied in a number of papers [9] , [3] , [1] , [8] . Such models are often called connection-level models. In this paper, our goal is to go one step beyond stability, and study the impact of resource-allocation on the connection-level performance of the network under a connection-level model.
Specifically, we consider the proportionally-fair resource allocation policy introduced in [5] . The proportionally-fair resource allocation policy, which can be implemented in a distributed fashion using congestion control algorithm, has been widely-studied. It has been shown that the proportionallyfair scheme can (1) provide fair resource allocation at each time instant; (2) support the maximum connection-level throughput. While this proportionally-fair policy guarantees short-term fairness, it does not maximize the departure rate at each time instant (an example will be presented in Section II). Thus, the connection-level delay performance may not be optimized under this proportionally-fair policy. Using the Foster-Lyapunov criterion, we derive an upper-bound on the expected number of files in the network under the proportionally-fair policy, and the upper bound increases linearly with the number of flows in the network. This result complements the work of Kang et al [4] who have obtained a conjecture on the distribution on the number of files in the network in a heavy-traffic regime using Brownian motion models. Our upper bound matches the result in [4] in certain symmetric networks. It should be noted that the result in [4] is a generalization of earlier results on product-form solutions obtained by [9] and [2] .
We would like to mention that the delay performance of proportional fairness has been compared to the performance of delay-optimal policies in a linear network in [12] , [13] and in a symmetric star network in [14] .
II. MODEL AND RESULTS
In this paper, we consider a network with L links and R routes. Each file transfer in the network will be associate with a route. Thus, there are R file classes in the network. We assume that files of each route arrive according to independent Poisson processes with rate λ r files/sec, the file sizes are independent and exponentially distributed, with mean file size 1/µ r bits, and the capacity of each link is c l bit/sec. Besides, we let n r (t) denote the number of files using route r in the network at time t, and x r (t) denote the rate allocated to serve files using r at time t. Additionally, we assume that the files using the same route equally share the allocated rate, i.e., at time t, a file on route r will be served at rate x r (t)/n r (t) if n r (t) > 0. We further define a routing matrix A such that A lr = 1 if route r uses link l, so so a feasible rate allocation x has to lie in the set F defined as
The evolution of n(t) = (n 1 (t), . . . , n R (t)) can be described by a continuous-Markov chain. Furthermore, using uniformization [7] , we can construct a discrete-time Markov chain n[t] by sampling the network at certain random times as we will describe now [10] , [11] . Let ν denote the maximum rate at which events occur in this network, where
We sample the system according to a Poisson process of this rate. Specifically, after each sample which we call an event, the next event is an arrival of a file using route r with probability λ r /ν, a departure of a file using route r with probability x r µ r /ν, or the system state is left unchanged with the remaining probability. These events are called arrivals, departures and fictitious departures, respectively. From now on, without loss of generality we assume ν = 1.
For the discrete-time system obtained through uniformization, let n r [t] denote the number of files of type r during the time from the t th event to t + 1 th event, named as time slot t. We further let x r [t] denote the rate allocated to serve files at route r at time slot t. It is obvious that the network dynamics at the connection level depends on the resource allocation algorithm that decides x[t] at each time slot t. One particular resource allocation scheme that has been widely studied is the proportionallyfair resource allocation algorithm, which is defined as follows:
Proportionally-Fair (PF)
(1)
The following result has been proved in [1] , [10] , [11] .
The network is stochastically stable under the proportionally-fair algorithm if r:l∈r λ r µ r < c l .
From Lemma 1, we can see that the proportionallyfair resource allocation algorithm supports the maximum connection-level throughput. However, the links could be occasionally under-utilized under the proportionally-fair resource allocation algorithm.
Consider a line network as in Figure 1 , where we assume λ r = λ, µ r = µ and c l = 1. Given n 1 [t] = n 2 [t] = n 3 [t] = 0, the proportionally-fair resource allocation yields The example above motivates us to study the delayperformance of the proportionally-fair resource allocation. We use the approach in [10] , [11] to study the following objective
For brevity, we will call this objective "the average number of files in the network" in the rest of the paper. Note that n[0] is the initial condition. Since the proportionally-fair controller is stable-in-the-mean [10] , [11] , it follows that the above objective is also equal to
under proportional fairness. Next we give an upper bound on the expected number of files in the network under the proportionally-fair algorithm.
Theorem 2: Define ρ r = λ r /µ r . We assume there exists ǫ > 0 such that (1 + ǫ)ρ ∈ F. Then under the proportionallyfair algorithm, we have
where the superscript P F indicates the proportionally-fair algorithm, and we recall R is the number of routes in the network.
Proof: Since we only consider the proportionally-fair algorithm in this proof, the superscript is ignored without causing any confusion. Define the Lyapunov function
First, we note that
which implies that
It has been proved in [10] that n[t] is positive-recurrent under the proportionally-fair algorithm given ρ < 1. Thus, we have
where the second equality is simply a statement that the total departure rate is equal to the total arrival rate due to stability. Letting t in equality (3) goes to infinity, we can conclude that
Recall that the resource allocation under the proportionalfairness is a solution to the following optimization problem:
Since f (x) is concave and F is a convex set, we have
is the optimal solution given n[t], which implies that
Since {(1 + ǫ)λ r /µ r } ∈ F, from inequality (5), we can get that
Combining equation (4) and inequality (6), we finally conclude that
From Theorem 2, we can see that under the proportionallyfair resource allocation, the expected number of files linearly increases with the number of routes in the network. This result complements the work of Kang et al [4] who have conjectured the distribution on the number of files in the network in a heavy-traffic regime using Brownian motion models. Assuming there is a single-hop flow on each link (local traffic assumption), it has been shown that
where the subscript l indicates a link, r and j indicate routes, and, for simplicity, we use n r [∞] to denote the steadystate value. Next, we examine the impact of the local traffic assumption on the accuracy of (7). Now given a network with an arbitrary topology and arbitrary flows, we can use the result in Theorem 2 or equality (7) to estimate the steady-state mean number of files. In networks with a few long routes, our bound could be tighter than (7). For example, consider a line network with L links and a single flow as in Figure 2 , where we assume that c l = 1 for all l and λ/µ (1 + ǫ) = 1. Our upper bound indicates
which is tight. However, letting the local traffic load go to zero on each link in (7) yields
Fig. 2. A Line Network with L Links
Now we consider a star-network with L links as in Figure  3 , where every pair of links forms a route. We assume that c l = 1 for all l and ρ r (1 + ǫ) = λ r /µ r (1
2ǫ .
The result in [4] indicates that
which is tighter than our upper bound. Despite the above limitations, the expressions obtained in Theorem 2 and in [4] can be used to study the delay performance of proportionally-fair resource allocation. In [13] , optimal policies for a line network with two links were proposed. The delay-performance of the optimal policies and the proportionally-fair policy were compared using simulations, and it was shown that the gap is less than 20%. We also considered a symmetric star-network with three links and three flows in [14] , where we identified the delay-optimal policy. Using the upper bound in Theorem 2, we showed that the expected number of files under the proportionally-fair policy is at most a factor of 1.5 more than the one under the optimal policy.
III. CONCLUSION
In this paper, we studied the long-term delay-performance of the proportionally-fair resource allocation. We obtained an upper bound on the expected number of files in the network, which linearly increases with the number of routes in the network. This upper bound is not tight in general, but complements the result in [4] .
