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I. INTRODUCTION
. Double-circulant codes have been discussed extensively in the literature [3] [7] [8] [9] [11, Ch. 16, §7] [13] and a subclass of double-circulant codes approaches the Gilbert-Varshamov bound [10] . Also, the circulant structure of their generator matrices and their parity-check matrices 1 H = [− A′ I ] suggests fast techniques for encoding and syndrome evaluation of such codes. However, the best lower bound on the minimum distance of known families of double-circulant codes is √ ⎯ ⎯ 2r + O(1 ) [6] . Furthermore, no easy decoding algorithm has been suggested for such code families.
In Section III we investigate several classes of double-circulant codes. As the Fourier transform has proved to be a useful tool in analyzing cyclic codes, especially the BCH codes [4, , it is therefore natural to try to apply this tool to double-circulant codes. We employ the Fourier transform to construct and examine some families of double-circulant codes and prove a lower bound of 2 √ ⎯ r on their minimum distance. We also present an easy decoding algorithm for these codes, based on the Berlekamp-Massey decoding algorithm for BCH codes [2, §7.4][4, Ch.
9] [12] . A special case of the given construction is a family of majority-logic decodable codes, resembling the Reed-Muller codes of rate one half [11, Ch. 13] .
Next, we show that in many cases, we can transform the parity-check matrix of Reed-
Solomon (RS) codes into H = [( A t−1 )′ ( A t−2 )′ ... A′ I ]
, forming a concatenation of several circulant matrices. This leads to a new decoding algorithm for such codes, based on Blahut's time domain decoder [5] .
For a RS code of length n and redundancy r, letŝ denote the r-dimensional Fourier transform of the syndrome s obtained using the parity-check matrix H. We say thatŝ is the syndrome in the frequency domain while s is the time domain syndrome. Time domain decoding of RS codes has been discussed widely by Blahut in [5] . The time domain algorithm used by Blahut is the conventional Berlekamp-Massey decoding algorithm for RS codes after undergoing an inverse n-dimensional Fourier transform, thus avoiding the need to evaluate the syndrome. Still, the time-complexity of Blahut's algorithm in a pipeline scheme remains proportional to r ⋅ n (or n 2 in a simpler version of the algorithm), while the required memory is proportional to n.
The algorithm presented in Section IV makes use of the fact that H is a systematic paritycheck matrix and, therefore, the r-dimensional time-domain syndrome can be calculated using the encoding circuit, thus avoiding the need for extra hardware. In this way we obtain a timedomain decoder whose time complexity is proportional to the encoding time plus r 2 in a pipeline configuration (see illustrations in [5] ). Decoding time can be reduced at the expense of employing r replicas of multipliers and r-th order unit-root generators, whereby the encoding (and syndrome calculation) becomes the time complexity bottleneck. As encoding is carried out by a shift-register, its complexity is n, similar to that of any cyclic code. Since in our algorithm the Berlekamp-Massey decoding procedure undergoes an r-dimensional Fourier transform, the memory required is proportional to r.
Although we describe the proposed decoding algorithm as a sequential procedure, its advantages are manifest in hardware implementations (e.g. VLSI design). Our building blocks are Blahut's decoders, reduced in size. The reduction in size is compensated for by interpolation which, again, is performed using the encoding circuit only. Thus, all decoding tasks of the proposed algorithm need no hardware other than the encoding circuit and a reduced Blahut's decoder. Let F = GF(q) and let r be an integer relatively prime to q. Denote by h the multiplicative order of q in the ring modulo r and let β be an element of order r in Φ = GF(q h ). The r-dimen-
II. CIRCULANT MATRICES AND THE FOURIER TRANSFORM

Consider a circulant matrix
The inverse of T is given by
, j≤r−1 and, for every u ∈ Φ r ,û T −1 is the inverse Fourier transform ofû.
Denote by a * b the term-by-term product of two vectors a, b ∈ Φ r , that is, the i-th compo- 
Denoting by D(â) the diagonal matrix with the elements ofâ on its main diagonal, we obtain
In the sequel, we shall also deal with the special case when F = Φ and
for some δ ∈ F − {0} such that δ r ≠ 1. In this case the defining polynomial of A is given by
and, similarly, those of
Let α ∈ F be of order n = r ⋅ t, let β = α t , and let δ = α b with (b, t) = 1. In this case δ rm ≠ 1 for all 1 ≤ m ≤ t − 1. A standard parity-check matrix of an [n, n − r] RS code over F is given by
For any integer l, 0 ≤ l ≤ n − 1, let m and j be the (unique) integers such that
Applying π to the code coordinates, we obtain an equivalent code C whose parity-check matrix is of the formĤ
As any nonsingular linear operation on the rows ofĤ results in a parity-check matrix for C, we can obtain another such matrix
where all the components A m = T ⋅ V m ⋅ T −1 of H are circulant matrices whose defining polynomials are given in (2) . A similar result was obtained by Solomon and van Tilborg in [13] . Decoding of such a code is discussed in Section IV.
III. FOURIER ANALYSIS AND SYNTHESIS OF DOUBLE-CIRCULANT CODES
where A is an r × r circulant matrix over F. Each codeword of C has the form
is the number of distinct r-th roots of unity in Φ which are zeros ofû. Since the number of zero-components in u ∈ F r equals to ρ r (û), it follows that the minimum distance d of C is given by
where a is the defining polynomial of A.
defined by a such thatâ ∈ F r . Such codes will be called base-field-transform (or, in short, Ftransform) codes. Since a is a vector over F, the entries ofâ must obey the so-called Mattson-
, and, therefore, the values â i must be constant along indices i belonging to the same cyclotomic coset modulo r.
Theorem 1. Let C be an F-transform code over F = GF(q) withâ being the Fourier transform of the defining polynomial of C. For any ε ∈ F − {0}, let s be the longest cyclic run of ε in a, and let t be the longest cyclic run of elements of F − {ε } inâ. Then the minimum distance d
of C satisfies
Proof. Letâ be of the form
where
Denote by ρ r (û,v) the number of distinct r-th roots of unity in Φ which are zeros of bothû(x) and v(x). Clearly,
which, together with (8) yields
On the other hand, if εû =û *â ≠ 0,û must have zeros in the t positions occupied inâ by the ω i and, consequently,
By (6), (9) and (10) it follows that d ≥ min {s + 1, 2t + 2}.
By Theorem 1, we can obtain F-transform codes with high lower bounds on their minimum distance by assigning values of F to the cyclotomic cosets modulo r so that the runs of ε and non-ε values will be as large as possible with the appropriate ratio of 2:1 between s and t, as reflected in (7).
Theorem 1 resembles the well-known BCH bound. As a matter of fact, the decoding procedure for F-transform codes up to the designed distance, giv en by the right-hand side of (7), is as easy as that for BCH codes. Assume s is even, so that the designed distance is at least 2τ + 1, dinates in which the nonzero entries of ε e 1 and e 0 are identical. We hav e,
Having foundẽ, we know the set Y and the vector εû − (û *â ), by which we obtain t consecutive values ofû and, hence, ofê 1 
Here, w(j) ≤ h/2 and so the largest index j max for whichâ j max = 1 is giv en by 
where A corresponds to the F-transform code C of Example 1 and 1 is the all-one r-vector. Note 
We turn now to the more general case whereâ is not necessarily in F r . In the special case of q = 2, the lower bound of Theorem 2 can be improved to d ≥ s + 2 if s is even and â 0 = 1, as the latter implies an even minimum distance for C.
Theorem 2. Let C be an
Like the case of F-transform codes, the above proof suggests a decoding procedure up to the designed distance s + 1. Note that a run of s ε 's inâ implies the existence of a sequencê
for some m and, so, given a received word [y 1 y 0 ], y 1 = u + e 1 and y 0 = u A + e 0 , we can apply the BCH decoding algorithm to both ε y 1 − y 0 and ω y 1 − y 0 to obtain ε e 1 − e 0 and ω e 1 − e 0 , and then solve for e 1 .
Exploiting the condition of Theorem 2, we try to obtain anâ with long runs of elements of Φ − F by limiting the number of distinct elements of this kind (say, only two of them) inâ. Let F = GF(q) and assume that the multiplicative order h of q modulo r is even. With each cyclotomic coset
of even size we associate two quadratic cosets
each of half the size of Ω i . Ω Let K = GF(q 2 ), let ε ∈ K − F, and let ω = ε q . A quadratic assignment f : { 0, 1, ... , r − 1 } → { ∅, ε, ω } of the ring modulo r over GF(q) is an assignment of the two elements ε and ω to the quadratic cosets such that conjugate quadratic cosets have distinct assignments. Elements which do not belong to any quadratic coset (i.e., elements from cyclotomic cosets of odd size) are assigned the "don't care" mark ∅ (e.g., f (0) = ∅).
An example of a quadratic assignment of the ring modulo 17 over GF (2 ) [11, p. 507] . It can be verified that the resulting code is, indeed, a K -transform code. The lower bound of Theorem 2 is equal to one plus the maximal number of consecutive quadratic residues (or non-residues) modulo p, which is quite a poor bound as this number is conjectured to be O(log 2 p) [1] . On the other hand, Calderbank [6] has proved a square-root bound of √ ⎯ ⎯ codes having a parity-check matrix of this form [14] . In the next section we discuss such a family of MDS codes.
IV. SYSTEMATIC DECODING OF REED-SOLOMON CODES
A. ENCODING AND SYNDROME EVALUATION
We describe now the decoding process of [n, n − r] RS codes over F = GF(q) with parity check matrices of the form (5). We assume first that n q − 1 and that n = r ⋅ t, and we shall show later on how the proposed algorithm may be applied while allowing relaxation of these requirements.
Let y ∈ F n be a received word. Partitioning y into steps of an r-tap shift-register. Note that the time required for serial multiplication is of the same order of magnitude (at least t ⋅ r ⋅ log r = n ⋅ log r operations) as that for the frequency-domain syndrome evaluation using the Fast Fourier Transform. Thus, the benefit of the proposed decoding procedure lies in the hardware scheme rather than in the sequential mode.
A systematic generator matrix of C is given by
Given an input information word
where each u i is a block of length r, the corresponding codeword takes the form
where the check symbols are given by
Since the code is represented in a systematic form, the check symbols can be evaluated by the same scheme as the syndrome, where y is replaced by the input [−u 0 ] (of length n = r ⋅ t).
B. ERROR LOCATIONS AND VALUES
We turn now to the error locator polynomial Λ(x). Using the notation defined in (4), let y m, j denote the < m, j >-th entry in y,
Recall that α is an element of order n, β = α t is an element of order r, and δ = α b with (b, t) = 1.
Regarding the coefficients of Λ(x) as an r-vector Λ over F (with r − τ − 1 trailing zeros), we denote by λ 0 its r-dimensional inverse Fourier transform, i.e.,
Following [5] , we transform the Berlekamp-Massey decoding algorithm using an r-dimensional transform into the time domain, resulting in the procedure ELP below. In this procedure we make use of an auxiliary r-vector b, which is the inverse Fourier transform of the polynomial B(x), denoting the error locator polynomial prior to the last update of the recursion length L [12] . 
for j ← 0 to r − 1 do begin { error evaluator polynomial will be inserted here }
It is easy to see that λ 0, j = 0 if and only if the j-th entry in y 0 , 0 ≤ j ≤ r − 1, is erroneous.
These coordinates correspond to the check symbols of the received word (m = 0). In order to obtain the other error locations, we find the n-dimensional inverse Fourier transform of Λ (now appended with n − r zero coordinates) by interpolation: we use λ 0 to find the values of Λ(x) at
Then, up to a permutation π of coordinates (as given in (4)) and a scaling factor n/r, Let S be the r × r circulant (permutation) matrix defined by S 0,1 = 1 and S 0, j = 0 for all j ≠ 1. It is easy to verify that for v ∈ F r , vS is a right cyclic shift of v and that A t = S b . We also have,
Thus, by shifting the contents of λ 0 cyclically, we can obtain the initial vector λ t Δ = λ 0 S −b , from which we compute λ m iteratively using the formula
and reusing the same memory of size r. Note that the λ m can be evaluated by the syndrome circuit, now used to perform t − 1 multiplications by A. Furthermore, if (r, t) = 1, we can choose b = r, in which case λ t = λ 0 .
The standard computation of the n-dimensional error vector e employs the error evaluator polynomial which, using the notation of (11), is defined by
Fourier transforms of Γ and M, i.e., the n-dimensional interpolations of γ 0 and μ 0 , respectively.
The error values e m, j are then given by
It remains to evaluate both γ and μ. Following the example of λ, we first calculate γ 0 and μ 0 and then interpolate as in (12) . Like in [5] , we introduce two auxiliary r-vectors σ and η, the latter standing for the r-dimensional inverse Fourier transform of x ⋅ B′(x). We incorporate the evaluation of γ 0 and μ 0 into ELP by adding the statements
in the indicated position, with the initial conditions γ 0 ← 1 and μ 0 , η, σ ← 0. The resulting augmented procedure is called ELP * .
Since encoding, syndrome calculation, and computation of the error locator polynomial are executed at different times, the same pieces of hardware can be used in all these procedures. We shall refer to this unit as the Encoding-Syndrome-Interpolation Circuit (in short, ESIC), consisting of an r-tap cyclic convolution (in particular, ESIC realizes SYNDROME). Also, μ m and γ m can be multiplexed with λ m after each block of r symbols.
To summarize, the encoding-decoding hardware consists of the following registers of length The foregoing discussion remains practically unchanged when we relax our requirements for β and δ so that β is any element of order r in F, n = r ⋅ t ≤ q − 1, and δ ∈ F − {0} is such that δ rm ≠ 1 for all 1 ≤ m ≤ t − 1 (say, δ is a primitive element of F). This generalization affects the decoding procedure only in that A t is no longer necessarily the shift operator and, therefore, 
C. APPLICATION TO DOUBLE-CIRCULANT REED-SOLOMON CODES
Considerable simplification of the proposed decoding scheme can be achieved in the special case where C is a double-circulant code, that is, n = 2r and H = [ A′ I ]. In this case, with only the information symbols needing correction, it is more convenient to assume generator matrices of the form
(with the information word u occupying the last r coordinates) since now the interpolation step becomes unnecessary.
This special case can also be approached in a different manner, starting with a "weighted av erage" estimation of the information word, followed by a succession of estimations of the error pattern, and terminating with the correct transmitted information symbols. In such a scheme we shall need just the registers c 0 /s, λ 0 , and b. This approach is based on the first scheme presented in [5] . 
D. CONCLUDING REMARKS
The encoding-decoding procedure presented here can be summarized as follows:
Encoding: * Evaluate the check symbols for the given information word using ESIC.
Decoding:
* Evaluate the time-domain syndrome using ESIC.
*
Find the error locator polynomial and the error evaluator polynomial using ELP.
Note:
(i) The decoding methods described here can be generalized to include erasures as well.
(ii) Given a field F and a code length n, the dependency of the logical circuit on r boils down to the choice of β and δ which, by (1), can be used to calculate the coefficients a j .
(iii) If the redundancy r of the desired code does not divide n, a shortened version of the code C can be used: add a zero prefix to the information symbols (without transmitting it), thus resulting in a (generalized) Reed-Solomon code of lower rate and lengthñ ≥ n. Thus, any
[n, n − r] (generalized) RS code with r (q − 1,ñ) where n ≤ñ ≤ q − 1 can be decoded by the suggested scheme.
