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Abstract
Computation of the ionization energies and of the respective Dyson’s orbitals based
on the use of the extended Koopmans’ theorem (EKT) is implemented in connec-
tion with an ensemble density functional theory (eDFT) method, the state-interaction
state-averaged spin-restricted ensemble-referenced Kohn-Sham (SI-SA-REKS or SSR)
method. The new methodology enables fast computation of the ionization energies
and evaluation of the respective Dyson’s orbitals, the square norms of which are re-
lated with the ionization probabilities, in the ground and excited electronic states of
molecules. As the application of EKT recycles the intermediate quantities from the
SSR analytical energy gradient, evaluation of the ionization energies and probabilities
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can be carried out on-the-fly during the non-adiabatic molecular dynamics simula-
tions. This opens up a perspective for fast theoretical simulation of the time-resolved
photoelectron spectroscopy observations. In the present work, the new methodology
is tested in the computation of the ionization energies and Dyson’s orbitals of several
molecules in the ground and excited electronic states, including strongly correlated
species, such as the ozone molecule, dissociating chemical bonds, and conical inter-
sections.
1 Introduction
Time-resolved photoelectron spectroscopy (TRPES) is a powerful pump-probe technique
capable of delivering valuable information on the nature of the electronic states along
the whole reaction coordinate of a photochemical process. Initially developed to mon-
itor electronic dynamics on surfaces of semiconductors,1 TRPES has rapidly become a
popular method of investigation of the excited state dynamics in molecules.2 In TRPES,
a molecule is brought to an excited electronic state by the pump pulse and is subse-
quently probed by a series of short probe pulses, which cause one-electron ionization of
the molecule.2 Hence, knowledge of the molecular ionization energies and the respective
ionization probabilities covering all possible ionization channels, including the ground
and excited electronic states, is required to model TRPES observations theoretically.3
The exact description of ionization by a high-frequency electromagnetic radiation is
provided by the time-dependent Schro¨dinger equation. As solution of this equation is
not accessible for most practical applications, a number of approximations have been
used in the past. Perhaps, the most useful approximation to computing the ionization
energies is provided by the Koopmans’ theorem,4 where the orbital relaxation effects in
2
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the ionized molecule and the electron correlation in the neutral and the ionized molecules
are neglected. A better account of these effects is achieved in the ∆SCF approach,5 where
the ionization energy is computed as a difference between the total energies of the ion-
ized and the neutral molecules. Electron propagator methods6–8 enable direct calculation
of the ionization energies and allow for certain account of electron correlation effects.
A more complete account of the electron correlation effects for the ionization energies is
achieved in the GW approximation to the Green’s function formalism,9,10 which is becom-
ing a standard tool for obtaining quasi-particle energies in the solid state theory.11 These
methodologies are most commonly used to obtain ionization energies of the ground elec-
tronic states of many-electron systems.
The probability of ionization is closely related to the concept of Dyson’s orbital, which
is defined as an overlap between the wavefunctions of the neutral molecule and of the
ion.12,13 In the case when an electron is ejected into an unstructured continuum of states,
the probability of ionization is proportional to the square norm of the respective Dyson’s
orbital.3 Currently, Dyson’s orbitals and the corresponding ionization energies of molecules
in the ground and excited electronic states can be calculated with a variety of approaches.14–16
However, none of the approaches can be used on-the-fly during the non-adiabatic molec-
ular dynamics (NAMD) simulations. Typically, the Dyson’s orbitals are computed retro-
spectively, using snapshots from a previous NAMD simulation.16 This requires an addi-
tional computational work and, besides that, the computation of the Dyson’s orbitals and
of the respective ionization energies are carried out at different levels of approximation.16
In this work, a simple method of computing the ionization energies and Dyson’s or-
bitals for the ground and excited electronic states, which can be used during the NAMD
simulations, will be presented and tested in a series of molecular calculations. The new
3
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method is nascent in the spin-restricted ensemble-referenced Kohn-Sham (REKS) method
and its state-interaction state-averaged (SI-SA-REKS, or SSR) extension, see Refs. 17 and
18 and references cited therein. The REKS methodology is based on eDFT for ground19,20
and excited21 electronic states and is capable of describing the multi-reference effects aris-
ing from near degeneracy of several electronic configurations in the ground and excited
(in the SSR variant) states of molecules. The SSR method has the ability to correctly de-
scribe the real crossings between the electronic states of the same symmetry, the so-called
conical intersections,22 including intersections between the ground and excited electronic
states.18,23–25 Combined with its low computational cost this renders the SSR method suit-
able for performing the NAMD simulations; a number of successful applications can be
found in recent literature.26–32
In the SSR method, the Gross-Oliveira-Kohn (GOK) variational principle21 for ensem-
bles of the ground and excited electronic states is used in connection with the charge
neutral (i.e., the number particle conserving) excitations. Alternatively, an eDFT method-
ology can be formulated in connection with charged excitations (ionization and/or elec-
tron addition), as implemented, e.g., in the N-centered eDFT approach of Senjean and
Fromager.33,34 In the latter methodology,34 the ionization energies can be obtained by
differentiating the total ensemble energy with respect to the ensemble weighting factors.
As N-centered eDFT also applies to open systems,34 this procedure is related with a more
traditional formulation of the ionization energies through differentiation with respect to
the total number of particles.20,35 In the SSR method, the total number of particles is the
same in each of the ensemble components and differentiation with respect to the ensemble
weights yields the electronic excitation energies, rather than the ionization energies. Dif-
ferentiation with respect to the total number of particles is not defined in the SSR method
4
Page 4 of 52
ACS Paragon Plus Environment
Journal of Chemical Theory and Computation
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
either and, for obtaining the ionization energies, one needs to follow a different route
than, e.g., in the N-centered eDFT methodology.
In the present work, to calculate the ionization energies of the individual states in the
SSR method, we propose to use the extended Koopmans’ theorem (EKT).36 EKT enables
the exact computation of the ionization energies of a many-particle system37,38 through
the eigenvalues of the Lagrangian expressed in terms of the natural orbitals.36,39 As the
relaxed density matrix and the Lagrangian for the SSR individual states are available dur-
ing the analytic gradient computation,40 the ionization energies in the EKT-SSR method
can be obtained during the NAMD simulations, at no additional cost. In the following,
the key aspects of the EKT-SSR method will be briefly outlined before describing its appli-
cation to the ionization energies of molecules in the ground and excited states; including
strongly correlated systems, such as the ozone molecule, dissociating chemical bonds,
and conical intersections between the ground and excited electronic states.
2 Methodology
The SSR method has been described in the literature;17,18,23,41,42 hence, only a brief ac-
count of the method will be given here. The SSR method is based on eDFT, where ground
state eDFT19,20 is used to describe the non-dynamic electron correlation originating in
multireference ground states of molecules and eDFT for ensembles of the ground and
excited states21 to obtain excitation energies from a variational time-independent com-
putation. The ensemble representation of the density and the energy of a multi-reference
electronic state results in the fractional occupation numbers (FONs) of several frontier KS
orbitals.43–45
5
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Currently, the SSR method is available for systems with two fractionally occupied KS
orbitals17,18,41,42 and four fractionally occupied KS orbitals;46–48 this is sufficient to de-
scribe the dissociation of a single and a double bond, respectively.∗ In the case of two
fractionally occupied KS orbitals accommodating in total two electrons, i.e., the (2,2) ac-
tive space, the ground electronic state can be approximated by a perfectly spin-paired
singlet (PPS) electronic configuration and an excited state by an open-shell singlet (OSS)
configuration.46 For both configurations, the energy expression can be written as46
EX =
Lmax
∑
L=1
CXL E[ρ
α
L, ρ
β
L] ;
Lmax
∑
L=1
CXL = 1 , (1)
where X = PPS, OSS and the coefficients CXL depend on the fractional occupation num-
bers of the active orbitals. The densities of the microstates (σ = α, β denotes the spin)
ρσL(r) =
occ
∑
q
nσq,L|ϕq(r)|2 (2)
are calculated using a common set of orbitals ϕq(r) and the integer and fixed occupation
numbers nσq,L defined for each microstate.
17,18,41 For the OSS state, the COSSL coefficients
are fixed by spin-symmetry and, for the PPS state, the CPPSL coefficients are obtained by
variational optimization of the respective FONs; see Refs. 41, 17, 18, and 40 for more
detail.
∗Further extension of the methodology to larger active spaces is possible along the guidelines outlined
in Ref. 46.
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In the SA-REKS method,42 an ensemble of the PPS and OSS states†
ESA−REKS =wPPSEPPS0 + wOSSE
OSS
1 (3)
wPPS + wOSS = 1
is optimized with respect to the FONs and the KS orbitals; the latter are subject to the
orthonormality constraints. This results in a set of one-electron equations
fq Fˆqϕq(r) =
occ
∑
p
ϕp(r)εpq (4)
where fq = nq/2 is the average occupation number of the q-th spin-orbital, εpq are the
Lagrange multipliers for the orthonormality constraints, the one-electron Fock operators
Fˆq are defined as
Fˆq =
1
2 fq
Lmax
∑
L
CSAL ∑
σ
nσq,L Fˆ
σ
L (5)
with the Fock operators FˆσL of the individual microstates given by
FˆσL = hˆ +∑
q
∑
σ
nσq,L
∫ ϕ∗q(r′)ϕq(r′)
|r− r′| dr
′ +Vσxc,L(r) (6)
Eq. (4) is solved by the use of the coupling operator technique,50 where the matrix of the
coupling operator
Fˆqp =
fq Fˆq − fp Fˆp
fq − fp (7)
†The subscripts 0 and 1 are added to underline that the PPS state is regarded as the ground state and the
OSS state as an excited state. Here, the ensemble energy is formulated as an explicit sum of the energies
of the individual states. An alternative formulation of the GOK21 ensemble formalism operates with a
weight-dependent ensemble XC functional.49 In the latter case, the energies of the individual states can be
extracted by differentiating the ensemble energy with respect to the ensemble weights.49
7
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is repeatedly diagonalized until the convergence (of the energy and the density matrix) is
reached. When the orbitals are converged, the following conditions are fulfilled
∀p, q ; εpq = εqp =⇒ 〈ϕp| fq Fˆq|ϕq〉 = 〈ϕq| fp Fˆp|ϕp〉 (8)
for the elements of the Lagrangian matrix in Eq. (4);50 however the off-diagonal Lagrange
multipliers between the orbitals with different occupations do not vanish.‡ Generally,
the Lagrange matrix in open-shell SCF methodologies does not become diagonal upon
convergence and the eigenfunctions of Eq. (4) are not the canonical orbitals satisfying the
Koopmans’ theorem.4
In the SSR(2,2) method,23 the variational optimization of the KS orbitals and their
FONs is followed by solving a simple 2×2 secular problem
EPPS0 ∆SA01
∆SA01 E
OSS
1

a00 a01
a10 a11
 =
E0 0
0 E1

a00 a01
a10 a11
 (9)
to include possible coupling between the PPS and the OSS electronic configurations. In
Eq. (9), EPPS0 and E
OSS
1 are the energies obtained in the SA-REKS(2,2) orbital optimization
and the interstate coupling element ∆SA01 is calculated using the SA-REKS(2,2) Lagrangian
matrix element εSAab between the active orbitals φa and φb as
∆SA01 = (
√
na −√nb) εSAab (10)
‡The occurrence of the off-diagonal Lagrange multipliers in the open-shell SCF methods is the conse-
quence of the variational principle50 and does not mean that an extra correlation energy is accounted for
in this way. In the REKS method, the total energy of the EPPS0 and the E
OSS
1 configurations is calculated
using Eq. (1), where only the KS orbitals and not the Lagrange multipliers nor the Fock matrix (6) elements
are used. Hence, no double counting of the correlation energy occurs due to the off-diagonal Lagrange
multipliers. More detail on the absence of the double counting in the REKS-type methods can be found in
Refs. 17 and 18.
8
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where na and nb are the FONs of the active orbitals.18,23,46
The analytical energy derivatives of the SSR individual states with respect to an exter-
nal perturbation λ (e.g., nuclear displacement)40 can be represented as
∂EX
∂λ
= trDX hλ − 1
2
tr W˜X Sλ (11a)
+∑
L
C˜XL
∂′E2eL
∂λ
−∑
L
CSAL ∑
σ
tr XRσLT
σ,λ(2e)
L , (11b)
where X = 0, 1 labels the SSR state, DX is the relaxed density matrix of the state X, and
W˜X is the effective Lagrangian matrix in the basis of the eigenfunctions of Eq. (4)
W˜Xpq =∑
L
C˜XL
(
peLpq +
qeLpq
)
− 2
(
XQ(1)pq + XQ
(2)
pq
)
, (12)
where the jeLpq coefficients are given by
jeLpq =∑
σ
〈p|nσj,L FˆσL |q〉 . (13)
In eq. (11b), the terms ∂′E2eL /∂λ and T
σ,λ(2e)
L contain the derivatives of the two-electron
integrals § and of the exchange-correlation potential; their expressions can be found in
Ref. 40. The modified ensemble weighting factors C˜XL , the matrices
XRσL, Q
(1), and Q(2) in
Eqs. (11b) and (12) depend on the response vector Z obtained from solving the coupled-
perturbed (CP) REKS equations; see Ref. 40 for detail.
In the basis of the eigenfunctions of the SA-REKS one-electron equations (4), the re-
§Prime in the ∂′/∂λ symbol means that only the integrals need to be differentiated and not the density
matrix elements
9
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laxed density matrix DX is given by
DXqp = δqp∑
L
C˜XL (n
α
p,L + n
β
p,L)− 2 ZXqp ( f SAp − f SAq ) (14a)
− 4 δqb δpa a0Xa1X(
√
na f SAa −
√
nb f SAb ) , (14b)
where ZXij is the Z-vector obtained from solving the CP-REKS equations for the state X
(= 0, 1), akj are the elements of the eigenvectors of the SSR secular equation (9), na and
nb are the FONs of the active orbitals in the PPS configuration, and f SAj are the FONs
of the SA-REKS orbitals in the averaged state. The matrix DX is the proper one-electron
density matrix for the SSR individual state X and it yields the first order properties, e.g.,
the dipole moment, by taking the trace of its product with the matrix of the respective
one-electron operator.51
As seen in Eq. (11a), the matrix W˜X gives the contribution to the gradient of the deriva-
tive of the orbital orthonormality constraint, i.e., the Pulay term.52 Hence, this matrix is
identified with the (effective) Lagrangian matrix for the individual state X; this is similar
with the SA-CASSCF methodology.53 If the energy derivative in Eq. (11) was calculated
for a single state (e.g., by setting wPPS = 1) obtained self-consistently from solving the sec-
ular equation (4), then the response vector Z would vanish and the relaxed density matrix
in Eq. (11) would become identical to the one-particle density matrix computed from the
eigenfunctions of Eq. (4) and the Lagrangian in Eq. (11) would become identical to the
Lagrangian in Eq. (4); this would recover the usual analytic gradient of a variationally
obtained energy.52
Although it is not possible to obtain the canonical orbitals for an individual state in the
SSR method, the ionization energies and the respective one-electron functions (Dyson’s
10
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orbitals) can be obtained from EKT.36 EKT states that the (negatives of the) ionization
energies and Dyson’s orbitals span the eigensystem of the Lagrangian matrix expressed
in the basis of the natural orbitals;36 this symmetric eigenproblem can be conveniently
reformulated as a generalized eigenproblem54 for the [W˜X,DX] matrix pair.39 In the case
of the SSR method, this yields
W˜X CX = DX CX εX , (15)
where εX are the (negative) ionization energies for the individual state X and CX are the
respective Dyson’s orbitals. Obviously, the eigenfunctions CX are not normalized on the
space metric and the square of their norm
||γ||2 = tr((CX)† DX (DX)† CX) . (16)
yields the pole strength of the respective ionization.39 The Dyson’s norms (16) yield a
rough approximation to the ionization probability, when a transition of the ionized elec-
tron occurs into unstructured continuum states.3
Before applying Eq. (15) in practical calculations, a subtle issue needs to be addressed.
Generally, the natural orbital occupation numbers (the eigenvalues of the density matrix)
do not vanish for all the natural orbitals.55 However, they may become very small and
make the density matrix nearly singular.39 As the density matrix occurs on the right hand
side of the EKT equation (15), its near singularity makes application of the standard meth-
ods of solving generalized eigenvalue problems54 problematic.¶ One way to circumvent
this difficulty is to drop all the eigenvalues of the relaxed density matrix less than a certain
¶Note that the near singularity of the density matrix has nothing to do with the linear dependencies in
the one-particle basis set; which leads to (near) singularity of the overlap matrix.
11
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threshold value (10−6 in this work) and to reconstruct both the Lagrangian W˜X and the
density matrix DX using the remaining natural orbitals and their occupation numbers.39
Then, the secular problem (15) is solved with the new metric dX in the usual way using
symmetric orthogonalization of the left hand side.39
The described approach is easy to implement once the analytic energy gradient is
available. The EKT formalism was previously used in connection with ab initio correlated
methods.39,56 As for the TDDFT and SF-TDDFT methods the gradients are available, the
EKT formalism can be used in connection with these methods as well. Presently, an EKT
extension of the (mixed reference SF) MRSF-TDDFT method,57 where the erroneous spin-
contamination of SF-TDDFT is eliminated, however not at the expense of its ability to
describe strongly correlated ground and excited states, is under construction.
All the calculations reported here were carried out using a locally modified version
of the GAMESS-US program.58 All the calculations employ the 6-311G** basis set59 and
the BH&HLYP density functional,60 unless noted otherwise. When solving the SA-REKS
SCF equations (4), the wPPS weighting factor was set to its default value of 0.5.42
3 Results and Discussion
Here, the described EKT-SSR formalism will be applied to the calculation of the ioniza-
tion energies of a number of molecules, where the formalism will be first validated for a
set of molecules, the ground states of which are well described within the standard sin-
gle determinant approximation, and then applied to the excited states and to molecules
with strongly correlated ground state, e.g., ozone61–63 and dissociating single bonds in H2
and LiH. In the latter case, it is expected that the norms of the Dyson’s orbitals |γ|2 may
12
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noticeably deviate from unity. Indeed, Dyson’s orbital for a specific ionization channel is
defined as the overlap of the parent many-electron wavefunction of the neutral molecule
with the wavefunction of the ionized molecule.12,13 In the simplest case of single bond
dissociation, e.g., H2, the ground state wavefunction can be approximated by a PPS con-
figuration
ΦPPS =
√
na
2
|. . . φaφ¯a〉 −
√
nb
2
|. . . φbφ¯b〉 , (17)
where φa and φb are the bonding and the antibonding orbitals, respectively, and na and nb
are their FONs. Assuming that the ground state of the ionized molecule is approximated
by a single determinant configuration |. . . φ′a〉, where φ′a is the singly occupied orbital of
the ion, the Dyson’s orbital ΦD is approximated by
ΦD ≈
√
na
2
〈
. . . φaφ¯a
∣∣. . . φ′a〉−√nb2 〈. . . φbφ¯b∣∣. . . φ′a〉 , (18)
where the integrals in the brackets are taken over the N − 1 electrons in the ionized
molecule. In the limiting case of φa ≈ φ′a, Eq. (18) yields |γD|2 ≈ na/2, which becomes frac-
tional for fractional na. Hence, besides the overlap between the orbitals of the neutral and
the ionized molecule, the norm of the Dyson’s orbital and the probability of ionization3
are defined by the FONs of the frontier orbitals in the multi-reference state. In the case
of na and nb strongly deviating from 2 and 0 (the FONs 2 and 0 correspond to a single
determinant wavefunction), the occurrence of fractionally normalized Dyson’s orbitals
resembling the orbitals φa and φb may be expected. The same reasoning can be applied
to the OSS configuration approximating an excited state of the simple system discussed
13
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above. As the OSS configuration
Φ1 =
1√
2
|. . . φaφ¯b〉+ 1√
2
|. . . φbφ¯a〉 (19)
combines two single determinants with equal weights, it may be expected that two Dyson’s
orbitals with (nearly) equal fractional norms occur in the ionization spectrum of the molecule.
Although the arguments presented above may seem self-evident and they have been dis-
cussed in the literature,3,64 it seems nevertheless useful to reiterate them before discussing
the results obtained in this work.
3.1 Validation of EKT-SSR ionization energies
The lowest ionization energies of several closed-shell molecules selected from compila-
tion by Chong et al. 65 were computed using the EKT-SSR method. The molecules, see Ta-
ble 1, were selected by the criterion that their electronic structure can be well represented
by the SSR(2,2) method; i.e., the excited state included into the state averaging is well rep-
resented by the HOMO→ LUMO one-electron transition and the HOMO and the LUMO
are non-degenerate. The EKT-SSR calculations employed the 6-311G** basis set59 and
two density functionals, the BH&HLYP hybrid functional60 and the HF exchange-only
(X-only) functional. The latter functional was used as it is self-interaction error (SIE) free
and yields the correct long-range behavior of the one-electron potential; which is crucial
for obtaining correct ionization energies.36,66 Although the standard GGA and the hybrid
exchange-correlation (XC) energy functionals, such as the BH&HLYP functional, do not
yield the correct 1/r decay of the XC potential and produce large errors (on the order of 1
eV or more) in the valence ionization energies estimated by the Koopmans’ theorem, the
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deviation from the experimental values appears to be systematic65,67 and can be largely
corrected by shifting the smallest ionization energy to match the first ionization potential
of the molecule;65 no such a shift is required for the ionization energies obtained with the
use of the HF X-only functional.
Table 1: Ionization energies of several closed-shell molecules computed using the EKT-
SSR method and the standard Koopmans’ theorem for the RKS/RHF method. The refer-
ence experimental energies are taken from compilation by Chong et al. 65
Molecule Symm.a) Expt.
EKT-SSR-BH&HLYP RBH&HLYP EKT-SSR-HF RHF
IEb) normc) IE norm
HF 1pi 16.19 13.53 (16.19) 1.00 13.47 (16.19) 17.43 1.00 17.34
3σ 19.90 16.73 (19.39) 0.99 17.05 (19.76) 22.71 0.84 20.53
HCl 2pi 12.77 10.76 (12.77) 1.00 10.76 (12.77) 12.95 1.00 12.93
5σ 16.60 14.59 (16.60) 1.00 14.71 (16.72) 17.30 0.97 17.01
4σ 25.80 26.16 (28.17) 1.00 26.12 (28.13) 30.46 1.00 30.41
H2CO 2b2 10.90 9.25 (10.90) 1.00 9.32 (10.90) 11.77 0.99 11.93
1b1 14.50 12.65 (14.30) 0.99 12.54 (14.12) 14.61 0.99 14.50
5a1 16.10 14.61 (16.26) 1.00 14.60 (16.18) 17.74 1.00 17.66
1b2 17.00 15.76 (17.41) 1.00 15.75 (17.33) 18.69 1.00 18.77
4a1 21.40 19.92 (21.57) 1.00 19.89 (21.47) 23.54 1.00 23.53
H2CS 3b2 9.38 7.76 ( 9.38) 1.00 7.80 ( 9.38) 9.46 1.00 9.53
2b1 11.76 10.22 (11.85) 0.98 10.03 (11.61) 11.57 0.98 11.34
7a1 13.85 12.55 (14.18) 1.00 12.53 (14.11) 14.74 1.00 14.70
2b2 15.20 14.78 (16.40) 1.00 14.83 (16.41) 17.45 1.00 17.56
6a1 19.90 18.84 (20.47) 1.00 18.86 (20.44) 22.10 1.00 22.13
C2H4 1b3u 10.68 8.63 (10.68) 1.00 8.71 (10.68) 10.11 0.99 10.17
1b3g 12.80 11.48 (13.53) 1.00 11.48 (13.45) 13.75 1.00 13.77
3ag 14.80 13.32 (15.36) 1.00 13.32 (15.29) 15.84 1.00 15.86
1b2u 16.00 14.78 (16.83) 1.00 14.79 (16.76) 17.42 1.00 17.44
2b1u 19.10 18.16 (20.20) 1.00 18.16 (20.13) 21.46 1.00 21.48
2ag 23.60 23.67 (25.72) 1.00 23.67 (25.64) 28.01 1.00 28.03
furan 1a2 9.00 7.38 ( 9.00) 1.00 7.45 ( 9.00) 8.48 1.00 8.65
2b1 10.40 9.13 (10.75) 1.00 9.07 (10.62) 11.01 0.97 10.76
9a1 13.00 12.12 (13.74) 1.00 12.13 (13.69) 14.49 1.00 14.61
8a1 13.80 12.73 (14.35) 1.00 12.73 (14.28) 15.43 1.00 15.34
6b2 14.40 13.18 (14.80) 1.00 13.17 (14.72) 15.52 1.00 15.70
5b2 15.25 14.05 (15.67) 1.00 14.06 (15.61) 16.60 1.00 16.57
1b1 15.60 14.30 (15.92) 1.00 14.32 (15.87) 18.15 0.95 17.14
7a1 17.50 17.04 (18.66) 1.00 17.04 (18.59) 20.10 1.00 20.09
6a1 18.80 17.93 (19.55) 1.00 17.92 (19.48) 21.19 1.00 21.26
4b2 19.70 18.65 (20.27) 1.00 18.66 (20.21) 21.86 1.00 21.90
3b2 23.00 23.15 (24.77) 1.00 23.15 (24.71) 27.20 1.00 27.28
thiophene 1a2 8.87 7.58 ( 8.87) 1.00 7.66 ( 8.87) 8.78 1.00 8.89
3b1 9.52 8.13 ( 9.42) 0.99 8.06 ( 9.27) 9.43 1.00 9.38
11a1 12.10 10.95 (12.24) 1.00 10.96 (12.17) 12.90 1.00 12.91
2b1 12.70 11.98 (13.27) 1.00 11.99 (13.20) 14.10 1.00 14.11
Continued on next page
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Table 1 – Continued from previous page
Molecule Symm. Expt. EKT-SSR-BH&HLYP RBH&HLYP EKT-SSR-HF RHFIE norm IE norm
7b2 13.30 12.23 (13.53) 1.00 12.23 (13.44) 14.33 1.00 14.32
10a1 13.90 12.52 (13.82) 1.00 12.51 (13.72) 14.91 1.00 14.90
6b2 14.30 13.17 (14.46) 1.00 13.16 (14.37) 15.68 1.00 15.67
9a1 16.60 16.12 (17.41) 1.00 16.11 (17.32) 18.92 1.00 18.91
5b2 17.60 17.31 (18.60) 1.00 17.30 (18.51) 20.39 1.00 20.38
8a1 18.30 17.66 (18.96) 1.00 17.65 (18.86) 20.83 1.00 20.82
pyridine 1a2 9.60 8.34 ( 9.60) 1.00 8.33 ( 9.60) 9.41 1.00 9.40
11a1 9.75 8.75 (10.01) 1.00 8.91 (10.18) 11.13 0.99 11.37
2b1 10.51 9.17 (10.44) 0.99 9.12 (10.39) 10.51 0.97 10.38
7b2 12.61 11.79 (13.05) 1.00 11.78 (13.05) 14.11 1.00 14.10
1b1 13.10 12.53 (13.79) 1.00 12.54 (13.81) 14.62 1.00 14.62
10a1 13.80 13.06 (14.33) 1.00 13.05 (14.32) 15.62 1.00 15.65
6b2 14.50 13.68 (14.94) 1.00 13.67 (14.94) 16.21 1.00 16.22
9a1 15.90 14.98 (16.25) 1.00 14.96 (16.23) 17.78 1.00 17.76
5b2 15.90 15.18 (16.44) 1.00 15.19 (16.46) 17.89 1.00 17.89
8a1 17.40 16.64 (17.90) 1.00 16.62 (17.89) 19.54 1.00 19.55
4b2 19.80 19.72 (20.98) 1.00 19.72 (20.99) 23.24 1.00 23.23
7a1 20.60 19.74 (21.00) 1.00 19.72 (20.99) 23.31 1.00 23.30
3b2 23.40 23.76 (25.03) 1.00 23.75 (25.02) 28.06 1.00 28.05
6a1 24.50 25.10 (26.36) 1.00 25.08 (26.35) 29.61 1.00 29.58
5a1 28.00 29.07 (30.33) 1.00 29.09 (30.36) 34.16 1.00 34.14
MADd) (eV) 1.14 (0.57) 1.15(0.54) 1.76 1.71
a) Symmetry of the orbital undergoing ionization.
b) In parentheses, the ionization energy corrected for the difference between the
calculated and the experimental first ionization energy,
IEcorr.k = IE
DFT
k + (IE
exp.
1 − IEDFT1 ).
c) Square norm |γk|2 of the respective Dyson’s orbital.
d) Mean absolute deviation of the computed ionization energies from the experimental
values.
Table 1 collects the ground state EKT-SSR‖ vertical ionization energies of HF, HCl,
H2CO, H2CS, C2H4, furan, thiophene, and pyridine. The experimental geometries were
used as reported on the CCCBDB website.68 With the exception of the HF and HCl molecules,
the active space in the SSR(2,2) calculations comprises the HOMO and the LUMO or-
bitals obtained in the conventional single determinant RKS/RHF calculation with the
same (BH&HLYP or HF) functional. For HF and HCl, the highest occupied σ-type molec-
ular orbital and the lowest unoccupied σ-type molecular orbital were taken to the active
‖The default setting wPPS = 0.542 is used in the calculations.
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space. The EKT-SSR ionization energies are compared in Table 1 with the ionization en-
ergies obtained by the application of the Koopmans’ theorem to the respective RKS/RHF
computation, i.e., the negatives of the RKS/RHF orbital energies are used in lieu of the
ionization energies; the latter will be denoted as the KT ionization energies, in the follow-
ing.
For both energy functionals, the EKT-SSR and the KT ionization energies agree well
with each other; typical deviations are less than 0.1 eV. In all cases, the norm of the
Dyson’s orbitals |γk|2 is very close to unity. This implies that the ground electronic state
of the neutral molecule is well represented by a single KS determinant and that there
is a nearly perfect overlap between the ion orbitals and the corresponding orbitals of
the neutral molecule.65 As was observed previously by Politzer and Abu-Awwad 67 and
Chong et al. 65 the DFT valence ionization energies shifted to compensate for the differ-
ence between the calculated and the experimental first ionization energy, i.e., IEcorr.k =
IEDFTk + (IE
exp.
1 − IEDFT1 ) (given parenthetically in Table 1), match quite well the exper-
imental values.∗∗ Although a proper way to ameliorate the deficiencies of the standard
GGA and hybrid XC functionals is to reparameterize them such that (the negatives of) the
KS orbital energies match the experimental ionization energies,69 the current approach
(shifting) seems sufficient for the purpose of validation of the EKT-SSR ionization ener-
gies and demonstration of the capabilities of the method.
3.2 Valence ionization energies of ozone
Ozone O3 is a molecule with a mild diradical characteristic of its ground electronic state.
According to the previous studies,61–63 the ground state of ozone can be sufficiently well
∗∗In case when the experimental first ionization energies are not available, the suitable reference values
can be obtained from a ∆SCF calculation.
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approximated by a PPS configuration C1| . . . (1b1)2(1a2)2〉 − C2| . . . (1b1)2(2b1)2〉. Recent
ab initio multi-reference configurational interaction calculations63 predicted that the di-
radical characteristic of ozone ground state amounts to 0.18; the diradical characteristic
was defined in Ref. 63 as 2C22/(C21+C22).
The vertical ionization energies of ozone were previously calculated using a variety of
methods.61,70–75 The experimental assignment of the symmetries of the lowest ionization
energies of ozone was given by Katsumata et al. 76 using the angle resolved photoelectron
spectroscopy (ARPES). Table 2 collects the experimentally measured valence vertical ion-
ization energies of ozone in the gas phase and compares them with the energies obtained
in the present work.
Table 2: Valence vertical ionization energies (eV) of ozone.
Exp., Ref. 76 RBH&HLYP SSR-BH&HLYP(0.50)b) SSR-BH&HLYP(0.99)
Symm.a) IE Symm. IE Symm. IEc) normd) Symm. IE norm
6a1 12.73 1a2 11.41 (12.73) 6a1 11.67 (12.73) 1.00 6a1 11.61 (12.73) 1.00
4b2 13.00 6a1 11.77 (13.10) 1a2 12.00 (13.05) 0.83 4b2 12.10 (13.22) 1.00
1a2 13.54 4b2 11.99 (13.31) 4b2 12.23 (13.29) 1.00 1a2 12.84 (13.96) 0.81
2b1 16.50 2b1 11.49 (12.55) 0.33 2b1 12.86 (13.98) 0.36
a) Symmetry of the orbital undergoing ionization.
b) In parentheses, the value of the wPPS weighting factor in the SA-REKS functional, Eq.
(3).
c) In parentheses, the ionization energy corrected for the difference between the
calculated and the experimental first ionization energy,
IEcorr.k = IE
DFT
k + (IE
exp.
1 − IEDFT1 ).
d) Square norm |γk|2 of the respective Dyson’s orbital.
The SSR(2,2)-BH&HLYP/6-311G** calculation employing the experimental geometry
of ozone68 and taking the 1a2 and 2b1 orbitals into the active space agrees with the previ-
ous multi-reference calculations that ozone has a mild diradical characteristic. The occu-
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pation numbers of the 1a2 and 2b1 natural orbitals obtained from the ground state relaxed
density matrix of ozone are 1.66 and 0.31, respectively; this lends ozone an 0.31 diradical
characteristic.
The calculated valence vertical ionization energies of ozone are reported in Table 2
along with their respective pole strengths (square norms of the Dyson’s orbitals). With the
use of the default settings of the SSR(2,2) method, which employs the ensemble weighting
factor wPPS = 0.5, the Dyson’s orbitals with strong ionization probability are ordered as
6a1 < 1a2 < 4b2. This ordering of the ionization states is an improvement over the KT
ordering 1a2 < 6a1 < 4b2, however contradicts the experimental ordering 6a1 < 4b2 <
1a2.
The origin of the discrepancy may be traced back to the dependence of the energies of
the EKT-SSR Dyson’s orbitals on the choice of the ensemble weighting factor wPPS in Eq.
(3). Indeed, the default choice wPPS = 0.5 of the ensemble weighting factor is better suited
for describing the excited states, rather than the ground states of molecules.42,49 Shifting
wPPS to favor the ground electronic state in the ensemble, e.g., wPPS = 0.99, improves the
description of the ground state properties. In particular, the ordering of the 1a2 and 4b2
Dyson’s orbitals is reversed and agrees with the experiment.
The 1a2 Dyson’s orbital has a reduced pole strength (0.81), which is not unexpected in
view of the discussion at the beginning of the Section 3. Indeed, the ground state density
of ozone has fractionally occupied 1a2 and 2b1 natural orbitals and this should lead to
fractional norms of the respective Dyson’s orbitals. Interestingly, the 2b1 Dyson’s orbital
(with wPPS = 0.99) occurs below the outer valence Dyson’s orbitals. This Dyson’s orbital
has a small norm (0.36) and corresponds to a shake-up ionization state, where the electron
removal from the 1a2 orbital is accompanied by promotion of the remaining electron to
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the 2b1 orbital.
The occurrence of a 2b1 satellite ionization state is confirmed by the experimental
measurement,76 which predicts its ionization energy at ca. 16.50 eV, and by the high
level multi-reference computations,75 which put a b1-symmetric state with very low ion-
ization probability (0.139) at 16.75 eV. Although the quantitative agreement of the EKT-
SSR/BH&HLYP/6-311G** 2b1 energy (13.98 eV) with the experimental and theoretical
values seems quite poor, the exact positioning of the 2b1 Dyson’s orbital may depend on
the density functional employed. The investigation of the dependence of the EKT-SSR
ionization energies on the choice of the density functional is however beyond the scope
of the present work.
0.5 0.6 0.7 0.8 0.9 1.0
12.7
13.1
13.5
13.9
IE
, e
V
wPPS
6a1
1a2
4b2
2b1
6a1.exp
4b2.exp
1a2.exp
Figure 1: Valence vertical ionization energies (in eV) of ozone obtained using the SSR-
BH&HLYP/6-311G** method with varying wPPS ensemble weighting factor. The ioniza-
tion energies are shifted to match the experimental first ionization energy; see caption to
Tables 1 and 2.
The energies of the 2b1 and 1a2 Dyson’s orbitals display a pronounced dependence on
the choice of the state-averaging weighting factor wPPS, see Fig. 1. In the state-averaged
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methods, such as the SA-CASSCF method, the individual state energies and properties
are typically dependent on the ensemble weighting factors.53 As suggested by Sta˚lring
et al.,53 the energies of the SA individual states can be corrected by adding the first-order
derivatives of the SA energies on the weighting factors to obtain better estimates for the
individual states. In the parlance of eDFT this would correspond to the inclusion of the
dependence on the ensemble weighting factors into the XC density functionals.33 The
weight dependence of the ensemble XC functionals is an ongoing field of research33,34
and the results in Fig. 1 underline the need for development of XC functionals designed
for eDFT calculations. As the standard (weight-independent) XC functionals, such as
BH&HLYP, were designed for the ground state computations only, better estimates of the
ground state properties of multi-reference systems can be obtained with the choice of the
ensemble weighting factor wPPS favoring the ground electronic state. As for the molecules
reported in Table 1, which have single-reference closed-shell ground electronic states, the
choice of wPPS is less significant; increasing wPPS to 0.95 affects the reported ionization
energies by less than 0.1 eV. Hence, the default choice wPPS = 0.5 (an equi-ensemble of
the ground and excited states) is suitable for the rest of the computations presented in this
work.
3.3 Vertical ionization energies of the excited states
An important advantage of the EKT-SSR methodology is that it allows to calculate the ion-
ization energies of the excited state, e.g., during propagation of the non-adiabatic molec-
ular dynamics (NAMD) trajectories. Indeed, all the quantities needed in Eq. (15) are
present in Eq. (11), which provides the gradient of the target state. Hence, the ionization
energies of the excited state can be obtained at no additional cost. Although we did not
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manage to find any experimental reference data for the ionization energies of the excited
states, it seems useful to report these energies anyway. Table 3 collects the ionization en-
ergies of the excited states of the molecules reported in Table 1; the target excited state is
obtained by the HOMO→ LUMO transition and is included in the state-averaging in Eq.
(3).
Table 3: Vertical ionization energies (in eV) of singlet excited states of the molecules re-
ported in Table 1 calculated using the SSR-BH&HLYP/6-311G** and SSR-HF/6-311G**
methods. Theoretical best estimates (TBE, in eV) of the vertical excitation energies (VEE)
are taken from Refs. 77 and 78. In parentheses are given the DFT ionization energies
corrected for the difference between the calculated and the experimental first ionization
energies of the ground state. See legend to Tables 1 and 2 for detail.
Molecule transition TBE EKT-SSR-BH&HLYP EKT-SSR-HFVEE Symm. IE norm VEE Symm. IE norm
H2CO n→ pi∗ 3.97 4.00 2b1 5.08 ( 6.73) 0.50 3.71 2b1 7.16 0.49
2b2 10.63 ( 12.29) 0.51 2b2 13.39 0.58
1b1 13.54 ( 15.19) 1.00 1b1 16.76 1.01
5a1 15.25 ( 16.90) 1.00 1b2 18.15 0.92
1b2 15.41 ( 17.06) 0.99 5a1 18.37 1.00
4a1 19.59 ( 21.24) 1.00 4a1 23.24 1.00
H2CS n→ pi∗ 2.20 2.27 3b1 5.38 (7.01) 0.49 1.99 3b1 7.13 0.50
3b2 8.97 (10.59) 0.50 3b2 10.81 0.50
2b1 10.25 (11.87) 1.00 2b1 12.11 0.99
7a1 12.62 (14.24) 1.00 7a1 14.75 1.00
2b2 14.14 (15.76) 0.99 2b2 16.74 0.99
6a1 18.49 (20.11) 1.00 6a1 21.74 1.00
C2H4 pi → pi∗ 7.92 7.93 1b2g 0.97 (3.02) 0.50 9.27 1b2g 0.37 0.50
1b3u 7.80 (9.85) 0.50 1b3u 8.66 0.51
1b3g 11.81 (13.86) 1.00 1b3g 14.25 1.00
3ag 13.90 (15.94) 1.00 3ag 16.62 1.00
1b2u 15.29 (17.34) 1.00 1b2u 18.11 1.00
2b1u 18.48 (20.53) 1.00 2b1u 22.01 1.00
2ag 24.40 (26.45) 1.00 2ag 28.79 1.00
furan pi → pi∗ 6.37 6.47 3b1 1.03(2.65) 0.51 7.40 3b1 0.93 0.52
1a2 6.95(8.57) 0.50 1a2 8.04 0.50
2b1 9.23(10.85) 0.99 2b1 11.15 0.99
9a1 12.10(13.72) 1.00 9a1 14.68 1.00
8a1 12.81(14.43) 1.00 8a1 15.43 1.00
6b2 13.48(15.10) 1.00 6b2 16.26 1.00
5b2 14.13(15.75) 1.00 5b2 16.65 1.00
1b1 14.17(15.79) 0.99 1b1 16.97 0.98
7a1 17.15(18.76) 1.00 7a1 20.28 1.00
6a1 18.14(19.76) 1.00 6a1 21.66 1.00
4b2 18.81(20.42) 1.00 4b2 22.11 1.00
3b2 23.36(24.98) 1.00 3b2 27.63 1.00
Continued on next page
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Table 3 – Continued from previous page
Molecule transition TBE EKT-SSR-BH&HLYP EKT-SSR-HFVEE Symm. IE norm VEE Symm. IE norm
thiophene pi → pi∗ 5.63 6.13 4b1 1.55(2.84) 0.51 7.12 4b1 1.45 0.52
1a2 7.18(8.47) 0.50 1a2 8.20 0.50
3b1 8.17(9.46) 0.99 3b1 9.59 0.99
11a1 10.90(12.19) 1.00 11a1 12.91 1.00
2b1 12.03(13.33) 0.99 2b1 14.04 0.98
7b2 12.40(13.69) 1.00 7b2 14.54 1.00
10a1 12.75(14.04) 1.00 10a1 15.19 1.00
6b2 13.47(14.77) 1.00 6b2 16.03 1.00
9a1 16.31(17.60) 1.00 9a1 19.17 1.00
5b2 17.52(18.81) 1.00 5b2 20.64 1.00
8a1 17.87(19.17) 1.00 8a1 21.11 1.00
pyridine n→ pi∗ 4.95 5.27 3b1 3.50( 4.76) 0.50 5.40 3b1 4.41 0.49
1a2 8.41( 9.67) 1.00 1a2 9.66 1.00
2b1 9.30(10.57) 1.00 2b1 10.94 1.00
11a1 10.31(11.58) 0.53 11a1 12.99 0.64
7b2 11.71(12.97) 1.00 7b2 13.98 1.00
10a1 12.66(13.92) 0.97 10a1 15.26 0.88
1b1 13.09(14.35) 1.00 1b1 15.67 1.00
6b2 13.63(14.90) 1.00 6b2 16.15 1.00
9a1 14.89(16.15) 1.00 9a1 17.64 0.99
5b2 15.19(16.45) 1.00 5b2 17.87 1.00
8a1 16.50(17.77) 0.99 8a1 19.32 0.98
7a1 19.46(20.72) 1.00 7a1 22.98 0.99
4b2 19.92(21.18) 1.00 4b2 23.43 1.00
3b2 23.81(25.07) 1.00 3b2 28.08 1.00
6a1 24.77(26.03) 1.00 6a1 29.21 0.99
5a1 29.72(30.98) 1.00 5a1 34.79 1.00
The vertical excitation energies calculated with the SSR-BH&HLYP/6-311G** method
are in a good agreement with the most recent theoretical best estimate (TBE) values.77,78
The DFT ionization energies in Table 3 are corrected for the difference between the ex-
perimental and calculated first ionization potential of the ground state, i.e., IEcorr.k (S1) =
IEDFTk (S1)+ (IE
exp.
1 (S0)− IEDFT1 (S0)); the corrected values are given parenthetically. Such
a procedure yields very close values for the inner valence ionization energies of the S0 and
S1 states of the molecules in Tables 1 and 3. The outer valence ionization energies in the S1
state are split into two ionization states with reduced intensity (the squared norm of the
respective Dyson’s orbitals). According to the arguments at the beginning of the Section
3, this should be expected for an OSS-type excited state. As the targeted excited states are
well approximated by an OSS-type configuration, see Eq. (19), two ionization channels
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are possible, when removing electrons from the fractionally occupied KS orbitals: In the
first channel, the resulting ion has the same electronic configuration as in the case of the
S0 ionization, whereas in the second channel the electron in the ion is promoted to the KS
orbital matching the LUMO of the S0 state.
All the ionization channels in the outer and inner valence region can be calculated us-
ing the EKT-SSR method. As in the time-resolved PES (TRPES) experiments a short XUV
or X-ray pulses are used for the ionization, the knowledge of multiple possible ionization
channels may be required for modeling the ionization cross-sections theoretically.
3.4 Ionization energies during bond dissociation: H2 and LiH
During homolytic dissociation of a covalent bond a gradual transition from a single ref-
erence to a multi-reference description of the ground electronic state occurs as the bond
is stretched. In the textbook example of H2, the ground 1Σ+g electronic state is well ap-
proximated by a PPS-type configuration C1 |1σg1σg〉 −C2 |1σu1σu〉, where 1σg and 1σu are
the bonding and the anti-bonding σ-type orbitals. Near the equilibrium bondlength, the
C1 coefficient is dominant and the electronic structure is well approximated by a single
determinant |1σg1σg〉. As the bond is stretched, the |1σu1σu〉 configuration gains more
weight and, in the limit of the fully dissociated bond, C2 = C1 = 1/
√
2. As the ground
state electronic configuration now corresponds to two neutral atoms in their ground elec-
tronic states, the energies of the Dyson’s orbitals should converge to their atomic values.
The excited 1Σ+u electronic state of H2 is well approximated by an OSS-type configuration
1/
√
2 |1σg1σu〉+ 1/√2 |1σu1σg〉 and, in the dissociation limit, it corresponds to a superposi-
tion of two ionic Lewis structures H+–H− and H−–H+. Hence, the energy of the Dyson’s
orbitals is expected to converge to the orbital energy of the negative ion H−.
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Figure 2: Dissociation of the H2 molecule. Upper left panel: The total energies of the S0
and S1 states obtained with SSR-BH&HLYP/6-311G** (solid lines) and the total energy
of the S0 state from RBH&HLYP/6-311G** (dotted line) as function of the internuclear
distance. Lower left panel: The energies of the 1σg and 1σu Dyson’s orbitals in the S0
state from the EKT-SSR calculation (solid lines) and from the KT calculation (dotted line).
Upper right panel: the FONs of the active orbitals in the SSR-BH&HLYP/6-311G** calcu-
lation and the norms of the respective Dyson’s orbitals in the S0 state. Lower right panel:
The same for the S1 state.
Fig. 2 shows dissociation curves of the 1Σ+g (S0) and the 1Σ+u (S1) states of H2 calcu-
lated using the SSR-BH&HLYP/6-311G** method. As is well known, the standard single
reference RKS method is not able to correctly describe the dissociation of the H2 molecule,
as well as the standard linear response TD-DFT is not capable of describing the potential
energy curve (PEC) of the S1 state correctly;17,18,42,79 see the dotted curve in the upper left
panel of Fig. 2. In the lower left panel of Fig. 2 the energies of the 1σg and the 1σu orbitals
are shown as obtained by the EKT-SSR-BH&HLYP/6-311G** method. In the limit of the
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dissociated H–H bond, the energies of the Dyson’s orbitals (solid curves) converge to the
same value, which corresponds to the orbital energy of an isolated H atom obtained, e.g.,
in a spin-unrestricted BH&HLYP calculation. The orbital energies from an RKS calcula-
tion converge to a higher orbital energy in the limit of a dissociated bond.
The rightmost panels of Fig. 2 show the dependence of the norms |γ|2 of the 1σg
and the 1σu Dyson’s orbitals on the H–H bond length. In the S0 state, the norms remain
constant at the values of 0 and 1 until the Coulson-Fischer point80 is reached at ca. 1.5
A˚. Then, the norm of the 1σg Dyson’s orbital departs from unity and gradually decreases
to the value of 0.5; simultaneously the norm of the 1σu orbital begins to increase and
reaches the value of 0.5 in the limit of a dissociated bond. As discussed in the beginning
of the Section 3, this behavior is typical for a PPS-type configuration, where the weighting
factors become equal in their magnitude.
The 1Σ+u excited state of H2 is well approximated by an OSS-type configuration ob-
tained by promoting one electron from the 1σg to 1σu orbital. In this case, the norms of
the respective Dyson’s orbitals remain (nearly) constant around a value of 0.5, see the
lower right panel of Fig. 2. It is noteworthy that the magnitudes of the norms of the
Dyson’s orbitals vary parallel with the (relaxed) FONs of the respective KS orbitals; the
latter are shown by the dotted curves in the rightmost panels of Fig. 2. This observation
agrees with the discussion at the beginning of the Section 3.
A more detailed view of the variation of the energies and norms of the 1σg and 1σu
Dyson’s orbitals of H2 is shown in Fig. 3. In this figure, the EKT-SSR-BH&HLYP/6-311G**
energies of the Dyson’s orbitals are shifted by the difference of the calculated (13.37 eV)
and the experimental (15.43 eV) first ionization energies of H2 at the S0 equilibrium dis-
tance. For both S0 and S1 states, the energies of the Dyson’s orbitals converge to the same
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Figure 3: 3D plots showing the dependence of the energies and the norms of the 1σg and
1σu Dyson’s orbitals in the S0 state (left panel) and in the S1 state (right panel) on the
internuclear distance in H2.
value in the dissociation limit, as should be expected for the homolytic dissociation of a
covalent bond.
A more interesting situation is observed in the dissociation of the LiH molecule, see
Fig. 4. Near its ground state equilibrium geometry, the S0 state of LiH displays a mildly
ionic characteristic (the Mulliken charge on the Li atom is +0.33, as obtained from the
relaxed SSR-BH&HLYP/6-311G** density matrix), whereas the S1 state has a covalent
characteristic (QLi = −0.06). At the Li–H distance of 6 A˚, QLi in the S0 state decreases
to +0.12, whereas in the S1 state it increases to +0.77. This indicates that the S0 and S1
states swap the ionic and covalent characteristics; the S0 state becomes covalent and the
S1 state becomes ionic. Hence, at an intermediate distance of ca. 3.0–4.0 A˚, the two states
undergo an avoided crossing, which is seen in the upper right panel of Fig. 4 where the
SSR-BH&HLYP/6-311G** PECs of the S0 and S1 states are shown.
The energies of the 2σ (the σ-type bonding orbital) and the 3σ (the anti-bonding or-
bital) Dyson’s orbitals in the S0 state also undergo an avoided crossing near 3.0 A˚, see the
lower left panel of Fig. 4. In the limit of dissociated Li–H bond, the S0 energies of these
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Figure 4: Dissociation of the LiH molecule. Upper left panel: The total energies of the S0
and S1 states obtained with SSR-BH&HLYP/6-311G** (solid lines) and the total energy of
the S0 state from RBH&HLYP/6-311G** (dotted line) as function of the internuclear dis-
tance. Lower left panel: The energies of the 2σ and 3σ Dyson’s orbitals in the S0 state from
the EKT-SSR calculation (solid lines) and from the KT calculation (dotted line). Upper
right panel: the FONs of the active orbitals in the SSR-BH&HLYP/6-311G** calculation
and the norms of the respective Dyson’s orbitals in the S0 state. Lower right panel: The
same for the S1 state.
orbitals converge to the frontier orbital energies of the neutral Li (3σ) and H (2σ) atoms.††
The usual single-reference RKS method does not reproduce the correct dissociation be-
havior of the Li–H bond, nor does it reproduce the trends in the energies of the frontier
††Note that, in Fig. 4, the energies of the Dyson’s orbitals obtained with the default setting of the EKT-
SSR method with wPPS = 0.5 are shown. At 6.0 A˚ these energies are −0.2479 (2σ) and −0.1580 (3σ) a.u.;
the energies of the singly occupied orbitals of the neutral H and Li atoms obtained with U-BH&HLYP/6-
311G** method are −0.3844 and −0.1559 a.u., respectively. Setting the ensemble weighting factor wPPS
in the EKT-SSR-BH&HLYP/6-311G** calculation to a value of 0.95 (i.e., single state instead of state aver-
aged calculation) brings the energies of the Dyson’s orbitals, −0.3988 (2σ) and −0.1576 (3σ) a.u., in close
agreement with the atomic orbital energies.
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orbitals of LiH; see the dotted curves in the leftmost panels of Fig. 4.
R(Li–H), Å
1
2
3
4
5
6 0
2
4
6
8
10
12
14
0.0
0.2
0.4
0.6
0.8
1.0
-ε, e
V
|γ|2
2σ
3σ
S0
R(Li–H), Å
1
2
3
4
5
6 0
2
4
6
8
10
12
14
0.0
0.2
0.4
0.6
0.8
1.0
-ε, e
V
|γ|2
2σ
3σ
S1
Figure 5: 3D plots showing the dependence of the energies and the norms of the 2σ and
3σ Dyson’s orbitals in the S0 state (left panel) and in the S1 state (right panel) on the
internuclear distance in LiH.
Inspection of the norms |γ|2 of Dyson’s orbitals of LiH suggests that, at the onset
of the S1/S0 avoided crossing at ca. 2.5–3.0 A˚, the formerly ionic S0 state first becomes
(nearly) covalent, |γ(3σ)|2 ≈ |γ(2σ)|2 ≈ 0.5, and then becomes slightly more ionic again,
|γ(3σ)|2 > |γ(2σ)|2, before becoming covalent in the dissociation limit, see the upper
right panel in Fig. 4. A similar rise and fall of the Li–H bond ionicity is seen in the S1
state, only in the inverse order; the covalent state becomes slightly ionic before acquiring
full ionicity in the limit of dissociated Li–H bond. Note, that the S1 state of LiH in the
dissociation limit corresponds to the Li+–H− Lewis structure; as this electronic structure
is described by a single determinant electronic configuration, the norms of the Dyson’s
orbitals converge to 0 and 1, see the lower right panel in Fig. 4. The 3D plots in Fig. 5
show the behavior of both the Dyson’s orbital energies‡‡ and their norms in the S0 and
the S1 states on the Li–H internuclear distance.
‡‡The EKT-SSR-BH&HLYP orbital energies are shifted to compensate for the difference between the calcu-
lated (6.21 eV) and the experimental (7.9 eV) first ionization potential of LiH at the ground state equilibrium
geometry.
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3.5 Ionization energies at conical intersection: PSB3
It seems interesting to investigate variation of the ionization energies when passing through
a conical intersection (CI); CI is a real crossing between the potential energy surfaces
(PESs) of the electronic states with the same (space and spin) symmetry.22 During passage
through CI a sudden change of the electronic states occurs.22 One of the best studied CIs
is probably the one occurring between the S1 and S0 states of the 2,4-pentadieniminium
cation, better known as PSB3 – a simple model of the retinal chromophore.81 In PSB3, a
crossing between the S1 and S0 states occurs at approximately 90◦ of torsion about the
central double bond, see Fig. 6. The S1/S0 crossing is lifted along the bond length al-
ternation (BLA: difference between the average length of formally single bonds and of
formally double bonds in the chain) coordinate; a standard path was optimized using the
CASSCF method along the BLA coordinate.81
Using the geometries from Gozem et al. 81 the S1 and S0 states of PSB3 were calcu-
lated along the BLA path using the SSR-BH&HLYP/6-31G* method. In Fig. 6a, the
results of the SSR calculations are compared with the results of the lattice regularized
diffusion quantum Monte Carlo (LRDMC) calculations by Zen et al..82 According to
SSR-BH&HLYP/6-31G* the S1/S0 crossing occurs at a BLA value of 0.056 A˚ and at 68.6
kcal/mol with respect to the ground state energy of the cis-PSB3 conformation. These val-
ues are in an excellent agreement with the LRDMC BLA value 0.062 A˚ and the crossing
energy 66.8 kcal/mol.
Using the SSR analytic energy gradients and the gradient of the coupling term in Eq.
(10) the branching plane (BP) vectors were calculated at the SSR crossing geometry. The
BP vectors were orthogonalized using the Yarkony’s formula83 and a loop with the diam-
eter 0.01 A˚ was set up around the crossing point. The S1–S0 energy difference round the
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Figure 6: PSB3: Panel a): The relative energies (kcal/mol, with respect to the cis-PSB3 con-
formation) of the S0 (blue curve) and the S1 (red curve) states of PSB3 obtained with SSR-
BH&HLYP/6-311G** in comparison with the LRDMC82 (green curves) energies along the
BLA path.81 Panel b): The S1–S0 energy difference round a loop (radius 0.01 A˚) within the
branching plane around the S1/S0 crossing point at BLA = 0.056 A˚. Panel c): The geome-
try of PSB3 at the S1/S0 crossing point. Panel d): A 3D representation of the S1 (red) and
S0 (blue) relative energies (kcal/mol, with respect to the crossing point) round a loop in
the branching plane.
loop is shown in Fig. 6b and the S1 and S0 energies in Fig. 6d. As the S1 and S0 states
do not cross when going round the loop (the energy difference is always positive), the
crossing point qualifies as a CI.24
The S1 and S0 states in the vicinity of the CI in PSB3 can be described in terms of
the diradical (DIR) and charge transfer (CT) electronic configurations.24 The former cor-
responds to homolytic breaking of the central pi-bond of PSB3 and leaves the positive
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Figure 7: 3D plots showing the dependence of the energies and the norms of the 22a and
23a Dyson’s orbitals of PSB3 in the S0 state (left panel) and in the S1 state (right panel) on
the BLA parameter.
charge on the cationic nitrogen. The latter corresponds to heterolytic breaking of the
central pi-bond, which causes shifting of the positive charge from the nitrogen atom to
the opposite end of the chain.24,81 As the DIR configuration is well approximated by an
OSS-type wavefunction, it is expected that the frontier Dyson’s orbitals (22a and 23a)
should acquire fractional norms. The CT configuration corresponds to a closed-shell elec-
tronic structure well approximated by a single determinant; hence, the Dyson’s orbital
22a should have nearly unity norm and the 23a’s norm should be near zero.
The dependence of the energy and the norm of the 22a and 23a Dyson’s orbitals of
PSB3 on the magnitude of the BLA distortion is shown in Fig. 7. In the S0 state (the left
panel), a rapid change from the CT configuration, characterized by the 1 and 0 norms,
to the DIR configuration, characterized by equal norms of the frontier Dyson’s orbitals,
occurs, as the geometry passes the CI. An opposite picture is observed in the S1 state,
where the electronic structure rapidly changes from DIR to CT. According to the previous
investigations of PSB3,24,81 this picture is to be expected. As the energies of the frontier
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Dyson’s orbitals are sufficiently different (by ca. 2 eV), one may expect an occurrence (or
a disappearance) of the respective peaks (e.g., single peak suddenly splits in two or vice
versa) in TRPES measurements, when passage through a CI occurs.
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Figure 8: 3D plots showing the dependence of the energies and the norms of the 22a and
23a Dyson’s orbitals of PSB3 in the S0 state (left panel) and in the S1 state (right panel) on
the angle θ parameterizing the loop around the S1/S0 crossing point. See Fig. 6 for detail
of the loop.
Plots of the energies and the norms of the frontier Dyson’s orbitals round the loop
in the branching plane of the CI in PSB3, see Fig. 8, reveals that a gradual variation of
the S0 and S1 states between a closed-shell CT and and open-shell DIR configurations
takes place. Variation of the norms round the loop displays pattern similar to the one
observed for dissociating LiH. This picture seems to be typical for an avoided crossing,
where a strong mixing between the states undergoing the crossing takes place. In the
S0 state, the CT configuration dominates the electronic structure in the direction of the
negative gradient difference vector (the vector g in Fig. 6) and the transition to the DIR
configuration gradually occurs along the direction of the coupling gradient vector (h in
Fig. 6). As the loop reaches the positive side of the g direction, the electronic structure
of S0 becomes completely diradical. An opposite picture holds in the S1 electronic state
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of PSB3. This picture suggests that the splitting of the PES peak (or collapse of the two
highest peaks) should occur even if a nuclear trajectory passes near a CI, in the region of
an avoided crossing between the two electronic states.
4 Conclusions
In this work, an EKT-based36,39 computation of the ionization energies and the respec-
tive Dyson’s orbitals was developed and implemented in connection with an ensemble
DFT methodology,19–21 the SSR method.17,18,23,41,42 The new EKT-SSR methodology was
tested in the computation of the ionization energies in the ground and excited states of
several closed-shell molecules, as well as strongly correlated systems, such as ozone, dis-
sociating H2 and LiH molecules, and the PSB3 cation. In the case of PSB3, the behavior
of the ionization energies and the respective Dyson’s orbitals was inspected in the region
encompassing an S1/S0 conical intersection.
When the electronic state of the molecule is accurately approximated by a single de-
terminant configuration, which is typical for the most of closed-shell molecules, the re-
sults of the EKT-SSR computations closely reproduce the ionization energies evaluated
in the usual way by the Koopmans’ theorem.4 For multi-reference electronic configura-
tions, the occurrence of ionization states with fractionally normalized Dyson’s orbitals
was observed in the EKT-SSR computations. The fractional normalization of the Dyson’s
orbitals matches the fractional occupations of the frontier Kohn-Sham orbitals obtained
in eDFT.43–45 As the norms of the Dyson’s orbitals are connected with the probability of
the respective ionization channels,3 the onset of multi-reference electronic structure, e.g.,
during photoreactions occurring in the excited states, can manifest itself in rapid varia-
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tions of the intensities of the time-resolved PES signals. For example, passage through
the region of a conical intersection may result in splitting of the first ionization peak in
the excited state in two peaks with smaller intensity.
The developed EKT-SSR method is very easy to implement and use; all the ingredients
needed for the computation of the ionization energies are already present in the analytical
energy gradient. Hence, on-the-fly computation of ionization energies during the non-
adiabatic molecular dynamics simulations can be easily implemented and carried out at
no additional cost. As the EKT-based computation can be also implemented for linear-
response DFT methods, such as, e.g., MRSF-TDDFT,57 a variety of computational methods
can be used to model TRPES signals simultaneously with the NAMD simulations.
Although this work is focused on the development of a practically accessible method-
ology, the merger of EKT with eDFT methods has a potential for deriving the exact the-
oretical approach to obtaining the ionization energies for ensembles of charge neutral
excitations. It is to be noted that, besides charge neutral excitations, GOK-eDFT21 can
be used in connection with charged excitations, such as in the N-centered eDFT method-
ology.33,34 In the latter case, the ionization energies can be obtained directly, from dif-
ferentiation with respect to the ensemble weights.33,34 With an ensemble of the charge
neutral excitations, as in the SSR method, differentiation with respect to the ensemble
weights yields the excitation, rather than ionization, energies and the use of EKT offers
a solution to the problem of obtaining the ionization energies. It is noteworthy that the
use of an ensemble of neutral excitations in the SSR method does not violate the most
significant requirements for the exact eDFT methodology, such as the presence of the
derivative discontinuity (see the Appendix A) in the energies and properties. However,
it offers a straightforward approach to obtaining the electronic excitations within a time-
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independent formalism; the excitations which possess the exact properties, e.g., with re-
gard to proper description of the real and avoided crossings between the potential energy
surfaces of the ground and excited states.
Acknowledgement
This work was supported by the the National Research Foundation of Korea (NRF) grant
2019H1D3A2A02102948.
A Derivative discontinuity in EKT-SSR orbital energies
We were asked by an anonymous reviewer to provide evidence that the SSR/REKS method-
ology correctly treats the derivative discontinuity of the XC energy. The derivative dis-
continuity20,35,84,85 manifests itself as a discontinuity of the derivative of the XC energy
with respect to the total number of particles δEXC/δN, when N is passing an integer num-
ber.∗ This leads, inter alia, to a stepwise charge transfer between atoms (or fragments)
in a molecule and to a step-like variation of the orbital energy when the total number of
electrons becomes integer.
Although an evidence of the derivative discontinuity in the electron transfer described
by the SSR method was presented already in Ref. 86, for the sake of argument, we demon-
strate manifestations of the derivative discontinuity in the Dyson’s orbitals energies ob-
tained by the EKT-SSR method in this work. The SSR (and REKS) method is not de-
fined for fractional total number of electrons. Hence, no direct calculation of the δEXC/δN
∗Note that, in N-centered eDFT, the derivative discontinuity is related to the discontinuity of the deriva-
tive of the ensemble XC energy with respect to the ensemble weighting factor.33
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Figure A1: Upper panel: Dependence on the Mulliken charge on an H atom in the
stretched H2 molecule (R(H–H) = 4A˚) on a uniform electric field applied along the molec-
ular axis. Lower panel: Dependence of the energy of the Dyson’s orbital localized pre-
dominantly on the right H atom on the Mulliken charge on that atom. Solid lines show
the results of the SSR calculations (red: SSR-BLYP; blue: SSR-BHHLYP), dashed lines –
the results of the conventional RKS calculations (red: BLYP; blue: BHHLYP).
derivative is possible in the context of the method. Instead, a system of two nearly non-
interacting atoms is used, as represented by the H2 molecule at R(H–H) = 4 A˚ shown in
37
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Fig. A1. The total number of electrons in the molecule is conserved, however application
of a uniform electric field along the molecular axis can drive the electron population from
atom to atom. Such a model system can also be viewed as an indirect implementation of
an ensemble of neutral (H•–H•) and charged (H+–H− and H−–H+) states, which bears
similarity to ensemble used in N-centered eDFT.33 Then, the electric field plays a role of
an external perturbation that leads to variations of the weighting factors of the neutral
and charged components of the ensemble.
When no field is present, the charge distribution is symmetric and both atoms are elec-
trically neutral. The field breaks the symmetry of the charge distribution and drives the
electronic density to one end of the molecule. If the derivative discontinuity is present
in the XC energy, the electron transfer from atom to atom occurs in a stepwise man-
ner, one electron after another.84,85 This is clearly seen in the upper panel of Fig. A1
where the Mulliken charge on an H atom in the stretched H2 is shown as obtained in
the SSR-BLYP/6-311G** and the SSR-BH&HLYP/6-311G** calculations. For comparison,
the Mulliken charges obtained by the conventional RKS methodology (with BLYP and
BH&HLYP) are shown in Fig. A1. The latter charges vary continuously with the field
strength; thus showing the absence of the derivative discontinuity in the conventional
approximate XC functionals. It is noteworthy that, even with a pure GGA functional,
such as BLYP, the SSR method correctly describes stepwise charge transfer. Similar re-
sults were obtained earlier in Ref. 86 for a donor-acceptor dyad.
The lower panel of Fig. A1 shows the dependence of the Dyson’s orbital energy on
the atomic Mulliken charge. The Dyson’s orbital localized predominantly on one of the
H atoms (the right atom in Fig. A1) is picked up. Naturally, when no field is present the
two frontier Dyson’s orbitals of H2 are delocalized over both atoms and have the same
38
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energies, see Fig. 2. Application of the field leads to fractional atomic population and
the energy of the respective Dyson’s orbital undergoes a step-like change, when passing
through the integer atomic population.
Note that the orbital energies are sensitive to the interaction with the applied electric
field. Hence, the energies in Fig. A1 are shown for very small atomic charges only, where
the energies remain mostly constant. The step-like behavior of the Dyson’s orbital energy
is visible even for a pure GGA functional (BLYP), when used in connection with the SSR
method. The conventional RKS methodology does not yield a step when the BLYP func-
tional is used. The RKS BH&HLYP method yields a small step as a consequence of the
exact exchange energy included in the hybrid XC functional. However, the magnitude
of the step is tiny as compared to the one produced by the SSR method. These results
demonstrate the presence of the derivative discontinuity in the SSR energies and proper-
ties.
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