





















In this thesis, we analyzed and forecasted forex fluctuation, which are time-series data, using a method 
called LSTM.We also defined a problem about  forex fluctuations formally and develop  an online 
algorithm that uses the forecast results for the problem.The average win rate of this problem is around 
0.83 for real forex fluctuation data and this algorithm is promising  for practical usage It is remaining that 
we will  obtain new data sets and compare with other methods such as Moving Average Models and 
Regression Analysis used in the field of statistics.  





















ワーク(RNN : Recurrent Neural Network)を用いる[5]. 
しかし, 長期間の時間依存性が失われてしまうデメリッ
トを抱えているので, 内部に値を保持するためのメモリ




データは Google BigQueryを用いて GMOクリック証券
で実際に使われている取引データである. 取得済みの 1
年分のデータで解析と予測を行い, 精度を検証する. ま












る𝑣"に設定し, ±0.05 刻みで𝑣"を除く𝑣#~𝑣%を概算する. 









	 本研究で用いている GMO クリック証券では 1 回の取
引区間が 3時間となっており, 1日に 10回設けられてい











入額がそのまま損失になる. つまり, 予測購入額が 700
円だった場合, 予測が当たっていれば 300 円の利益, 外
れていれば 700円の損失が出る. 7つある基準値の真ん中










	 赤丸で囲われている基準値 108.250 における円高購入
価格は 659 円, 円安購入価格は 427 円となっている. こ
のとき , 満期まで保持して予測が当たっていた場合は
1000円のペイアウトを受け取ることができるのでその差
額が利益となる. よって, 円高の場合は 1000 - 659 = 341




売却価格となっている. よって, 円高の場合は 573 - 659 









	 𝑇' = {0,1,2, … , 𝑛, 𝑛 + 1, 𝑛 + 2}とし ,外為レート関数を 
𝑓3: 𝑇' → 𝑅7とする. ここで, 𝑅7は正の実数の集合である. 
外為レート予測問題は, 時刻𝑡(0 ≦ 𝑡 ≦ 𝑛)において, ある
基準レート𝑣に対し,  
 
𝑓3(𝑛 + 2) ≧ 𝑣(レート安)
𝑓3(𝑛 + 2) < 𝑣(レート高)
 
 














円安購⼊関数𝐵? 𝑡, 𝑓 𝑡 , 𝑣  
𝑇'×𝑅7	×	𝑅7 → [0. .2] 
円⾼購⼊関数𝐵E 𝑡, 𝑓 𝑡 , 𝑣  
円安売却関数𝑆? 𝑡, 𝑓 𝑡 , 𝑣  
円⾼売却関数𝑆E 𝑡, 𝑓 𝑡 , 𝑣  
 
このとき, 以下の式が成り立つ.  
 
𝐵? 𝑡, 𝑓 𝑡 , 𝑣 + 𝑆E 𝑡, 𝑓 𝑡 , 𝑣 = 2
𝐵E 𝑡, 𝑓 𝑡 , 𝑣 + 𝑆? 𝑡, 𝑓 𝑡 , 𝑣 = 2
 
 
	 次に時刻𝑡において, 基準レート𝑣で円安購入し, 時刻
𝑠 𝑡 < 𝑠 ≤ 𝑛, 𝑠 ≠ 𝑡 + 1 で売却した場合の利益𝑃? 𝑡, 𝑠, 𝑓, 𝑣
は以下のようになる.  
 
𝑃? 𝑡, 𝑠, 𝑓, 𝑣 = 𝑆? 𝑠, 𝑓 𝑠 , 𝑣 − 𝐵? 𝑡, 𝑓 𝑡 , 𝑣  
  
 
満期𝑠 = 𝑛 + 2のとき 
𝑃? 𝑡, 𝑠, 𝑓, 𝑣 =
2 − 𝐵? 𝑡, 𝑓 𝑡 , 𝑣 ⋯ 𝑓 𝑛 + 2 ≥ 𝑣




ト𝑣で円高購入し, 時刻𝑠 𝑡 < 𝑠 ≤ 𝑛, 𝑠 ≠ 𝑡 + 1 で売却した
場合の利益𝑃E 𝑡, 𝑠, 𝑓, 𝑣 は以下のようになる.  
 
𝑃E 𝑡, 𝑠, 𝑓, 𝑣 = 𝑆E 𝑠, 𝑓 𝑠 , 𝑣 − 𝐵E 𝑡, 𝑓 𝑡 , 𝑣  
 
満期𝑠 = 𝑛 + 2のとき 
𝑃E 𝑡, 𝑠, 𝑓, 𝑣 =
2 − 𝐵E 𝑡, 𝑓 𝑡 , 𝑣 ⋯ 𝑓 𝑛 + 2 < 𝑣
−𝐵E 𝑡, 𝑓 𝑡 , 𝑣 ⋯ 𝑓 𝑛 + 2 ≥ 𝑣
 
 






に限定し, ①のペイアウトで利益を得るものとする.  
 
５．	解析手法 





ている[5]. 人間の大脳皮質では, 約 140 億ものニューロ
ンが巨大な網の目のようにネットワークを形成している. 
ニューロン間で情報を伝達することにより, 人間は物事







	 入力値 𝑥#, 𝑥O, 𝑥P, … , 𝑥' に対し, 重み係数
𝑤#, 𝑤O, 𝑤P, … , 𝑤' が設定されている. それらを掛け合わ
せたものの総和と定数項バイアス𝑏の和を入力値として
活性化関数(Transfer Function)に代入し, 出力を出力値
𝑦とする. よって以下の式が成り立つ.  
 















	 0 < 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 𝑥 < 1なので, 入力値を 0, 1 に正規化









	 入力値 𝑥#, 𝑥O, 𝑥P, … , 𝑥' を入力層, 出力値






















トワーク(RNN : Recurrent Neural Network)が考案され
た[6]. これにより, RNN は時刻𝑡における隠れ層の値が
時刻𝑡の入力だけでなく, 時刻𝑡 − 1の隠れ層の値も用い
て計算される. これによって過去のデータを考慮した学









ℎ^ = tanh 𝑊 ℎ^\# + 𝑈 𝑥^  











Fig7.tanh 𝑥 の概形 
 
−1 < tanh 𝑥 < 1なので, 入力値を −1, 1 の範囲に正規
化することができる.  
これらを何層も重ねて RNN を構成する. 入力データの
サイズに合わせて RNN を展開することによって, 通常
の NN と同様に誤差逆伝播法を適用することができる. 






















	 見かけ上は通常の RNN と同じだが, 内部に入力ゲー




















	 LSTM を用いた時系列予測の関連研究に RNN の改良
として, 係数行列に単位行列(Identity Matrix)を用いる
IRNNと呼ばれる手法がある[8].  通常の RNNよりも離
れたデータ間での相関が得られやすいとされている. こ
れは活性化関数に ReLU(Rectified Linear Unit)関数を用
いており, シンプルな構造になっている. しかし ReLU
関数の特性として演算結果がマイナス値になった場合に
は 0 を返してしまうので内部での演算が楽になる反面, 
重要な値を取りこぼしてしまう可能性がある. 
 






(MSE : Mean Square Error)を使用している. MSEは誤
差関数として多くの場面で使われており, 小二乗法に
対して 適である.  











り, 二値交差エントロピー(BCE : Binary Cross Entropy)
を評価指標として用いている.  
 


























教師データ𝑡 𝑦 = 1 𝑦 = 0 


















TP + FN + FP + TN
 
全データのう

























	 本研究では GMO クリック証券で実際に使われている
為替取引データを用いている. このデータを Google社の





	 Google BigQueryで取得できるデータは 1分刻みとな
っており, 以下の 5 つの項目を取得することができ, パ
ラメータの詳細を以下の表 2 に示す. 本研究では入力値





open xx 時 xx 分 00 秒の価格 
high 
xx 時 xx 分 00 秒〜xx 時 xx 分 59 秒
の最⾼値 
low 
xx 時 xx 分 00 秒〜xx 時 xx 分 59 秒
の最低値 
close xx 時 xx 分 59 秒の価格 
 
	 2017年 4月末日〜2018年 4月中旬までの 1年分のデ
ータを取得してあるが, データに穴抜けがある. これを












購入, blは円安購入, bhと blの添字は各基準値を対応さ













ータの時系列入力値𝑥 = 𝑥#, 𝑥O, 𝑥P, … , 𝑥' に対して, 各時













の 5つのオンラインアルゴリズムについて紹介する.  
 




















































例	 𝑓3 0 = 𝑣" = 100とする. よって, 𝑣# = 100.15, 𝑣O =




	 まず 1年分の為替変動データの 80%を LSTMの入力
として与え, 残りの 20%をテストデータとした. このと
きにどの活性化関数を用いればより精度の高い予測がで
きるか検証した. その結果 ReLU関数よりも tanh関数
の方が精度が高いことがわかった. 計算には CPUで 1
週間ほどかかった. (横軸:データ数, 縦軸:価格. 青線:予測














	 月平均勝率と学習時ログより, MSE と BCE を以下に
示す. updown_acc は二値予測の正解率 accuracy を表し






MSE BCE updown_acc 
4 0.835 0.692 0.692 0.523 
5 0.834 0.692 0.691 0.526 
6 0.838 0.693 0.692 0.516 
7 0.837 0.692 0.692 0.525 
8 0.836 0.692 0.691 0.529 
9 0.834 0.692 0.691 0.532 
10 0.836 0.693 0.692 0.517 




すぎると出力が 0 に漸近してしまうので, ReLU 関数と
tanh関数を用いて比較した. その結果, tanh関数の方が
より精度の高い予測をすることができた. ReLU関数は入
力が負数の場合に 0 を出力するので, 内部での演算が容
易な反面, 重要な値を取りこぼしてしまったためだと考
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