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PERMANENTS OF HEAVY-TAILED RANDOM MATRICES WITH
POSITIVE ELEMENTS
TONC´I ANTUNOVIC´
Abstract. We study the asymptotic behavior of permanents of n× n random matrices
A with positive entries. We assume that A has either i.i.d. entries or is a symmetric
matrix with the i.i.d. upper triangle. Under the assumption that elements have power
law decaying tails, we prove a strong law of large numbers for log perA. We calculate the
values of the limit limn→∞
log perA
n logn
in terms of the exponent of the power law distribution
decay, and observe a first order phase transition in the limit as the mean becomes infinite.
The methods extend to a wide class of rectangular matrices. It is also shown that, in
finite mean regime, the limiting behavior holds uniformly over all submatrices of linear
size.
1. Introduction
The permanent of an m×n matrix A = (ai,j) (height m and width n) satisfying m ≤ n
is defined as
perA =
∑
π
n∏
i=1
ai,π(i),
where the sum
∑
π goes over the set of one-to-one functions from [m] = {1, . . . ,m} to
[n] = {1, . . . , n}. When m = n, that is when A is a square matrix, π goes over Sn, the set
of permutations on {1, . . . , n}.
In this paper we will study asymptotics of permanents of large random matrices with
positive elements. Permanents of random matrices have been studied in a number of
papers. Already in [3] and [4] Girko studied the asymptotic behavior of permanent un-
der certain conditions on the characteristic function of the entries of A. Working in the
context of perfect matchings on random bipartite graphs, Janson [7] proved central limit
theorems for permanents of matrices with 0-1 i.i.d. elements. In a series of papers Rempa la
and Weso lowski studied the permanents of large rectangular matrices with i.i.d. columns
containing non-zero mean and finite variance elements (allowing some correlation among
elements in each column). In the case of i.i.d. elements, relying on earlier results of van
Es and Helmers [2] and Borovskikh and Korolyuk [8], they proved central limit theorems
for (perA)/E(perA) [12], and later certain strong laws of large numbers [13], when the
height of the matrix grows much slower than the width. See also Chapter 3 in [14] for
a self-contained discussion of these results. When elements have zero mean much less is
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known. The only result of this type is [15] by Tao and Vu, who obtained significantly dif-
ferent behavior for n×n matrices A with independent (mean zero) Bernoulli ±1 elements.
They showed that with high probability |per(A)| = n( 12+o(1))n. The significance of this
result lies also in the fact that this was the first proof of the fact that for i.i.d. Bernoulli ±1
random matrices P(per(A) = 0) → 0. It doesn’t seem that anything substantial is known
about the random symmetric matrices. In [15] it is mentioned that their method does not
extend to tackle the symmetric case. In particular, in [9] it is explicitly conjectured that
|per(A)| = n( 12+o(1))n, when A is a symmetric mean zero Bernoulli ±1 matrix.
The above results demonstrate the contrast between the non-zero mean, finite variance
case and the Bernoulli case, which can be summarized as
(1) lim
m,n→∞
log |perA|
m log n
=
{
1, in the case of the finite variance and non zero mean,
1
2 , in the Bernoulli case with zero mean for m = n.
In the non-zero finite mean case (µ being mean of the elements) the value of the limit, and
especially the upper bounds, can be inferred by calculating the first moment E(perA) =(n
m
)
m!µn, and in the Bernoulli case from the second moment E(|perA|2) = n!. In this paper
we will calculate the value of this limit under the assumption that elements are positive
and have power law decaying tails P(ξ ≥ t) = t−1/β+o(1). In the case β > 1 elements
have infinite mean which prevents us from making any guesses about the the value of the
limit. In particular, neither the lower or the upper bound are trivial. In Theorem 1 we
will observe a first order phase transition in the limit at β = 1, when the mean becomes
infinite. Our results hold when A is a random symmetric matrix as well A.
2. Setup and the Result
In the text we will assume that for m ≤ n, Am,n = (ξi,j) is an m× n matrix (An when
m = n), whose elements ξi,j are identically distributed random variables (distributed as
ξ). We assume that either the entries (ξi,j)i,j of Am,n are independent, or that An is a
symmetric matrix such that the entries in the upper triangle (ξi,j)i≤j are independent.
Note that we will drop the subscripts from A when there is no confusion. Assuming that
the matrices are constructed on a common probability space, theorems below give strong
laws of large numbers for log perAnn logn . Extensions to the i.i.d. case for rectangular matrices
are given in Section 5. Note that the almost sure convergence in Theorems 1 and 2 simply
means that the estimates we obtain in the proofs are summable.
To summarize, in the following we will assume that we are given a sequence of n × n
random matrices An = (ξi,j)i,j defined on a common probability space, whose elements ξi,j
are strictly positive and identically distributed as ξ. Moreover we assume that either
I) for each n, the elements (ξi,j)1≤i,j≤n of An are independent, or
II) for each n, the elements of An in the upper triangle (ξi,j)1≤i≤j≤n are independent
and An is symmetric, that is ξi,j = ξj,i.
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Theorem 1. Assume that a sequence of random matrices An satisfies either I) or II), and
that the distribution of their entries satisfies
(2) lim
t→∞
log P(ξ ≥ t)
log t
= − 1
β
,
for some β > 0. Then we have
(3) lim
n→∞
log perAn
n log n
= max(1, β).
Random variable ξ in (2) has finite variance for β < 1/2, finite mean for β < 1, and
infinite mean for β > 1 when we observe a limit different from the values in (1).
The following result generalizes the case β < 1. It does not require the finite variance
assumption and gives the general lower bounds and the upper bounds in the case of finite
mean uniformly over all submatrices of linear size. Note that for an m×n matrix A = (ξi,j)
any matrix B = (ξi,j)i∈I,j∈J , where I ⊂ {1, . . . ,m}, J ⊂ {1, . . . , n} is called a submatrix
of of An.
Theorem 2. Assume that a sequence of random matrices An satisfies either I) or II), and
fix 0 < α < 1.
i) We have almost surely
(4) lim inf
n→∞
min
(k,B)
log perB
k log k
≥ 1,
where the minimum is taken over all integers αn ≤ k ≤ n and all k×k submatrices
B of An.
ii) If the elements of An have a finite mean then almost surely
(5) lim sup
n→∞
max
(k,B)
log perB
k log k
= 1,
where the maximum is again taken over all integers αn ≤ k ≤ n and all k × k
submatrices B of An.
Note that by part ii) of the above theorem, Theorem 1 holds for β = 0 as well.
Remark 3. It is not difficult to adapt the proof of the lower bounds in Theorem 1, to show
that the convergence from Theorem 1 holds in probability under weaker condition ξ ≥ 0,
that is if we allow the distribution of ξ to have a point mass at zero. For details see Remark
19. However, it is clear that Theorem 2 i) fails in this case. To simplify the presentation,
we choose to assume ξ > 0 almost surely.
Condition (2) in Theorem 1 is satisfied with β > 1 for many common heavy tail dis-
tributions including Pareto distribution, Le´vy distribution, Inverse-Gamma distribution,
Beta-prime distribution. We are particularly interested in the case when ξ has Pareto dis-
tribution with parameter β, that is P(ξ ≥ t) = t−1/β for t ≥ 1. Actually in Section 3 the
upper bounds in Theorem 1 will be proven in the Pareto case, and then extended to the
general case via simple stochastic domination. Note that when the convergence (2) fails
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to hold, one cannot guarantee the existence of the limit in (3) (see Example 23 in Section
5). However, the upper bound on the lim sup in (2) will imply the upper bound in (3) and
similarly the lower bound for lim inf.
Remark 4. From a more combinatorial point of view, permanents can be interpreted in the
context of saturated matchings (or perfect matchings for m = n) of bipartite graphs. For
a bipartite graph G = (V,E), let V = V1 ∪V2, |V1| ≤ |V2| be a decomposition of the vertex
sets into subsets, so that no two vertices in Vi are connected by an edge, i = 1, 2. Saturated
matchings of G can be defined as subsets M ⊂ E of the edge set with the property that
every vertex in V1 is adjacent to exactly one edge in M, and that every vertex in V2
is adjacent to at most one edge in M. For m ≤ n and an m × n matrix A = (ai,j)
containing only elements 0 and 1, construct a bipartite graph G with m + n vertices
{v1, . . . vm, w1, . . . wn} so that vi and wj are connected by an edge if and only if aij = 1.
Clearly every one-to-one function π : {1, . . . ,m} → {1, . . . , n} for which ∏ni=1 ai,π(i) = 1
corresponds to a saturated matching on G in 1-1 manner. Therefore perA is equal to the
number of saturated matchings on G. For general matrices A one can construct the graph
by drawing an edge between vi and wj whenever ai,j 6= 0 and putting the weight ai,j on
this edge. Then perA can be interpreted as the total weight of all the saturated matchings
on G (a weight of a matching being the product of the weight on its edges). This also
known as the partition function of the dimer model. All the results in this paper can be
interpreted in this way.
In the following section we prove the upper bounds in Theorem 1, and in Section 4 we
provide the lower bounds and prove Theorem 2. In the last section we will extend the
results to a class of rectangular matrices, and show an example demonstrating that, in
general without (2), Theorem 1 fails to hold.
3. Proof of the upper bounds in Theorem 1
The exact calculations needed for the proof of the upper bounds in Theorem 1 are easier
to perform when we are given a concrete distribution of ξ to work with. The proof will
be provided for the Pareto case, but first we will see how this yields the upper bounds in
Theorem 1 for the general case.
Remark 5. Throughout the paper we will use the following two simple observations.
i) For any m × n matrix A and λ ∈ R we have that per(λA) = λm perA. Thus the
value of the limit of log perAm,n/(m log n) in Theorem 1 (as well as lim inf and lim sup) is
unchanged if we replace the random variable ξ by a random variable λξ, for any λ > 0.
ii) Given two random variables ξ1 and ξ2 such that ξ2 stochastically dominates ξ1 from
above, it is possible to extend a probability space on which ξ1 is defined, and construct
ξ2 with the same distribution as ξ2 on the extended space such that ξ1 ≤ ξ2 pointwise.
For example, if Fi is the cumulative distribution function of ξi, and if the probability
space (Ω,P) supports ξ1, then consider the probability space (Ω × [0, 1],P × dλ), where
dλ is the Lebesgue measure on [0, 1]. On this space define u = λF1(ξ1) + (1 − λ)F−1 (ξ1),
where F−1 (t) = lims↑t F1(s) and ξ2 = inf{t : F2(t) ≥ u}. Then it is easily checked that
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u has uniform distribution, ξ2 has the same distribution as ξ2 and F
−
1 (ξ1) ≤ u ≤ F2(ξ2),
which implies that ξ1 ≤ ξ2 pointwise. This extends to random matrices. In all the models
we consider, one can extend a probability space on which (A1m,n) is a sequence of m × n
random matrices with elements distributed as ξ1, to construct a sequence (A
2
m,n) of m×n
random matrices with elements distributed as ξ2, such that elements of (A
2
m,n) dominate
the corresponding elements of (A1m,n) pointwise. Then perA
1
m,n ≤ perA2m,n, since all their
elements are positive.
Proof of the upper bounds in Theorem 1 assuming it holds for the Pareto case. Fix ǫ > 0
and take M > 1 so that P(ξ ≥ t) ≤ t−1/(β+ǫ) holds for all t ≥M . Denote by ξβ+ǫ a Pareto
distributed random variable with parameter β+ ǫ and observe that P(ξ ≥ t) ≤ P(Mξβ+ǫ ≥
t) holds for all t. Assuming the statement holds for the Pareto case, Remark 5 ii) implies
that almost surely
lim sup
n
log perAn
n log n
≤ β + ǫ.
Since ǫ > 0 was arbitrary the claim follows. 
The rest of this section is devoted to the proof of the upper bounds in the Pareto case
in which we show explicit calculations. A useful observation which we will use extensively
is the fact that if ξ is a Pareto distributed random variable with parameter β, then Y =
(log ξ)/β has exponential distribution with rate 1, that is P(Y ≥ t) = e−t for t ≥ 0.
We start by proving some basic estimates for maxima of independent exponential random
variables.
Lemma 6. For n ≥ 2 let Yi, 1 ≤ i ≤ n be independent exponential random variables with
rate 1. For a fixed c < 1 set R = c(max1≤i≤n Yi).
i) For any t > 0 we have
(6) P(R ≤ t) =
(
1− e−t/c
)n
and P(R ≥ t) ≤ ne−t/c.
ii) The expectation of eR can be bounded as
(7) E
(
eR
) ≤ nc
1− c .
Proof. i) Both claims are straightforward
P(R ≤ t) =
n∏
i=1
P(Yi ≤ t/c) =
(
1− e−t/c
)n
, P(R ≥ t) ≤
n∑
i=1
P(Yi ≥ t/c) = ne−t/c.
ii) Using the second inequality in (6) we obtain for t ≥ 1
P
(
eR ≥ t) = P(R ≥ log t) ≤ nt−1/c,
from where we get
E
(
eR
)
=
∫ ∞
0
P
(
eR ≥ t) dt ≤ nc + ∫ ∞
nc
nt−1/cdt = nc + n
(1
c
− 1
)−1
nc−1 =
nc
1− c .
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
Lemma 7. For n ≥ 2 let Yi, 1 ≤ i ≤ n be independent exponential random variables with
rate 1. For 0 ≤ a < b, let pn(a, b) = P(a <
∑n
i=1 Yi ≤ b) Then
e−abn ≥ n!pn(a, b) ≥
{
e−bbn, if a = 0,
ne−b(b− a)an−1, if a > 0.
Proof. Since
∑n
i=1 Yi is the sum of n independent exponential random variables with mean
1, it has Gamma density x
n−1e−x
(n−1)! , for x > 0. Therefore
n!pn(a, b) = n!
∫ b
a
xn−1e−x
(n− 1)! dx = n
∫ b
a
xn−1e−x dx.
The upper bound now follows
n!pn(a, b) ≤ e−a
∫ b
a
nxn−1 dx ≤ e−abn.
For the lower bound
n!pn(a, b) = n
∫ b
a
xn−1e−x dx ≥ e−b
∫ b
a
nxn−1dx = e−b(bn − an).
For a = 0 we have n!pn(a, b) ≥ e−bbn, while for a > 0 using bn ≥ an + n(b − a)an−1 we
obtain the corresponding lower bound. 
The idea of the proof of the upper bounds in the Pareto case is to estimate (by evaluating
the expectation) the number of permutations π for which the product
∏n
i=1 ξi,π(i) will lie
in some given interval. The key estimate is provided in Lemma 13. We will only consider
the intervals not exceeding (n
√
log n)βn, since as the following lemma shows, the largest
product
∏
i ξi,π(i) typically does not exceed this value.
In what follows, for an array of random variables (Yi,j)1≤i,j≤n it is assumed in the text
either that
(A1) (Yi,j)i,j is an i.i.d. family of exponential random variables with rate 1, or
(A2) (Yi,j)i,j is a symmetric array exponential random variables with rate 1, in the sense
that (Yi,j)1≤i≤j≤n is an i.i.d. family, and Yi,j = Yj,i.
Lemma 8. Assume that (Yi,j)i,j satisfies either the condition (A1) or (A2). Then for any
λ > 0
(8)
∞∑
n=2
P
(
max
π∈Sn
n∑
i=1
Yi,π(i) ≥ n log n+
n log log n
λ
)
<∞.
Proof. The (A2) case will be a special case (ǫ = 1) of Lemma 9 which follows. Assume
(A1) condition holds. For a fixed c < 1 denote Ri := c(max1≤j≤n Yi,j). From the definition
of Ri it is obvious that
max
π∈Sn
n∑
i=1
Yi,π(i) ≤
1
c
(
n∑
i=1
Ri
)
.
PERMANENTS OF HEAVY-TAILED RANDOM MATRICES WITH POSITIVE ELEMENTS 7
Using the inequality (7) we have
P
(
max
π∈Sn
n∑
i=1
Yi,π(i) ≥ n log n+
n log log n
λ
)
≤ P
(
n∑
i=1
Ri ≥ cn log n+ cn log log n
λ
)
≤ E
(
e
∑n
i=1Ri−cn logn−
c
λ
n log logn
)
=
(
E
(
eR1
)
nc(log n)c/λ
)n
=
(
(1− c)(log n)c/λ
)−n
.
For any c < 1, the right hand side above is summable in n, which proves the lemma. 
The symmetric case (A2) of Lemma 8 follows from a stronger result in the following
lemma (case ǫ = 1). This lemma also holds in the i.i.d. case (A1), but we don’t need this
result in that setting.
Lemma 9. Assume that (Yi,j)i,j satisfies the condition (A2) and fix λ > 0. For a fixed
0 < ǫ ≤ 1 let Bǫn denote the event that for some ǫn ≤ k ≤ n there are indices 1 ≤ p1 <
p2 < · · · < pk ≤ n and a permutation π ∈ Sn such that
k∑
j=1
Ypj,π(pj) ≥ k log n+
k log log n
λ
.
Then
∑
n≥2 P(B
ǫ
n) <∞.
Proof. Take 0 < c < 1/2 and denote the multiple of the maximal element in the i-th row
above the diagonal by R′i := c(maxi≤j≤n Yi,j). Observe that by (7) we have
(9) E
(
eR
′
i
) ≤ (n− i+ 1)c
1− c ≤
nc
1− c .
For a fixed permutation π consider the set
Tπ = {(i, π(i)) | when i ≤ π(i)} ∪ {(π(i), i) | when i > π(i)} ,
of coordinates of all elements Yi,π(i), reflected over the diagonal to the upper triangular
part. Since the matrix (Yi,j) is symmetric, we have
∑n
i=1 Yi,π(i) =
∑
(i,j)∈Tπ
Yi,j. Observe
that for every 1 ≤ i ≤ n there are either zero, one or two elements j such that (i, j) ∈ Tπ.
Reflecting the elements (pi, π(pi)) across the diagonal, we see that the eventB
ǫ
n implies that
for some ǫn ≤ k ≤ n and 0 ≤ ℓ ≤ k/2 there are disjoint sets of indices {i(2)1 , i(2)2 , . . . , i(2)ℓ }
and {i(1)1 , i(1)2 , . . . , i(1)k−2ℓ} such that
2
ℓ∑
j=1
R′
i
(2)
j
+
k−2ℓ∑
j=1
R′
i
(1)
j
≥ ck log n+ ck log log n
λ
.
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For a fixed k ≥ ǫn, fixed 0 ≤ ℓ ≤ k/2 and a fixed choice of indices {i(2)1 , i(2)2 , . . . , i(2)ℓ } and
{i(1)1 , i(1)2 , . . . , i(1)k−2ℓ}, the probability of the event above is bounded from above by∏ℓ
j=1 E exp
(
2R′
i
(2)
j
) ·∏k−2ℓj=1 E exp (R′i(1)j
)
nck(log n)ck/λ
≤
n2cℓ
(1−2c)ℓ
· nc(k−2ℓ)
(1−c)k−2ℓ
nck(log n)ck/λ
≤
(
(1− 2c)(log n)c/λ
)−ǫn
.
Observe that the right hand side above depends only on n and c. Since one can find
(2n)2 = 4n pairs of subsets of {1, . . . , n}, there are at most 4n choices for k, ℓ and the sets{
i
(2)
1 , i
(2)
2 , . . . , i
(2)
ℓ
}
and
{
i
(1)
1 , i
(1)
2 , . . . , i
(1)
k−2ℓ
}
. Thus taking the union bound we see that
P(Bǫn) ≤
(
41/ǫ
(1− 2c)(log n)c/λ
)ǫn
,
which is clearly summable in n.

Remark 10. For 0 ≤ ℓ < n/2, let Sℓn denote the set of permutations in Sn whose cycle
decomposition has exactly ℓ transpositions (that is, there are exactly ℓ unordered pairs
(i, j) with i 6= j such that π(i) = j and π(j) = i). The number of transpositions in a
uniformly random permutation converges to a Poisson distribution of rate 1/2, see [1].
We will need a simple consequence, that the probability that a uniformly chosen random
permutation on n ≥ 3 elements is uniformly bounded from zero, that is there is a > 0 such
that for all n ≥ 3 we have |S0n| ≥ an!. This in particular shows that for n ≥ 3
(10)
an!
2ℓℓ!
≤ |Sℓn| ≤
n!
2ℓℓ!
.
This is because the ℓ cycles can be chosen in
1
ℓ!
ℓ−1∏
i=0
(
n− 2i
2
)
=
n!
2ℓℓ!(n− 2ℓ)!
many ways, and there are between a(n − 2ℓ)! and (n − 2ℓ)! ways to permute the leftover
n− 2ℓ elements without creating any transpositions.
In what follows assume the family of random variables (Yi,j)i,j to satisfy (A1) or (A2)
and define
(11) Zn,k =
∣∣∣∣
{
π ∈ Sn : (k − 1)n <
n∑
i=1
Yi,π(i) ≤ kn
}∣∣∣∣.
Lemma 11. If (Yi,j)i,j satisfies (A1) then for all 1 ≤ k ≤ n
(12) (kn)n e−(k−1)n ≥ E(Zn,k) ≥
{
e−nnn, if k = 1,
e−knnn(k − 1)n, if k > 1.
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Proof. For a fixed π,
∑n
i=1 Yi,π(i) is the sum of n independent exponential random variables
with mean 1, so
E(Zn,k) =
∑
π∈Sn
P
(
(k − 1)n <
n∑
i=1
Yi,π(i) ≤ kn
)
= n!pn((k − 1)n, kn).
Now (12) follows from the estimates in Lemma 7 (for the lower bound in the case k > 1
use k − 1 ≤ n).

In the symmetric case unfortunately, we need to restrict the upper bounds to the per-
mutations satisfying the condition in the event Bǫn. Symmetry of A is not an issue for
permutations in S0n, so first define
(13) Zn,k,0 =
∣∣∣∣
{
π ∈ S0n : (k − 1)n <
n∑
i=1
Yi,π(i) ≤ kn
}∣∣∣∣.
For 1 ≤ k ≤ log n+ log log n and 1 ≤ ℓ ≤ n/2 let Zǫn,k,ℓ denote the number of permutation
π ∈ Sℓn satisfying both
(14) (k − 1)n <
n∑
i=1
Yi,π(i) ≤ kn and
r∑
j=1
Ypj ,π(pj) ≤ r(log n+ log log n),
for all ǫn ≤ r ≤ n and all indices 1 ≤ p1 < p2 < · · · < pr ≤ n. Finally set
Zǫn,k = Zn,k,0 +
∑
1≤ℓ≤n/2
Zǫn,k,ℓ.
Lemma 12. Assume that (Yi,j)i,j satisfies (A2). Then there are constants C > 0 and
a > 0 such that for every 0 < ǫ ≤ 1 and all 1 ≤ k ≤ log n+ log log n
(15)
(
Ce−kkn1+ǫ log n
)n
≥ E(Zǫn,k) ≥
{
ae−nnn, if k = 1,
ae−knnn(k − 1)n, if k > 1.
Proof. The lower bounds follow by
E(Zǫn,k) ≥ E(Zn,k,0) =
∑
π∈S0n
P
(
(k − 1)n <
n∑
i=1
Yi,π(i) ≤ kn
)
.
Since the terms Yi,π(i), i = 1, . . . , n are i.i.d. when π ∈ S0n and using Remark 10 to get
|S0n| ≥ an!, Lemma 7 bounds the right hand side from below, like in the proof of Lemma
11. By the same argument
(16) E(Zn,k,0) ≤ (kn)n e−(k−1)n.
If n is even and ℓ = n/2, then we have n!
2n/2(n/2)!
elements in S
n/2
n . For each π ∈ Sn/2n ,
the sum
∑
i Yi,π(i) is twice the sum of n/2 i.i.d. exponential random variables with rate
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1. Then, ignoring the second condition in (14), the upper bound from Lemma 7 yields
similarly as in (16)
(17) E
(
Zǫn,k,n/2
)
≤ e
−(k−1)n/2(kn)n/2n!
2n(n/2)!2
≤ e−(k−1)n/2(kn)n/2 ≤ e−(k−1)n(kn)n.
In the second inequality above we used the fact that n!/(n/2)!2 ≤ 2n, since the number
of n/2-element subsets of an n-element set is less than the total number of subsets. For
the third inequality we used the fact e−(k−1)kn ≥ 1, which follows since ke−k ≥ (en)−1 for
all 1 ≤ k ≤ log n + log log n. This in turn can be checked by observing that the function
k 7→ ke−k is decreasing for k ≥ 1, and inserting the value k = log n+ log log n.
Now assume 1 ≤ ℓ ≤ n/2 and exclude the above case when both n is even and ℓ = n/2.
This ensures that n− 2ℓ ≥ 1. For a fixed π ∈ Sℓn we have
n∑
i=1
Yi,π(i) = 2R1 +R2,
where R1 is the sum ℓ independent variables with exponential distribution of rate 1, and
R2 is the sum n − 2ℓ independent variables with exponential distribution of rate 1. Note
that for any fixed π, random variables R1 and R2 are independent. Next set
jn,k,ℓ =
{
min{2ℓ(log n+ log log n)/n, k}, if ℓ > ǫn,
min{2ǫ(log n+ log log n), k}, otherwise.
Clearly, if π ∈ Sℓn satisfies both conditions in (14) then R1 ≤ njn,k,ℓ/2. Using the notation
from Lemma 7, the probability that a permutation π ∈ Sℓn satisfies both conditions in (14)
can be bounded from above by∑
1≤j≤jn,k,ℓ
pℓ((j − 1)n/2, jn/2)pn−2ℓ((k − j − 1)n, (k − j + 1)n)
≤
∑
1≤j≤jn,k,ℓ
e−(j−1)n/2(jn/2)ℓ
ℓ!
· e
−(k−j−1)n((k − j + 1)n)n−2ℓ
(n− 2ℓ)!
=
e−(k−3/2)nnn−ℓ
2ℓℓ!(n− 2ℓ)!
∑
1≤j≤jn,k,ℓ
ejn/2jℓ(k − j + 1)n−2ℓ.(18)
Fix some 1 ≤ j ≤ jn,k,ℓ. For ℓ ≤ ǫn we have ejn/2 ≤ nǫn(log n)ǫn, while for ℓ > ǫn we
have ejn/2 ≤ nℓ(log n)ℓ. Note that obtaining these bounds is the reason why we needed to
modify the definition on Zn,k from the i.i.d case. Using this together with the fact that
jℓ(k− j+1)n−2ℓ ≤ kn−ℓ for any 1 ≤ j ≤ jℓ,k,n, the expression in (18) can be bounded from
above for n large enough by
jn,k,ℓ
e−(k−3/2)n(kn)n−ℓ
2ℓℓ!(n− 2ℓ)!
(
nǫn(log n)ǫn + nℓ(log n)ℓ
)
,
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which in turn is no more than
n!
2ℓℓ!(n− 2ℓ)! (2e
3/2)ne−knknn(1+ǫ)n(log n)n.
By Remark 10 there are n!
2ℓℓ!
permutations in Sℓn so
E(Zǫn,k,ℓ) ≤
n!
4ℓ(ℓ!)2(n− 2ℓ)! (2e
3/2)ne−knknn(1+ǫ)n(log n)n.
For the first term on the right hand side
n!
4ℓ(ℓ!)2(n− 2ℓ)! =
(
n
2ℓ
)(
2ℓ
ℓ
)
4−ℓ,
we see that it’s less than 2n · 22ℓ · 4−ℓ = 2n. Therefore,
E(Zǫn,k,ℓ) ≤ (4e3/2)ne−knknn(1+ǫ)n(log n)n.
Summing the above bound over 1 ≤ ℓ ≤ n/2, adding (16) and (17) and adjusting the value
of the constant C, yields the claim. 
Lemma 13. Under the assumption (A1) for the array (Yi,j)i,j we have for any γ > 1 and
λ > 1
(19)
∞∑
n=2
P
( ⋃
1≤k≤logn+ log log n
λ
{Zn,k > E(Zn,k)γ}
)
<∞.
Under the assumption (A2), the convergence (19) holds when Zn,k is replaced by Z
ǫ
n,k, for
any ǫ > 0.
Proof. First by Markov’s inequality
P
( ⋃
1≤k≤logn+ log logn
λ
{Zn,k > E(Zn,k)γ}
)
≤
∑
1≤k≤logn+ log log n
λ
P (Zn,k > E(Zn,k)
γ)
≤
∑
1≤k≤logn+ log log n
λ
1
E(Zn,k)γ−1
.
We will use the lower bounds from Lemma 11, to prove that the expression on the right
hand side is summable in n, which will complete the proof. Since the lower bounds in
Lemma 12 differ only by a multiplicative constant, the claim for Zǫn,k follows in the same
way. Therefore, we will restrict our attention to the proof of (19).
The inequality E(Zn,1) ≥ e−nnn, implies that the series
∑∞
n=1 E(Zn,1)
1−γ converges to
a finite limit. Therefore we are left to prove
(20)
∞∑
n=2
∑
2≤k≤logn+ log log n
λ
1
E(Zn,k)γ−1
<∞.
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From the lower bound in (12) we have that
(21)
∑
2≤k≤logn+ log log n
λ
1
E(Zn,k)γ−1
≤ e
n(γ−1)
nn(γ−1)
∑
1≤k≤logn+ log log n
λ
ekn(γ−1)
kn(γ−1)
.
The function g(t) = etn(γ−1)t−n(γ−1) is convex since
g′′(t) = n(γ − 1) e
tn(γ−1)
tn(γ−1)+2
(n(γ − 1)(t− 1)2 + 1) ≥ 0.
Therefore for any 1 ≤ k ≤ log n+ log lognλ we have
(22)
ekn(γ−1)
kn(γ−1)
= g(k) ≤ max
{
g(1), g
(
log n+
log log n
λ
)}
.
For any n large enough we have
g
(
log n+
log log n
λ
)
=
nn(γ−1)(log n)
n(γ−1)
λ
(log n+ log lognλ )
n(γ−1)
≥
(
n
2(log n)1−1/λ
)n(γ−1)
≥ en(γ−1) = g(1),
and, for such n, using (22) we also get
ekn(γ−1)
kn(γ−1)
≤ g
(
log n+
log log n
λ
)
=
nn(γ−1)(log n)
n(γ−1)
λ
(log n+ log lognλ )
n(γ−1)
≤ n
n(γ−1)
(log n)n(γ−1)(1−1/λ)
.
Thus, for n large enough (21) yields
∑
2≤k≤logn+ log log n
λ
1
E(Zn,k)γ−1
≤ e
n(γ−1)
nn(γ−1)
nn(γ−1)
(log n)n(γ−1)(1−1/λ)
(
log n+
log log n
λ
)
=
(
e
(log n)1−1/λ
)n(γ−1) (
log n+
log log n
λ
)
.
The expression on the right hand side is summable in n which proves (20) and thus also
(19). 
Now we are ready to finish the proof of upper bounds.
Proof of the upper bounds in Theorem 1 for the Pareto case. Replacing the elements ξi,j of
An by Yi,j = (log ξi,j)/β the i.i.d case I) corresponds to (A1) case, and the symmetric case
II) corresponds to (A2).
Fix an arbitrary γ > 1. In the i.i.d. case Lemmas 8 and 13 and Borel-Cantelli lemma
imply that almost surely there exists a positive integer n0 such that for all n ≥ n0 we have
(23) max
π∈Sn
n∑
i=1
Yi,π(i) ≤ n log n+
n log log n
2
,
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and that for every 1 ≤ k ≤ log n+ log logn2 we have Zn,k ≤ E(Zn,k)γ . Therefore, for n large
enough we have
perA =
∑
π∈Sn
eβ
∑n
i=1 Yi,π(i) ≤
∑
1≤k≤logn+ log log n
2
eβknZn,k ≤
∑
1≤k≤logn+ log log n
2
eβknE(Zn,k)
γ .
For the symmetric case, Lemma 9 shows that for any ǫ, almost surely there is an integer n0
such that for all n ≥ n0 we have Zn,k = Zǫn,k, for all 1 ≤ k ≤ log n+ 12 log log n. Furthermore,
by Lemma 13 there is (a possibly larger) n0 for which n ≥ n0 implies Zn,k ≤ E(Zǫn,k)γ , for
all 1 ≤ k ≤ 12 log n+ log log n. Then we get as before
perA =
∑
π∈Sn
eβ
∑n
i=1 Yi,π(i) ≤
∑
1≤k≤logn+ log log n
2
eβknZn,k ≤
∑
1≤k≤logn+ log log n
2
eβknE(Zǫn,k)
γ .
By the upper bounds in Lemmas 11 and 12, we have that both E(Zn,k) and E(Z
ǫ
n,k) are
bounded from above by
(
Ce−kkn1+ǫ log n
)n
, for some C > 1 which does not depend on n
and ǫ. Therefore, in either case the following is true for n large enough
perA ≤
∑
1≤k≤logn+ log log n
2
eβkn
(
Ce−kkn1+ǫ log n
)γn
≤ Cγnnγ(1+ǫ)n(log n)γn
∑
1≤k≤logn+ log log n
2
kγne(β−γ)kn
≤ Cγnnγ(1+ǫ)n(log n)γn
(
log n+
log log n
2
)
max
1≤τ≤logn+ log log n
2
(
τγne(β−γ)τn
)
.
If β > 1 and γ is such that β > γ > 1, τγne(β−γ)τn is an increasing function in τ . Thus the
upper bound can be obtained by setting τ = log n + log logn2 above. Therefore, for n large
enough
perA ≤ Cγnn(β+ǫγ)n(log n)(β+γ)n/2
(
log n+
log log n
2
)γn+1
.
This yields
log perA
n log n
≤ γ logC
log n
+ β + ǫγ +
(β + γ) log log n
2 log n
+
(
γ +
1
n
) log (log n+ log logn2 )
log n
.
Since ǫ > 0 was arbitrary
lim sup
n→∞
log perA
n log n
≤ β.
In the case β ≤ 1 we want to maximize the function τγne(β−γ)τn. Write eh(τ) :=
τγne(β−γ)τn. We get
h(τ) = γn log τ + (β − γ)τn, h′(τ) = γn
τ
+ (β − γ)n, h′′(τ) = −γn
τ2
< 0.
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Therefore, the function h is concave and the maximum occurs when h′(τ) = 0, that is when
τ = γγ−β at which the value of the function e
h(τ) is equal to
(
γ
(γ−β)e
)γn
. Now we get
perA ≤ Cγnnγ(1+ǫ)n(log n)γn
(
log n+
log log n
2
)(
γ
γ − β
)γn
,
and so by taking logarithm as before
lim sup
n
log perA
n log n
≤ γ(1 + ǫ).
Since γ > 1 and ǫ > 0 were arbitrary, the claim follows. 
4. Lower bounds and the proof of Theorem 2
In this section we prove Theorem 2 as well as the lower bounds in Theorem 1. An
important ingredient is the use of stochastic domination to reduce certain technical issues
to matrices with 0, 1 entries. The following result proven by Hall [5] and Mann and Ryser
in [10] provides lower bounds for permanents of such matrices (see also Theorem 1.2 in
Chapter 4 of [11]).
Proposition 14. Let A be an m× n matrix, m ≤ n whose all elements are equal to 0 or
1. Assume that each row of A contains at least k elements equal to 1. If k ≥ m, then
(24) perA ≥ k!
(k −m)! .
If k < m and perA > 0 then
(25) perA ≥ k!.
As discussed in the introduction (see Remark 4) permanents of matrices with 0, 1 el-
ements can be viewed as the number of saturated matchings on corresponding bipartite
graphs. To ensure the positivity of the permanent, when applying (25), we will exploit
this connection through the classical Hall’s marriage theorem, which can be easily stated
in this setting (see [6]).
Theorem 15. Let G = (V,E) be a bipartite graph and let V = V1 ∪ V2 be a decomposition
of the vertex set so that no two vertices in Vi are connected by an edge, i = 1, 2. Assuming
|V1| ≤ |V2|, there exists a saturated matching on G if and only if for any subset W ⊂ V1
we have |W | ≤ |{v : v ∼ w,w ∈W}|.
Restating the above theorem in terms of permanents of 0, 1 matrices yields the following
lemma.
Lemma 16. Let B be an m × n matrix whose all elements are either 0 or 1. If for any
1 ≤ k ≤ m any k × (n − k + 1) submatrix of B has at least one element equal to 1, then
perB ≥ 1.
All the necessary applications of Proposition 14 and Lemma 16 are summarized in
Lemma 18 which, in particular, proves the lower bounds in Theorem 2.
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Remark 17. Recall that Stirling’s formula says that
lim
n→∞
n!enn−(n+1/2) =
√
2π.
In particular there are constants c1 < c2 so that for any n and 1 ≤ k ≤ n− 1
(26) c1
nn+1/2
kk+1/2(n− k)n−k+1/2 ≤
(
n
k
)
≤ c2 n
n+1/2
kk+1/2(n− k)n−k+1/2 .
Lemma 18. Assume that a sequence of random matrices An with positive entries satisfies
either I) or II). For any 0 < α < 1 and any δ > 0 there exists r > 0 with the following
property: Almost surely there exists n0 such that for any n ≥ n0 and any αn ≤ k ≤ n, any
k × k submatrix B of An satisfies perB ≥ rkk(1−δ)k.
Proof. Let q > 0 be such that P(ξ ≤ q) < η, where η is to be chosen later. Define the
random variable ξ˜ = 1(ξ≥q), and define the matrix A˜n = (ξ˜ij). LetBn denote the event that
some row of A˜n contains more than αδn zeros and let Cn denote the event that for some
k1 and k2 satisfying αn ≤ k1 + k2 there exists a k1 × k2 submatrix of A˜n containing only
zeros. By Lemma 16 on the event Ccn any k× k submatrix of A˜n has a positive permanent,
for αn ≤ k ≤ n. Furthermore on the event Bcn every row of every k × k submatrix of A˜n
for k ≥ αn contains at least (1 − δ)k ones. Thus, on the event Bcn ∩ Ccn by (25) we have
for any k ≥ αn and any k × k submatrix B of An
perB ≥ qk per B˜ ≥ qk⌊(1 − δ)k⌋! ≥
(q(1− δ)
e
)k
k(1−δ)k ,
where B˜ is the submatrix of A˜n having the same rows and columns as B in An. Note that
the last inequality above holds for n large enough by Stirling’s approximation.
Thus we only need to prove that the probabilities of the events Bn ∪ Cn are summable
(since then they happen only finitely many times almost surely). To end this observe that
the average number of 1s in every row and column of A˜n is greater than n(1 − η), so for
η < αδ by standard large deviation arguments there exists a constant C (depending on
η) such that P(Bn) ≤ Cne−n/C , which is clearly summable. For Cn use the union bound
and observe that for fixed k1 × k2 matrix, the probability that it contains only zeros is
bounded from above by ηk1k2 in the i.i.d. case and ηk1k2/2 in the symmetric case (since we
can always extract at least k1k2/2 independent elements). Therefore, for η small enough
and n large enough
(27) P(Cn) ≤ 2
∑
αn≤k1+k2≤n
k1≥k2
(
n
k1
)(
n
k2
)
ηk1k2/2 ≤ 2
∑
αn/2≤k1≤n
(
n
k1
) ∑
1≤k2≤n
(
n
k2
)
ηk1k2/2
≤ 2
∑
αn/2≤k1≤n
(
n
k1
)((
1 + ηk1/2
)n
− 1
)
≤ 2
∑
αn/2≤k1≤n
(
n
k1
)
(2η1/2)k1 .
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To check the last inequality simply observe that for η small enough and n large enough
η−k1/2
((
1 + ηk1/2
)n − 1) = n−1∑
ℓ=0
(
1 + ηk1/2
)ℓ ≤ n(1 + ηαn/4)n ≤ 2αn/2 ≤ 2k1 .
To prove that the right hand side of (27) is summable, observe that for η = η(α) sufficiently
small the following inequalities hold for αn/2 ≤ k1 ≤ n
(2η1/2)k1/2 ≤ (2η1/2)αn/4 ≤ (1− 21/2η1/4)(1−α/2)n ≤ (1− 21/2η1/4)n−k1 .
Plugging this back into (27) we get
P(Cn) ≤ 2
∑
αn/2≤k1≤n
(
n
k1
)
(2η1/2)k1/2(1− 21/2η1/4)n−k1 .
The right hand side is just twice the probability that the Binomial random variable with
parameters n and 21/2η1/4, is greater than αn/2. Choosing 21/2η1/4 < α/2, large deviation
principle implies that this probability is exponentially small, and thus summable in n. This
finishes the proof. 
Proof of Theorem 2. i) Taking an arbitrary δ > 0 by Lemma 18 we can find r > 0 small
enough so that almost surely for n large enough
log perB
k log k
≥ log r
log k
+ (1− δ),
for any αn ≤ k ≤ n and any k × k submatrix B of An. Thus almost surely
lim inf
n
min
B,k
log perB
k log k
≥ 1− δ.
Since δ > 0 was arbitrary the claim follows.
ii) Let ξ˜ be parameter 1 Pareto distributed random variable. By Markov inequality, for
all t ≥ E(ξ) we have
P(ξ ≥ t) ≤ E(ξ)
t
= P(E(ξ)ξ˜ ≥ t),
Thus E(ξ)ξ˜ stochastically dominates ξ from above, and by Remark 5 we can construct a
sequence (A˜n) of random n × n matrices of the same type as (An) (i.i.d. or symmetric)
whose elements are distributed as ξ˜ and such that the elements of E(ξ)A˜n dominate the
elements of An pointwise. In particular, for any αn ≤ k ≤ n and any k × k submatrix B
of An, for the corresponding submatrix B˜ of A˜n we have perB ≤ E(ξ)k per B˜. Thus it is
enough to prove the claim in the case when we replace ξ with ξ˜. Let B˜ be an arbitrary
k×k submatrix of A˜n and by B˜c the matrix at the intersection of the other n−k rows and
columns. Observe that since all the elements are larger than 1 we have per B˜c ≥ (n − k)!
and
per A˜n ≥ per B˜ per B˜c ≥ (n− k)! per B˜.
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Therefore,
per B˜
k log k
≤ per A˜n
k log k
− log(n− k)!
k log k
≤ per A˜n
k log k
− (n − k)(log(n− k)− 1)− c
k log k
,
for some c > 0, where the second inequality inequality follows from Stirling’s formula (note
that we can assume that k < n, since for k = n the upper bounds have been proven in the
previous section). By the upper bounds in Theorem 1, for any ǫ > 0 almost surely there is
n0 such that for all n ≥ n0 we have per A˜n ≤ (1 + ǫ)n log n. For such n we have
(28)
per B˜
k log k
≤ (1 + ǫ)n log n
k log k
− (n− k) log(n− k)
k log k
+
n− k
k log k
+
c
k log k
Since k ≥ αn the last two terms on the right hand side vanish in the limit. Removing these
two terms, the rest of the right hand side of (28) can be bounded from above by
n
k
(
(1 + ǫ)
log n
log k
− 1
)
+
n
k
−
(n
k
− 1
) log(n − k)
log k
.
The first term above is positive and bounded from above by
1
α
(
ǫ+
(1 + ǫ) log(1/α)
log k
)
.
Since ǫ > 0 is arbitrary, it suffices to show that
(29) lim sup
n→∞
max
αn≤k<n
(n
k
−
(n
k
− 1
) log(n− k)
log k
)
≤ 1.
Denoting n = tk, where t > 1, and using that s log s ≥ −e−1 for all s > 0 we have
n
k
−
(n
k
− 1
) log(n− k)
log k
= 1− (t− 1) log(t− 1)
log k
≤ 1 + 1
e log k
,
which yields (29). 
Proof of the lower bounds in Theorem 1. The lower bounds for β ≤ 1 follow from Theorem
2 i), so in the rest of the proof we will assume that β > 1.
First define the random variable Y = (log ξ)/β and observe that
lim
t→∞
logP(Y ≥ t)
t
= −1,
and thus for any ǫ > 0 we have P(Y ≥ t) ≥ exp(−t(1+ ǫ)), for t large enough. If Y1, . . . , Yn
are independent and distributed as Y and Q = max1≤i≤n Yi, then for any t > 0 and n large
enough
(30) P(Q ≤ t log n) ≤
(
1− e−(1+ǫ)t logn
)n
=
(
1− n−(1+ǫ)t
)n
≤ exp(−n1−(1+ǫ)t).
Let (Yi,j) be an array of random variables distributed as Y , whose elements are either
i.i.d. or symmetric, depending on the type of A. It suffices to show that for any ǫ > 0,
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almost surely for all n large enough, one can find (1 − 2ǫ)n ≤ k ≤ (1 − ǫ)n and indices
i1, . . . , ik and j1, . . . , jk such that
(31)
k∑
ℓ=1
Yiℓ,jℓ ≥ (1− 4ǫ)n log n.
To see this, denote by B the submatrix at the intersection of rows {i1, . . . , ik} and columns
{j1, . . . , jk} and by Bc the submatrix at the intersection of rows {i1, . . . , ik}c and columns
{j1, . . . , jk}c. For n large enough we then have by (31)
perB ≥ exp
(
β
k∑
ℓ=1
Yiℓ,jℓ
)
≥ n(1−4ǫ)βn,
and by Lemma 18
perBc ≥ rn−k(n − k)(1−ǫ)(n−k) ≥ rnǫ(nǫ)nǫ,
for some r > 0 not depending on n. Since ǫ > 0 is arbitrary, the claim follows from
perA ≥ perB perBc ≥ n(β−4ǫβ+ǫ)n(ǫr)ǫn.
The rest of the proof is devoted to showing the existence of indices i1, . . . , ik and j1, . . . , jk
which yield (31).
To extract these elements, we will run a greedy algorithm. In the i.i.d. case, we will have
iℓ = ℓ, for all 1 ≤ ℓ ≤ k. We start by taking j1 to be a coordinate of the largest element Q1
in the first row, that is 1 ≤ j1 ≤ n is such that Q1 := Y1,j1 ≥ Y1,ℓ, for all 1 ≤ ℓ ≤ n. Having
constructed j1, . . . , jm, set jm+1 to be a coordinate of the largest admissible element Qm+1
in the m+ 1-st row, that is jm+1 ∈ {1, . . . , n} \ {j1, . . . , jm} is such that
Qm+1 := Ym+1,jm+1 ≥ Ym+1,ℓ, for all ℓ ∈ {1, . . . , n} \ {j1, . . . , jm}.
Note that, since in each row the location and the value of the maximum are independent,
conditioned on the values of j1, . . . , jm, elements Ym+1,ℓ, for ℓ ∈ {1, . . . , n} \ {j1, . . . , jm}
are independent and distributed as Y . Therefore, Q1, . . . , Qk are independent, with Qi
distributed as a maximum of n − i + 1 i.i.d. random variables distributed as Y . Here we
take k to be any index such that (1− 2ǫ)n ≤ k ≤ (1− ǫ)n. In the i.i.d. case, to prove (31)
it suffices to show that almost surely
(32)
k∑
i=1
Qi ≥ (1− 4ǫ)n log n,
holds for n large enough.
To finish the proof in the i.i.d. case, for a given ǫ > 0 take n large enough so that
(33) (1− 4ǫ)n log n ≤ (1− 2ǫ)2n log(nǫ).
Then it is a simple observation that if
∑k
i=1Qi < (1 − 4ǫ)n log n then we have some
1 ≤ r ≤ k such that
Qr ≤ (1− 2ǫ) log(nǫ) ≤ (1− 2ǫ) log(n− r + 1).
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Thus by (30), for n large enough
P
( k∑
i=1
Qi < (1−4ǫ)n log n
)
≤
∑
1≤r≤(1−ǫ)n
exp(−(n−r+1)1−(1+ǫ)(1−2ǫ)) ≤ n exp(−(ǫn)ǫ+2ǫ2).
Since the right hand side is summable in n, the claim in (32) follows.
In the symmetric case we modify the algorithm to extract only the elements strictly
above the diagonal. Then we reflect the selected elements over the diagonal, to make it
appear twice in the sum. In other words, if Yi,j appears in the sum on the left hand side of
(31), so does Yj,i = Yi,j. So set i1 = 1 and let j1 be a coordinate of the largest element Q
′
1
in the first row above the diagonal, that is j1 ∈ {2, . . . , n} is such that Q′1 := Y1,j1 ≥ Y1,ℓ,
for all 2 ≤ ℓ ≤ n. Having constructed i1, . . . , im and j1, . . . , jm, set im+1 to be the smallest
index such that im+1 /∈ {i1, . . . , im, j1, . . . , jm}. Then set jm+1 to be a coordinate of the
largest admissible element Q′m+1 in the im+1-st row above the diagonal, that is jm+1 ∈
{im+1 + 1, . . . , n} \ {j1, . . . , jm} is such that
Q′m+1 := Yim+1,jm+1 ≥ Yim+1,ℓ, for all ℓ ∈ {im+1 + 1, . . . , n} \ {j1, . . . , jm}.
Taking an even k such that (1− 2ǫ)n ≤ k ≤ (1− ǫ)n, it is an easy observation that among
the k elements {Yiℓ,jℓ, Yjℓ,iℓ | 1 ≤ ℓ ≤ k/2}, there are no two in the same row or the same
column. Therefore, in the symmetric case to prove (31) it suffices to show that almost
surely
(34)
k/2∑
i=1
Q′i ≥
1− 4ǫ
2
n log n,
holds for n large enough. In the m-th step of the algorithm, it is clear that im ≥ m. If
im = m+ p, that means that before choosing the m-th row, we had to “skip” p rows (say
jℓ1 , . . . , jℓp) due to choosing the reflections below the diagonal. In that case, jℓ1 , . . . , jℓp are
exactly all the elements of j1, . . . , jm−1 which are smaller than im. Since by the construction
there is no ℓ < m such that jℓ = im, we see that the set {im+1, . . . , n}\{j1, . . . , jm−1} has
exactly n− im− (m− 1− p) = n− 2m+1 elements. That means that Q′m is the maximum
of n − 2m + 1 independent elements distributed as Y , and analogously to the i.i.d. case,
we have that Q′1, . . . Q
′
k/2 are independent.
The rest of the argument goes as before. For a fixed ǫ > 0 choose n as in (33), and
observe that
∑k/2
i=1Q
′
i <
1−4ǫ
2 n log n implies that there is 1 ≤ r ≤ k/2 such that Q′r ≤
(1− 2ǫ) log(n− 2r + 1). As before, using (30) we get for n large enough
P
( k/2∑
i=1
Q′i < (1− 4ǫ)n log n
)
≤ n exp(−(ǫn)ǫ+2ǫ2),
which is summable in n.
Remark 19. Say we allow ξ to have a point mass at zero. Then by the known central
limit theorem (see [12]) we know that perAn/(n log n) converges to 1 in probability (one
needs to truncate ξ at some finite value). In the algorithm from the above proof, one can
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apply the same argument to the matrix Bc, to show that perAn/(n log n) converges in
probability to β for β > 1. To apply justify the application of this argument to Bc, one
just needs to observe that in our construction, the entries of Bc are independent of the
values Q1, . . . , Qk (Q1, . . . , Q
′
k) and are distributed identically to the entries of An−k.

5. Rectangular matrices and the necessity of (2)
In this section we sketch how the above arguments extend to a large class of rectangular
matrices. Of course, here we will assume that elements are sampled independently from a
distribution supported on R+, but will now allow the width of the matrix to be significantly
larger than the height, in particular it will suffice for the height to grow at least as log of
height. The precise condition under the method extends is that matrix An is mn×n, that
is has height mn and width n, and the height satisfies the condition
(35) lim
n
mn log log n
log n
=∞.
Observe that for an m × n matrix with i.i.d. elements of mean µ we have E(perAn) =(n
m
)
m!µm which demonstrates that the scaling function n log n will have to be replaced by
mn log n.
In the whole section we will assume (35) and that (An)n is a sequence of mn × n ma-
trices on a common probability space with positive elements which are independent and
identically distributed as ξ.
Theorem 20. Assuming that ξ satisfies (2) for some β > 0, we have almost surely
(36) lim
n→∞
log perAn
mn log n
= max(1, β).
The uniformity over all submatrices of linear size holds as well.
Theorem 21. Fix 0 < α < 1.
i) We have
(37) lim inf
n→∞
min
(k1,k2,B)
log perB
k1 log k2
≥ 1,
where the minimum is taken over all pairs of integers (k1, k2) satisfying αmn ≤
k1 ≤ mn, αn ≤ k2 ≤ n and k1 ≤ k2 and all k1 × k2 submatrices B of An.
ii) If ξ has a finite mean then
(38) lim sup
n→∞
max
(k1,k2,B)
log perB
k1 log k2
= 1,
where the maximum is taken over all pairs of integers (k1, k2) satisfying αmn ≤
k1 ≤ mn, αn ≤ k2 ≤ n and k1 ≤ k2 and all k1 × k2 submatrices B of An.
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The proofs of these theorems are modifications of the arguments in the previous two
sections, so we will provide sketch of proofs. Note that, to simplify notation, we will drop
the ceiling and the floor notation throughout the section.
Sketch of the proof of the upper bounds in Theorem 20. As before, by stochastic domina-
tion, it suffices to prove the claim when elements are Pareto distributed. To end this
one needs to prove a version of Lemma 8 which states that when (Yi,j) are independent
exponentially distributed with rate one and λ > 1, we have
∞∑
n=2
P
(
max
π∈Smn,n
mn∑
i=1
Yi,π(i) ≥ mn log n+mn
log log n
λ
)
<∞.
Proceeding as in the proof of Lemma 8 one is left to show that for some fixed c < 1 and
any λ > 1
∞∑
n=2
(
(1− c)(log n)c/λ
)−mn
<∞,
which follows from (35).
Next one defines the analog of (11) as
(39) Zn,k =
∣∣∣∣
{
π ∈ Smn,n : (k − 1)mn ≤
mn∑
i=1
Yi,π(i) < kmn
}∣∣∣∣,
and needs to prove (19). Calculating expectation of Zn,k
(40)
(
n
mn
)
e−kmnmmnn (k − 1)mn−1 ≤ E(Zn,k) ≤
(
n
mn
)
e−(k−1)mn(kmn)
mn ,
for k > 1, and E(Zn,1) ≥
( n
mn
)
mn!e
−mn for k = 1. The last inequality handles the sum∑
n≥2 E(Zn,1)
1−γ . We are left to prove the analog of (21), that
∑
2≤k≤logn+ log log n
λ
1
E(Zn,k)γ−1
≤ e
mn(γ−1)( n
mn
)γ−1
m
mn(γ−1)
n
∑
1≤k≤logn+ log logn
λ
ekmn(γ−1)
kmn(γ−1)
is summable in n. Again by the convexity of g(t) = etmn(γ−1)t−mn(γ−1) and the fact that
g(1) ≤ g(log n+ 1λ log log n), proceeding as before one is left to prove that(
ne
mn(log n)1−1/λ
)mn(γ−1) log n+ 1λ log log n( n
mn
)γ−1
is summable in n. By (35), (log n)−κmn is summable, for any κ > 0, and it is enough to
show that
( n
mn
) ≥ (cn/mn)mn , for some c > 0, which is simple.
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To finish the proof assume that both
max
π∈Smn,n
mn∑
i=1
Yi,π(i) ≤ mn log n+
mn log log n
λ
and
Zn,k ≤ E(Zn,k)γ , for each 1 ≤ k ≤ log n+ log log n
λ
,
hold for some λ > 1, which is true for n large enough almost surely. The same calculations
as in the proof of of the upper bounds in Theorem 1 and (40) yield
perA ≤
(
n
mn
)γ
n(β−γ)mnmmnγn (log n)
β−γ
λ
mnemnγ
(
log n+
1
λ
log log n
)γmn
.
Dominant terms are
( n
mn
)γ
n(β−γ)mnmmnγn . Taking logs one sees that it remains to show
lim sup
n→∞
( log ( nmn)
mn log n
+
logmn
log n
)
≤ 1.
After applying (26) we are left with
lim sup
n
( n
mn
−
( n
mn
− 1
) log(n−mn)
log n
)
≤ 1.
which follows from (29). For β ≤ 1 one can repeat the calculations, or simply refer to
stochastic domination. 
The proof of Theorem 21 is based on the following equivalent of Lemma 18.
Lemma 22. For any 0 < α < 1 and any δ > 0 there exists r > 0 with the following
property: Almost surely there exists n0 such that for any n ≥ n0 and any pair of integers
(k1, k2) satisfying αmn ≤ k1 ≤ mn, αn ≤ k2 ≤ n, and k1 ≤ k2, any k1 × k2 submatrix B
of An satisfies perB ≥ rk1k(1−δ)k12 .
Sketch of the proof of Lemma 22. One follows the proof of Lemma 18. In the definitions
one needs to write n for the width of the matrix and mn for the height, for example Cn
is defined as the event that for some pair of integers (k1, k2) satisfying 1 ≤ k1 ≤ mn,
1 ≤ k2 ≤ n and k1 + k2 ≥ αn some k1 × k2 submatrix of An contains only zeros, and Bn
is defined as before. On Bcn ∩ Ccn one has
perB ≥
{
qk1⌊(1− δ)k2⌋!, for k1 ≥ (1− δ)k2
qk1 ⌊(1−δ)k2⌋!(⌊(1−δ)k2⌋−k1)! , for k1 < (1− δ)k2.
In either case, logs of the right hand side is larger than (1 − δ)k1 log k2 + ak1, where a is
a constant which depends only on q and δ. Probability of the event Bn is estimated as
before. For Cn one can follow the arguments in (27) starting with
P(Cn) ≤ 2
∑
αn/2≤k2≤n
(
n
k2
) ∑
1≤k1≤mn
(
mn
k1
)
ηk1k2 .
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This inequality follows from the simple fact thatmn ≤ n and k1 ≤ k2 imply that
(
mn
k2
)(
n
k1
) ≤(mn
k1
)( n
k2
)
. 
Sketch of the proof of Theorem 21. Part i) follow from Lemma 22. For part ii) again use
Markov’s inequality and reduce to the case when elements of An are parameter 1 Pareto
distributed. Similarly as before observe that for any k1 × k2 submatrix B, any term in
the sum defining perB can be expanded in
(
n−k1
mn−k1
)
(mn − k1)! ways to a term in the sum
defining perAn. Since all elements of An are greater or equal than 1 we have
log perB ≤ log perAn − log
((
n− k1
mn − k1
)
(mn − k1)!
)
Use proven upper bounds in Theorem 20, Stirling’s formula and drop the low order terms
to get for n large enough
log perB ≤ (1 + ǫ)mn log n+ (n −mn) log(n−mn)− (n− k1) log(n− k1)
We are left to prove that
(41) − (n− k1) log(n− k1) + (n−mn) log(n−mn) + (mn − k1) log n ≤ o(mn log n),
which is a bit tedious but elementary. 
Sketch of the proof of the lower bounds in Theorem 20. The lower bounds for β ≤ 1 case
follow directly from Theorem 21 i). For the case β > 1 one can follow the arguments almost
verbatim. Starting from the first row recursively extract the largest admissible elements,
and run this greedy algorithm for k = ρmn steps. Extract elements of (log ξi,j)/β whose
sum is at least (1−4ǫ)mn log n for n large enough, and apply Lemma 22 on the complement
submatrix. 
The following example shows that Theorem 1 in general fails when the limit in (2) does
not exist. Actually this is possible at arbitrary small oscillations of the sequence in (2). We
present the argument for square matrices. Note that we will use the fact that the upper
bounds (lower bounds) in (2) imply the upper bound on lim sup (lower bound on lim inf)
in Theorem 1.
Example 23. Let S = {ki} be a set of positive integers such that ki+1 > 2ki. Fix C2 >
C1 > λ > 1 and for every k ≥ 1 define the following sequences of positive real numbers
tk = exp(λ
k), p˜′k = exp(−λk/C1), and p′k =
{
exp(−λk/C1), for k /∈ S
exp(−λk/C2), for k ∈ S.
Clearly both series
∑
k p
′
k and
∑
k p˜
′
k converge, so we can normalize the sequences with the
its sums Z and Z˜ respectively and obtain sequences pk = p
′
k/Z and p˜k = p˜
′
k/Z˜. Let ξ and
ξ˜ be random variables supported on the set {tk} with distributions P(ξ = tk) = pk and
P(ξ˜ = tk) = p˜k. Observing that the mappings t 7→ P(ξ ≥ t) and t 7→ P(ξ˜ ≥ t) are constant
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on (tk, tk+1] and that P(ξ ≥ tk) ≤ 2pk, for all k ∈ S large enough and for infinitely many
k /∈ S as well, and P(ξ˜ ≥ tk) ≤ 2p˜k, for all k large enough, it is easy to see that
lim inf
t→∞
logP(ξ ≥ t)
log t
= − 1
C1/λ
< − 1
C2
= lim sup
t→∞
log P(ξ ≥ t)
log t
,(42)
lim inf
t→∞
logP(ξ˜ ≥ t)
log t
= − 1
C1/λ
< − 1
C1
= lim sup
t→∞
log P(ξ˜ ≥ t)
log t
.(43)
As usual let (An) denote a sequence of n × n matrices on a common probability space
with independent elements distributes as ξ. We will prove that
(44) lim inf
n
log perAn
n log n
≤ C1, and lim sup
n
log perAn
n log n
= C2
To get the upper bound on lim inf take a sequence (ℓi) of positive integers such that
ki < ℓi < ki+1 and that sequences (ℓi − ki) and (ki+1 − ℓi) are strictly increasing. Define
integers ni = exp(λ
ℓi/C1). By a simple union bound the probability that Ani contains an
element tℓ, for some ℓ ≥ ki+1 is bounded from above by
2n2i pki+1 =
1
Z
exp(2λℓi/C1)2 exp(−λki+1/C2),
for i large enough. This expression is summable in i, so almost surely Ani does not contain
elements greater than tki+1 for i large enough. Thus to prove the first inequality in (44)
one can assume that elements in Ani are distributed as ξ1(ξ<tki+1 )
. Next observe that
ξ1(ξ<tki+1 )
is stochastically dominated by tki ξ˜, that is
P(t ≤ ξ < tki+1) ≤ P(tki ξ˜ ≥ t).
While the inequality is trivial for t ≥ tki+1 and for t ≤ tki , for tki < t < tki+1 it follows
from the fact that for J ⊂ (tki , tki+1)
P(ξ ∈ J) =
∑
k:tk∈J
p′k
Z
≤
∑
k:tk∈J
p˜′k
Z˜
= P(ξ˜ ∈ J),
since p′k = p˜
′
k, for tk ∈ J and Z˜ ≤ Z. Thus if A˜n is the sequence of n× n matrices whose
elements are identical and distributed as ξ˜ then
lim inf
n
log perAn
n log n
≤ lim sup
i
ni log tki + log per A˜ni
ni log ni
≤ lim
i
λki
λℓi/C1
+ C1 = C1.
Here the second inequality follows form the upper bounds in Theorem 1 and (43).
To prove the second relation in (44) fix k ∈ S, ǫ > 0 and define the integer n = nk =
exp((1 + ǫ)λk/C2). We proceed with a greedy algorithm analogous to the one in the proof
of the lower bound in Theorem 1. With the probability 1 − (1 − pk)n there is an element
in the first row of A(0) = An equal to tk. On this event take the first such element, remove
the corresponding column and the first row from An and obtain the (n−1)×(n−1) matrix
A(1) which is independent of the first row and is distributed as An−1. Now repeat the step
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with A(1) instead of A(0) and proceed recursively as long as one is successful at each step.
For 0 < ρ < 1 one will not be able to proceed till step ρn with probability at most
∑
(1−ρ)n≤i≤n
(1− pk)i ≤ (1− pk)
(1−ρ)n
pk
≤ 3Z exp
(
− 1− ρ
Z
exp(ǫλk/C2) + λ
k/C2
)
,
if k is chosen large enough. The right hand side is clearly summable in k and thus almost
surely for k large enough and n = nk constructed as above, the above algorithm will be
successful for ρn steps. In that case one can get lower bound on perAn as in the proof of
the lower bounds in Theorem 1: The matrix at the intersection of the first ρn rows and
the removed columns is bounded from below by the product of extracted elements, that is
tρnk and the matrix at the intersection of the last (1− ρ)n rows and non-removed columns
is bounded from below by ((1 − ρ)n)! (since all of it’s elements are greater or equal than
1). Therefore for k large enough and n constructed as above perAn ≥ tρnk ((1−ρ)n)!. Since
log((1 − ρ)n)!/(n log n)→ 1− ρ and
log tρnk
n log n
≥ ρ log tk
log n
≥ ρλ
k
(1 + ǫ)λk/C2
→ C2ρ
1 + ǫ
,
we obtain that almost surely
lim sup
n→∞
log perAn
n log n
≥ C2ρ
1 + ǫ
+ 1− ρ.
By sending ρ → 1 and ǫ → 0 we get C2 as the lower bound on the lim sup, and by upper
bounds in Theorem 1 and (42) it is equal to C2.
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