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Distributional solutions for certain classes of ordinary differential and functional 
differential equations are presented as infinite series of the delta function and its 
derivatives. Particular attention is given to the confluent hypergeometric equation. 
Existence and non-existence theorems in spaces of infinite-order distributions are 
obtained for linear equations with polynomial coefficients and used to explore their 
entire solutions. 6 1991 Acadcrmc Press. Inc 
1. THE CONFLUENT HYPERGEOMETRIC EQUATION 
Solutions of the form 
x= f Xp(t) 
i=O 
(1.1) 
for the confluent hypergeometric equation 
tx”+(b-t)x’-ax=0 (1.2) 
have been presented in [I] and used to exhibit their interplay with related 
results in the theory of ordinary differential equations (ODE). For 
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instance, sums of some hypergeometric series have been found with the 
help of these distributional solutions. Another motivation for studying 
solutions of type (1.1) to ODE is given in the work of Littlejohn [2], who 
has shown that weight distributions for a certain class of orthogonal poly- 
nomials have the form (1.1) and simultaneously satisfy a system of ODE. 
The authors of [l] first found the formal distributional solutions of infinite 
order to (1.2) and then used the Fourier transformation to get for them a 
better expression as a sum of a classical function and a finite-order dis- 
tribution. The approach employed in [3], which is based on the direct 
application of the Laplace or Fourier transformation to the differential 
equation, yields these and more general results in a considerably simpler 
fashion. As shown in [3], for a, b E N and b > a, the distributional solution 
to (1.2) is of finite order. We shall illustrate the method for a, b E N and 
b < a. 
THEOREM 1.1. Zf a and b are positive integers and b < a, then Eq. (1.2) 
admits a formal distributional solution 
C(t). (1.3) 
Proof: Formally applying the distributional two-sided Laplace transfor- 
mation L[x] =F(p) to (1.2) yields the equation 
-(p’F)‘+bpF+(pF)‘-aF=O, 
that is, 
(p2-p)F’= [(b-2)p-(a-l)] F, 
with the general solution 
The particular 
Differentiating 
F(p) = Cp”-‘(p - l)b--n- ‘, C = const. (1.4) 
solution F,,(p) corresponding to C = ( - 1 )“- b + ’ is 
F,(p)=pO-‘(1 -P)-‘-~+~. (1.5) 
the series 
(1 -p)-l= f pi, IPI < 1 
i=O 
a - b times and multiplying by pa- ’ give 
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which is changed to 
by the substitution i + b - 1 + i. This proves the theorem. 
The distribution (2.58) [3] 
x=Cd”-‘/dt”-‘(dldt- 1)‘~“-’ b(t), 
which is a solution of (1.2) for a, b E N and b > a, is a continuous 
linear functional on the space of all infinitely differentiable functions. By 
considering certain test functions, it is easy to see that this is not so for the 
formal distributional solution (1.3). It is natural to ask whether (1.3) 
has any extensions to the space of distributions of slow growth, that is, 
continuous linear functionals on the space of infinitely smooth functions 
O(t) of rapid decay (such that lim t’@)(t) = 0 as t + +co, for any i >, 0, 
k > 0). The answer in affirmative was given in Theorem 2 [ 11, and the 
following theorem proves the same result more simply and corrects a slight 
oversight in [ 11. 
THEOREM 1.2. Assume that a, b are positive integers and that b < a. Then 
=;g(“5’) ta- b ~ ‘e’H( - t)/(e - b - i)! 
(1.6) 
where H( - t) = 1 -H(t) and H(t) is the Heaviside function which equals 1 
,for t > 0, and 0 for t < 0. 
Proof. Putting C = 1 in (1.4), consider the function 
F,(p)=p”-‘(p- 1)b-“-1 
and compare it with (1.5), whence 
F,(p) = (- 1y-b+’ F,(p). 
Furthermore, 
(1.7) 
P “-‘=[(p-l)+l,“-Ly UT1 
( > 
(P- l)i 
i=O 
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F,(p)=y 1 ( )I’ (P- lY-b-i+’ i=O 
+i_Iz;+, (“T’) (p- l)b+‘-“-‘. 
In the second sum on the right, we make the substitution b + i - a - 1+ i, 
then expand (p - l)i into powers of p, and use the identity 
j-~~~+l)=(,o~~j) 
to obtain 
Thus, 
Since l/(p- l)a-b-i+l is the bilateral Laplace transform of -to- ‘- ’ 
e’H( - t)/(a - b - i)! (we must reject the functional t”-b-ie’H(t)/(a - b - i)! 
as being unbounded on some functions of rapid decay) and pi = L[#‘)(t)], 
it follows that -F,(p) is the Laplace transform of the right-hand side of 
(1.6). Taking into account (1.7) and the fact that F,(p) is the formal 
Laplace transform of (1.3) concludes the proof. The factor (- l)U-b is 
missing in [l]. 
Remark. The right-hand side of (1.6) consists of a locally integrable 
function concentrated on the left semi-axis and of a distribution of order 
m = b - 2. Another way to find this distributional part is by writing 
then differentiating a - b times (1 - u)- ’ = 1 + u + u2 + . . . and putting 
u=p-1. Consequently, 
Fl(p)=b~2(i~uhb)pb-*-l 
i=O 
P 
b-2-i 
(IPI ’ 1). 
i=b-2 
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The substitution b - 2 - i + i in the first sum produces the Laplace trans- 
form (with the opposite sign) of the distributional part in (1.6). 
Retracing the proof of Theorem 2.12 [3], we can establish the following 
general result. 
THEOREM 1.3. Assume that the equation 
j~O(ait+bi)xC.‘UiJ(t)=O (1.8) 
with constant coefficients ai, bj and a, = 1, b, = 0 satisfies the following 
hypotheses. 
(i) All poles pi of the function 
R(p)= f: (hip-(n-i)ai)p+-’ (1.9) 
i=O 
are distinct, all residues 
ri= res R(p) 
P = PI 
are integers, and the residues of the complex conjugate poles are equal. 
(ii) The poles with positive real parts have negative residues, and the 
poles with non-positive real parts have nonnegative residues. 
Then Eq. (1.8) admits a formal distributional solution (1.1) which can be 
represented as a sum of an m-order distribution with support t = 0, where 
m= C ri, 
,=I 
and of a locally integrable function concentrated on the left semi-axis, which 
is a finite sum of products of power functions with non-negative integer 
exponents and exponential functions or sines and cosines. 
Proof The Laplace transform F(p) of a formal distributional solution 
to (1.8) satisfies the equation 
F’(P) = R(P) F(P), (1.10) 
whence 
F(P) = MPYNPh 
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where M(p) and N(p) are polynomials. According to (ii), p= 0 is not a 
pole of F(p); hence this function can be expanded into a power series in a 
neighborhood of the origin which is the formal Laplace transform of a dis- 
tribution (1.1). On the other hand, F(p) is the sum of a polynomial of 
degree m and of a proper algebraic fraction, the first being the Laplace 
transform of a distribution of order m, and the second of a classical func- 
tion described in the theorem. Of course, if F(p) is a proper fraction, the 
solution is a classical function; and if F(p) is a polynomial, the solution is 
a finite-order distribution. 
2. INFINITE-ORDER DISTRIBUTIONAL SOLUTIONS 
Solutions (1.1) in the generalized-function space (S{)’ for linear 
homogeneous ordinary differential and functional differential equations 
(FDE) have been studied in [4-121. Distributional solutions of linear 
homogeneous ODE are generated solely by singularities in their coef- 
ficients. For linear FDE, distributional solutions may be originated either 
by singularities of their coefficients or by argument deviations. Thus, it has 
been shown in [4,5] that under certain conditions, the functional differen- 
tial equation with polynomial coefficients 
cc 
x’(r) = 1 Pi(t) X(3Ljf) 
j=O 
has a solution (1.1) in (Si)’ with arbitrary /3> 1, which is an impossible 
phenomenon for linear homogeneous ODE without singularities in their 
coeffkients. The generalized-function space (Sop)’ is conjugate to the space 
S{ of test functions b(t) that are infinitely smooth on (-00, co) and 
subject, in particular, to the restriction [13] 
IqP(t)l < bd’i’~, i=o, 1, . . . . 
To ensure the convergence of series (1.1 ), it is sufficient to require that for 
i -+ co the coefficients xi satisfy the inequalities 
[Xi1 < ac’i-‘P, p> 1. (2.1) 
In fact, let (f, 4) be the value of the functional f applied to 4 E S{. Then 
f. (xi@)(t), d(r),/ = liZO (- l)iP(O) xi/ 
< f p’(0) xi Gab 5 (cd/i”-y< co, 
i=O I Ill i=O 
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for /? < p. If series (1.1) converges, its sum is the general form of a linear 
functional in (SOB)’ with support t = 0 [14]. As indicated in [6], the 
equation 
t”x’(t) = f P,(t) X(Ait), n>2 
j=O 
and, in particular, 
tnx’(t) = P(t) x(t) 
admit, under certain conditions, distributional solutions (1.1) in (S!)‘, with 
some /I > 1. Thus, the equation 
t2x’( 2) = x( t ) 
has a solution 
O” 6(‘)(t) x(t)= c i=. z!(z + l)! 
in (Sop)‘, for 1 -C /? < 2. However, this is impossible for Eq. (1.8) unless the 
distributional solution is of finite order. 
LEMMA. The Laplace transform 
F(p)= 5 x,p’ 
1=0 
of each distribution x(t) E (S{)’ of type (l.l), with j3 > 1, is an entire function 
whose order of growth does not exceed p - ‘. 
Proof: We act with the distribution (1.1) on a test function d(t) E S/; 
such that ( - l)j dCi’(0) xi > 0 and 
Iqi”‘(O)( = b, d; i’“. 
Then 
(x(t), O(t)) = b, f, d; i’” lxi(. 
1=0 
Since the latter series must converge, we have 
Ix,1 <c,d;Y8, cl = const. 
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which implies that F(p) is an entire function. Its order of growth p is deter- 
mined by the formula 
pi= lim sup* 
I-rc.2 -In /xi/’ 
and since In [xi1 d In c1 - i In d, -pi In i, then p 6 b-l. 
THEOREM 2.1. Equation (1.8) with constant coefficients ai, bi has no 
infinite-order solutions (1.1) in (Sop)‘, with /I > 1. 
ProoJ: The Laplace transform F(‘(p) of a distributional solution to (1.8) 
satisfies (1. lo), whence 
where R(p) is a rational function defined in (1.9) and used in Theorem 2.12 
[ 31, which states a criterion for the existence of a finite-order distributional 
solution to (1.8). If R(p) does not satisfy the conditions of Theorem 2.12, 
then F(p) is an analytic function with singularities in the finite plane. Here 
the condition b, = 0 is unessential, because b, # 0 implies that F(p) grows 
in some directions at least exponentially as p + 00. 
EXAMPLE 1. The Laplace transform F(p) of a formal distributional 
solution x(t) to the equation 
tx”+(alt+bl)x’+(azt+b,)x=O 
satisfies the equation 
-(p’F)‘-al(pF)‘+b,pF-a,F’+b,F=O, 
that is, 
(p’ + a, p + a,) F’ = [(b, - 2) p + (b, - aI)] F. 
If the roots A, and 1, of the equation 
p’+a,p+a,=O 
are distinct, then 
F(P) = C(P - &Jr1 (P - A2Jr2, C = const., 
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where 
rl= [(b, - 2) I.,+ (6, - a,)l/(n, - M, 
r2 = [(b, - 2) A2 + (b2 - a,)l/(J”z - 4). 
If J-i and A2 are real and Y, and Y* are non-negative integers, then F(p) is 
a polynomial and x(t) is a finite-order distributional solution. Otherwise, 
F(p) has singularities (poles and/or branching points), and in this case the 
given differential equation has no infinite-order solutions (1.1) in (Sl)‘. If 
A, and 1, are complex, then F(p) has singularities in the finite plane unless 
b, is even positive and 2b, = a, 6, , but in this case r, = r2 is a non-negative 
integer which implies that F(p) is a polynomial and x(t) is a finite-order 
solution. Finally, if 1, = 1, = i, then 
F(p)=C(p-qbl-2 expC(-I(bl-2)-(b,-a,))(p-~)~‘1, 
and F(p) has an essential singularity at p = 2. 
THEOREM 2.2. The equation 
!to tqi(t) x(‘)(t) = 0 (2.2) 
whose coefficients qi(t) are polynomials and q,Jt) = 1 has no infinite-order 
solutions (1.1) in (SOB)‘, with b> 1. 
Proof: We define a vector w(t) with components 
wi = tie ‘xc’ ‘j(t), i= 1 , . . . . n. (2.3) 
If x(t) satisfies (2.2), then differentiating (2.3) leads to the system 
tw:=(i-l)wi+wi+i, i= 1, . . . . n - 1 
n-2 
W= - 1 si(t)wi+1-C4n-I(t)-(n-1)1w,, 
i=O 
(2.4) 
and it is obvious that the distributions w,(t) and x(t) have the same order. 
Let Q(t) denote the matrix of system (2.4). Then 
tw’ = Q(t) w  (2.5) 
or 
(2.6) 
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where the Qj are n x n constant matrices and k is the highest degree of the 
polynomial entries of the matrix Q(t). Substituting series (1.1) with vector 
coefficients xi in (2.6) for w and taking into account the formula 
tj6@)(t) = 
i 
(-l)ji! cP”(t)/(i-j)!, i>j 
o 
9 i<j 
give the equation 
-i;O(i+l)xiS(i)(r)= 1 Q, 1 (-l)ji!xiS(‘-“(c)/(i-j)! 
j=O i=j 
which can be written as 
02 00 k 
From here, 
where 
If the norms 
IJWI of the 
i (-l)iQjci+j= -(i+l)ci, i=O, 1, . . . (2.7) 
j=O 
ci=i! x- ,. 
Jcil of the vectors ci are unbounded as i + co, then the norm 
Laplace transform 
F(p)= C xipi= C cipi/i! 
i=O i=O 
is at least of exponential growth. In this case, according to the above 
lemma, the formal infinite-order distributional solution x(t) of (2.2) cannot 
belong to (Soa)‘, with /I> 1. If the norms lcil are bounded, then from (2.7) 
it follows that 
lcil d c/(i+ 1) c = const. 
which implies IciJ --f 0 as i -+ co. On the other hand, the inequality 
lcil < i IQil lc;+jIl(i+ 1) 
j=O 
is impossible for large i because the right-hand side tends to zero faster 
than the left as i + co. Therefore, (2.7) has no bounded solution, except 
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(co, c I, .“, Cm, 0, 0, . ..). and in this case the distributional solution of (2.2) is 
of order m. 
Remark. The system (2.5) has a distributional solution of order m if 
m + 1 is the smallest modulus of the negative integer eigenvalues of the 
matrix Q, = Q(0). 
Indeed, the requirement ci = 0, i > m, changes (2.7) to a finite system of 
matrix equations, the last of which, 
(Qo+(m+l)Oc,=O, 
has a non-trivial solution c,. Substituting it in the preceding equations of 
(2.7), we can successively find all ci (i < m), since the matrices Q, + (i + 1) I 
are non-singular, for i < m. For Eq. (2.2), we compute the matrix of system 
(2.7) and observe that in this case the equation 
det(Q(0) + (m + 1) I) = 0 
coincides with (2.9) [3]. 
THEOREM 2.3 The differential-difference equation 
i (a,t+b,) x(n-i)(t)= i (cit+d,)x’“-“(t+t,) (2.8) 
i=O i=O 
with constant coefficients ai, b;, ci, di and real constant deviations ti has no 
infinite-order solutions (1.1) in (Sl)‘, with b > 1. 
Proof. In accordance with the commonly accepted notations in the 
theory of functional differential equations, x(+ ‘)(t + ti) means the value of 
the derivative x(“-‘)(u) at U= t + ti. Assume that L[x(t)] = F(p) is the 
two-sided Laplace transform of x(t). Then 
and 
L[x’“-‘)(t+t,)] =p’*-‘eP”F(p) 
L[tX’“-“(t + ti)] = --$ [pnemieP’lF(p)]. 
Hence, the Laplace transform F(p) of a distributional solution to (2.8) 
satisfies the equation 
i=O 
zig0 [-ci(pn-iep’lF)‘+d,pn~‘eP”F], 
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that is, 
,co (C#?Pfi-Uai) p”-‘F’(p) 
= i [(di-ci~i)~“-ieP’~-(c,ep’f-ai)(n-j)pn-i-1-~ipn-i]~(~). 
i=O 
If all ci=O, then F’(p)/F(p) grows exponentially in some directions as 
p --) co; hence, if J’(p) is entire, its order of growth is infinite. If some ci # 0, 
then F’(p)/F(p) may grow in some directions either exponentially or like 
a polynomial; and if F(‘(p) is entire, its order of growth is not less than 1. 
It has been mentioned above that the equation r2x’(t) =x(t) has an 
infinite-order solution in (Si)‘. This is not true for the similar differential- 
difference equation 
Px’( t) = x( t + c) 
or, more generally, for the equation 
Px’( t) = x(lt + c). (2.9) 
THEOREM 2.4. Equation (2.9), with constants c #O and 1 #O, has no 
solution concentrated on t = 0 in (S!)‘, j3 > 1. 
ProoJ: Assume that L[x(t)] =F(p) is the two-sided Laplace transform 
of x(t). Then 
Ut2x’(t)l = CPfIP)l”, 
L[x(lt + c)] = jil-’ e”‘“F(p/A), 
and according to (2.9), 
[pF(p)]” = jJ,l-’ ecp”F(p/n). (2.10) 
Assuming that F(p) is entire of order p < 1 leads to a contradiction because 
in this case the left-hand side of the latter equation is of order p and the 
right-hand side is of order 1, by virtue of the factor ecpii.. 
Since integral transformations establish close links between entire and 
generalized functions, the results on distributional solutions of linear ODE 
and, especially, FDE can be applied to the study of entire solutions, and 
vice versa. Research in this direction, still developed insufftciently, discovers 
new aspects and properties in the theory of ODE and FDE. In fact, there 
are some striking dissimilarities between the behavior of ODE and FDE 
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which deserve further investigation. Thus, distributional solutions to linear 
homogeneous FDE may be originated either by singularities of their coef- 
ficients or by argument deviations. As indicated above, some normal linear 
FDE with polynomial coefficients and arguments proportional to t have 
distributional solutions, which is impossible for ODE without singularities. 
Furthermore, it has been shown in [ 151 that a first-order algebraic ODE 
has no entire transcendental solution of order less than l/2, whereas even 
linear first-order FDE may possess such solutions of zero order [9-121. 
We shall demonstrate now how the knowledge of distributional solutions 
to linear ODE and FDE can be used in the study of their analytic and, in 
particular, entire solutions. First, consider series (1.1) without any restric- 
tions on the norms of its coefficients and substitute this series and its term- 
by-term derivatives for x(t) and its derivatives in the equation 
igo 4itt) x cn-i)(f)=o (2.11) 
with polynomial (or holomorphic at t = 0) coefficients. Equating to zero 
the coefficients at all derivatives S(‘)(t) produces recursion relations for x,. 
If the coefficients xi of (1.1) satisfy these relations, we call (1.1) a formal 
distributional solution of Eq. (2.11). We may also consider formal solutions 
ilj 
x= 1 (-l)ii! x,t-'- 1 (2.12) 
i=O 
and obtain along the lines of Theorem 2.1 [3] the following result. 
THEOREM 2.5. If Eq. (2.11) with polynomial coefficients of the highest 
degree N admits a formal solution (2.12), then it also has a formal distribu- 
tional solution ( 1.1). Conversely, tf (2.11) admits a formal distributional solu- 
tion (l.l), then there exists a polynomial q(t) of degree not exceeding N - 1 
such that the equation 
igo 4itt) x (“-;)(t) = q(t) (2.13) 
has a formal solution (2.12). 
THEOREM 2.6. Zf Eq. (2.11) with polynomial coefficients qi( t) admits a 
formal distributional solution (1.1) and zf 
deqq,(t)<n-ii, i=O , . . . . n 
then it also has a formal solution (2.12). 
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EXAMPLE 2. The confluent hypergeometric equation (1.2) is the 
Laplace-transformed relation of 
(tZ+t)X’=[(b-2) t+(a-1)1x. (2.14) 
Substituting (1.1) in (2.14) gives 
f (i+l)(i+b)xi+16(‘)(t)= f (i+a)xicv)(t), 
i=O i=O 
whence 
xi= [T(i+u) T(b)]/[f(i+b) T(a) i!] (2.15) 
if a and b are positive integers (here r denotes the gamma function). 
Therefore, (1.2) has a solution 
M(u, b, t)= f xiti, 
i=O 
with coefficients (2.15), which is an entire function of order 1, type 1 (an 
alternate notation for M(u, b, t) is rFl(u, b, t)). Indeed, its order is 
. . 
p = lim sup ’ In ’ 
iln i 
-= lim sup-= 
ln(i!) I-~ ln(i’e-‘) 1, i-bm 
and to find its type c we use the formula 
(aep) 1/p = lim sup( i 1/p 1xi ( lli), 
i-+m 
that is, 
ue= lim sup(i(i!)-‘I’)= lim sup(i(i’e-‘)-‘/‘)=e. 
i-+02 i-m 
If 0 -C a < b, then A4 and each MCk) are all close-to-convex in the unit disk 
ItI < 1 and hence univalent in this disk [16]. Furthermore, for a, b E N and 
b <a, Eq. (1.2) has a formal distributional solution (1.3) and therefore 
admits also a formal solution 
x(t)= f (-l)‘i! 
t-i-l . 
i=a- 1 
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Although this solution diverges for all finite t, it represents an asymptotic 
series as t + 00 for the integral 
(-l)"-'jorn e- ‘%d-‘(u+ l)b-“-’ du, 
which is the Laplace transform of the solution ( - 1 )“- I u”- ‘(u + l)hm ’ ’ 
of Eq. (2.14). 
EXAMPLE 3. Looking for a formal distributional solution (1.1) of the 
generalized Bessel equation 
t2x” + tx’ + i ( - 1 )k Uk tkx = 0, ak = const., n b 2 (2.16) 
k=O 
leads to the equations 
akcj+k+ [&,+(i+ I)*] ci=o, 
k=l (2.17) 
CiC j! ,I. I9 i=o, 1, . . . . 
If a, = - (m + l)*, where m is an integer, we can choose c, # 0, and in this 
case (2.16) has an m-order distributional solution. If a, # 0 and a, # - 
(i + 1)2, for any integer i, then we can choose co, . . . . c,_ I arbitrarily and 
successively find from (2.17) all coefficients xi = c,/i! of a formal distribu- 
tional solution to (2.16). The estimates for c, found in Theorem 2.2 lead to 
the conclusion that the coefficients of any infinite-order distributional solu- 
tion (1.1) to Eq. (2.16) cannot tend to zero faster than c/i! (c=const.). 
THEOREM 2.7. If Eq. (2.11) with polynomial coefficients of the highest 
degree N admits a solution x(t) in the form (2.12), which is regular at t = ~(j, 
and x(t-‘) is an entire function of finite-order p >O and finite type, then 
(2.11) also has a solution ( 1.1) in the generalized-function space (Soa)‘, with 
1 < fi < 1 + p - ‘. Conversely, if (2.11) admits a distributional solution ( 1.1) in 
(Sl)‘, with j? > 1, then there exists a polynomial q(t) of degree not exceeding 
N- 1 such that Eq. (2.13) has a solution (2.12) which is regular at t = cc 
and x(tt’) is an entire function of order p < (fi - 1))‘. 
Proof The arguments of Theorem 2.1 [3] show that if (2.11) admits a 
solution (2.12), it also has a distributional solution ( 1.1). Since x( t - ’ ) is 
entire of order p > 0, we write for its coefficients i! xi the estimates 
i! lxil <cfip”ti, c, = const. 
409/159/l-19 
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and Stirling’s formula yields 
Jxi( <acij-(l+lir)i, 
for sufficiently large i. These inequalities of type (2.1) with p = 1 + p-l 
prove that solution (1.1) belongs to (Sop)‘, 1 <p< 1+ ~1~‘. Conversely, if 
(2.11) admits a distributional solution (1.1) in (SOB)‘, then 
/xi1 dc,d;ii-ip, /3> 1 
and there exists a polynomial q(t) of degree <N - 1 such that (2.13) has 
a formal solution (2.12). For its coefficients we have 
j! 1.~~1 <~,d:i-(P-l)~ 
as i + co, which proves that (2.12) is regular at t = cc and x(t- ‘) is an 
entire function. If ,u is its order of growth, then for a sufficiently small E > 0 
there exists an infinite sequence of values of i such that 
whence 
iln i/C-ln(i! lx,/)] >p-.s, 
Therefore, 
j! (Xi/ > j-m-&). 
B - 1 < l/b - El 
EXAMPLE 4. The equation [ 171 
pF” - F = 0 
is the Laplace-transformed relation of 
(22X)‘-x=0 
which is changed by the substitution b2x = y to 
t2y’ - y = 0, 
with a solution 
(2.18) 
(2.19) 
v=exp(-l/t)= f, (--1)-j/i!. 
i=O 
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Hence, (2.19) admits a solution 
x= 5 (-l)y--Zp 
i=O 
in form (2.12) and a distributional solution 
x= f sci+“(t)/i!(i+ l)!. 
i=O 
(2.20) 
(2.21) 
Therefore, (2.18) has a solution 
F= f p’+‘/i!(i+ l)! 
i=O 
which is an entire function of order ,u = l/2, as can be shown by applying 
Stirling’s formula. The function x(t- ‘) corresponding to (2.20) is entire of 
order p = 1, and distribution (2.21) belongs to the space (S[)‘, with 
1<p<2. 
The equation 
pF’“‘(p) - aF(p) = 0, a = const. (2.22) 
is the Laplace-transformed relation of 
(TX)’ = ( - 1)” ax, 
with a solution 
in form (2.12) and a distributional solution 
x = f Jh(n- lNi+ 1) (t)/(n- l)j i! (ni-ii+- l)!. 
i=o 
Hence, (2.22) has an entire solution 
F= f ~‘p(“-~)(~+l)/(n-l)‘i! (ni-i+n-l)! 
i=O 
of order p = (n - 1 )/n. 
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The functional differential equation 
- 1 < 2, < 1 (A, = const. # 0) (2.23) 
is the bilateral Laplace-transformed relation of 
(t”x(t))‘= (-1)” f ak lAkl-’ x(t/nk) 
k=O 
which is changed by the substitution t”x = y to 
t”y’(t)=(-1)” 2 ski; ilki-’ .dtlnk). (2.24) 
k=O 
According to Theorem 3.2 [S], Eq. (2.24) admits a distributional solution 
(1.1) whose coefficients satisfy inequalities (2.1), with p = n/(n - 1). There- 
fore, (2.23) has an entire solution of order 
p< lim sup(ilni)/(pilni-lna-ilnc)=p-‘, 
i-+00 
that is, p < (n - 1 )/n. Computations produce for its coefficients xi = c,/i! the 
formulas 
Ci(n- l)+r=cr fi f akA{(n-l)+r 
( )I 
(An-l)+r)) 
j=O k=O 
(1 <r<n-- 1). 
For n = 2, some properties of Eq. (2.23) are similar to those of (2.18). In 
particular, (2.23) has two linearly independent solutions, one of which, 
F,(p), is entire and the other, F,(p), is represented in the form 
FAP) = G(P) + F,(P) ln P, 
where G(p) is an entire function. 
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