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Referat
Ziel dieser Arbeit ist die Untersuchung der Sub- und Superdiffusion in frak-
talen Strukturen. Der Fokus liegt auf zwei separaten Ansa¨tzen, die entspre-
chend des Diffusionbereiches gewa¨hlt und variiert werden. Dadurch erha¨lt
man ein tieferes Versta¨ndnis und eine bessere Beschreibungsweise fu¨r beide
Bereiche.
Im ersten Teil betrachten wir subdiffusive Prozesse, die vor allem bei Trans-
portvorga¨ngen, z.B. in lebenden Geweben, eine grundlegende Rolle spielen.
Hierbei modellieren wir den fraktalen Zustandsraum durch endliche Sierpin-
ski Teppiche mit absorbierenden Randbedingungen und lo¨sen dann die Mas-
tergleichung zur Berechnung der Zeitentwicklung der Wahrscheinlichkeitsver-
teilung. Zur Charakterisierung der Diffusion auf regelma¨ßigen und zufa¨lligen
Teppichen bestimmen wir die Abfallzeit der Wahrscheinlichkeitsverteilung,
die mittlere Austrittszeit und die Random Walk Dimension. Somit ko¨nnen
wir den Einfluss zufa¨lliger Strukturen auf die Diffusion aufzeigen.
Superdiffusive Prozesse werden im zweiten Teil der Arbeit mit Hilfe der Dif-
fusionsgleichung untersucht. Deren zweite Ableitung im Ort erweitern wir auf
nichtganzzahlige Ordnungen, um die fraktalen Eigenschaften der Umgebung
darzustellen. Die resultierende raum-fraktionale Diffusionsgleichung spannt
ein U¨bergangsregime von der irreversiblen Diffusionsgleichung zur reversiblen
Wellengleichung auf. Deren Lo¨sungen untersuchen wir mittels verschiedener
Entropien, wie Shannon, Tsallis oder Re´nyi Entropien, und deren Entropie-
produktionsraten, welche natu¨rliche Maße fu¨r die Irreversibilita¨t sind. Das
dabei gefundene Entropieproduktions-Paradoxon, d.h. ein unerwarteter An-
stieg der Entropieproduktionsrate bei sinkender Irreversibilita¨t des Prozesses,
ko¨nnen wir nach geeigneter Reskalierung der Entropien auflo¨sen.
Schlagworte
Anomale Diffusion, Master Gleichung, Sierpinski Teppiche, Zufallsfraktale,
Mittlere Austrittszeit, Raum-fraktionale Diffusionsgleichung, Stabile Vertei-
lungen, Entropieproduktion, Tsallis Entropien, Re´nyi Entropien
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5Abstract
The aim of this thesis is the examination of sub- and superdiffusive processes
in fractal structures. The focus of the work concentrates on two separate
approaches that are chosen and varied according to the corresponding regime.
Thus, we obtain new insights about the underlying mechanisms and a more
appropriate way of description for both regimes.
In the first part subdiffusion is considered, which plays a crucial role for
transport processes, as in living tissues. First, we model the fractal state
space via finite Sierpinski carpets with absorbing boundary conditions and we
solve the master equation to compute the time development of the probability
distribution. To characterize the diffusion on regular as well as random
carpets we determine the longest decay time of the probability distribution,
the mean exit time and the Random walk dimension. Thus, we can verify
the influence of random structures on the diffusive dynamics.
In the second part of this thesis superdiffusive processes are studied by means
of the diffusion equation. Its second order space derivative is extended to frac-
tional order, which represents the fractal properties of the surrounding media.
The resulting space-fractional diffusion equations span a linking regime from
the irreversible diffusion equation to the reversible (half) wave equation. The
corresponding solutions are analyzed by different entropies, as the Shannon,
Tsallis or Re´nyi entropies and their entropy production rates, which are natu-
ral measures of irreversibility. We find an entropy production paradox, i.e. an
unexpected increase of the entropy production rate by decreasing irreversibil-
ity of the processes. Due to an appropriate rescaling of the entropy we are
able to resolve the paradox.
Keywords
Anomalous diffusion, master equation, Sierpinski carpets, random fractals,
mean exit time, space-fractional diffusion equations, stable distributions, en-
tropy production, Tsallis entropies, Re´nyi entropies
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Chapter 1
Introduction
Diffusion processes can be found everywhere in our daily life. A simple
example is observing ink particles moving in a glass of water. It can be seen
that starting with a drop of ink, the ink and the water are distributed equally
in the glass after a period of time.
One of the first who investigated this phenomena was the botanist R. Brown
[1]. He found that all particles perform a jittery motion on the microscopical
length scale, due to their kinetic energy and their mean free path [2]. From
the macroscopic point of view the particles realize a diffusion process that
leads to an equilibration of concentrations in the system.
In nature diffusion processes show different time scaling behavior. The most
known one is the normal diffusion. This process is characterized by a linear
increase of the mean squared distance 〈r2(t)〉 in time t, where r is the dis-
tance a particle has traveled in time t from its starting point. However, in
many experiments diffusion is slower or faster than normal diffusion. That
is called anomalous sub- or superdiffusion. In these cases the mean squared
displacement scales like
〈r2(t)〉 ∼ tγ , (1.1)
with 0 < γ < 2 as (anomalous) diffusion exponent. Important examples are
for instance diffusion in living cells [3, 4], submonolayer growth with repulsive
impurities [5], turbulence diffusion [6], target search [7, 8, 9], or diffusion in
disordered media [10, 11, 12]. In this thesis we will undertake a number of
attempts to improve the current understanding of such phenomena.
In the first part of this work we will concentrate on subdiffusive processes.
Previous investigations showed that the slowing down of diffusion is an effect
caused by the complexity of disordered materials. Such materials are self-
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similar over a certain range of length scales, where topologies like pores, dead
ends or bottlenecks can be found. To understand diffusion in these structures,
the self-similarity and complexity have to be captured in the space model.
It was Mandelbrot [13, 14] who introduced fractals in order to describe the
irregular and fragmented patterns of nature in an adequate way.
A lot of research was done to characterize anomalous diffusion processes and
the underlying complex structures, where diffusion takes place. An impor-
tant quantity describing the dynamics of anomalous diffusion is the random
walk dimension, which is related to the anomalous diffusion exponent γ. It
expresses the time scaling of the spreading of diffusion particles in complex
structures [15]. There are also quantities that show properties of the disor-
dered structure that influences the diffusive process. Two examples are the
fractal dimension, which indicates the scaling of mass of a fractal structure
with its linear length [16, 17] and the porosity that reveals the fraction of
pore volume compared to the total volume [18, 19]. These investigations are
often done for materials of infinite system size, i.e. excluding any boundary
effects.
For our research we will assume time and space to be discrete. The focus
is on diffusion within a certain finite area with absorbing boundaries. We
determine the probability distribution of particles for each time step. In
the case of finite system size important questions are: How long does it
take to leave a certain area for the first time? What is the decay time of
the probability for such a process? How does the decay time depend on
the system size? What is the mean exit time? Or how long will it take
to move from a source point to a target point in a specific area? These
questions are typical for first-passage processes that play a fundamental role
for transport processes as transport in disordered media [10, 20], transport-
limited reactions in physics [21] or in biochemistry [22, 23, 24], and dispersive
transport in amorphous solids [25].
In chapter 2 these aspects will be the starting point for our research. We will
give a short introduction to normal diffusion and to the simulation methods
in section 2.1. Afterwards, the standard model will be extended to regular
and even random fractal lattices, representing complex materials. We re-
stricted ourselves to finite size space models with absorbing boundaries, as
first-passage problems are our main interest. The anomalous diffusion simu-
lation will be done by applying the master equation, as explained in section
2.2. Due to the absorbing boundary conditions the probability within the
area decreases over time. We derive three different approaches to determine
the longest decay time of the probability in order to characterize the diffusive
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process. In section 2.4 we analyze and discuss our results on the longest de-
cay times and mean exit times for regular fractal structures and apply them
to random fractals in section 2.5.
In contrast to the simulation of diffusing particles itself, another ansatz is to
investigate and to solve the diffusion equation. In chapter 3 we will apply a
one-dimensional diffusion equation, as superdiffusive processes are the topic
of my research. Here, time and space are taken to be continuous.
The normal diffusion equation is a partial differential equation of second
order
∂
∂t
P (x, t) = D
∂2
∂x2
P (x, t), (1.2)
where P (x, t) is the probability density distribution of diffusing particles
being at position x at time t. To capture the fractal properties of the sur-
rounding media the derivatives are extended to fractional order. In previous
investigations time-fractional diffusion equations were the topic of interest
[26, 27, 15]. In this thesis we focus on space-fractional diffusion equations
[28]
∂
∂t
P (x, t) = D
∂α
∂xα
P (x, t), (1.3)
where α takes values between one and two. For this type of equations it is
quite complicated to write down a solution in closed form. We will show
below that it can be rewritten in terms of stable distributions for a special
set of parameters. As an introduction we will give a short overview on stable
distributions and their mathematical properties in section 3.1. In section 3.2
space-fractional diffusion equations are solved by using stable distributions
and we discuss their limiting cases.
A closer look at space-fractional diffusion equations shows that they repre-
sent a bridging regime between the (half) wave equation (α = 1) and the
diffusion equation (α = 2). Hereby, the diffusion equation is iconic for irre-
versibility and the (half) wave equation is iconic for reversibility. A natural
physical measure of irreversibility is the entropy production rate. Moving
from the diffusion regime to the wave regime, one might expect that the
entropy production rate would decrease along the way, because the latter is
inherently reversible. Instead, our studies reveal an paradoxical increase of
the entropy production rate, even for three different definitions of entropy,
as discussed in section 3.3. So, we turned to the entropies themselves. But
there again, the intuitive behavior of increasing towards the diffusion equa-
tion was not found. Analyzing the process in detail, we are able to explain
why the paradox appears and how to resolve the paradoxical behavior.
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In chapter 4 we summarize the obtained results of this thesis and give a
conclusion. Hereby, we briefly present an outlook to open questions for future
research.
Chapter 2
Anomalous diffusion on fractals
and first-passage processes
In this chapter we concentrate on characterizing diffusion in finite complex
structures by first-passage quantities. Therefore, we will introduce a finite
fractal state space model with absorbing boundary conditions. The diffu-
sive process itself will be determined via the master equation, which will be
explained below in detail.
First, we introduce the normal diffusion in section 2.1. By means of this
simple case we present two different numerical methods to simulate diffusive
processes. A standard measure to characterize diffusion processes is the time
development of the mean squared displacement, which is given in equation
(1.1). If the (anomalous) diffusion exponent γ = 1, the diffusion is said to
be normal, otherwise the diffusion is called anomalous diffusion. It can be
distinguished between the subdiffusive behavior, i.e. 0 < γ < 1 and superdif-
fusion for 1 < γ < 2. In this chapter only subdiffusion will be discussed. It
is is slower than in the normal case and it is often encountered in disordered
materials.
In section 2.2 the extension of the standard models to anomalous diffusion
is given. In order to understand diffusion in disordered materials we apply
a special type of fractal, the regular Sierpinski carpets. Learning about
anomalous diffusion on these complex but still deterministic structures, we
can understand the general case of diffusive processes in disordered media
easier. Afterwards, we extend our studies to random Sierpinski carpets.
Describing the dynamical behavior on structures like Sierpinski carpets, the
13
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random walk dimension dw is defined as [10]
dw =
2
γ
. (2.1)
On Sierpinski carpets dw is greater than 2. The diffusing particles are on
average slower on these structures compared to particles on homogeneous
structures. In previous works dw is taken as reference value to characterize
dynamics on Sierpinski carpets [29, 30, 31, 32], so we use this quantity as a
reference value, too.
In section 2.3 and 2.4 we will investigate the mean exit time on finite regular
Sierpinski carpets. We present three basic approaches to calculate the time
scaling behavior of the survival probability S(t), which is defined via the exit
probability distribution F (t). The first ansatz is iterating the master equa-
tion numerically, the second is analyzing the eigenvalues of the transition
probability matrix of the fractal structure and the third approach is deter-
mining the eigenvalues by applying perturbation theory of first order. These
approaches are used to study the asymptotic decay time of S(t). Afterwards,
we derive the mean exit time and discuss its properties for the same struc-
tures. These quantities are known from first-passage processes [33] and they
will give us insights about typical time scales of diffusion processes. First-
passage processes play a crucial role in many real situations. Examples are
transport in disordered media [20, 10], target search [7, 8, 9] or spreading of
diseases [34].
In the last section 2.5 we cross over to random Sierpinski carpets and utilize
the obtained results of 2.4 for random structures.
2.1 Modeling diffusion processes
Typical examples for normal diffusion are dust, coal or pollen molecules mov-
ing in the air or in a liquid. Observing such particles for a period of time, one
finds that they are performing a random motion. One of the first scientist
who found and investigated this jittery motion was the botanist R. Brown
in 1927. He analyzed pollen grains in water under the microscope and found
“many of them very evidently in motion” [1]. In his honor this random
motion is called Brownian motion.
Diffusion is a macroscopic phenomenon of many diffusing particles. One way
to study it is to observe the trajectories of the particles and to average over
all particles afterwards. From this we get a better comprehension of the
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physical properties if we look at enough particles. Another possibility is to
describe the motion of a diffusing particle by its probability density distribu-
tion P (x, t) to be at position x after time t. Hence, starting with an initial
distribution of particles, the whole diffusive process can be described by the
time development of the corresponding probability density distribution.
In the case of homogeneous materials, it is known that diffusing particles
spread over time and space like a Gaussian distribution. Its time development
of the mean squared displacement is 〈r2(t)〉 ∼ t, which is given by equation
(1.1).
2.1.1 Random walk method
A simple model to simulate diffusion is the random walk method. In that
method, we keep the single diffusing particle in mind, which is represented
by a random walker. For our investigations we assume time and space to
be discrete. In each time step the random walker can move one step ahead
in the discrete space. It can chose the direction of the next step randomly,
whereas each possible direction has the same probability and the next step
is independent of the previous time steps. Thus, the resulting movement of
the random walker looks like the “trembling motion” of a diffusion particle
in nature. To simulate the diffusion process many random walker have to
be run for an appropriate long time. A statistics over all random walkers is
done at the end. With the help of these statistics the diffusion process can
be analyzed and characterized in detail.
Normal diffusion often appears in homogeneous media. For simulation a finite
regular squared lattice, presenting the Euclidean space, is used in general.
However, the lattice is large enough that the random walkers do not encounter
the boundaries, i.e. for the walkers the lattice is quasi infinite. Having a
discrete lattice of finite size, each possible position x is now indicated by a
discrete number i with i = 1, ..., N , where N is the number of lattice sites.
A random walker can move in each time step to one of its four neighbors
j with a transition probability Γji or it stays on its current position i with
Γii. Thereby, the sum of the transition probabilities over all neighbors is∑
j Γji = 1 − Γii. The transition probability Γji = 14 is often applied and
so, Γii = 0. In Figure 2.1 a) one possible realization of a random walk with
10 000 time steps is shown on a lattice of size 81×81 starting in the center of
the lattice. The time development is indicated by the change of color from
red (t = 1) to green (t = 10 000).
Simulating many random walkers all starting at the same position we get
16 CHAPTER 2. DIFFUSION ON FRACTALS
a) b)
Figure 2.1: In both plots a realization of a random walk is shown for 10 000
time steps starting in the center of the lattice. The allowed lattice sites
are black and the time development of the random walk is indicated by the
change of color from red (t = 1) to green (t = 10 000). In figure a) an
Euclidean lattice and in b) a fractal lattice (Butterfly) is used. Both lattices
are based on a 3× 3 generator and have an iteration depth of four, i.e. their
size is 81× 81.
a frequency distribution of all random walkers after each time step. In the
limit of an infinite number of random walks these frequencies become the
probability P (i, t) of a random walker to be at i after time t. Numerically, it
is impossible to simulate an infinite number of random walkers, but, a very
large number of them can be done. So the obtained frequencies can be taken
as a good approximation for the probabilities P (i, t), even if there are some
“fluctuations” due to the number of simulated random walks.
2.1.2 Master equation approach
The simulation of random walks introduced above can be characterized by a
master equation. The master equation gives the full time development of the
probability density distribution P (i, t) of an initial distribution P (i, t = 0) of
diffusing particles. The iteration of the master equation in time is given by
P (i, t+ 1) = P (i, t) +
∑
i6=j
Γij P (j, t)−
∑
j 6=i
Γji P (i, t)
= Γii P (i, t) +
∑
i6=j
Γij P (j, t). (2.2)
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Γij are the transition probabilities to move from site j to site i and Γii is the
probability to stay at site i.
Solving the master equation has the advantage that a statistical average over
many walkers is no longer necessary. However, to determine the next time
step the whole probability density distributions of the previous time step and
all neighboring relations have to be known.
Instead of calculating the probabilities for each time step from the neighbor-
ing probabilities, all probabilities P (i, t) can also be interpreted as entries of
a probability vector P (t). Having a finite number of lattice sites N , with
index i = 1, 2, . . . , N we would get
P (t) = (P (1, t), P (2, t), . . . , , P (N, t))T . (2.3)
So we can rewrite equation (2.2) in convenient matrix description
P (t+ 1) = ΓP (t), (2.4)
where Γ is a matrix of transition probabilities Γij with Γii as diagonal entries.
Determining the diffusion process via the matrix description of the master
equation (2.4) here again we start with an initial distribution P (0). In this
work the initial distribution is always chosen to be a delta function on the
center site ic of the lattice, i.e.
P (i, 0) = δi,ic. (2.5)
Then, the probability densities after t = 1, 2, 4, 8, . . . time steps are calcu-
lated by the following iteration process:
P (1) = ΓP (0)
P (2) = Γ2 P (0) = ΓΓP (0)
P (4) = Γ4 P (0) = Γ2 Γ2 P (0) (2.6)
P (8) = Γ8 P (0) = Γ4 Γ4 P (0)
...
...
...
From the computational point of view the advantage of the matrix description
is the exponential time scale of the iteration, as one matrix-matrix multipli-
cation allows an exponential increase in the time steps. But for each time
step we have to square the transition matrix. After a few iterations Γ, which
contained mostly zeros in the beginning, is almost “filled” and the transition
matrix of size N ×N has to be stored completely.
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2.2 Anomalous diffusion
In many examples in the natural sciences as well as in many applications
the diffusive process is anomalous, i.e. 〈r2(t)〉 is not linear in time, but,
nevertheless it still satisfies a power law (1.1)
〈r2(t)〉 ∼ tγ , (2.7)
with 0 ≤ γ ≤ 1 for subdiffusion. Important examples are for instance dif-
fusion in living cells [3, 4], submonolayer growth with repulsive impurities
[5], or diffusion in disordered media [10, 11, 12, 35], such as porous rocks,
cements, or different substrates like NaX zeolite crystallites or polystyrene.
Describing diffusive phenomena in porous materials the complex structure of
these media has to be taken into account. It is often quite complicated to
model disordered structures with classical geometries, as “Clouds are not
spheres, mountains are not cones, coastlines are not circles, bark is not
smooth, nor does lightning travel in a straight line” [13]. In the literature
fractals are a prevalent model to reproduce porous materials in an appropri-
ate way. We use a special kind of fractals, the Sierpinski carpets [36, 14].
These carpets are two-dimensional models but may be generalized to three
dimensions as variations of the Menger sponge [14, 37].
2.2.1 Regular Sierpinski carpets
The term ‘fractal’ was introduced by B. Mandelbrot in order to characterize
geometries, patterns, or objects that exhibit quite complicated structures.
Fractals are self-similar with a fine structure at an arbitrarily small length
scale, although, they have a relatively easy construction procedure. An im-
portant property of fractals is their fractal dimension. Typical examples are
the Koch curve, the Sierpinski gasket, or the Peano curve, as depicted in
Figure 2.2.
In the following, we use a special class of fractals, the Sierpinski carpets.
Sierpinski carpets are determined by a generator. The generator is a square,
divided in n × n congruent subsquares (n > 1 is a natural number), where
(n2 −m) of these subsquares are removed. The remaining m subsquares are
labeled black. Figure 2.3 a) shows an example of a generator for a Sierpinski
carpet.
Constructing a Sierpinski carpet we start with the generator and we replace
each black subsquare with a scaled down version of the generator. If this
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a)
b) c)
Figure 2.2: Three examples of fractal structures and their fractal dimension
df and space dimension dw are given. It is presented the Koch curve (df =
log 4
log 3
≈ 1.26, d = 1) in a), the Sierpinski gasket (df = log 3log 2 ≈ 1.58, d = 2) in
b) and in c) the Peano curve (df =
log 4
log 2
= 2, d = 1). All fractals are shown
for iteration depth four.
construction procedure or iteration is repeated ad infinitum, the limit object
is a regular Sierpinski carpet. Figure 2.3 b) and c) show the second and third
iteration step of the Sierpinski carpet described by the generator shown in
Figure 2.3 a).
We can calculate the Hausdorff-Bescovitch or fractal dimension df in order
to characterize the structural property of fractals. The fractal dimension is
given by
M ∼ Ldf , (2.8)
which expresses the scaling of the mass of the fractal pattern by a factor of
M when its linear length scales by a factor of L. In the case of the Sierpinski
carpet we identify the mass factor M with the numbers of black squares
m and L with the length of one side of the fractal pattern n. So we define
df as
df =
lnm
lnn
. (2.9)
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a) b) c)
Figure 2.3: An example of a Sierpinski carpet generator a) and the results
of the second b) and third c) iteration step of the final carpet are shown.
For the generator in Figure 2.3 a) we find that n = 3 and m = 6, thus, the
fractal dimension is df =
ln 6
ln 3
≈ 1.63. Note that in general for the Sierpinski
carpet the fractal dimension is smaller than its space dimension (d = 2).
Sierpinski carpets may be finitely or infinitely ramified. We call a carpet
finitely ramified if we can separate any subset from the rest by cutting a
finite number of connections, otherwise it is called infinitely ramified. Since
a Sierpinski carpet is fully described by the generator, the ramification can
be seen there directly: In the generator of a finitely ramified carpet the first
and the last row coincide in exactly one black subsquare, and the same holds
true for the first and last column. If the first and last row or the first and
last column of the generator coincide in more than one black subsquare, the
corresponding carpet is infinitely ramified. According to the example pattern
in Figure 2.3 we obtain a finitely ramified Sierpinski carpet.
So far, we considered fractals as objects of infinite depth. That means, if
we enlarge a subset of the fractal, we find the fractal pattern at each length
scale. As we want to describe porous materials our model has to reproduce
its properties. It is found that real structures are self-similar only over a
certain range of length scales [20, 38]. They exhibit a smallest length scale,
which is given by the material. Going to larger length scales, above the range
of self-similarity the material is rather homogeneous.
According to the smallest length scale we stop the construction procedure of
the fractal after s iteration steps. We call the obtained structure ‘iterator of
depth s’ and it contains the smallest and largest length scale of self-similarity.
Such an iterator could also be used as a generator of size ns×ns. However, we
only call the smallest possible generator a generator. These carpets are the
discrete state space for our simulations. In order to model the homogeneity
at large length scales one combines iterators of depth s to one big carpet.
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However, in the frame of this work we will just investigate single iterators.
In section 2.1 we mentioned that the initial distribution is given by the delta
function (2.5) that is located on the center site ic of the underlying lattice.
Therefore, we also define the distance x as
x = (ns + 1)/2, (2.10)
where n is the linear length of the generator. The distance x represents the
minimum distance of the center site ic to the boundary of the iterator of
depth s.
2.2.2 Random Sierpinski carpets
In the next step we will introduce randomness to our fractal structure to
model porous materials more realistically. In the literature different methods
are known to generate random fractals [39, 31, 32]. In this work we start
with a regular Sierpinski carpet. Here, one generator is used to construct
the whole fractal pattern. In the case of random Sierpinski carpets at least
two different generators are applied instead of one. In the beginning it is
important to check that each generator has at least one neighboring square
to any other neighboring generator if different generators are combined to
one carpet pattern. This implies that it has to be tested for each pair of
generators that at least one black square in the first row (last row, first
column, last column) of a generator coincides with a black square in the last
row (first row, last column, first column) of the second one.
Constructing a disordered Sierpinski carpet, the first black square is replaced
by a generator chosen at random from a given set with a certain probabil-
ity. In the next iteration step each black subsquare is again replaced by a
randomly chosen generator. This procedure is repeated ad infinitum or up
to the desired iteration depth s. An example of a random Sierpinski carpet
is presented in Figure 2.4. Note that for disordered Sierpinski carpets the
prediction of ramification of the resulting carpet and its effect to the diffusive
behavior is a non-trivial problem.
For a finite iteration depth the actual fraction of a generator in a particular
realization of a disordered fractal might deviate from the probability with
which it is chosen due to fluctuations. In the following fractions of generators
always refer to the probabilities with which they are chosen.
During the construction procedure of a random Sierpinski carpet random
numbers are needed to chose a generator randomly from a given set in order
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Set of generators Random iterator of depth four
Butterfly
p = 0.5
Stairs
p = 0.5
Figure 2.4: On the left side the set of generators is given and on the right
side a possible random Sierpinski carpet realization of iteration depth four
is shown for the given set. Each generator was chosen with the probability
p = 0.5.
to replace black squares. Thus, an appropriate random number generator is
needed for the numerical implementation. It is important that the number
(period) of random numbers, until they repeat themselves, is large enough.
Furthermore, two subsequent random numbers should be uncorrelated and
the random numbers should be equally distributed. We apply the Mersenne
Twister introduced by M. Matsumoto in 1998 [40], which provides a period
of 219937 − 1 for random numbers. We use the implementation given by the
GNU scientific library [41].
Using random Sierpinski carpets as space model, new ‘random’ structures
can appear that influence the diffusive process. In recent investigations
D. H. N. Anh et al. [31, 32, 42] started to analyze these arising structures and
their effects on the random walk dimension. They introduced some struc-
tural elements to characterize the occurring effects. First, there is the number
of connection points, i.e. number of adjacent black sites of two neighboring
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Figure 2.5: Here two different models for a random walker are shown. In a)
we see the model of the blind ant and in b) the model of the myopic ant.
generators. Second, we have the number of active sites, which is the num-
ber of black sites not being a connection point and third, the length of the
shortest path through a generator, which may change. That is the minimum
path length for diffusing particles to cross a generator embedded in the ran-
dom fractal structure. Further structures and their effects are discussed in
[31, 32, 42].
2.2.3 Diffusion on Sierpinski carpets
In section 2.1 we introduced the random walk method and the master equa-
tion approach to determine the time development of a diffusion process on
a discrete lattice. Now, we extend both methods to anomalous diffusion,
i.e. we use the new discrete state space given by the Sierpinski carpets.
In contrast to the regular squared lattice, a fractal lattice site has not al-
ways four neighbors. However, a walker is only allowed to move to existing
neighboring sites. So, what happens if the random walker can not move in a
certain direction? In the literature there are basically two different walking
rules. They are known as the model of ‘the blind ant (Figure 2.5 a)) and the
myopic ant (Figure 2.5 b)) in a labyrinth’, introduced by P. G. de Gennes
in 1976 [43, 10, 44]. He imagined a random walker on structured lattices
as a little ant in a labyrinth. In the first mentioned model the ant is blind.
That means, each neighboring site j of site i will be selected with the same
transition probability of Γji =
1
4
independent of whether it is black or white.
If the chosen site belongs to the black ones in the underlying iterator, the
walker moves to this site. Otherwise, it stays at its current position (Fig-
ure 2.5 a)). In the model of the myopic ant, the walker can look (only) one
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step ahead. It chooses the next direction only among the allowed neighbors.
For example, if a site has three neighbors, as shown in Figure 2.5 b), the
transition probability to move in one of these three directions is Γji =
1
3
.
The transition probability to stay or to move to the right equals zero. Again,∑
j Γji = 1 is given.
An important quantity to characterize the dynamical process on fractal struc-
tures is the random walk dimension dw. It is defined via equation (2.1) and
for Sierpinski carpets dw > 2. In order to determine dw we plot the mean
squared displacement 〈r2(t)〉 as a function of time. In the corresponding
log-log plot we observe a straight line. So, we find a power law behavior of
〈r2(t)〉 on time as given in equation (2.7). Fitting the slope of the straight
line gives the diffusion exponent γ, i.e. the random walk dimension dw. The
necessary data we get either from many random walker simulations or from
iterating the master equation.
Although the blind ant proceeds more slowly than the myopic ant on the
fractal lattice, it can be proven that both models exhibit the same scaling
exponent dw [45]. We will implement the model of the blind ant in the
following. A possible run of a random walk on a fractal lattice with the blind
ant model starting in the center of the lattice is presented in Figure 2.1 b).
The random walker moves 10 000 time steps, where red indicates the start
(t = 1) and green the end (t = 10 000).
Typical measures applied to describe the structured media and the resulting
diffusion within these structures are for instance the random walk dimension
[29, 30], the diffusion coefficient [38], and the fractal dimension of boundaries
[46] just to mention some aspects. At present also diffusion in external fields
[47, 42] and diffusion in disordered Sierpinski carpets [31, 32] get into the
focus of attraction. These research activities show that diffusion on simple
fractals is still not fully understood. New structural properties like connection
points, shortest paths and actives sites need to be introduced to explain the
appearing effects. Therefore, we will study the diffusional behavior in a
limited structure and it outflows. We will investigate the time scaling of the
exit probability and the scaling of the mean exit times with system size for
different fractal lattices. We start with regular Sierpinski carpets, but, we
will utilize the results obtained for random Sierpinski carpets afterwards.
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2.3 First-passage processes
The initial question in this section is: How long does it take for diffusing
particles to reach the boundary for the first time? This first-passage problem
appears in many cases as particles disappear or ‘die’, when they reach a
given set of target points. The particles get absorbed. Typical examples are
spreading of diseases [34], neuron firing dynamics [48, 49], and transport in
disordered media [10, 20].
In this work the starting point are finite Sierpinski carpets iterators of dif-
ferent sizes with absorbing boundary conditions. Therefore, we determine
the first-passage probability density f(xabs, t). It is defined as the probabil-
ity that a particle hits the absorbing boundary at a specific point xabs after
time t. If we sum up the first-passage probability densities over time up to
t, we get the first-passage probability F (xabs, t) for this specific absorbing
point xabs to time t. Having a vast absorbing boundary the correspond-
ing first-passage probability is given as a sum over all absorbing points xabs,
i.e. F (t) =
∑
x
abs
F (xabs, t). In the case of the Sierpinski carpet iterators with
absorbing boundary conditions F (t) is the corresponding exit probability.
In the following we will investigate the time development of the exit prob-
ability F (t), respectively the survival probability S(t), for different fractal
structures and different iterator sizes. S(t) is connected to the exit proba-
bility via S(t) = 1 − F (t). Due to the absorbing boundary conditions the
survival probabiliy S(t) decays in time. We will analyze the longest decay
time of the survival probability of finite iterators of depth s. In the case
of the asymptotic survival probability the longest decay time characterizes
diffusive dynamics within the absorbing area [33]. We will call it the char-
acteristic time τc of this process. We introduce three different approaches
explained below to calculate this quantity. Afterwards, we derive the scaling
of the characteristic time over the distance x between the starting point and
the absorbing boundary for regular Sierpinski carpet iterators.
To describe for instance transport properties often the mean exit time texit is
determined. The exit time is the time, when a random walker starting in the
center of the iterator to t = 0 leaves the iterator for the first time. The mean
exit time is defined as texit(x) =
∑
t t
∑
x
abs
f(xabs, t), where x is defined via
equation (2.10). Similar to the characteristic time, here again we will analyze
the scaling of texit(x) over the distance x. In the literature [50, 21, 51], the
mean exit time for finitely ramified fractals is given as
texit(x) ∼ xdw , (2.11)
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Figure 2.6: An example of the neighborhood relations of a Sierpinski lattice
with absorbing boundary conditions is shown. Within the iterator the lattice
sites are ‘normal’, which is indicated by the dark gray color. The absorbing
boundary is modelled by an additional ring of lattices sites (dotted lines). An
absorbing boundary site (light gray) is given if in the next higher iteration
level the absorbing site coincide with a dark gray (black) site. The arrows
indicate the transition probabilities Γij =
1
4
to move from one site to a
neighboring one. For each lattice site i the probability to stay is given by
Γii = 1−
∑
j Γij.
where x is the distance between the starting point and the absorbing bound-
ary. In the following we will show that this scaling works not only for regular
Siepinski carpet structures (see section 2.4), but also for random ones, which
is shown in section 2.5. There the scaling relation (2.11) is used to determine
the random walk dimension dw of the corresponding process.
2.3.1 Master equation approach
To iterate the master equation (2.4) of a finite system in time we need to
define the underlying lattice and we have to specify the absorbing boundary
set. Then, we determine the first-passage probability at the boundary and
the survival probability S(t) to stay within the iterator. We calculate the
corresponding characteristic time τc and the mean exit time texit.
First, we consider our lattice to be fractal, i.e. a Sierpinski carpet, introduced
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in section 2.2. We have ‘normal’ and ‘absorbing’ lattice sites. In Figure 2.6
a generator (iterator of depth one) is given. In this case the linear length n
of the generator is 3, the iteration depth s = 1 and the distance x between
the center site ic = 4 and the boundary is 2 (see equation (2.10)).
The normal lattice sites of the iterator are depicted in dark gray in Figure 2.6.
The transition probabilities Γij , which are indicated by arrows in Figure 2.6,
and the probabilities to stay Γii are computed due to the blind ant model,
explained in 2.2.3. The absorbing boundary of the iterator is modeled by an
additional ring of lattice sites, indicated by the dotted lines in Figure 2.6. A
lattice site of this ring is called absorbing boundary site (light gray squares)
if in the next higher iterator level the corresponding lattice site would be
black. Otherwise, there is no lattice site. An absorbing lattice site has an
inflow from the normal iterator sites but no outflow, as shown in Figure 2.6.
Thus, the probability gets absorbed.
Then, we solve the master equation (2.2)
P (i, t+ 1) = Γii P (i, t) +
∑
i6=j
Γij P (j, t), (2.12)
for different iteration depths s. We determine the time development of the
exit probability F (t) as well as the first-passage probabilities F (xabs, t) for
each absorbing boundary site xabs. Then, the survival probability is com-
puted via S(t) = 1− F (t) =∑Ni=1 P (i, t), where N is the number of normal
lattice sites. As the survival probability S(t) decays in time t, we determine
the factor by that S(t) decreases. We will investigate the decay factor λˆ0 of
the asymptotic survival probability, which should be constant for each time
step. The asymptotic survival probability is given as
S(t) ≈ cˆ λˆt0, (2.13)
where cˆ is a constant. This decay factor λˆ0 should coincide with the largest
eigenvalue λ0 of the corresponding transition matrix Γ.
In the next section we will show that the survival probability decays exponen-
tially in time [33]. Thus, the decay factor λˆ0 is related to the characteristic
time τˆc as
λˆ0 = e
−1/τˆc (2.14)
and the asymptotic survival probability (2.13) can be written as
S(t) ≈ cˆ λˆt0 = cˆ e−t/τˆc . (2.15)
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2.3.2 Absorbing transition matrix analysis
The matrix form of the master equation is (2.4)
P (t+ 1) = ΓP (t). (2.16)
The transition matrix Γ includes the transitions within a iterator between
the lattice sites. Due to the absorbing boundary condition the sum over all
elements of a column or a row is not one. The probability moves to the
absorbing boundaries, out of the iterator. The normalization of P (t) over
time t is not given. An example of such a transition matrix is given in
equation (2.17). This matrix is the corresponding transition matrix Γ to the
fractal lattice depicted in Figure 2.6. There, each dark gray site is labeled
by a number i, with i = 1, ..., N and N = 6, starting in the left upper corner
down to the right lower corner. The absorbing lattice sites do not appear in
Γ.
Γ =


Γ11 Γ12 . . .
Γ21
. . .
...
. . .
...
. . . ΓNN


=


1/2 1/4 1/4 0 0 0
1/4 1/4 0 1/4 0 0
1/4 0 1/4 1/4 0 0
0 1/4 1/4 0 1/4 1/4
0 0 0 1/4 1/2 0
0 0 0 1/4 0 1/2


(2.17)
As mentioned in subsection 2.1.2 we can iterate the matrix description of the
master equation by taking the t-th power of the transition matrix applied to
the initial distribution vector P (0),
P (t) = Γt P (0) with t = 0, 1, . . . (2.18)
We can write the time dependent solution of this equation as a linear combi-
nation of the eigenvectors ei and the eigenvalues λi of the transition matrix
Γ. The solution of this particular eigenproblem is
Γ ei = λi ei. (2.19)
Applying the transition matrix from the left to equation (2.19), we get
Γ Γ ei = Γλi ei = λ
2
i ei. (2.20)
We can see that the eigenvalues of Γt are the eigenvalues λi of Γ to the power
of t.
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If the complete set of eigenvectors is known, we can write the initial distri-
bution vector P (0) as a linear combination of the eigenvectors ei as
P (0) =
∑
i
ci ei, (2.21)
where the constants ci are the overlaps between the eigenvectors ei and the
initial distribution P (0). As the transition matrix is symmetric, their eigen-
vectors are orthogonal or can be chosen to be orthogonal. For uniqueness
the eigenvectors are chosen to be unit vectors and thus, eTi ej = δij . Hence,
the constants ci can be obtained by ci = e
T
i P (0).
Inserting equation (2.21) in equation (2.18) yields
P (t) = Γt
∑
i
ci ei =
∑
i
ci λ
t
i ei. (2.22)
If all eigenvalues and eigenvectors of the transition matrix are known, the
probability distribution can be determined immediately for each time step.
Above, we mentioned that the different eigenvalues represent different time
scales at which relaxation takes place. Writing down the eigenvalues in de-
scending order, we get λ0 ≥ λ1 ≥ λ2 ≥ · · · ≥ λN−1, where λ0 represents
the slowest relaxation time and λN−1 the fastest. Analyzing the survival
probability S(t), we are interested in the long-time exponential decay of the
probability density distribution [33]. So, the asymptotic survival probability
is
S(t) ≈
N∑
i=0
c0 λ
t
0 e0(i), (2.23)
where e0(i) is the i-th component of the eigenvector e0. We only discuss the
largest eigenvalue λ0 that corresponds to the slowest decay time τc = − 1log (λ0) .
We determine the eigenvalues λ0 of the transition matrices by using the soft-
ware Mathematica [52]. Previously, we explained that the size of the tran-
sition matrix grows exponentially with the number of black sites N within
the fractal iterator. For higher iteration depths the construction of the tran-
sition matrix and the determination of the eigenvalues take more and more
computation time. Therefore, the calculations were done up to the iteration
depth s = 5.
2.3.3 Perturbation theory
The third ansatz also solves equation (2.18). This time we apply perturba-
tion theory. We regard the transition matrix Γ (with absorbing boundary
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conditions) as a transition matrix Π with a small perturbation Θ. So, we
have Γ = Π+ ǫΘ, where ǫ is a dimension less parameter, which takes values
between zero (unperturbed) and one (full perturbation).
The Π matrix represents diffusion in a finite Sierpinski carpet iterator with
reflecting boundaries. In this case the sum over all elements of a column of Π
is one. Solving the corresponding master equation the normalization of the
probability vector is fulfilled over time. The probability density distribution
for asymptotically long times is given by a uniform distribution. Here, the
probability to be on a lattice site i is P∞(i) = 1/N , where N is the number
of black sites within the fractal iterator.
The perturbation of small order is given due to the absorbing boundary
conditions of the original problem. We set ǫ = 1. Then, the perturbation
is given by the matrix Θ, where only a few non-zero elements are on the
main diagonal. For each lattice site i, lying at the boundary and having
nabsi absorbing neighboring sites outside the iterator, Θii is determined as
−nabsi/4.
From the perturbation theory in general the eigenvalue λ˜i can be written as
a power series
λ˜i =
P∑
p=0
ǫp λ˜
(p)
i . (2.24)
The number p represents the order of perturbation and λ˜
(p)
i is the p-th term
of perturbation. From the previous sections we know that the larges eigen-
value of Γ characterizes the diffusive dynamics of the corresponding diffusion
process. By means of perturbation theory of first order we want to compute
the largest eigenvalue λ˜0 of the transition matrix Γ. Thus, we have
λ˜0 ≈ λ˜(0)0 + ǫ λ˜(1)0 , (2.25)
with ǫ = 1,
Π e˜i = λ˜
(0)
i e˜i and (2.26)
λ˜
(1)
i = e˜
T
i Θ e˜i. (2.27)
The vectors e˜i are the orthonormal eigenvectors of the symmetric Π matrix
and we have e˜Ti e˜j = δij.
In the case of the reflecting boundary conditions the slowest relaxation pro-
cess corresponds to the equilibration on the fractal lattice. The corresponding
normalized eigenvector is given by e˜0 =
1√
N
P∞. Applying this to equation
(2.26) we find that λ˜
(0)
0 = 1.
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Euclidean Cross H Butterfly
df = 2 df = 1.465 df = 1.771 df = 1.771
dw = 2 dw = 2.465 dw = 2.136 dw = 2.543
Stairs Asymmetry Bow
df = 1.631 df = 1.631 df = 1.631
dw = 2.545 dw = 2.545 dw = 2.545
Figure 2.7: Here, seven generators are given with their fractal and random
walk dimension df and dw. The first pattern in the upper row, named Eu-
clidean, represents the Euclidean lattice, whereas the other six show Sierpin-
ski carpet generators.
Having e˜0, λ˜
(0)
0 and the perturbation matrix Θ we can determine λ˜0 via equa-
tion (2.25) easily as
λ˜0 ≈ λ˜(0)0 + λ˜(1)0 = 1 + e˜T0 Θ e˜0 = 1−
N∑
i=1
1
4
nabsi P∞(i) = 1−
nabs
4N
, (2.28)
where nabs is the total number of absorbing boundary sites around the iter-
ator.
2.4 Results for regular Sierpinski carpets
We investigate seven different generator patterns presented in Figure 2.7.
The simplest case is the well known Euclidean lattice, shown in Figure 2.7
- Euclidean. Further on six fractal structures are analyzed. We always use
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Figure 2.8: The survival probability distributions S(t) for distance x = 41
are plotted over time t in a semi logarithmic plot for all structures depicted
in Figure 2.7.
the generator size 3× 3, but with different fractal and different random walk
dimensions, written down below the corresponding pattern in Figure 2.7. The
names of the generators are chosen due to their shape. The random walk
dimensions are taken from [15, 18], where dw was determined at a high level
of accuracy for finitely ramified fractals by means of the resistance scaling
method. The calculations of the survival probabilities, the characteristic
times and the mean exit times via the master equation approach and the
perturbation theory of first order are done for the first six iteration levels
s = 1, . . . , 6, i.e. for the distances x = {2, 5, 14, 41, 122, 365}.
The question of interest is, how do structural or dynamical elements influence
the diffusion behavior on fractals. Due to that aspect the generators are
chosen. We have generators with different df and dw (Cross, H, Butterfly,
Stairs/Asymmetry/Bow), with different dw but equal df (H, Butterfly) and
with equal df and dw (Stairs, Asymmetry, Bow). Note that in contrast to
the other structures generator H is an infinitely ramified generator. Here,
the number of absorbing boundary sites increases with increasing iteration
depth, whereas in the other cases it is always four.
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2.4.1 Characteristic time
First, we will study the eigenvalues and the corresponding characteristic
times of diffusive processes on these fractal structures. The applied methods
are described in section 2.3.
We solve the master equation and compute the survival probability distribu-
tion for all used patterns. The results are presented exemplarily for x = 41 in
Figure 2.8. It shows the semi logarithmic plot of S(t) over time t. For small
times a short plateau can be observed. This is related to the time it takes
until the first diffusing particles have reached the absorbing boundary of the
iterator. For large times t, i.e. for small values of S(t), the curves are straight
lines. Thus, the survival probability distribution exhibts the exponential be-
havior over time as given in equation (2.15). We determine the decay factor
λˆ0 of S(t) due to the values of the last decade of the survival probabilities
distribution, i.e. S(t) ∈ [1 · 10−5, 1 · 10−4]. Having the decay factor λˆ0, we
compute the characteristic time τˆc of this process due to equation (2.14).
The largest eigenvalues are determined either via the master equation ap-
proach - λˆ0, due to the eigenvalues of the transition matrix - λ0, or from the
perturbation theory - λ˜0. Theses eigenvalues are the negative inverse of the
characteristic times. All results are given in Table 2.1. Although the values
are calculated by three different methods, the values should be the same, as
they characterize the same quantity. We assume the eigenvalues λ0 of Γ as
the exact values of the corresponding process. The corresponding relative
errors ∆ˆr =
λˆ0−λ0
λ0
100% and ∆˜r =
λ˜0−λ0
λ0
100% are presented in Table 2.2.
First we compare the results λˆ0 of iterating the master equation with the
eigenvalues of the transition matrix λ0. We can see that the iteration of
the master equation reproduces the exact results very well. The occuring
relative error, as well as the absolute error, decreases with increasing system
size and in general it is ∆ˆr < 0.1%. The largest relative errors are obtained
for the H and the Euclidean pattern. One reason could be that especially
for small system sizes, the number of absorbing boundary sites is relative
large in comparison to the small number of normal lattices sites. Starting
in the center of the iterator in a few time steps the probability reaches the
boundary and gets absorbed. So, there is nearly no time for relaxation within
the iterator and the probability on each site is relatively fast zero, also due
to the numerical accuracy. But on this short time scale the asymptotic time
behavior was not reached. Thus, the errors occur.
We can recognize that in general the values of λ˜0 are smaller than λˆ0 or λ0.
Furthermore, the relative errors ∆˜r are clearly larger than ∆
ˆ
r. In Table 2.2 we
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x 2 5 14 41 122 365
Euclidean
λ0 0.707107 0.951057 0.993712 0.999266 0.999917 –
λˆ0 0.706562 0.951141 0.993898 0.999292 0.999920 0.999991
λ˜0 0.75 0.916667 0.972222 0.990741 0.996914 0.998971
Cross
λ0 0.809017 0.980392 0.998453 0.999890 0.999993 –
λˆ0 0.808394 0.980373 0.998478 0.999893 0.999993 1.0
λ˜0 0.8 0.96 0.992 0.9984 0.99968 0.999936
H
λ0 0.809017 0.980852 0.998460 0.999880 0.999991 –
λˆ0 0.809852 0.980938 0.998484 0.999883 0.999991 0.999999
λ˜0 0.642857 0.826531 0.922741 0.966472 0.985571 0.993808
Butterfly
λ0 0.872322 0.988827 0.999176 0.999945 0.999996 –
λˆ0 0.872122 0.988760 0.999184 0.999945 0.999997 1.0
λ˜0 0.857143 0.979592 0.997085 0.999584 0.999941 0.999992
Stairs
λ0 0.956760 0.996855 0.999792 0.999987 0.999999 –
λˆ0 0.956663 0.996861 0.999793 0.999987 0.999999 1.0
λ˜0 0.833333 0.972222 0.995370 0.999228 0.999871 0.999979
Asymmetry
λ0 0.902476 0.990789 0.999289 0.999953 0.999997 –
λˆ0 0.902701 0.990734 0.999292 0.999953 0.999997 1.0
λ˜0 0.833333 0.972222 0.995370 0.999228 0.999871 0.999979
Bow
λ0 0.853553 0.986125 0.998948 0.999930 0.999996 –
λˆ0 0.853727 0.985973 0.998948 0.999930 0.999996 1.0
λ˜0 0.833333 0.972222 0.995370 0.999228 0.999871 0.999979
Table 2.1: These are the resulting values of the largest eigenvalues for all
distances x and all fractal pattern shown in Figure 2.7. The results are
determined by the three methods introduced in section 2.3.
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find that the pattern Stairs exhibits the largest error for small system sizes,
followed by the Asymmetry and the Bow pattern. As all three pattern have
the same number of normal lattices sites and absorbing boundary site, the
eigenvalue λ˜0 derived via the perturbation theory (see equation (2.28)) are
the same. But, the exact eigenvalues λ0 differs. Thus, there must be further
properties that influences the diffusion process that are not captured by the
x 2 5 14 41 122
Euclidean
∆ˆr -0.077071 0.008935 0.018710 0.002590 0.000323
∆˜r -5.719096 -6.536691 -3.094382 -1.162039 -0.403267
Cross
∆ˆr -0.077031 -0.001899 0.002525 0.000207 0.000012
∆˜r -17.595468 -9.333293 -3.554530 -1.223749 -0.410780
H
∆ˆr 0.103243 0.008774 0.002454 0.000235 0.000024
∆˜r -17.595468 -9.375806 -3.555176 -1.222741 -0.410588
Butterfly
∆ˆr -0.022979 -0.006618 0.000837 0.000032 0.000004
∆˜r -23.575634 -10.106615 -3.624243 -1.229114 -0.411172
Stairs
∆ˆr -0.004866 0.000564 0.000094 0.000003 2.6 · 10−7
∆˜r -30.316716 -10.830665 -3.683707 -1.233277 -0.411442
Asymmetry
∆ˆr 0.024832 -0.005602 0.000262 0.000025 −2.9 · 10−7
∆˜r -26.129191 -10.284773 -3.635228 -1.229910 -0.411228
Bow
∆ˆr 0.020398 -0.015362 0.000039 0.000046 0.000004
∆˜r -21.895142 -9.860386 -3.602273 -1.227607 -0.411078
Table 2.2: The relative errors between the ‘exact’ values λ0 and the master
equation approach λˆ0 (∆
ˆ
r in %) as well as between λ0 and the perturbation
theory ansatz λ˜0 (∆
˜
r in %) are given for all structures. The corresponding
values of λ0, λˆ0 and λ˜0 are presented in Table 2.1.
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Figure 2.9: Here, the results for the characteristic times are shown in a log-log
plot for four cases: a) Euclidean, b) Cross, c) H, and d) Butterfly. We applied
three different methods given in section 2.3 to calculate τc (eigenvalues of
Γ), τˆc (iterating the master equation), and τ˜c (perturbation theory). The
function xdw is also plotted as reference curve.
chosen perturbation ansatz. It involves for example neither the position of
the absorbing lattice sites nor the arrangement of the normal lattices sites
within the iterator. Analyzing the structure of the Stairs, Asymmetry and
Bow pattern, we can see that they have different underlying structures. The
structure of the Bow is based on a cross. The absorbing boundary sites
have the minimum distance to the starting position, which equals x. The
Asymmetry pattern has an underlying T-structure and the Stairs pattern
has an L-structure. Here, some absorbing sites are in the corner of the
pattern. Diffusing particles need more time steps to reach those. The decay
of the survival probability is slower if more absorbing sites are situated at
the corners of the iterators. Thus, in these cases λ0 is larger.
Now, we investigate the characteristic times. The characteristic time of a
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specific fractal of finite size is defined via the negative inverse of the log-
arithm of the largest eigenvalue. In Figure 2.9 the characteristic times τc
(transition matrix analysis), τˆc (master equation approach) and τ˜c (pertur-
bation theory) are depicted over distance x in the log-log plot. We show the
results exemplarily for the four generator pattern Euclidean (Figure 2.9 a)),
Cross (Figure 2.9 b)), H (Figure 2.9 c)) and Butterfly (Figure 2.9 d)). The
values τc are taken as ‘exact’ results for the characteristic times as they are
obtained via λ0. It can be seen that all curves exhibit a power law behavior
over x as they are straight lines. In analogy to the eigenvalues we find that
the values of τˆc reproduce the exact diffusive time scales τc for all pattern
very well, which can be seen in Figure 2.9.
However, τ˜c has a quite different slope than τc and τˆc for all patterns. We
can see that the curve of τ˜c in Figure 2.9 d) (Butterfly) is relatively close to
the exact results in comparison to the other pattern. From the perturbation
theory we know that the smaller the perturbation the better is the approach.
Due to equation (2.28) we find that the perturbation term is determined by
the ratio of the number of absorbing lattice sites to normal lattice sites. If the
ratio is small, the perturbation theory reproduces the exact results better.
In the case of the Butterfly pattern, we have a convenient ratio of absorb-
ing boundary sites (four) to normal lattices sites within the iterator of all
fractal pattern. Having the Euclidean or the H pattern, we have more or
the same number of normal lattices sites, but therefore, we also find consid-
erably more absorbing lattices sites. In the cases of the Cross, Bow, Stairs
or Asymmetry pattern the number of absorbing lattice sites is equal to the
Butterfly, but there are less normal lattices sites. Thus, the Butterfly pattern
works best. This points out that especially for small generator pattern and
small iterator sizes the perturbation theory of first order is not an appropri-
ate method to describe the characteristic time scale of the diffusive process,
neither normal nor anomalous. But, if we choose more appropriate generator
patterns, i.e. less absorbing boundary sites and more normal lattices sites,
this approach may work. An other possibility to improve the approach is to
increase the order of perturbation. But todo so, the full set of eigenvectors
and eigenvalues of the transition matrix Γ has to be known.
The fourth curve of each data plot in Figure 2.9 represents the function
τc ∼ xdw . (2.29)
We find that this curve displays the scaling of the characteristic times over
distance x for the Euclidean, Cross and Butterfly pattern reasonably well
(Figure 2.9 a), b) and d)). The same function is given in equation (2.11) to
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describe the scaling of the mean exit time of finitely ramified fractals. As
both quantities seems to exhibit the same scaling behavior, we derive their
connection in the following. We start with the continuous definition of the
mean exit time given by
texit =
∫ t
0
t′
dF (t)
dt
dt′, (2.30)
with F (t) = 1−S(t), where S(t) is the survival probability defined in equation
(2.15). This leads to
texit =
∫ ∞
0
t′
d
(
1− cˆ e−t/τˆc
)
dt
dt′ =
cˆ
τˆc
∫ ∞
0
t′ e−t
′/τˆcdt′ =
cˆ
τˆc
τˆ 2c
texit ∼ τˆc. (2.31)
Thus, we can show that the mean exit time and the characteristic time have
the same exponential behavior.
The only exception of this scaling relation is the H pattern, depicted in Figure
2.9 c). Here, the slope of equation (2.29) is flatter than the slope of τˆc or τc.
This is due to the infinite ramification of the H generator. In the literature
it is mentioned that the scaling ansatz (2.11) for the mean exit time is only
valid for finitely ramified fractals. Hence, the large number of absorbing
lattices sites seems to effect the diffusive process not only at small system
sizes.
Each iterator size has its own characteristic time τˆc for each pattern. Rescal-
ing the survival probability distribution by its own τˆc the data curves for all
distances collapse to one curve for each pattern. In Figure 2.10 a typical
rescaled plot of S(tˆ) over tˆ = t/τˆc is depict for the case of the Cross pattern.
2.4.2 Mean exit time
Having the exit probability distribution F (t) at the absorbing boundary the
mean exit time texit(x) is defined for discrete time steps ∆t via
texit(x) =
t∑
t′=0
t′
F (t′ −∆t)− F (t′)
∆t′
, (2.32)
with ∆t = 1.
We calculate the mean exit times for the distances x = {2, 5, 14, 41, 122, 365},
which corresponds to full iterator sizes. If we also take distances in between
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Figure 2.10: A typical plot for the rescaled survival probability distribution
S(tˆ) is given for the Cross pattern over the rescaled time tˆ = t/τˆc. It can be
seen that the curves of different iterator sizes fall onto each other in a semi
logarithmic plot.
into account, additional effects are obtained. They are a result of an inhomo-
geneous increase of normal lattice sites in comparison to absorbing boundary
sites, caused by cutting off in between the fractal structures. But, in the
frame of this thesis that is of no interest.
In Figure 2.11 the results for the mean exit times of all structures (see Figure
2.7) are plotted over the distance x. We observe a power law dependence
on x, as all curves are straight lines in the log-log plot. In the following we
will compare the mean exit time texit(x), which we obtained by iterating the
master equation with the approach given in equation (2.11) as
texit(x) = c x
dw , (2.33)
where c is a constant. This equation indicates that texit(x) only depends on
the random walk dimension dw [21, 51, 50] and it will be called standard
approach below.
First, we fit our numerical texit(x) values via equation (2.33) by using the
random walk dimension dw given in Figure 2.7. In this case c is our fitting
parameter. Afterwards, we determine the random walk dimension dw due to
our numerical results by applying the standard approach (2.33). Then we
have two fitting variables (c and dw).
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Figure 2.11: The mean exit times texit(x) of all generator pattern introduced
in Figure 2.7 are plotted over the distance x in a log-log plot.
In Figure 2.12 the mean exit time texit(x) and the curve that corresponds
to equation (2.33) are depicted for the Euclidean pattern. The values of dw
and df are taken from Figure 2.7. We can recognize that the curve of the
standard approach falls onto the numerical data of texit(x).
Afterwards, the same is done for the finitely ramified fractal iterators. The
results are proposed for the Cross and the Stairs pattern in Figure 2.13. We
find the same behavior for the other structures, too. Here, the standard ap-
proach reprocudes the numerical results for all fractal structures, particularly
for larger system sizes.
We also determine the mean exit time texit(x) for the infinitely ramified pat-
tern H. We know that equation (2.33) only applies for finitely ramified frac-
tals. In Figure 2.14 we can see that the slope of the function (2.33) and the
numerical data are considerably different. But, it is not clear if the ansatz
may work for larger values of x, since the slope of the numerical texit(x)
flattens for larger x.
In the Figures 2.12 - 2.14 we can show that the mean exit time, obtained by
iterating the master equation, represents the standard approach (2.33) very
well. Thus, we can verify the standard approach for our finitely ramified
fractal patterns. In the next step we determine dw from equation (2.33).
In order to distinguish between the theoretical values of the random walk
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Figure 2.12: The mean exit time texit(x) is plotted over x for the Euclidean
case in a log-log plot. The first curve represents our numerical data and the
second curve is the fitting function (2.33).
given in Figure 2.7 and the fitted values, we introduce a new variable. In the
following d∗w represents the theoretical values, whereas dw the values fitted
via equation (2.33). The resulting values are given in Table 2.3. Additionally,
we also determine the absolute error ∆adw = (dw−d∗w) and the relative error
∆rdw =
dw−d∗w
d∗w
100% of dw in comparison to d
∗
w. It can be seen that the
smallest errors are obtained for the Cross, the Butterfly, the Asymmetry and
the Bow pattern. The largest deviations exhibits the infinitely ramified H
structure.
2.5 Results for random Sierpinski carpets
In the previous section we investigated six fractal patterns (see Figure 2.7)
regarding their characteristic times and their scaling of the mean exit time.
We find that both quantities exhibit the same scaling behavior over distance
x given in equation (2.33). It is characterized by the corresponding random
walk dimension dw. Now, we want to analyze the influence of randomness
on the resulting diffusive process. In detail, we generate different random
Sierpinski carpets by mixing pairs of generators to construct a random Sier-
pinski carpet. The generators are taken from the previous section. Then, we
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Figure 2.13: In a log-log plot the mean exit time texit(x) is shown over x for
the Cross and the Stairs pattern. Furthermore, the curves determined by
equation (2.33) are given, respectively.
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Figure 2.14: The mean exit time texit(x) is depict for the infinitely ramified
H-pattern in a log-log plot. We can see that equation (2.11) does not fit the
numerical data.
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generator df d
∗
w dw ∆adw ∆rdw
Cross 1.465 2.465 2.480 0.015 0.622
H 1.771 2.136 2.380 0.244 11.437
Butterfly 1.771 2.543 2.570 0.027 1.048
Stairs 1.631 2.545 2.616 0.071 2.780
Asymmetry 1.631 2.545 2.535 0.010 -0.358
Bow 1.631 2.545 2.550 0.005 0.235
Table 2.3: Here, the random walk dimensions are given. d∗w is determined via
the resistance scaling algorithm [15, 18] and dw due to (2.11). The absolut
errors between dw and d
∗
w are represented by ∆adw, whereas the the relative
error can be seen in column ∆rdw. For the sake of completeness the fractal
dimension df is also written down.
study how the mean exit time, i.e. the random walk dimension, behaves.
For these investigation we will iterate the master equation of the correspond-
ing random Sierpinski carpet. From the obtained results we will compute
the mean exit time and the random walk dimension of this process. In Table
2.3 the results are given for the regular carpets, respectively. As we want to
apply the same fitting method to random carpets, we will use the dw given
in Table 2.3 in the following, instead of d∗w (Figure 2.7, Table 2.3), which was
utilized up to now.
The choice of pairs is based on two different aspects. First, we investigate
how the randomness changes the averaged mean exit time. In section 2.4,
we showed that the mean exit time of regular Sierpinski carpets depends on
the random walk dimension. Now we analyze if the mean exit time of the
random carpets and its mean random walk dimension, is related somehow
to a quantity of the corresponding regular carpets. Therefore, we choose
generator combinations with different dw and different df , with different dw
but same df and with same dw and df .
Second, we study how structures, appearing or disappearing due to the ran-
domness, influence the resulting diffusion behavior. Latest studies [31, 32,
42, 53] have shown that neither the random walk dimension nor the fractal
dimension of the pure structures is the reason for a changing behavior, but
additional structures. Typical structures, we will concentrate on, are chang-
ing numbers of connection points, active sites and the length of the shortest
path. So, we will choose pairs of generators, where these structural proper-
ties changes, while mixing them together. We also use generators with same
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Cross Stairs Bow BowR
Butterfly Asymmetry BowRR
Figure 2.15: Seven 3 × 3 generators are given. The corresponding random
walk and fractal dimensions can be taken from Table 2.3. Note that BowR
and BowRR are just rotated versions of Bow. So their dw and df are the
same.
df and same dw to make sure that these two quantities have no influence.
The mixed generators just differ by a rotation of 90, 180 or 270 degree and
so a R, RR, or RRR is added to the corresponding generator name.
Constructing a random Sierpinski carpet, first we have to make sure that ev-
ery generator has a connection to any neighboring generator, as explained in
section 2.2.2. Then, we have simulated all remaining possible generator com-
binations for our investigations. This was done independently of the absolute
or relative error of the random walk dimensions of the corresponding genera-
tors. In the following we focus on six combinations that demonstrates the ob-
tained results best: Bow100−XBowRX , Bow100−XBowRRX , Cross100−XBowX ,
Butterfly100−X ,BowRX , Asymmetry100−XBowX , and Stairs100−XBowRX . In
Figure 2.15 all used single generator pattern are shown.
We establish eleven different combinations of mixing ratios X for each pair
of generators, where X = {0, 10, . . . , 90, 100}. In the cases X = {0, 100} the
resulting carpets coincide with the corresponding regular Sierpinski carpets.
Below, the ratioX is also used as an indicator for the randomness of a carpet.
There, X = 50 corresponds to maximum randomness, whereas X = {0, 100}
are the regular carpets that means no randomness.
For each mixing ratio there are many different realizations. We construct
ν = 500 different carpets per mixing ratio and per iterator size x (x =
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Figure 2.16: The averaged mean exit times are displayed over X for dif-
ferent mixing ratios X = {0, 10, 30, 60, 100} for the generator combination
Butterfly100−XBowRX in a log-log plot.
{2, 5, 14, 41, 122}) and averaged over the obtained results afterwards. The
different carpet realizations are independent of each other for each iterator
size. In the case of X = {0, 100} there exits only one realization, respectively.
The average over the mean exit times t
(k)
exit(x) of the carpets k = 1, . . . , ν is
given by
texit(x) =
1
ν
ν∑
k=1
t
(k)
exit(x). (2.34)
We also determine the standard error of texit(x) via
σtexit(x) =
√√√√√
ν∑
k=1
(t
(k)
exit(x)− texit(x))2
ν(ν − 1) (2.35)
for our investigations.
2.5.1 Mean exit time
In the previous section we verified that equation (2.33) is at least valid for
(finitely ramified) regular Sierpinski carpets. In the case of random carpets
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we rewrite this equation as
texit(x) = cexit x
dw , (2.36)
with cexit as a mean exit time constant and dw as the corresponding mean
random walk dimension. Introducing randomness, the first question is: Does
the scaling behavior of the averaged mean exit time over iterator size still
scales like a power law? In Figure 2.16 an example plot for the averaged
mean exit time texit(x) is depicted over iterator size x. The five curves cor-
respond to different mixing ratios X = {0, 10, 30, 60, 100} for the generator
pair Butterfly100−XBowRX . The observed behavior is found for all combi-
nations. All curves show a straight line in the log-log-plot. A power law
behavior for the averaged mean exit time is given. Thus, the randomness of
the Sierpinski carpets does not alter the power law scaling of the averaged
mean exit time over distance x. The values of dw are obtained by fitting the
corresponding slope of texit via gnuplot [54]. Note that in this case we have
two fitting parameter: the mean random walk dimension dw and the mean
exit time cexit.
In Figure 2.16 we also see that each curve exhibits its own slope. Hence, the
randomness influences not only the mean exit time constant cexit, but also the
scaling exponent (the mean random walk dimension dw) of the averaged mean
exit time. In the case of X = 10 the resulting curve and the value of the slope
is in between the two regular cases, just like ‘averaging’ the mean exit times
and their slopes. Whereas, for the curves of X = {30, 60} we find slopes that
are even flatter than any of the corresponding regular cases. The particles
need less time to leave the area. The pivotal questions are: How does the
averaged mean exit time and the mean random walk dimension changes with
X, respectively? Does the change depend on the random walk dimension
or the fractal dimension of the corresponding regular lattices? How can we
explain these changes?
The last two paragraphs documented that
texit(x) = cexit x
dw (2.37)
is valid, with dw as the mean random walk dimension. The simulations for
random Sierpinski carpets are done up to the iteration depth s = 5. Figure
2.17 illustrates a typical plot (Butterfly100−XBowRX) for the cross over from
the averaged mean exit time texit(x) to the asymptotic behavior, represented
by the mean random walk dimension dw. Therefore, we examine the rescaled
averaged mean exit times t
re
w = log(texit(x))/ log(x). Although we observe
that we have not reached the asymptotic behavior with iteration depth s = 5,
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Figure 2.17: The cross over from the averaged mean exit times (rescaled
by the iterator size x) to the asymptotic behavior, indicated by the mean
random walk dimension is shown over the mixing ratio X. The results are
given for the combination Butterfly100−XBowRX .
t
re
w and dw already reveal a similar functional dependency on the mixing ratio
X.
We also determine the mean exit time constant cexit of (2.37), which is the
dominant factor for small system sizes. The results are presented in subsec-
tion 2.5.3.
2.5.2 Mean random walk dimension
The Figures 2.18 - 2.20 present the results for the mean random walk dimen-
sion dw over X for different random fractals. For each combination we also
show the results of t
re
exit(x) = log (texit)/ log(x) in the same plot. This is done
to demonstrate the similarities between both quantities, although they are
still not equal. However, we will only discuss dw below.
In Figure 2.18 the results for generator combinations with different dw and
different df are given. On the left we can see the mixture Cross100−XBowX
(Figure 2.18 a)). It exhibits a monotonic increasing behavior for increasing
X. Thus, diffusion slows down monotonically, as the rate of Bow pattern
within the fractal carpet grows. For the pair Butterfly100−XBowRX in Figure
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Figure 2.18: For both combinations the mean random walk dimension
dw and the rescaled mean exit time t
re
exit are given in each plot. For a)
Cross100−XBowX a monotonic increase and for b) Butterfly100−XBowRX a
minimum can be found over the mixing ratio X.
2.18 b) a clear minimum around X ≈ 60 is observed for dw. Replacing
approximately 40% of the BowR generators by the Butterfly pattern leads
to an enhancement of diffusion. So, the mean random walk dimension is
smaller compared to dw of the regular fractal structures. For smaller and
larger values of X the mean random walk dimension increases to dw of the
regular Sierpinski carpets.
For the combinations Stairs100−XBowRX and Asymmetry100−XBowX the re-
a) Stairs100−XBowRX b) Asymmetry100−XBowX
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Figure 2.19: Two examples are given for generator combinations with dif-
ferent dw, but same df . We mixed the generators Stairs and Bow as well as
Asymmetry and Bow. In both plots the mean random walk dimension dw
and the rescaled mean exit time t
re
exit are plotted.
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Figure 2.20: Here, the results of two generator combination are given, where
the dw and df of the corresponding regular carpets are the same. It is depict
t
re
exit and dw is depicted over the mixing ratio X for both cases.
sults are given in Figure 2.19 a) and b). These pairs of generators have
different dw, but same df . Again, different behaviors are found for the mean
random walk dimensions over X. In the first plot we have a decreasing func-
tion for increasing values of X is observed. No minimum or maximum can
be found. In contrast, Figure 2.19 b) shows a maximum around 70 for the
mixing ratio X. Here, the diffusion is slower than for X = 0 or 100. From
there, increasing or decreasing the ratio of one of the generators leads to an
decrease of dw. The diffusion gets faster. The small peak at X ≈ 50 is a
numerical effect due to the fitting of the slope of the mean exit time. Com-
paring the curve of the scaling exponent dw and of the prefactor cexit (Figure
2.26 b)) the inverse peak of dw can be recognized at X ≈ 50 in the cexit curve,
respectively.
In the next step we keep the random walk and fractal dimension the same.
This is achieved by mixing equal generators that are just rotated by 90 or 180
degrees. In both cases we use generator Bow, BowR and BowRR. Intuitively,
changing the mixing ratio should not change the resulting diffusive behavior.
The results are presented in Figure 2.20. Although, dw and df are equal,
we obtain quite different behaviors for t
re
exit and dw for each combination.
The first case is shown in Figure 2.20 a) and it displays the results for the
combination Bow100−XBowRX . We observe a clear minimum for X = 60.
The diffusion gets enhanced by an increase of randomness. The relative
symmetry of the curve is due to the symmetry of the generator pattern.
Having a regular carpet of generator Bow, it is the same as having a carpet
of BowR just rotated by 90 degree. In the second case, again the Bow pattern
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is used. But for Bow100−XBowRRX we get a rather constant line over X.
Mixing these two generators has no influence on the resulting mean random
walk dimension.
Summarizing this paragraph we found a monotonic tendency for generator
pairs with different dw and df , for combinations with different dw, but same
df and for pairs of generators with same dw and df . But, we also observed
minima or maxima. Thus, no direct connection between the random walk
dimension or fractal dimension of the regular Sierpinski carpets and their
random mixtures can be identified. Therefore, we investigate the number
of connection points, active sites and the length of the shortest path of a
generator within a random iterator.
On the basis of four generator combinations we will explain the picture of
connection points, shortest path lengths and active sites and its consequences
in detail. We choose Cross100−XBowX representing the monotonic case,
Asymmetry100−XBowX to illustrate the maximum case, Bow100−XBowRX
as minimum case and finally, Bow100−XBowRRX for the constant behavior.
The structural changes of these combinations due to the mixing are depict in
the Figures 2.21 - 2.24. The connection points are indicated by red arrows,
the active sites are green squares and the shortest path is a yellow dotted
line.
First, we discuss the monotonic case due to the mixture Cross100−XBowX ,
given in Figure 2.21. On the left side four possible configurations are shown
for a central generator surrounded by four neighboring generators within a
random lattice. Right-hand side the mean random walk dimension dw over
the mixing ratio X is reprinted.
For X = 0 we have a regular Sierpinski carpet of generator Cross indicated
by Figure 2.21 a). The generator is surrounded by four other Cross gener-
ators. Thus, we have four connection points, one active site and a shortest
path length of three. Increasing the mixing ratio some Cross generators are
replaced by the pattern Bow. Then structures similar to Figure 2.21 b) and
Figure c) appear more often. We find that the number of connection points
and the length of the shortest path do not change by mixing the pattern.
But, the number of active sites increases on average from one to two until we
reach the pure carpet of Bow patterns at X = 100 (Figure 2.21 d)). There
the number of actives sites is two. Thus, the particles have more possibili-
ties to stay within a generator, as the number of ways out is still the same.
Diffusion slows down, i.e. dw increases with increasing X.
Analogously, the results of Stairs100−XBowRX in Figure 2.19 a) can be ex-
plained. The regular Stairs carpet contains four connection points, in which
2.5. RESULTS FOR RANDOM SIERPINSKI CARPETS 51
a) d)
b) c)
Cross100−XBowX
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Figure 2.21: Left-hand side four possible configurations of the mixture
Cross100−XBowX are given. The graphics a) and d) indicate the regular
carpets and b) and c) the random ones. Going from a) to d) an increase of
actives sites can be found, whereas, the number of connection points and the
length of the shortest path remains constant. On the right side the resulting
dw curve is plotted.
one lattice site has two connections points, three active sites and a shortest
path length of three per direction. On the other side the BowR carpet also
exhibits four connection points and a shortest path length of three, but only
two active sites. Increasing the mixing ratio X from 0 to 100 leads to a
gradual decrease of the number of active sites. No additional effects appear.
Thus, a monotonic decreasing cross over is obtained.
Next, we analyze the extremum cases. The maximum case is explained by
means of the combination Asymmetry100−XBowX . In Figure 2.22 a) a part
of a regular Asymmetry carpet is given. A corresponding generator has four
connection points, two active sites and a shortest path length of three in each
direction. The same holds true for the Bow generator in Figure 2.22 d). So,
knowing only the quantities and structures of the regular carpets, we are not
able to explain the maximum of dw over X. But, the Figures 2.22 b) and c)
illustrate the reason. Combining these two pattern together, the position of
the connection points changes and hence, the length of the vertical shortest
path increases. The diffusion slows down. A maximum for dw occurs.
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Figure 2.22: For the combination Asymmetry100−XBowX four different com-
binations are shown exemplary. The graphics a) and d) correspond to the
regular carpets and b) and c) represents the random structures. It can be
seen that crossing from a) to d) the number of connection points and the
number of actives do not change. However, the length of the vertical short-
est paths is in the random cases longer than in the regular ones. On the
right-hand side the results of dw are given over X.
The other extreme case is the appearance of a minimum for the averaged
mean exit time or the mean random walk dimension over X. An example
is the mixture Bow100−XBowRX presented in Figure 2.23. In Figure 2.23 a)
and d) the regular carpets of generator Bow and BowR are shown. It can
be seen that both pattern coincide if we rotate one pattern by 90 degree.
In both cases the number of connection points is four, the number of active
sites equals three and the length of the shortest paths is equal to three. The
randomness increases by raising the fraction of the other generator. Then,
configurations as given in Figure 2.23 b) and c) appear more often. In both
cases the number of connections point increases to five, whereas the number of
active sites reduces to one. The length of the shortest path remains constant.
Due to the increasing number of connections point the diffusing particles have
more possibilities to leave the generator. Furthermore, the number of actives
sites decreases, which boost the effect of enhanced diffusion. This leads to a
minimum of dw for X = 60.
The same behavior was found for the combination Butterfly100−XBowRX in
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Figure 2.23: Different cases for combining pattern Bow and BowR are dis-
played on the left side. In a) and d) the generators are only surrounded
by generators of its own, whereas in b) and c) the generators are encircled
by the other pattern. From the regular to the random cases the number of
connection points increase, though the number of active sites reduces. The
length of the shortest path does not change. The right plot redisplays the
results of dw over X.
Figure 2.18 b). A generator Butterfly within its regular Sierpinski carpet
has four connection points, three active sites and a shortest path length of
three. The pattern BowR also exhibits four connection points, a shortest
path length of three, but only two active sites. Combining these generators
to one carpet increases on average the number of connection points to six
and reduces the number of active sites to one. Thus, the diffusion is faster,
as more connection points and less active sites occur in the random cases. A
minimum for t
re
exit and dw can be found.
Finally, we explain the case, where we mix two generators (Bow and BowRR)
with same dw and same df and where we obtain a constant behavior for texit
and dw over the mixing ratio X. Note, that for nearly the same pattern
combination (Bow100−XBowRX) the extreme case minimum was described.
In Figure 2.24 four possible combinations of the generators are given. In
analogy to Figure 2.21 - 2.23 the graphics a) and d) represents the regular
carpet structures, while b) and c) displays the random carpets. In this case
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Figure 2.24: Left-hand side, four possible combinations of the generator Bow
and BowRR are shown. In all cases the number of connections, the number
of active sites and the length of the shortest path is always the same. Right-
hand side we can see the resulting dw plot.
we can recognize that for all four pattern configurations the same number of
connection points (four), the same number of active sites (two) and the same
length of shortest path (three) is examined. Therefore, neither the averaged
mean exit nor the mean random walk dimension changes by changing the
mixing ratio X.
With the help of the structural elements connection points, active sites and
shortest path length we are able to understand and to explain the different
observed behaviors. However, a still open question is, which structural aspect
has the main impact on the resulting diffusion process.
2.5.3 Mean exit time constant
Fitting the numerical data of the mean exit times via equation (2.37)
texit = cexit x
dw , (2.38)
we can also determine the mean exit time constant cexit. Especially for small
system sizes cexit is the dominant term. In the following we will present and
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b) Butterfly100−XBowRX
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Figure 2.25: For the generator combinations Cross100−XBowX a) and
Butterfly100−XBowRX b) the resulting curves of the mean exit time con-
stant cexit on the left and the mean random walk dimension dw on the right
are presented over the mixing ratio X. Each generator of both pairs has
different dw and different df .
describe the obtained results for cexit, but it would extend the scope of this
thesis to discuss them in detail.
Analogously to the mean random walk dimension dw we obtain the mean exit
time constant cexit by fitting the data of mean exit time texit in a log-log-plot.
Though, cexit represents the averaged mean exit time texit for the distance
‘x = 0’, which means it is determined by texit for small system sizes. So,
cexit should be dominated by the structural properties of the corresponding
Sierpinski carpet, e. g. the fractal dimension df . From different approaches
given in the literature [50] characterizing first-passage processes, one could
derive various complex structures of mean exit time constant. Here, we will
start with the investigation, whether there is a direct connection between df
or dw of the corresponding regular Sierpinski carpets and cexit. We apply
our three categories: mixtures of generators with different dw and df , with
different dw, but same df , and with same dw and df . Although, we have
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b) Asymmetry100−XBowX
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Figure 2.26: The results of the mean exit time constant cexit (left plot) and
the mean random walk dimension dw (right plot) are given. For both gen-
erator combinations yields: different dw, but same df of the corresponding
generators.
computed cexit for all possible generator pairs, we will only show the six
combinations, introduced in this section.
In the Figures 2.25 - 2.27 the results are given. The mean exit time constants
are depicted in the left plots, whereas the corresponding mean random walk
dimensions are shown over X on the right-hand side of each figure. This is
done for reasons of comparison.
Analogously to the mean random walk dimension we encounter different be-
haviors of cexit over the mixing ratio. Independent of dw and df of the regular
Sierpinski carpets a monotonic increasing or decreasing dependency on in-
creasing X can be found for the combinations Cross100−XBowX (Figure 2.25
a)), Stairs100−XBowRX (Figure 2.26 a)) and Asymmetry100−XBowX (Fig-
ure 2.26 b)). Also more complex cross overs are observed. In the case of
Butterfly100−XBowRX given in Figure 2.25 b) for example, we find a mini-
mum at X ≈ 70.
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b) Bow100−XBowRRX
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Figure 2.27: For two almost identical generator combinations
Bow100−XBowRX a) and Bow100−XBowRRX b) the results are shown.
Left-hand side the results for the mean exit time constant cexit and right-
hand side for the mean random walk dimension dw are plotted over the
mixing ratio X. All generators have same dw and same df .
Similar to dw, also for cexit we recognize two completely different behaviors
over X by mixing two almost identical generator pairs. In Figure 2.27 a) a
clear minimum can be identified for the Bow100−XBowRX mixture. Whereas,
a constant line can be seen for Bow100−XBowRRX in Figure 2.27 b). For the
sake of completeness we also want to remark that a maximum behavior is
given for the mean exit time constant for the H100−XButterflyX combination.
Thus, constructing a random Sierpinski carpet leads to various behaviors of
the mean exit time constant cexit. Simply mixing df or dw do not explain the
obtained cexit curves. We can find similar results for cexit and dw. But, they
are not equal. Comparing the results in detail we can recognize different
dependencies on X. Examples are the different X values of the minimum
for Butterfly100−XBowRX , the maximum behavior of dw and the monotonic
decrease of cexit for the generator pair Asymmetry100−XBowX or the differ-
ent curvatures of the monotonic behaviors of cexit and dw in the cases of
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Cross100−XBowX and Stairs100−XBowRX . Hence, there must be another ex-
planation for the examined behaviors of the mean exit time constant cexit
than for the mean random walk dimensions dw. But, this is a starting point
for future investigations.
Chapter 3
Space-fractional diffusion
equations and entropy
production
Another ansatz to investigate diffusion in fractals is to solve the diffusion
equation. But, the fractal properties of the surrounding media have to be
introduced in the diffusion equation. One possibility is to extend the stan-
dard derivatives in time and space to fractional order. The solution of this
equation gives the time development of a particular initial distribution. In
the literature there are various definitions of fractional diffusion equations
[55, 56, 57, 58, 59, 58, 26, 27]. In this chapter the focus is set on the one
dimensional space-fractional diffusion equation (sfde)
∂
∂t
P (x, t) = D
∂α
∂xα
P (x, t), (3.1)
which is defined for −∞ < x <∞ and 0 ≤ t <∞ with α ∈ (1, 2]. The vari-
able D is the diffusion coefficient and P (x, t) is the probability density distri-
bution, i.e. the probability to be at position x to time t. The space-fractional
operator ∂
α
∂xα
P (x, t) is defined on the basis of the Fourier transformation. In
the frame of this thesis the Fourier transformation and its inverse is given by
[60, 61]
F˜ (k) = F {F (x)} =
∞∫
−∞
F (x) eikxdx and
F (x) = F−1
{
F˜ (k)
}
=
1
2 π
∞∫
−∞
F˜ (k) e−ikxdk .
(3.2)
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Then, the space-fractional operator applied on a probability density distri-
bution P (x, t) is defined for −∞ < x <∞ and 0 ≤ t <∞ as
∂α
∂xα
P (x, t) = F−1 {(−i k)α F {P (x, t)}} and
∂α
∂(−x)α P (x, t) = F
−1 {(i k)αF {P (x, t)}} .
(3.3)
The characteristic function of the solution of equation (3.1) can be expressed
as a Le´vy stable distribution. As an introduction, a short overview to this
class of distributions will be presented in section 3.1. In section 3.2 we will
discuss the obtained solution of equation (3.1).
In equation (3.1) the space-fractional derivative is of order α. Thus, this
equation represents a crossing regime from the diffusion equation (α = 2)
to the (half) wave equation (α = 1). In the latter case, any solution of
( ∂
∂t
− ∂
∂x
)P (x, t) = 0 will also be a solution of the wave equation because
( ∂
∂t
− ∂
∂x
)( ∂
∂t
+ ∂
∂x
)P (x, t) = ( ∂
2
∂t2
− ∂2
∂x2
)P (x, t).
It is known that the diffusion equation is an irreversible process and the
(half) wave equation describes a reversible one. A natural physical measure
of irreversibility is the entropy production rate. So, a very interesting aspect
is to analyze how the entropy production rate and its entropy depend on α.
First investigations were done for the Shannon entropy in [60, 61]. We will
resume these studies and extend the entropy definition to the Re´nyi and the
Tsallis entropies (see section 3.3). Moving from the diffusion regime to the
wave regime, intuitively, one would expect that the entropy production rate
decreases along the way, because the latter is inherently reversible. However,
our calculations exhibit the contrary behavior for the entropy production
rate. Such a behavior has been called the entropy production paradox.
Prior to that such an entropy production paradox was also discovered by
C. Schulzky et al. [15, 26, 27] for the time-fractional diffusion equation (tfde)
∂γ
∂tγ
P (x, t) = D
∂2
∂x2
P (x, t), (3.4)
which is given for 0 ≤ x < ∞ and 0 ≤ t < ∞. In contrast to the space-
fractional differential operator, the time-fractional one is defined via the
Laplace transform. Further details are given in [15, 27], but they will not be
needed in the context of this work.
In equation (3.4) the transition was accomplished by shifting γ from one (the
diffusion case) to two (the wave case). For the resulting probability density
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distribution P (x, t) the different entropies and entropy production rates are
determined. It was found that the entropy production rates surprisingly
grow instead of decrease for increasing γ. Turning to the entropy definitions
themselves monotonic decreasing functions would be expected. But for all
cases, a maximum appears. After rescaling the entropies due to the first
moments, the entropy paradox was resolved for a certain parameter range.
To understand and to resolve the entropy production paradox of P (x, t) of
equation (3.1) we also turn to the entropy itself. It might be expected to be
higher near the diffusion limit. However, instead of strictly increasing with
increasing α, a maximum appears in the entropies. Arguments involving
the intrinsic quickness and the form change of the distribution provided an
explanation for this, which will be discussed in detail in section 3.3.
3.1 Stable distributions
A standard way to solve sfde is to apply a Fourier transformation, defined
via equation (3.2). This method converts the space-fractional differential
operator in a simple multiplication (see equation (3.3)). In Fourier space we
are able to solve the sfde. But, the inverse Fourier transformation is quite
complicated to calculate and only known for some limiting cases. It turns
out that the characteristic function of the sfde can be represented by stable
distributions, sometimes called Le´vy stable distribution. However, here these
are a special subcase of stable distributions [62]. With the knowledge of stable
distributions we are able to determine the inverse Fourier transformation for
sfde.
3.1.1 Definition of stable distributions
In the literature [63, 64, 65, 66] there are different definitions of stable dis-
tributions known. We will utilize two of them in this work. The first one
takes the stability of the distribution into account and the second specifies
the characteristic function of the stable distribution.
A random variable Y is said to have a stable distribution, if there is some
A ≥ 0 and some B ∈ R such that
Y
d
= AZ +B, (3.5)
where “
d
=” denotes equality in distribution. The variable Z is a random
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variable with the characteristic function
F {Z(α, β)} =
{
exp
(− |k|α [1− i β tan (αpi
2
)
sign (k)]
)
α 6= 1
exp
(− |k| [1 + i β 2
pi
sign (k) log |k|]) α = 1, (3.6)
depending on α and β, where 0 < α ≤ 2 and −1 ≤ β ≤ 1.
We indicate the probability distribution of Y by S (x|α, β, γ, δ;n), where
α ∈ (0, 2], β ∈ [−1, 1], γ ≥ 0, and δ ∈ R. Hereby, the parameter α is called
the index of stability or characteristic exponent and β is the skewness param-
eter. If β = 0, the distribution is symmetric. Due to these two parameters
the shape of the distribution is characterized. The scaling of the distribution
is described by γ, which is also a measure for the dispersion of the distribu-
tion. The parameter δ represents the localization or shift of the distribution.
The parameter n is related to the different conventions for the choice of
parameters existing in the literature.
We will use two different parametrizations, which we indicate with n = 0, 1
and whose characteristic functions we introduce. Due to equation (3.2) we
define the stable distribution for n = 0 as
S (x|α, β, γ, δ; 0) d=
{
γ(Z − β tan (piα
2
)
) + δ α 6= 1
γZ + δ α = 1
, (3.7)
where Z = Z(α, β) is given by equation (3.6). Thus, S (x|α, β, γ, δ; 0) has
the characteristic function
F {S (x|α, β, γ, δ; 0)} ={
exp
(−γα |k|α [1 + i β tan (αpi
2
)
sign (k) (|γ k|1−α − 1)] + i δ k) α 6= 1
exp
(−γ |k| [1 + i β 2
pi
sign (k) log γ |k|] + i δ k) α = 1.
(3.8)
For n = 1 we have
S (x|α, β, γ, δ; 1) d=
{
γZ + δ α 6= 1
γZ + (δ + β 2
pi
γ log(γ)) α = 1
, (3.9)
where Z = Z(α, β) is given by equation (3.6). This leads to the characteristic
function
F {S (x|α, β, γ, δ; 0)} ={
exp
(−γα |k|α [1− i β tan (αpi
2
)
sign (k)] + i δ k
)
α 6= 1
exp
(−γ |k| [1 + i β 2
pi
sign (k) log |k|] + i δ k) α = 1.
(3.10)
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In both parametrizations the parameters α, β, and γ are the same. Only the
localization parameter δ differs (details see subsection 3.1.2). In order to dis-
tinguish between the parametrizations we will use the parameter n as index.
Thus, we have either S (x|α, β, γ, δn;n) with n = 0, 1 or S (x|α, β, γ, δ0; 0)
and S (x|α, β, γ, δ1; 1).
Even though the characteristic function can be defined, only a few stable
density functions are known in a closed form. Three typical distributions will
be mentioned, where the stable distribution function can be written down in
closed form expressions. They should demonstrate the broadness of this class
of distributions. First, there is the Le´vy distribution with α = 1/2, β = 1,
second the Cauchy distribution for α = 1, β = 0 and third the Gaussian
distribution α = 2, β = 0. The cases for which no closed form expressions
are known will be determined numerically (see subsection 3.3.2).
3.1.2 Mathematical properties
As mentioned above the localization parameters δn with n = 0, 1 exhibit
different values for both parametrizations. From equation (3.7) and (3.9) we
find that they are connected to each other via the relation
δ1 =
{
δ0 − β γ tan
(
αpi
2
)
α 6= 1
δ0 − β 2pi γ log (γ) α = 1.
(3.11)
It can be seen that in the symmetric case (β = 0) δ0 = δ1. In the regime of
1 < α ≤ 2 the parameter δ1 equals the mean µ of the distribution, i.e.
µ = δ1 = δ0 − β γ tan
(π α
2
)
. (3.12)
A second needed property is the scaling behavior of the stable distributions
S (x|α, β, γ, δn;n) = 1
γ
S
(
x− δn
γ
∣∣∣∣α, β, 1, 0;n
)
. (3.13)
This can be determined straightforward from the definition of the character-
istic function. We will show this briefly for n = 1 and α 6= 1. However, the
calculation can be done for n = 0 or α = 1 in the same way.
The characteristic function for n = 0 and α 6= 1 is given by equation (3.10)
64 CHAPTER 3. SPACE-FRACTIONAL DIFFUSION EQUATIONS
as
S (x|α, β, γ, δ; 1)
=
1
2π
∞∫
−∞
exp
(
−γα |k|α
[
1− i β sign (k) tan
(α π
2
)]
+ i δ k
)
exp (−i k x)dk .
(3.14)
We substitute k = k′/γ. Taking into account that γ is defined for γ ≥ 1,
sign (γ) = 1, we have
S (x|α, β, γ, δ; 1)
=
1
2 π γ
∞∫
−∞
exp
(
− |k′|α
[
1− i β sign (k′) tan απ
2
])
exp
(
−i k′ x− δ
γ
)
dk′
=
1
γ
S
(
x− δ
γ
∣∣∣∣α, β, 1, 0; 1
)
.
(3.15)
The last property to be mentioned is the reflection property [65] of the stable
distributions for γ = 1 and δn = 0
S (x|α, β, 1, 0;n) = S (−x|α,−β, 1, 0;n) . (3.16)
This equation is valid for n = 0, 1.
3.1.3 Asymptotic heavy tail behavior
The inverse Fourier transform of many stable distributions is not known in
closed form expressions. So, we will compute S (x|α, β, γ, δ;n) numerically.
The major problem is the heavy tail behavior of the stable distributions, as
the tail of the distribution cannot be cut off at a certain point. We have
to determine the probability density distribution for the whole domain of
−∞ < x < ∞. This is possible, because the asymptotic tail behavior [62]
can be written down in a closed form.
In general, for 0 < α < 2 and −1 < β < 1, the left and the right tail exhibit
heavy tails that behave like an asymptotic power law:
S (x|α, β, γ, δ; 0) ∼ α γα cα (1 + β) x−(α+1)
x→∞, α ∈ (0, 2), β ∈ (−1, 1], (3.17)
S (−x|α, β, γ, δ; 0) ∼ α γα cα (1− β) x−(α+1)
x→∞, α ∈ (0, 2), β ∈ [−1, 1) (3.18)
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with cα = sin (
αpi
2
) Γ(α)/π.
But, in the fully asymmetric cases β = 1 the right tail and β = −1 the left
tail expose a different tail behavior. We give the tail behavior for the case
β = 1, as we are interested in this case below.
S (x|α, 1, 1, 0; 1) ∼ C1 x(2−α)/(2 α−2) exp(−C2 xα/(α−1)),
x ∈ [0,∞), x→ 0, α ∈ (0, 1), (3.19)
S (x|α, 1, 1, 0; 1) ∼
√
π
8
exp z/2− ez
x ∈ R, x→ −∞, α = 1, (3.20)
S (x|α, 1, 1, 0; 1) ∼ C1 (−x)(2−α)/(2 α−2) exp(−C2 (−x)α/(α−1))
x ∈ R, x→ −∞, α ∈ (1, 2), (3.21)
where
C1 =
1√
2 π |1− α|
(
α∣∣cos (αpi
2
)
∣∣
)1/(2−2 α)
,
C2 = |1− α|
(
αα∣∣cos (αpi
2
)
∣∣
)1/(1−α)
, and
z = log(2/π)− 1− (π/2) x
are constants. The β = −1 case can be obtained via the reflection property
in equation (3.16).
For α ∈ (0, 1) the distribution is only defined for the domain 0 ≤ x < ∞.
Thus, there is no tail for x → −∞. Instead, we present the behavior for
x→ 0 in (3.19).
Due to the heavy tail behavior of the stable distributions one peculiarity can
be found and will be of importance later: mean value and mode of the distri-
bution can differ considerably. The stable distributions are all unimodal and
the mode indicates the localization of the bulk. In the parametrization n = 0
the localization parameter δ0 represents a position, around which the bulk of
the probability is located. However, the heavy tails of the distribution reach-
ing out to infinity have a huge impact on where the mean of the distribution
is located and it can be far away from where the bulk of the probability is.
Thus, the mean value of the distribution is not a good measure in order to
characterize the bulk of the distribution. This peculiarity becomes especially
obvious in the limiting case of α = 1, where the distribution becomes sharply
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peaked. For 1 < α ≤ 2 the mode of the stable distribution is given by
xˆ0 = γ m(α, β) + δ0, (3.22)
xˆ1 = γ m(α, β) + δ1 + γ β tan
(απ
2
)
, (3.23)
where m(α, β) is a function that is only known for a few sets of parameter of
α and β. For β = 1, which will be our case of interest, the function m(α, β)
is bounded between zero and one [62]. From that we can see that in the
parametrization n = 1 the localization parameter is the mean value and for
n = 0 the localization parameter indicates the mode of the distribution.
3.2 Space-fractional diffusion equations
Now, we will solve the sfde, as given in equation (3.1), where we can write
down closed form expressions of the solution P (x, t) for the limiting cases
of α = 1 and α = 2. We will derive that the characteristic function of
the probability density distribution P (x, t) can be expressed in terms of the
characteristic function of stable distributions.
3.2.1 Solving space-fractional diffusion equations
Due to the definitions (3.3) of the space-fractional differential operator, the
Fourier transform of equation (3.1) resolves to an ordinary differential equa-
tion
∂
∂t
P˜ (k, t) = D (−i k)α P˜ (k, t). (3.24)
If we choose the initial distribution to be the delta function
P (x, t = 0) = δ(x),
P˜ (k, t = 0) = F {P (x, t = 0)} = F {δ(x)} = 1, (3.25)
the solution of equation (3.24) is
P˜ (k, t) = eDt(−ik)
α
P˜ (k, 0) = eDt(−ik)
α
. (3.26)
We rewrite the term (−i k)α by using α = p/q and q = n as
(−ik)α = (|k| ei arg (−ik))α = |k|α eiα(−sign(k)pi2 +2npi) = |k|α e−iαsign(k)pi2
= |k|α cos
(απ
2
) [
1− i sign (k) tan
(απ
2
)]
,
(3.27)
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which leads to
P˜ (k, t) = eDt|k|
α cos (αpi
2
)[1−isign(k) tan (αpi
2
)]. (3.28)
Its inverse Fourier transform is
P (x, t) = F−1
{
eDt|k|
α cos (αpi
2
)[1−isign(k) tan (αpi
2
)]
}
. (3.29)
3.2.2 Similarity variable transformation
Comparing the solution of the sfde represented by equation (3.29) with the
definition (3.10) of the stable distributions, both equations are identical for
a specific set of parameters. The parameters are chosen as
β = 1, (3.30)
γ =
(
−D t cos
(α π
2
))1/α
= (Dα t)
1/α, and (3.31)
δ1 = 0. (3.32)
From the definition in section 3.1.1 we know that γ ≥ 0. Therefore, Dα =
D cos (αpi
2
) ≥ 0, which yields for D ≤ 0 for 0 < α < 1 and D ≥ 0 for
1 < α ≤ 2.
From this it follows that equation (3.29) can be written as a stable distribu-
tion
P (x, t) = S
(
x|α, 1, (Dα t)1/α, 0; 1
)
=
1
(Dα t)1/α
S
(
x
(Dα t)1/α
∣∣∣∣α, 1, 1, 0; 1
)
.
(3.33)
In Figure 3.1 the probability density distributions are presented for different
values of α at time t = 1 and for different times t for α = 1.5. Note that the
mean value of the distribution is µ = δ1 = 0. However, localization of the
bulk of the probability density described by the mode xˆ1 of the distribution
in equation (3.23) moves leftwards as α approaches one from two. For α→ 2
the Gaussian distribution is attained, whereas for α approaching one it looks
more like a delta function moving leftwards.
For further investigations we will rewrite P (x, t) depending on x and t as a
function depending only on one parameter η. We determine a scaling of x
and t under a one parameter group so that equation (3.1) is invariant under
this group. We can write
x = λb x˜ , t = λc t˜, (3.34)
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Figure 3.1: In a) the solution of the sfde is shown for different values of α
at fixed time t = 1. The right graph b) represents the solution of equation
(3.1) for different times t = {1, 3, 5, 10} with α = 1.5
where λ is the scaling factor. Applying this to equation (3.1) the original
form is obtained if the parameters b and c obey the ratio b
c
= 1
α
. This means
that
xb
tc
=
( x
t1/α
)c
(3.35)
is invariant under the similarity group (3.34). Choosing c = 1 we introduce
our similarity variable η of our one parameter group as
η =
x
t1/α
. (3.36)
Applying η to equation (3.33) we get
P (x, t) =
1
t1/α
Gα (η) , (3.37)
with the auxiliary distribution
Gα (η) =
1
D
1/α
α
S
(
η
D
1/α
α
∣∣∣∣α, 1, 1, 0; 1
)
. (3.38)
For the normalization this leads to
∞∫
−∞
P (x, t)dx = t1/α
∞∫
−∞
1
t1/α
Gα (η)dη = 1. (3.39)
We just want to remark that any function Gα (η) will be invariant under the
similarity group (3.36). But, Gα (η) cannot represent a probability density
function, as it cannot be normalized over space independently of time, shown
in equation (3.39).
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3.2.3 Limiting cases
In this work we study the linking regime spanned by the sfde (3.1) between
the wave case α = 1 and the diffusion case α = 2. For both limiting cases
we will derive the analytical solution.
In Figure 3.1 a) we see that for α ≈ 2 the distribution P (x, t) is reminiscent
of a Gaussian, which is attained for α = 2. This can be shown by solving
the diffusion equation
∂
∂t
P (x, t) = D
∂2
∂x2
P (x, t). (3.40)
Using the Fourier transformation (3.2) and the initial distribution (3.25), we
receive an ordinary differential equation. This can be solved by separation
of the variables. Afterwards, we do the inverse Fourier transform and find
the solution
P (x, t) =
1√
4 πD t
exp
(
− x
2
4D t
)
, (3.41)
which is a Gaussian distribution N(µ, σ2) = N(0, 2D t).
To show the relation between the mean value µ of the Gauss function and the
localization parameter δ of the stable distributions and between the standard
derivation σ2 and the scaling parameter γ we compare the characteristic
functions of the Gauss function
N(µ, σ2) =
1√
2 π σ
exp
(
−(x− µ)
2
2 σ2
)
= F−1
{
exp
(
−σ
2 k2
2
+ i µ k
)}
(3.42)
with the stable distribution for α = 2 and n = 1
S (x| 2, β, γ, δ; 1) = F−1 {exp (−γ2 |k|2 + i δ k)} . (3.43)
We can see that σ2 = 2 γ2 and µ = δ, which coincide with our result in equa-
tion (3.41) and the choice of parameters in equation (3.31). From equation
(3.43) we notice that the parameter β can be chosen arbitrary in the case of
α = 2. Finally, we write equation (3.41) in terms of the similarity variable η
as
P (x, t) =
1
t1/2
G2 (η) =
1
t1/2
1√
4 πD
exp
(
− η
2
4D
)
. (3.44)
For the wave equation, α = 1, it is known that the solution of the ini-
tial distribution (3.25) is a δ-peak propagating leftward in time, starting
at x = 0. Thus, P (x, t) = δ(x + Dt). However, in the fully asymmet-
ric case β = 1 the stable distribution with α = 1 is not the solution to
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equation (3.1). But, we find that the limit α → 1 leads to a distribu-
tion which has γ =
(−D t cos (αpi
2
)
)1/α → 0 and with the mode xˆ1 =
γm(α, β) + δ1 + γβ tan (
αpi
2
) → −Dt, which represents exactly the desired
delta function centered at −Dt.
3.3 Entropy and entropy production paradox
As the entropy production rate is a natural measure for the irreversibility
of a process, we are going to introduce three definitions of entropies and
the corresponding production rates. Intuitively, the entropy production rate
should decrease for approaching more reversible processes. We show that the
entropy production rate exhibit a paradoxical behavior, we will explain its
appearance and how to resolve it.
3.3.1 Definition of entropies
The standard definition of the entropy of a physical process is the Shannon
entropy
S = −
∞∫
−∞
P (x, t) ln (P (x, t))dx , (3.45)
with P (x, t) as probability density function. However, the Shannon entropy
is just a limiting case of wider classes of functions also described as entropies
[67, 68, 69, 70]. Two of these generalizations we focus on are the Tsallis
entropies [69, 67], STq , and the Re´nyi entropies [68], S
R
q . In this continuous
problem STq is defined according to Plastino and Plastino [71, 67, 69] as
STq ≡ −
1
1− q
∞∫
−∞
P (x, t) (1− P q−1(x, t))dx , (3.46)
with q ∈ R\{1}, provided that the integral exists. The Re´nyi entropies are
defined via [68]
SRq ≡
1
1− q ln

 ∞∫
−∞
P q(x, t)dx

, (3.47)
where q > 1. In the limit of q → 1 both entropies become the Shannon
entropy.
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In the following, we are going to discuss these entropies in terms of the
similarity variable η given by equation (3.36). Applying η to the Shannon
entropy we get
S =
1
α
ln t−
∞∫
−∞
Gα (η) lnGα (η)dη . (3.48)
The entropy production rate is the time derivative of the entropy. We can
see that the whole time dependence of S is within the first term of equation
(3.48). Thus, the Shannon entropy production rate is
S˙ = 1/(α t) (3.49)
and so S˙ increases with decreasing α although the process gets more re-
versible. So here, we obtain the same entropy paradox as described for the
tfde [15, 27].
The Tsallis entropies STq and the Re´nyi entropies S
R
q can also be written in
terms of the similarity variable as
STq = −
1
1− q
(
1− t(1−q)/α Bq (α)
)
, (3.50)
SRq =
1
α
ln t+
1
1− q lnBq (α) (3.51)
with
Bq (α) =
∞∫
−∞
Gqα (η)dη . (3.52)
We can find that STq and S
R
q are connected with each other via
SRq =
1
1− q ln [1 + (1− q)S
T
q ]. (3.53)
The time derivative of the Re´nyi entropies are the same as for the Shannon
entropy (3.49). So, again the entropy paradox appears. In the case of the
Tsallis entropy production rates
S˙Tq =
1
α
t(1−q)/α−1 Bq (α) (3.54)
we obtain a more complicated structure, which we will analyze in subsection
3.3.3.
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3.3.2 Numerical calculation of entropies
As mentioned above only for a few stable distributions a closed form is known.
In order to solve sfde the inverse Fourier transformation has to be done
numerically. Therefore, we split the probability distribution P (x, t) into three
parts, the bulk and the both heavy tails of the stable distribution. Each
part will be determined independent of each other. For the heavy tails an
analytic expression is given due to the asymptotic tail behavior introduced
via equation (3.17) - (3.21). The inner part with the bulk of the distribution
is determined by numerical inverse Fourier transformation.
To determine the probability density distribution we need a high resolution of
the bulk of P (x, t), as the slope of the function changes there dramatically.
Thus, we have to know for each α, where the bulk of the distribution is
located. In the parametrization n = 0 the localization parameter δ0 is related
to the mode of the distribution, i.e. to its bulk. Thus, setting δ0 = 0 the bulk
of the distribution is located at x = 0. Therefore, we use n = 0 with δ0 = 0
for our numerical calculations.
We determine the stable distribution S (x|α, 1, 1, 0; 0). Then, we Fourier
transform this function in order to get the solution of the sfde given in equa-
tion (3.33) as
P (x, t) =
1
(Dα t)1/α
S
(
x
(Dα t)1/α
∣∣∣∣α, 1, 1, 0; 1
)
. (3.55)
Applying relation (3.11) we can rewrite the stable distributions of equation
(3.55) in terms of parametrization n = 0 as
S
(
x
(Dα t)1/α
∣∣∣∣α, 1, 1, 0; 1
)
= S
(
x
(Dα t)1/α
− tan
(α π
2
)∣∣∣∣α, 1, 1, 0; 0
)
,
(3.56)
So transforming the variable x to x
(Dα t)1/α
− tan (αpi
2
)
leads to a change of the
parametrization for β = 1, γ = 1, and δn = 0. The same can also be shown
for the similarity variable η.
An intrinsic function of the Tsallis and Re´nyi entropies is Bq (α), given in
equation (3.52). We will derive the change of parametrization for this case.
We can rewrite Bq (α) in terms of the stable distribution in parametrization
n = 1 as
Bq (α) =
∞∫
−∞
[
1
D
1/α
α
S
(
η
D
1/α
α
∣∣∣∣α, 1, 1, 0; 1
)]q
dη . (3.57)
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Figure 3.2: The function Bq (α) is shown over α for different values of q = 0.6
(—), 0.75 (– –), 1 (– · –), 2 (– · · –), 4 (· ·).
We change the parametrization due to equation (3.56). Thus, we have
Bq (α) =
∞∫
−∞
[
1
D
1/α
α
S
(
η
D
1/α
α
− tan
(απ
2
)∣∣∣∣α, 1, 1, 0; 0
)]q
dη . (3.58)
Then we substitute η
D
1/α
α
− tan (αpi
2
)
with η′ and finally we get
Bq (α) =
∞∫
−∞
1
D
q−1
α
α
[S (η′|α, 1, 1, 0; 0)]q dη′ , (3.59)
which will be used for further numerical calculations.
3.3.3 Entropy production paradox
The entropy production rates of the Shannon and Re´nyi entropies are 1/(α t),
i.e. with decreasing α the entropy production increases, although the process
gets more reversible. In the case of the Tsallis entropy production (3.54) the
time dependence is more complex. An intrinsic part of equation (3.54) is
Bq (α) that will be analyzed first.
Bq (α) is depict in Figure 3.2 for different values of q. For q = 1 the function
B1 (α) reduces to
∫∞
−∞G
α (η) dη = 1, which is independent of α. This curve
will be used as reference curve. It divides the observed behaviors into two
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Figure 3.3: It is depict the Tsallis entropy production rate S˙Tq for different
values of q = 0.6 (—), 0.75 (– –), 1 (– · –), 2 (– · · –), 4 (· ·) at time t = 1.
different regimes: one for q < 1 and one for q > 1. In the regime of q > 1
Bq (α) decreases monotonically with increasing α. However, for q < 1 we find
a non-monotonic behavior and a shallow maximum. Furthermore, Bq (α) is
increasing for decreasing values of q close to the irreversible case (α ≈ 2),
while for α → 1 the opposite is true. This complicated structure will also
occur for the Tsallis entropy production rates, asBq (α) and S˙
T
q are connected
directly.
The Tsallis entropy production rate S˙Tq is shown in Figure 3.3 and 3.4. In
the first plot S˙Tq is depicted over α for five different values of q at a fixed
time t = 1. We can recognize that in the Shannon case (q = 1) the Tsallis
entropy production rate equals 1/α.
Analogous to the Bq (α) plot S˙
T
q increases with decreasing q close to α = 2
and there are two different regimes for q < 1 and q > 1. For q > 1 we find
a monotonic decreasing function with increasing α that diverges for α → 1,
while for q < 1 a clear maximum can be observed.
In Figure 3.4 the time developments of the Tsallis entropy production rate are
plotted over α for both regimes. We can see that the qualitative behaviors are
determined by q as they are permanent features of S˙Tq . So, the expectation
that the entropy production rate should increase with increasing α does not
hold. Instead, it paradoxically decreases for all entropies when α is large
enough.
Thus, neither the Shannon or Re´nyi entropy production rate nor the Tsal-
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Figure 3.4: Here, the Tsallis entropy production rate S˙Tq is plotted for dif-
ferent times t = 1 (—), 3 (– –), 5 (– · –), 7 (– · · –). We can see different
behaviors of S˙Tq for q < 1 (left) and for q > 1 (right).
lis entropy production rate are an appropriate measure to characterize the
irreversibility of the linking regime.
3.3.4 Entropy paradox
As the entropy production rate exhibits a paradoxical behavior now we will
look at the entropies themselves. They contain the full α and time depen-
dency.
At first we consider the Shannon entropy, which corresponds to the case
q = 1 for the Tsallis and Re´nyi entropies. In the left graphic of Figure 3.5 the
Shannon entropy S is plotted over α for four different times t = {1, 3, 5, 7}.
All curves are non-monotonic functions that decrease for larger values of α.
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Figure 3.5: A sequence of four different times t = 1 (—), 3 (– –), 5 (– · –),
7 (– · · –) is shown for the Shannon entropy S over α.
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Figure 3.6: It is depict the Tsallis entropy STq for different values of q = 0.6
(—), 0.75 (– –), 1 (– · –), 2 (– · · –), 4 (· ·) at time t = 1. The reference
curve for q = 1 (– · –) is given by the Shannon entropy.
The Shannon entropy exhibits a shallow maximum for all times, which is
more obvious in the contour plot on the right-hand side of Figure 3.5. There,
S is plotted over α and time t and lines of constant time correspond to the
times depict in the left figure. We also want to mention that the maximum
narrows with increasing time.
The resulting plots of the Tsallis entropies are given in the Figures 3.6 - 3.8.
The first figure (Figure 3.6) presents STq over α for different values of q at
time t = 1. The case q = 1 is depict by line (– · –) and represents the Shannon
entropy. For α→ 0 STq goes to −∞. A maximum can be found that is more
distinct for small values of q.
The plots in Figure 3.7 and 3.8 show the time development of the Tsallis
entropies for q < 1 (q = 0.6) and q > 1 (q = 1.5). On the left a sequence of the
time development of STq over α is plotted. In order to show that the occurring
maximum can be found at all times, on the right-hand the corresponding
contour plot is given. Here again lines of constant time correspond to the
times presented on the left-hand side of the figure. Analyzing the entropy
production rates S˙Tq we found two distinct behaviors. However, comparing
Figure 3.7 and 3.8 for STq we only recognize that the maxima are broader for
q > 1 than for q < 1.
A sequence of the time development of the Re´nyi entropies is given for q = 1.5
in Figure 3.9, since SRq is only defined for q > 1. Here we find a similar
functional behavior as for the Shannon and the Tsallis entropies. We can
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Figure 3.7: On the left STq=0.6 over α is depict for different times t = 1 (—), 3
(– –), 5 (– · –), 7 (– · · –) and on the right we see the corresponding contour
plot of STq .
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Figure 3.8: On the left STq=1.5 over α is shown for different times t = 1 (—), 3
(– –), 5 (– · –), 7 (– · · –) and on the right we see the corresponding contour
plot of STq .
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Figure 3.9: On the left SRq=1.5 over α is shown for different times t = 1 (—), 3
(– –), 5 (– · –), 7 (– · · –) and on the right we see the corresponding contour
plot of SRq .
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Figure 3.10: In the left plot a sequence of the time development of Shannon
entropy S for constant t′ = t1/α is shown over α for t′ = 1 (—), 3 (– –), 5
(– · –)and 7 (– · · –). On the right-hand side the corresponding contour plot
of S over α and t is depict.
see a non-monotonic function that decreases for large enough values of α.
In the right-hand plot of Figure 3.9 obviously a maximum can be found at
all times and it narrows with ongoing time. The time lines of SRq on the
left are highlighted by the lines of constant time on the right. However,
the entropy should increase with increasing irreversibility, i.e. the entropies
should increases for larger α. So, comparing entropies at fixed times is also
not an appropriate measure to characterize this linking regime between the
wave equation and the diffusion equation.
3.3.5 Solution of the paradox
In previous works by C. Schulzky et al. [15, 26, 27] the entropy behavior
of tfde (3.4) was examined. There, an analogous behavior was found for
the entropies, i.e. observing a maximum of entropy for the linking regime.
The probability density distribution is stretched over time to larger values of
x, which leads to an increase of the position of the bulk of the probability.
Furthermore, each process corresponding to a different γ, has a different
quickness due to the time needed to move the bulk from zero to one. So, the
authors considered that each processes possesses its own internal clock.
In [61, 60] X. Li et al. chose a new basis of comparison for the Shannon
entropy by approximating the space-fractional diffusion process by a random
walk, which satisfies
∆x
(∆t)1/α
=
1
ρ
D1/α. (3.60)
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Figure 3.11: On the left S over α is depict for different δ0 = −1 (—), -2
(– –), -3 (– · –), and -4 (– · · –) and on the right we see the corresponding
contour plot of S.
The definition of ρ is given in [61], but it is of no interest in the frame of this
thesis. They proposed that this approach reveals the microscopical relation
between the time and space variables. The rescaled time basis is given as
t′ = t1/α. (3.61)
Based on this rescaling of time the resulting Shannon entropy is shown for
the solution of P (x, t) in Figure 3.10. In the left-hand plot a sequence of
the rescaled time development t′ of S over α is shown. We can see that for
smaller values of α S increases with increasing time t′. Compared to Figure
3.5 the observed maximum is flatter, however, it is still found. On the right
side of Figure 3.10 a contour plot of the Shannon entropy over α and time t
is given. The lines of constant t′ corresponds to the times t′ on the left-hand
side plot of the figure. There, the maximum of S over α can be seen more
clearly. For this case the entropy paradox is still not resolved by applying
the approach (3.61).
Our new ansatz considers two aspects of the entropy increase. The first one is
associated with the quickness of the process, i.e. the movement of the bulk of
the probability distribution. The second aspect is connected with the change
of the shape around the bulk of the probability density distribution. We first
concentrate on the second feature by eliminating the effects of the first one.
Therefore, we are going to compare the entropies not at the same time, but
at the same positions of the bulk of the probability density.
In the case of the tfde the position of the bulk was appropriately captured by
the mean value that coincide with the mode of the distribution for these cases.
However, stable distributions have the pecularity that the mean and the mode
value are distinct properties. In case of equation (3.1) the mean of P (x, t)
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Figure 3.12: On the left STq=0.6 over α is depict for different δ0 = −1 (—),
-2 (– –), -3 (– · –), and -4 (– · · –) and on the right we see the corresponding
contour plot of STq .
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Figure 3.13: On the left STq=1.5 over α is shown for different δ0 = −1 (—),
-2 (– –), -3 (– · –), and -4 (– · · –) and on the right we see the corresponding
contour plot of STq .
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Figure 3.14: On the left SRq=1.5 over α is shown for different δ0 = −1 (—),
-2 (– –), -3 (– · –), and -4 (– · · –) and on the right we see the corresponding
contour plot of SRq .
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Figure 3.15: Here for δ0 = −1 the Tsallis and the Re´nyi entropies are shown
for q = {2, 5, 10, 50}. We can see that even for large values of q our rescaling
works.
is zero over α due to the parameter set given in equation (3.32). But the
bulk of the distribution is much better indicated by δ0 of the parametrization
n = 0.
Our new time scale tα can be obtained by applying equation (3.12) and (3.31)
to δ1 = 0. Finally, we have
δ0 = (Dα tα)
(1/α) tan
(απ
2
)
. (3.62)
The corresponding results are given in Figures 3.11 - 3.14. With this new
ansatz, given in equation (3.62), the Shannon, Tsallis and Re`nyi entropies
increase monotonically with increasing α. Thus, we resolved the previously
observed entropy paradox. In contrast to ansatz used for tfde [27] our ansatz
also works for large values of q, as shown in Figure 3.15.
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Chapter 4
Conclusion
In this thesis we studied diffusive processes appearing in two different regimes,
subdiffusion and superdiffusion. We applied two distinct approaches for each
regime in order to investigate the time development and the underlying mech-
anisms. Due to the different methods utilized to analyze the obtained results
we achieved new insights and we were able to improve the way of looking at
such anomalous diffusion processes.
The first regime was the subdiffusion. Typical examples of subdiffusive pro-
cesses are diffusion in porous media and transport processes in disordered
structures. The aim of this work was to study subdiffusion in the focus of
first-passage processes that affects transport phenomena particularly. There-
fore, we introduced a finite fractal state space model to capture some aspects
of complex structures. We utilized the master equation to determine the
time development of the diffusion process on the proposed state space.
• We were able to reproduce the exponential time decay of the survival
probability S(t) over four decades by iterating the master equation
on a finite fractal Sierpinski carpet lattice with absorbing boundary
condition. To quantify this process, we determined the longest time
decay λˆ0 of S(t), which characterizes the diffusive dynamics within the
absorbing area. Thus, τˆc = −1/ log(λˆ0) is called characteristic time.
Furthermore, the rescaled survival probability exhibited the expected
data collapse.
• The exact values of the characteristic times τc were calculated by means
of the largest eigenvalue λ0 of the corresponding transition matrix via
τc = −1/ log(λ0). The comparison of the characteristic times τc and τˆc
gave a convenient agreement between analytical and numerical results.
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• A third approach to evaluate the characteristic time scale was derived
via perturbation theory of first order. However, it only seems to work
for more appropriate generator patterns or for a higher order of per-
turbation.
• If the underlying fractal is finitely ramified, we showed that the charac-
teristic times and the mean exit time of the diffusive process yield the
same functional dependence, given by xdw . Thus, the mean exit time
does not contain additional information about the diffusion process.
However, an open question is, whether the eigenvalues, i.e. the charac-
teristic times may be an alternative approach in order to determine dw
to high degree of accuracy. The random walk dimension obtained by
this relation leads to relative errors of 0.235% up to 2.78%.
• We could show that the power law behavior of the mean exit time over
system size is also valid for random Sierpinski carpets, i.e. mixtures
of pairs of generators. Thus, we were able to determine the mean
random walk dimension dw of random carpets via fitting the slope of
the averaged mean exit time texit in the log-log plot.
• The mean random walk dimension dw showed different dependencies
on the mixing ratio X. We could demonstrate that the changing of dw
depends on the number of connection points, the number of active sites
and the length of the shortest path of a generator surrounded by other
generators randomly.
• We also determined the mean exit time constant cexit due to the ap-
proach texit = cexit x
dw . Also for cexit we could recognize different be-
haviors depending on the mixing ratio X for various generator combi-
nations. But up to now we are not able to explain these changes. This
is an open question for further research.
• Other open aspects are the inclusion of external fields that appear in
many applications in the natural sciences. Here, first-passage processes
may give new insights to these processes. There, structural properties,
like dead ends, seems also to have an impact on large time scales,
where diffusion takes place. Furthermore, an extensive analysis of a
corresponding three dimensional space model, representing disordered
structures more realistic, was not done up to now. A third starting
point for further investigations are random walker that exhibits an ori-
entation, e.g. little rods with horizontal and vertical orientation. This
is an ansatz to simulate diffusive particles more realisticly.
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In the second part we focused on the superdiffusive regime. Here, we started
with one-dimensional space-fractional diffusion equations, where the deriva-
tive in space is extended to fractional order as
∂
∂t
P (x, t) =
∂α
∂xα
P (x, t).
These equations connect the reversible (half) wave equation for α = 1 with
the irreversible diffusion equation for α = 2. As the entropy production rate
and the entropy are a natural measure for the irreversibility we determined
them for different definitions of entropies. Intuitively, a monotonic increase
of the entropy production rate with increasing α would be expected, starting
at zero for α = 1.
• We expressed the inverse Fourier transform of the solution of the space-
fractional diffusion equations in terms of stable distributions by a spe-
cial choice of parameters. Knowing the asymptotic heavy tail behav-
ior of the stable distributions, we were able to determine the whole
probability density distribution P (x, t) by numerical inverse Fourier
transformation.
• We calculated the entropy production rates for the Shannon, the Tsallis
and the Re´nyi entropies. Next to the Shannon entropy production rate,
also the extended definitions of the Tsallis- and Re´nyi entropy produc-
tion rates exhibit a paradoxical decreasing behavior for increasing α,
i.e. increasing irreversibility.
• To solve the observed entropy production paradox we studied the en-
tropies themselves. But here again, a counter-intuitive behavior was
observed. Instead of a monotonic increase of the entropy we found a
clear maximum for the entropy at α < 2.
• In the literature an approach for space-fractional diffusion equations
is proposed in order to resolve the entropy paradox for the Shannon
entropy. The corresponding ansatz does not compare entropies at same
times t, but same t1/α. However, it was not able to solve the obtained
paradox.
• We derived a method to resolve the paradox for all entropy definitions.
Therefore, we transformed the time variable, so that entropies are com-
pared at same bulk position instead of at same times. Afterwards, the
expected entropy behavior was found for all three entropy definitions.
Still open is the question, whether this rescaling of the entropies also
works for the definitions of the entropy production rates.
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• In the literature a similar entropy paradox was encountered for time-
fractional diffusion equations and resolved, at least for certain values of
q. An interesting question is, whether our approach also fully resolve
the entropy paradox for the time-fractional diffusion equations. But
this is a topic of further research.
• An interesting aspect for future studies is a comparison of the space-
and the time-fractional diffusion equations, for example via the Kull-
back entropy. But here first the space problem has to be solved, as the
time-fractional diffusion equations are given for x ∈ [0,+∞), whereas,
the space-fractional diffusion equations are defined for x ∈ (−∞,+∞).
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