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U.S. Marine Corps logisticians and operational planners must simultaneously plan for the 
sustainment of current operations while planning for future operations. Currently, this 
process is hindered by the manual correlation of force consumption data from electronic 
and hardcopy documents.  
In order to refine this process, this thesis presents a process for converting, 
analyzing, and storing these documents in an electronic format. In order to aid in the 
conversion process, three optical character recognition (OCR) applications are compared: 
an open-source and freely-available online application, Microsoft OneNote®, and 
Nuance OmniPage®. Two data extraction programs were created and compared to assess 
the feasibility of automating the analysis phase. The first program concentrated on 
automated analysis with user review at the end. The second program concentrated on 
continual user interaction throughout the entire process.  
The results of these comparisons advocate the use of professional-grade OCR 
software such as OmniPage® to create a standard file that can be accepted as an input by 
a data extraction program. Based on the consumption documents reviewed by this thesis, 
a manual data extraction program is advised to create a universal output format for later 
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The United States Marine Corps, established in November 1775, has participated 
in countless operations around the world. Tasked with a multitude of operations ranging 
from major armed conflicts to humanitarian aid missions, U.S. Marine Corps logisticians 
and operational planners must continually plan, maintain, and execute acquisition and 
distribution programs to support approximately 174,000 troops according to [1]. 
Regardless of the scale of an operation or mission, they must always answer the 
fundamental logistical question of “how much equipment and supplies do we need for the 
amount of personnel assigned to the mission?”  
In order to answer this question, they must locate the correct reference documents 
that may exist in electronic and hardcopy formats, retrieve the correct consumption data 
that often resides in “usage tables,” and analyze these inputs, providing useful planning 
data for utilization. This cyclic process is depicted in Figure 1. For the purpose of this 
thesis and from a logistical standpoint, “consumption data” is an all-encompassing term 
that describes the raw data contained in the logistical planning factor input documents. 
When a specific example of consumption data is illustrated, it will be presented as a 
“consumption data element.” The term “usage table” is defined in the next section.  
 
Figure 1.  Consumption Data Correlation Process 
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1. The Current Methodology of Manual Correlation 
Under the current methodology, the location, retrieval, and analyzing of 
consumption data is conducted manually by civilian and military personnel in the 
logistics or operations field from variations locations throughout the world.  
a. Location 
The first challenge that must be overcome is the collection of the correct reference 
documents. While some may exist in an electronic format such as a portable document 
format (PDF), others exist as hardcopy books, field manuals, and orders. Thus, the 
planner must have access to both electronic and hardcopy resources. Depending on their 
situation, this may not be possible. 
b. Retrieval 
The next challenge is locating from these documents the correct consumption data 
that often reside in tables. These tables, referred to as “usage tables,” represent the 
standard display format of consumption data elements. Typically, each consumption data 
element is listed in a table with its corresponding consumption rate. Thus, a usage table is 
a collection of consumption data elements and their corresponding rate of consumption or 
allowance. In order to understand the end-user’s use of this tabular data, an illustration of 
one usage table and its properties is given as an example. 
(1) Usage Table. Figure 2 illustrates one instance of a usage table. Each line, 
composed of four properties (columns), represents one single consumption data element. 
Note that for the example, some columns are not included for legibility. 
 
Figure 2.  Infantry-Heavy Threat Combat Planning Factors Table (from [2]) 
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This table consists of the following columns: 
 Weapon. Consists of two fields: Weapon ID and Nomenclature. These 
two fields are used to uniquely identify the weapon. An expected input for 
this field is alphanumeric characters. 
 Ammunition. Consists of two fields: the Department of Defense 
Identification (DODIC) and Nomenclature. These two fields are used to 
uniquely identify the ammunition being used by the weapon identified in 
the “Weapon” column. An expected input for this field is alphanumeric 
characters. 
 GCE Rates. This column is used to define the consumption rate of the 
Ground Combat Element (GCE) component of the Marine Air-Ground 
Task Force (MAGTF). The GCE is the primary attack element of a 
MAGTF and is expected to have a higher rate of consumption. An 
expected input for this field is an integer or floating point (decimal) 
number. For elements intended for GCE-use only, the “OTHER-THAN 
GCE RATES” column may be empty. This column is broken down further 
into three sub-columns: 
 Daily Assault. This rate is shown as the number of rounds per day 
per weapon or individual in the GCE during the assault (intense) 
phase of combat [2]. 
 Daily Sustain. This rate is shown as the number of rounds per day 
per weapon or individual in the GCE during the sustainment phase 
of combat [2]. 
 Basic Allowance. This rate indicates the basic allowance (BA) of 
the ammunition item recommended to be carried within the means 
normally available to the Fleet Marine Force (FMF) unit 
embarking and debarking for combat operations [2]. 
 Other than GCE Rates. This column is used to define the consumption 
rate of the Command Element (CE), Aviation Combat Element (ACE), 
and Combat Service Support Element (CSSE) of the MAGTF. Overall, 
this column has the same characteristics of the “GCE RATES” column: 
daily assault, daily sustain, basic allowance, and the use of integer or 
floating point numbers. For items intended solely for the CE, ACE, or 
CSSE, the “GCE RATES” column may be empty. 
While not every usage table published by the United States Marine Corps may be 
an exact replica (data and content) of the one shown in Figure 2, it is reasonably-expected 
that each of them will follow a similar table layout or uniquely-structured format. Figure 
3, for example, represents the same information from Figure 2 as a table from a different 
reference document.  
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Figure 3.  Class V(W) FY-06 Planning Factors Consumption Data (from [3]) 
c. Analyze 
Having found the correct reference documents and usage tables, the next 
challenge faced by the planner is to analyze the usage tables, extracting out specific 
consumption data elements out as necessary. In order to plan for an operation to field  
100 Marines for example, they may need to gather 20 consumption data elements from an 
electronic usage table and 100 consumption data elements from a different hardcopy 
usage table. In order to keep track of these elements for planning an operation, the most 
realistic approach is to record them into a single location in a universal format. This is 
done primarily via electronic means—Microsoft Word®, Microsoft Excel®, text files, 
etc. Thus, even during the analyzing phase, they must juggle between electronic and 
hardcopy formats. To complicate matters, the logistician may be stateside or deployed, 
may or may not have access to the Internet, may or may not have hardcopy usage tables 
for ready reference, and may not have an extensive planning shop at his/her disposal. 
Also, the user must have some familiarity with usage tables and a working knowledge of 
which usage tables contain specific data elements. Since hardcopy usage tables do not 
have search functionality, inexperienced planning personnel may spend countless hours 
reading through a usage table document only to find that they had the wrong document. A 
clear benefit of having electronic usage tables, in the form of a PDF for example, is that 
the user gains the ability to search through the document using partial or full keyword 
search ability.  
d. Utilize 
After the correct information has been located and compiled, military planners 
and logisticians provide that data to their military commander for planning purposes or 
use the data to accomplish their main task—equipping and maintaining troops. Thus, 
depending on the final document, different variations for displaying the data may be 
 5
used—databases, spreadsheets, pie charts, etc. While different storage methods are 
discussed for storing the output of the extraction programs, this stage of the process is 
outside the focus of this thesis. 
2. Present-day Solutions 
While no systems have been created to address this specific conundrum, several 
systems have been created to aid in the planning process. Systems such as the Joint 
Operations Planning and Execution System and The Marine Air Ground Task Force War 
Planning System have been used as resources [3]. Some end-users have taken a proactive 
approach, creating stand-alone systems. Using programs such as Microsoft Excel® and 
other user-created applications, these users have attempted to provide temporary 
solutions to the current problem as depicted in Figures 4 and 5. 
 
Figure 4.  Fuel Planning Worksheet in Microsoft Excel® (from [3]) 
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Figure 5.  Spreadsheet utilized by II Marine Expeditionary Force (from [3]) 
Although these user-created applications are made with good intentions, most 
suffer from the same deficiencies: 
 Not accepted as legitimate applications by the U.S. Marine Corps. 
 May contain volatile or malicious code susceptible to attack. 
 Not widely-distributable or maintainable. 
 May contain invalid and/or obsolete information. 
While these solutions are innovative and have some merit, a more stable solution 
that can be accredited, upgraded, and distributed to all users in the Marine Corps in a 
variety of environments is necessary. 
Another simple and inexpensive solution for today’s environment is the use of 
historical information. When constrained by time or resources, planners may rely on data 
from previous operations or exercises to plan for an operation. Since many operations 
may be similar in nature, planning for a new operation may be as simple as changing the 
total troop count or total vehicle count. This methodology has two main drawbacks: a 
lack of flexibility and the potential to be trusted as the definitive data without further 
examination. With the changing environment of the world, new missions may be 
encountered which lack historical examples. Not only does this lack flexibility, repetitive 
use of historical data can erode the core competencies of planners and may provide 
estimates that are clearly inappropriate for the given scenario based on the different 
factors surrounding the mission.  
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From a “cradle-to-grave” standpoint, the current methodology of locating, 
retrieving, analyzing, and utilizing consumption data is a tedious and laborious task. 
Depending on the type and amount of operations being conducted, this compilation 
process may become exponentially time-consuming and complicated. Further aggravated 
by personnel cuts, this process places an undue burden on the planner.  
B. PURPOSE OF STUDY 
This thesis strives to reduce the burden placed on the planner by answering three 
main research questions: 
 “What are the abilities and limitations of current OCR technologies?” 
 “What is the best method for analyzing consumption documents? 
Automated analysis with review at the end or walkthrough analysis with 
review throughout the entire process?” 
Figure 6 illustrates how answering these questions relates to refining the current 
process. 
 
Figure 6.  Consumption Data Correlation Process (refined) 
The first question addresses the problem of storing both electronic and hardcopy 
documents. With consumption data appearing in both electronic and hardcopy 
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documents, planners must spend considerable time collecting and transcribing this data 
into one central location. Not only is this time-consuming and labor-intensive, critical 
consumption data may be omitted or incorrectly-interpreted. While conducting OCR can 
be labor-intensive at first glance, the use of an OCR application can reduce the 
administrative burden placed on the planner by (a) allowing them to convert hardcopy 
documents into electronic documents which can be searched and (b) allowing them to 
convert pre-existing electronic documents that can not be searched into searchable 
documents. These searchable documents can also be used as inputs to data extraction 
programs that have the ability to extract consumption data elements and provide them in 
a useful output. For example, a (key, value) pair for a database or a simple text file 
containing solely consumption data elements. In order to provide an accurate snapshot of 
OCR, three off-the-shelf OCR applications were compared: an open-source, freely-
available, online application; a licensed version of Microsoft OneNote®; and a licensed 
version of Nuance OmniPage®. The accuracy rate, capabilities, and limitations for each 
application were tested and recorded in Chapter IV. As a byproduct of this comparison, a 
standard text file was created that was later used by the analysis programs. This text file 
was reviewed and corrected until its contents were 100% accurate, creating “perfect 
inputs” for the analysis programs.  
To answer the second question, two simple analysis programs were created and 
compared. These programs used the text file outputs created by the OCR applications as 
inputs. The goal of the first program was to maximize the work done by the program and 
reduce the amount of user interaction necessary. While the program analyzes the input 
files using pre-defined logic statements, there is still a requirement for the end-user to 
review and verify the entries at the end. The goal of the second program was to compare 
an alternative approach, requiring continual user interaction throughout the decision-
making and review process. This program was created in two versions: line-by-line and 
page-by-page. The byproduct of this comparison was the creation of a standard text file 
and a (key, value) pair in the form of a Python list data structure. These outputs represent 
the last step of the study. Determining the best data storage and presentation approach for 
these outputs is left for future research. 
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C. PRO/CON ANALYSIS OF AUTOMATION 
On one hand, digitizing and storing consumption data has the following benefits: 
 Reduction in manpower hours necessary to correlate data. 
 Allows access to consumption data from anywhere in the world. 
 The ability to provide consumption data in one location. 
 Eliminates the need to keep documents in hardcopy form, providing cost 
savings and reducing environmental usage. 
 The ability to present the consumption data in various electronic 
formats—database, charts, tables, text documents, etc. 
On the other hand, there are drawbacks: 
 Higher cost in database / application administration (personnel and 
equipment incurred. 
 Requires secondary investment in security and network monitoring 
personnel and systems. 
 Depending on the extensiveness of the system, it may require dedicated 
personnel to operate and maintain the system. 
 Relying solely on the software may, as in the case of using historical data, 
erode the core competency of the end user. 
 Data corruption and/or data loss could result in a lack of availability for 
the system or data. 
 Should this process be completely digitized and the printing of hardcopy 
consumption documents be ceased, an end-user without access to the 
system would be unable to accomplish their tasks. 
While these benefits and drawbacks may not be all encompassing, the progression 
towards a computer-aided system is a natural progression and is detailed in the following 
chapters. 
D. ORGANIZATION OF THESIS 
Chapter II conducted a background study by presenting two forms of OCR, free-
form and template-based, and discusses several options for storing the output from the 
analysis programs. Chapter III discusses two approaches for analyzing electronic 
consumption documents: automated and walkthrough. Chapter IV compares the OCR 
applications mentioned in Chapter II and demonstrates the analysis programs presented in 
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Chapter III. Chapter V covers summary results of Chapter IV, lists recommendations 
reached as a result of this research, and illustrates areas for continued research. 
 11
II. BACKGROUND STUDY 
A. WHAT IS OPTICAL CHARACTER RECOGNITION? 
This field of study was summarized in 1993 by Line Eikvil, a Norwegian scientist 
who specialized in pattern recognition, computer vision, and text mining as follows: 
Optical Character Recognition deals with the problem of recognizing 
optically processed characters. Optical recognition is performed off-line 
after the writing or printing has been completed as opposed to on-line 
recognition where the computer recognizes the characters as they are 
drawn. Both hand printed and printed characters may be recognized but 
the performance is directly dependent upon the quality of the input 
documents. [6] 
Although there has been refinement and improvement in OCR technology, this 
summary still represents the fundamental principles behind the process. We are primarily 
concerned with a) performing optical recognition and b) ensuring high quality input 
documents are supplied to the process. The latter of which is a universally-expected 
norm—in order for any application to provide the best outputs, it must be given the best 
inputs. As a means to an end, consumption data must exist on a computer and be 
recognized by the analysis program. In order to do this for consumption documents, OCR 
was leveraged to handle two cases: 
 Consumption data contained in hardcopy documents. Here, the 
document exists solely in hardcopy format and OCR must be conducted 
on the document to create an electronic version. 
 Consumption data contained in electronic documents but not 
recognized by applications as a machine-readable format. Here, the 
document exists in an electronic version but the document (or parts of it) 
may be presented as data that an application can’t interpret. For example, 
the Python programming language is unable to natively interpret 
Microsoft Word .docx extensions or data contained in PDF files. 
1. OCR Software Approaches 
In order to best understand the nature of OCR, we conducted OCR on a usage 
table and present the results as an example in Figure 7. Note: this data was originally 
presented in a vertical landscape view. For the purpose of the example, it was manually 
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converted to a horizontal profile view. Chapter IV addresses the ability and accuracy of 
OCR applications to conduct this procedure automatically. 
 
Figure 7.  Usage Table—Pre-OCR (from [2]) 
Using an OCR application, this table was processed and a Microsoft Word® 
document was created. Figure 8 represents this document with errors highlighted in 
yellow. 
 
Figure 8.  Usage Table—Post-OCR (after [2]) 
In order to create the output in Figure 8, the OCR application went line-by-line 
through the input document, recognizing, interpreting, and transcribing characters as it 
went along. The output illustrates that the majority of the data was transcribed correctly. 
Most of the errors that occurred were related to the numerical values associated to the 
DODIC and the various rate values on the right-hand side. In particular, numerical values 
that contained decimals and were longer encountered the highest error rate. Of note,  
the OCR application was intelligent enough to place the output data into a table. This 
kind of intelligence helps to refine and preserve the data for later analysis. Although the 
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application generated quite a few errors, this may not be an issue for a user who is using 
OCR for a simple text conversion tool. However, this error rate is cause for concern in 
applications that must maintain accurate information. Before discussing the manner in 
which this error rate can be reduced, it is important to understand that two forms of OCR 
exist: free-form and template-based. 
a. Free-form OCR 
The output produced in Figure 8 represents the use of free-form OCR. This is the 
most common and default method for most OCR applications and the method used by 
this thesis. While it allows for maximum flexibility of input formats such as text, tables, 
images, and alphanumeric characters, it is “considered slow and inaccurate at times… 
however, using free-form will still significantly reduce the amount of errors due to mis-
keying during manual data entry” [7]. Although free-form was used in this thesis, should 
consumption data present itself in a predictable fashion in the future, another form of 
OCR may provide a higher degree of accuracy and throughput—template-based OCR. 
b. Template-based OCR 
Many institutions and corporations throughout the world use template-based OCR 
to conduct data entry for a variety of systems. One such data entry method has gained 
popularity in the last decade—mobile banking deposit. Many major banking institutions 
allow members to directly deposit paychecks to their accounts using mobile-banking 
applications. The only requirement is for the end user to have an end-device capable of 
running the application and creating or importing an image (photograph) of the check to 
be processed. Again, to best understand this method, an example is an appropriate venue. 






Figure 9.  Blank Check for Template-based OCR Discussion 
In computing, a template is defined as “a computer document that has the basic 
format of something (a business letter, chart, graph, etc.) that can be used many different 
times” [8]. A check follows this definition, having features that are pre-defined and used 
many different times in almost all other checks. With regards to understanding template-
based OCR of a check, a check has the following distinguishable features: 
 Rectangular in shape, having four corners at 90-degree angles. 
 Standard fields to denote data fields (e.g., DATE, PAY TO THE ORDER 
OF, $, DOLLARS, and FOR). 
 Magnetic ink character recognition (MICR) font information at the bottom 
of the check—e.g., Bank Routing Number, Bank Account Number, and 
Check Number. The MICR font is a standard of the American National 
Standards Institute (ANSI) and was specifically created for recognition on 
checks. 
While financial institutions withhold their proprietary software procedures and 
capabilities, with an understanding of how template-based OCR operates, their processes 
can be demystified to provide an understanding of how this technology can be used to 
interpret consumption documents. First, the check to be processed must be filled out with 
all the necessary fields completed. Note: some companies have software capable of 
detecting when fields are not completed and provide error responses. Second, the check 
must be entered into the system by either taking a picture of it or scanning it using an 
input device. Some applications may direct the input of the check from within the 
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application (e.g., clicking deposit check prompts the user to take a picture of the front and 
the back of the check). Once the check has been placed in an electronic format, 
depending on the sophistication of the application, it may be processed at the end-device 
or sent to a data processing system to verify the accuracy of the check. This is the phase 
where template-based OCR processing occurs. During this processing, the following 
questions are answered: 
 Is the document a check? This can be done by verifying the shape and 
length of the document as well as verifying the 90-degree angles are 
present. Some companies may even have the ability to detect when the 
corner of a check is torn, however, such information is simply not known 
due to the proprietary nature of the software. If the document is not a 
check, an error should be returned. 
 Are all the fields filled out? This is done by observing the marks that 
occur within the standard data fields. For example, a valid date should be 
after the DATE label and a valid numerical value should be after the dollar 
sign ($). If “$ ILUVCOOKIES” was written on the check, the software 
should be intelligent enough to understand that ILUVCOOKIES is not a 
valid numerical value and return an error. 
 Is the accounting information at the bottom valid? This is done by 
interpreting the numerical values in MICR font at the bottom. Comparison 
of the name on the check to the account holder information would be a 
likely check for authenticity. If the accounting information is not correct, 
an error should be returned. 
Finally, based on the results of the processing, the user should be given an 
acceptance or rejection status of the overall transaction. Figure 10 illustrates this process 
from beginning to end. 
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Figure 10.  Template-based OCR Process of a Check 
Throughout the process, the accuracy of the input (the check) is verified against a 
template (features of a check). Should the check deviate from the accepted template of a 
check or contain erroneous attributes, the software should default with an error. The 
important takeaway in this scenario is the need for template compliance, accuracy, and 
readability. In order for template-based OCR to interpret consumption data, the data 
should present itself repetitively and in the form of a template such as a table. Based on 
the consumption documents reviewed by this thesis, consumption data is a conglomerate 
of free text, tables, and lists, advocating the use of free-form OCR. 
2. Increasing OCR Accuracy 
Having discussed the various forms of OCR, we are able to return to the 
discussion of improving input accuracy with an appreciation for its importance. The 
usage of either free-form or template-based OCR is based on the input supplied to the 
OCR application. The effectiveness and accuracy of the application, independent of the 
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OCR format chosen, is based upon the clarity and readability of the given input. In 
computer science, there is often use of the acronym GIGO—garbage in, garbage out. 
Should the application for analyzing and interpreting consumption data receive bad 
inputs, it will most likely produce bad outputs. Thus, prior to converting consumption 
data using OCR, the highest emphasis must be placed upon ensuring the “cleanliness” of 
the input documents. In order to do so, the following steps should be taken: 
(1) Paper-to-electronic conversion. Should a consumption document exist 
solely in hardcopy form, the best known copy should be used for OCR conversion. This 
document should have minimal interference and degradation. For example, if pages are 
torn, they should be replaced. Smudges, ink blots, and extra markings inside the 
document should be removed. OCR may attempt to recognize these markings and 
produce erroneous results. Note: photocopied documents tend to lose quality through 
blurring and fuzzing and should be used as a last resort. 
(2) Electronic-to-electronic conversion. Should a consumption document 
exist solely in electronic form, the best known copy should be used as the input 
document. Again, the document should be inspected with the same regard as the paper to 
electronic conversion. Should the electronic document be of poor quality, another 
document should be used or the current one rewritten.  
(3) Document formatting. For optimal processing, consumption data should 
be displayed in the appropriate format—text, table, columns, rows, etc. While OCR will 
attempt to identify and render this data intelligently, giving it the desired input for an 
expected result is recommended. For example, if you wanted the OCR application to 
create a table of data, provide it with a table of data. When possible, all pages should be 
presented in the same page layout. For example, all pages in the document should be 
presented in either portrait or landscape format—not a mixture of the two.  
Although some of these steps may be manpower intensive up front, the dividends 
they pay in the long run may outweigh the costs incurred with auditing the OCR output. 
Reformatting and retyping a document may take several hours or even days. Likewise, 
the same amount of time may be spent auditing and correcting the OCR output if the 
OCR software misinterprets inputs and provides unreadable and/or gibberish outputs. For 
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example, the software may present 100 lines of data in portrait view when the original 
input was 3 lines of data presented in landscape view. Thus, it is incumbent upon the 
person who collects the electronic and hardcopy consumption documents for OCR to 
make the decision as to whether or not the document is in an acceptable state. 
3. OCR Summary 
OCR comes in two forms: free-form and template-based. Due to the nature of the 
consumption documents reviewed by this thesis, free-form OCR is leveraged. Emphasis 
is placed upon refining the input documents prior to OCR. In order to leverage OCR to its 
maximum effectiveness, it should be presented with the best inputs. The same mentality 
can be applied to the process of making wine: poor-quality grapes can seldom be 
mitigated by the winemaker. 
B. METHODS FOR STORING CONSUMPTION DATA 
The byproduct of the analysis programs compared in Chapter IV created two 
outputs: a standard text file and a (key, value) pair. To illustrate the rationale behind this 
decision, the following data storage methods are discussed: traditional databases and a 
document repository. 
1. Traditional Database 
A database can be leveraged to store consumption data. Two types of databases 
currently exist: relational and non-relational. 
a. Relational Database Model 
Inside of a relational database, data is represented in a schema (a framework), 
consisting of tables that have interconnecting relationships. Data may be spread across as 
few as one table or as many as thousands in order to correctly represent entities and 
relationships between the data elements. Each element (entity) in a database table has a 
unique identifier, referred to as the primary key, which prevents duplicate information 
from existing. Multiple entities are mapped together using relationship tables. In order to 
make this data available to the end-user, a database server is created and hosted, allowing 
 19
users to query the database. In order to query the database server, a user will typically 
build queries using structured query language (SQL) constructs. Figure 11 illustrates how 
one consumption data element may be represented in a relational database. Figure 12 is 
an illustration of the query submitted and the query’s result based on the data shown in 
Figure 11. 
 
Figure 11.  Consumption Data Element in Relational Form 
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Figure 12.  Relational Database Query and Result 
Figures 11 illustrates the main drawback of implementing a relational database. 
Although only one consumption data element was given, six tables had to be created in 
order to correctly represent all of its data elements. While this may seem insignificant at 
first glance, this problem becomes more pronounced when data is spread across hundreds 
or thousands of tables. Here, a cost in computing time is incurred to search through each 
table, establish relationships, and present subsequent tables. Additionally, any inputs into 
the system must strictly adhere to the existing format, or “schema.” Any inputs that 
deviate from the appropriate input format will be rejected or cause an error. 
b. Non-relational Database Model 
The main goal of using NoSQL (“Not Only SQL”) is to break away from the 
problems associated with maintaining relationships in relational databases. Since a 
relational database must keep track of the relationships contained within the database, it 
must create extra tables in order to do so. This problem is avoided with NoSQL 
implementations by offering a variety of opportunities to store data. One of the common 
approaches is the use of a (key, value) pair to represent a single unique data element. This 
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(key, value) approach illustrates the use of a fundamental computer science data 
structure—the dictionary. The National Institute of Standards and Technology (NIST) 
define a dictionary as “an abstract data type storing items, or values. A value is accessed 
by an associated key. Basic operations for manipulating a dictionary are new, insert, find 
and delete” [5]. Figure 13 illustrates how one consumption data element may be 
represented in dictionary format. Figure 14 is an illustration of the query submitted in 
Java and the result which would be shown using the data shown in Figure 13. 
 




















Figure 14.  Java-implemented Dictionary and Query: Result 
While a (key, value) implementation is discussed and used as the output format of 
the analysis program in this thesis, JavaScript Object Notation (JOSN) and extensible 
markup language (XML) formats also exist.  
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c. Database Architecture 
Figure 15 illustrates how a database can be implemented. Using the illustration as 
a guide, we further discuss each component of the database infrastructure in detail. 
 
Figure 15.  Global Database Architecture 
The following components are necessary to implement a database: 
 Primary Server–The primary server is responsible for providing each 
secondary server the most valid and updated information.  
 Secondary Server(s)–To distribute the processing load off the primary 
server, secondary servers are created to handle transactions. Commonly, 
these servers are implemented in various geographic locations to not only 
distribute the load, but provide faster responses to the end user. 
 Secondary/Stand-Alone Server(s)–Similar to the secondary server, a 
stand-alone server could be implemented at a forward operating base or 
onboard a ship in an amphibious ready group (ARG). Figure 15 illustrates 
the use of a server in an ARG environment. Here, updates can be sent back 
and forth between the stand-alone database and the primary server when 
connectivity is available over a military communications (MILCOM) 
satellite or other means. During periods of non-connectivity, elements in 
the database may become obsolete.  
 Intercommunication Capability/MILCOM Satellite–Connections between 
the land-based primary and secondary servers could be done over a variety 
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of mediums—direct link, satellite, dedicated line, etc. Communications 
between a database at a FOB or an ARG requires reach-back capability via 
satellite communications using either a MILCOM satellite or commercial 
provider, such as INMARSAT. Such communication is essential to 
replicating changes from the primary database to each secondary 
implementation. 
Database locations require additional hardware and software:  
 Storage devices–required for storing the database software and data 
contained in the database itself. 
 Network devices–provides connectivity in and out of the database. 
 Input devices–mouse, keyboard, scanners, etc. 
 Database software–necessary to run the database. 
Figure 16 illustrates the necessary components for a database. 
 
Figure 16.  Database Location Hardware Instance 
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2. Document Repository 
For the purpose of this discussion, we reference the Department of Defense 
(DOD) website that lists all valid DOD instructions. Figure 17 displays a portion of this 
site for illustrative and discussion purposes as shown in [4]. 
 
Figure 17.  DOD Instructions in Circulation (from [4]) 
This website gives the appearance of a database. The information is displayed in a 
table with columns. It has search and filter capability with full and partial-match 
functionality. The website is accessed via a compatible web browser such as Microsoft 
Internet Explorer, Mozilla Firefox, or Google Chrome. While this structure gives the 
appearance of a traditional relational or non-relational database, it has been created using 
JavaScript and HTML. When a hyperlink is clicked, the user is directed to the resource 
that is located in the web server’s directory. Thus, no “query: result” is conducted. When 
the user clicks a hyperlink, an HTTP GET request is sent to the server. The web server 
then sends the material requested back to the user. In the case of this example, a GET 
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request returns a document that exists as a PDF in the server’s directory. This method 
differs from a traditional database in the way data is stored. Unlike a database, an entire 
file is stored in a directory that can be accessed. Users are able to search and retrieve by 
document name but do not have the ability to search all the files at once.  
3. Data Storage Summary 
Traditional databases can be leveraged to store consumption data. Relational 
databases can maintain relationships between entities—“Weapon and Ammunition” for 
example, but may become cumbersome with large quantities of data. Non-relational 
databases circumvent this problem by relaxing input types and eliminating the need to 
maintain relationships between data elements. However, non-relational databases are  
less mature and few people are skilled to maintain them. Alternative methods for storing 








III. ANALYSIS PROGRAMS 
A. PROGRAM CREATION 
Once the consumption documents have been converted into an electronic format 
and collected in a centralized location by the planner, the process of analyzing the 
contents of these documents may begin. Currently, no programs exist that have the sole 
purpose of extracting consumption data elements. This is an important statement because 
it illustrates the infancy of such a program. Programs are often created by understanding 
and copying the core functionality and limitations of another similar program. Thus, we 
must look at this program from the ground up.  
1. Language Selection 
Each and every program in existence is created out of lines of code. These lines of 
code are written using a programming language. One such language, Python, is a widely-
known and implemented language and will be used as the language of choice for this 
thesis. It can be explained easily (compared to the other languages) and avoids many 
restrictions that other languages must enforce.  
2. Design and Functionality Specification 
Figure 18 illustrates the flow of data in and out of the proposed extraction 
programs, providing a framework for discussion. 
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Figure 18.  Application Flow 
a. Data Import (1.1)—Open the Input File 
The first step the program must take is the opening of an input file. A number of 
input file types may exist depending on the OCR software used to create them. However, 
these file types must be recognized by the program. To prevent any problems, the 
programs presented in this thesis used a simple text file, specifically the use of a .txt 
extension. Figure 19 illustrates a simple file-open routine that can be used by the program 
to open a file and count the number of lines it has. This is an important step because it 
ensures the program can conduct basic operations on the input file. 
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This simple program first prompts the user for an input file name - 
“consumptiondata” in this example. Second, the program appends the .txt file extension. 
This can be removed if the user is restricted to entering a filename ending with .txt. 
Third, the file is opened in read-only mode specified by the “r” option. Other access 
options exist, namely the write option, which will be discussed in the “Export to File” 
section. Lastly, the program walks through the file and counts each line as it is 
encountered. This number is then printed to the screen. In this example, 
“consumptiondata.txt” contained three lines which the program correctly interpreted. 
Note that for simplicity, and in light of the OCR conversion to be discuss later, this 
rudimentary program restricts the user to files with a “.txt” extension; however, a more 
complex implementation might present the user with a “chooser” window (“modal box”) 
that allows the user to select (“choose”) a file from a drop-down list of files contained 
within a given directory (“folder”) stored within the host system. 
b. Read in Inputs and Store, Close Input File (1.2 and 1.3) 
Once the input file is open, data can be read out of the file and manipulated in the 
program’s memory space. Once the contents of the file have been read as input, the file 
can then be closed. Figure 20 illustrates a program that can handle these tasks. 
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Figure 20.  Read-in and Storage of Inputs 
This program begins by creating a Python list data structure named 
“consumptionData” with two program counters to control program execution and 
termination. Once these have been initialized, each line of the input file, 
“consumptiondata.txt,” is read into the list data structure. For tracking purposes, the size 
of the list is incremented as each new element is placed in the list. This allows us to keep 
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track of the size of the list in the variable “listSize.” After all the data elements have been 
read, the file is closed and all the elements are printed to the screen. 
c. Analyze, Verify, and Correct Inputs (2.1–2.3) 
At this point, the consumption data elements have been accessed by the program 
and can be further analyzed and manipulated without the need of the input file. Two 
different approaches may be used to handle this phase: 
 Walkthrough Analysis. Using this approach, the end user is heavily-
involved in the decision-making process on a line-by-line, paragraph-by-
paragraph, or page-by-page basis. Having been read into the program-
provided data structure, a line, paragraph, or page of potential 
consumption data is presented to the user. The user must then make a 
decision of “yes or no” that the item(s) presented is/are valid data 
element(s). If the user responds “yes,” the item(s) are transcribed into a 
secondary data structure—one which consists of all the valid data 
elements. If the user responds “no,” the element(s) are disregarded and the 
user is presented a new data set. Alternatively, the user could be presented 
an opportunity to access a given data element and manually enter the 
correct information, thereby ensuring the consumption data is consistent 
with the original source. The goal of this approach is to process the entire 
document without the need to go back through it repeatedly. Although this 
approach is time consuming, it aims to ensure all the data elements in the 
document are analyzed. Should the logic to automatically analyze the 
document not exist, this would be a feasible alternative. 
 Automated Analysis. Under this approach, the end-user is involved in the 
decision-making process at the end after the program has made a “best 
effort” to autonomously extract all consumption data elements. This 
method is preferred over the walkthrough analysis only if the parsing logic 
is extensive and accurate. The end goal of using this method is to save 
time by allowing the program to quickly analyze the document and present 
a summary at the end. Once the summary has been populated, the end-user 
must then review the output for correctness. Should the parsing logic be 
subpar, the end-user may find it takes longer to correct the summary than 





Determining the best method to use—walkthrough or automated—depends on a 
wide variety of factors, both personnel and software-related. Answering these questions 
may help to address this conundrum: 
 Is the OCR output file an accurate depiction of the original consumption 
document?  
 Is the end user adequately trained to verify the analyzed data elements? 
 Is the program mature enough to handle automated analysis? 
 Is the parsing logic robust enough to recognize and extract all of the 
potential data elements? 
Although both approaches are discussed, the automated program was specifically 
designed to handle consumption documents reviewed by this thesis. In order to create a 
more robust automated application, further document analysis and logic test creation 
must occur. However, the walkthrough analysis program could be used to analyze any 
input file since it treats a line of data unambiguously. Figure 21 shows the input values to 
the walkthrough analysis program. Figure 22 shows the program and its output. 
 
Figure 21.  Walkthrough Analysis Inputs—Consumptiondata.txt 
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Figure 22.  Program to Execute Walkthrough Analysis 
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First, the program reads the post-OCR inputs into a list data structure named 
“initialConsumptionData.” Once this is complete, the input file is closed. Afterwards, a 
loop control structure is used to cycle through all the data elements in the list. As each 
data element is presented, the end-user must make a “yes” or “no” decision that the 
element is a consumption data element. If the user enters “yes,” this data element is 
copied into the final data structure named “finalConsumptionData” and the process 
continues until no more elements exist. Elements that do not receive a “yes” decision are 
skipped and the process continues until no more elements remain to be considered. At the 
end, the final list of data elements, having been verified by the end user, is printed out.  
In addition to the ability to individually validate each element, logic can be 
included to allow the user to correct each element as necessary, as noted above for the 
walkthrough analysis. For example, the question “is this element accurate?” can be 
prompted to the user, allowing the user to inspect each data element for accuracy. Should 
the element be inaccurate, the program would then allow the user to modify the value of 
the element prior to placing it in the output data structure. Although this presents a line-
by-line review of the data elements, many different variations can be created. For 
example, instead of showing one element at a time to the end-user, a page of data can be 
presented with each line having an associated index number. The user could then indicate 
which lines are consumption data elements and they would be copied over in the same 
manner. 
The second approach, an automated analysis program, utilizes the same 
consumption data example inputs shown in Figure 21. While the goal is to achieve 
automation, the program still requires the end-user to review the summary results created 
by the program prior to saving. Figure 23 illustrates how pre-defined logic statements can 
be used to facilitate automation for most of the program.  
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Figure 23.  Program to Execute Automated Analysis 
Similar to the walkthrough analysis program, this program begins by reading and 
storing inputs into a list data structure. One approach for designing logic statements is to 
create search strings. In this example, the string “SQUAD DEMOLITION SET” is used 
to represent a consumption data element from the Class V(W) planning factors table. 
After this has been defined, the program scans through each element of input and does a 
logical comparison between the input and the desired search string. If the program is 
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presented with a line which contains the pre-defined search string, it places that particular 
line into the output listing. This test can create false-positives and must be further 
defined. This simple example merely illustrates how the program can conduct its own 
logical comparison of inputs without the need for constant human interaction. It also 
helps to illustrate how one could approach logic creation. For example, one could create a 
consumption data dictionary containing an extensive amount of terms that can be 
searched and compared against. Once this dictionary is populated, the program could then 
test to see if any of those words existed in a particular line of consumption information. 
Words such as “table” and “factors” would be good candidates for the dictionary along 
with specific consumption data table names. 
It is important to note that neither the walkthrough nor the automated analysis 
programs represent a panacea solution. Due to the infancy of such a program, it may be 
necessary to begin with more of a hands-on application such as the walkthrough analysis 
program, which evolves over time into more of an autonomous solution. As the pre-
defined logic base of the automated program becomes more mature, the program will 
produce more reliable results. Refinement and standardization of the input documents 
will also help to increase reliability. 
d. Export Analyzed Data (3.1 and 3.2) 
Once the end-user has reached this part of the program, the user should be in a 
position where they have the refined consumption outputs. These outputs should be 
carefully-reviewed and corrected to be consistent with the original source document. 
Although we use the term “end-user” to relate to the user of the application, we 
wholeheartedly expect that this data has also gone through multiple levels of verification 
(i.e., “up the chain of command”). Once this information has been vetted, it can then be 
directed as input to a database or saved to a file.  
(1) Export to Database 
Under this approach, the program can leverage the use of pre-defined software 
packages that interact with database systems. For example, Python has a module package 
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named “_mysql” that allows it to interface with Oracle’s relational database software—
MySQL.  
(2) Export to File 
Instead of sending the outputs to a database, they can be redirected to a file. In 
order to do this, the program simply opens a file in the write (“w”) mode, as previously 
mentioned. By saving to a file, many different options exist based on the output value 
format (e.g., .docx, .txt, .xml).  
Having discussed methods for processing a file once created, the next chapter 
discusses options for OCR applications by which the files themselves may be generated 
from existing hardcopy or non-character-based files. 
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IV. FIELD DEMONSTRATION, TESTING, AND RESULTS 
A. OCR TESTING AND COMPARISON 
1. Testing Environment 
Pages were selected from various consumption documents that illustrated the 
different types of data and layouts that are commonly encountered by the planner: 
 Figure 24 illustrates the front page of a Marine Corps order. This page 
contains information that provides background information and usage 
procedures for the document. However, it also contains information that 
can be used to uniquely identify the document and can be extracted for use 
as the key in a (key, value) pair. This example will be referred to as EX-1. 
 Figure 25 illustrates a page that contains a usage table. This table is 
presented in profile view but must be turned 90 degrees clockwise to a 
landscape view to read it. This example will be referred to as EX-2. 
 Figure 26 illustrates a page that contains a usage table in portrait view. 
This table appears as an image in the input document. This example will 
be referred to as EX-3. 
 Figure 27 illustrates a page that contains a usage table in portrait view. 
This table has been previously-created using table formatting from another 
text editor. This example will be referred to as EX-4. 
Each application was graded on a scale of 1-3, one for poor, two for fair, and 
three for good, respectively. A summary of these scores is presented at the end of this 
section. The following factors were compared and graded for each application: 
 Accuracy Rate. The accuracy rate is depicted as the number of errors per 
page. When a data element is not converted or converted incorrectly, we 
counted it as a single error. A data element is defined as one single entry 
or word. For example, “B0471 SQUAD DEMOLITION SET” illustrates 
four data elements: B0471, SQUAD, DEMOLITION, and SET. Grading 
of this criteria was based on three thresholds: 
 0–50 errors per page. Awarded a three. 
 50–100 errors per page. Awarded a two. 
 > 100 errors per page. Awarded a one.  
 Consistency. Consistency was tested to see if the applications return 
regular results and whether or not they encounter the same errors when 
given the same input document. To test consistency, each page was 
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scanned with each OCR application 10 times. Grading of this criteria was 
based on the following: 
 8-10 OCR attempts produced the same/similar result. Awarded a 
three. 
 4-7 OCR attempts produced the same/similar result. Awarded a 
two. 
 < 4 OCR attempts produced the same/similar result. Awarded a 
one. 
 Speed. Speed was measured as the amount of pages that could be 
converted per hour. Speed also takes into account the time necessary for a 
user to make corrections. Thus, speed is also directly-related to the 
accuracy rate. Grading of this criteria was based on the following: 
 45–60 pages processed per hour. Awarded a three. 
 30–45 pages processed per hour. Awarded a two. 
 < 30 pages processed per hour. Awarded a one. 
 Ease of Use. This relates to the user’s ability to efficiently use the 
application. This factor is based on our use of the program and may not 
accurately represent a novice user. Time to master functionality of the 
program guided the following grading criteria: 
 < 5 minutes required to master the program. Awarded a three. 
 < 15 minutes required to master the program. Awarded a two. 
 > 15 minutes required to master the program. Awarded a one. 
 Functionality. This relates to the application’s ability to provide useful 
and helpful tools to the user—e.g. spellcheckers, input formats, output 
formats, etc. Grading of this criteria was based on the following: 
 The application had numerous input/output file types and included 
functionality that substantially increased end-user productivity. 
Awarded a three. 
 The application had several input/output file types and included 
functionality that increased end-user productivity. Awarded a two. 
 The application had limited input/output file types and included 
functionality that had a limited impact on end-user productivity. 
Awarded a one. 
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Figure 24.  EX-1, Marine Corps Order Front Page (from [2]) 
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Figure 25.  EX-2, Usage Table in Profile View (from [2]) 
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Figure 26.  EX-3, Usage Table as an Image (from [2]) 
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2. OCR Applications 
The following off-the-shelf programs were compared:  
 http://www.onlineocr.net/. Free, open-source, and online OCR 
application. The primary focus of this application is to conduct OCR. 
Available in guest and member modes: 
 Guest Mode. Accepts PDF and image (JPG, BMP, TIFF, and GIF) 
with a maximum file size of 5 MB. Output file types are MS 
Word® .docx, MS Excel® .xlsx and plain text .txt. Conversion is 
limited to 15 documents (single page) per hour.  
 Member Mode. Accepts the same inputs as guest mode. Output 
file types are PDF, MS Excel® .xls and .xlsx, MS Word® .doc and 
.docx, plain text .txt, and a RTF document .rtf. Maximum input file 
size is increased from 5 MB to 100 MB. New members have a 25-
page credit. Once this limit has been reached, additional pages 
must be purchased. The price-per-page decreases when bulk 
amounts are purchased. For example, purchasing 50 pages has a 
cost of 10 cents per page ($4.99) whereas purchasing 50,000 pages 
has a cost of 0.4 cent per page ($199.95).  
 Microsoft OneNote®. Commercial software published by the Microsoft 
Corporation. Sold stand-alone or as a part of the Microsoft Office Suite®. 
The primary focus of this application is to provide a workspace for the 
user to collect notes and organize documents. OCR is a feature within 
OneNote®. Accepts any input file on the Windows OS: images, PDF, MS 
Office® document extensions, text files, etc. Output file extensions are: 
.doc, .docx, .txt, and .pdf.  
 Nuance OmniPage®. Commercial software published by the Nuance 
Corporation. The primary focus of this application is to conduct OCR. 
Accepts digital camera images, images (JPG, BMP, TIFF, GIF, PNG), and 
PDF. There are over 50 different output file extensions that fall into eight 
categories: HTML, MS Excel®, MS Word®, MS PowerPoint®, PDF, 
RTF, Unicode Text, and XML. 
Table 1 is a summary of the input file types accepted by the applications. 
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Totals 2 2 5 3 
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MS Word® 
(.doc, .docx)     
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(.xls, .xlsx)     
MS PowerPoint® 
(.ppt) 
   
 






HTML    
 
XML    
 
Unicode Text    
 
Totals 3 5 4 9 
Table 2.   OCR Output File Types 
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Since the primary focus of OCR is detecting and transcribing text from images, it 
is unremarkable that each of the applications accept image files as input. However, each 
of them accepting a PDF file is important since this is the format in which the 
consumption documents will most likely be available. Also, it is important to note that 
OneNote® is capable of accepting many additional input file types because it conducts a 
file-to-image conversion of all input documents. For example, when a Word® document 
is placed into OneNote®, it represents the document as an image in the note. OCR must 
then be conducted on the image to extract the text.  
Although all of the applications are capable of creating Word® and Excel® 
outputs, the text file extension, .txt, provides the most flexibility for developing the 
conversion programs. Creating a program to accept Word® and Excel® files adds no 
extra functionality and often requires unnecessary libraries. Therefore, this thesis will 
create a text file with a .txt extension as the output format of the OCR applications for 
later use in the data extraction programs. 
3. Online, Open-Source OCR 
The first application we tested was the open-source application available at 
http://www.onlineocr.net/. In order to maximize the number of documents that could be 
tested, the guest mode was utilized. The member mode offered no further extension of 
capability that would have been beneficial to the discussion. Figure 28 illustrates the 
main page of the application as of 8 August 2014. 
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Figure 28.  http://www.onlineocr.net: Main Page and Features (after [9]) 
Although the application claims that it can convert a file up to 5 MB, it is 
important to note that it will only convert one page. If the input is a multi-page PDF, it 
will only convert the first page. Therefore, it was presented with each page until all the 
pages had been converted. The application converted EX-1 with zero errors. This result is 
unremarkable because the page was previously prepared using text editing software and 
presents a very clear input document. Figure 29 illustrates the post-OCR results of EX-1. 
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Figure 29.  Post-OCR Results of EX-1 using onlineocr.net (after [2]) 
EX-2 was tested next. Figure 30 illustrates the post-OCR results with errors 
highlighted in red. 
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Figure 30.  Post-OCR Results of EX-2 using onlineocr.net (after [2]) 
When OCR was conducted on EX-2, 28 errors were encountered: 
 Five errors occurred in the conversion of text.  
 23 errors occurred in the conversion of numbers.  
 Of the 23 errors that involved numbers, 16 of those errors occurred in the 
first column, “Weapon ID.”  
The reason for such a high error rate in the “Weapon ID” column can be 
attributed to the applications inability to distinguish the difference between the letter “B” 
and the numbers “6” and “8.” This was most likely caused by the fact that the letter “B” 
has rounded corners and appears fuzzy in the input document. This is normal and an 
expected degradation of a document whose original publish date was 15 April 1997. 
Also, the enclosures may have been adopted from a document that was created before the 
source document came into existence. An important finding is that the online OCR 
application was intelligent enough to determine that the data, although presented in a 
vertical fashion, was best suited for representation as a table in a horizontal view. Thus, 
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the application took the page that was originally presented in a profile view and presented 
its output as a file in landscape view. 
EX-3 was tested next. Figure 31 illustrates the post-OCR results with errors 
highlighted in red.  
 
Figure 31.  Post-OCR Results of EX-3 using onlineocr.net (after [2]) 
When OCR was conducted on EX-3, 37 errors were encountered: 
 33 errors occurred because the application omitted three entire lines of 
data.  
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 Two errors occurred in the conversion of text. 
 Two errors occurred in the conversion of numbers.  
An important finding is that the OCR application did not place the data elements 
into a table. The application interpreted the page contents as an image, rather than table. 
However, an appropriate amount of space was placed between the data elements for 
readability. The cause for the omission of three lines of data is unknown.  
EX-4 was tested next. Figure 32 illustrates post-OCR results with errors in red. 
 
Figure 32.  Post-OCR Results of EX-4 using onlineocr.net (after [2]) 
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When OCR was conducted on EX-4, 12 errors were encountered: 
 Five errors occurred in the conversion of text.  
 Seven errors occurred in the conversion of special characters. 
The application was unable to determine the difference between the letter “D” and 
the number “0” due to degradation of the source document. The application was unable to 
determine the difference between the forward slash character “/” and the letter “I.” An 
important finding is the fact that the application recreated the table structure from EX-4 
near-perfectly.  
Table 3 illustrates a summary of the accuracy rate and important findings for the 
open-source application. 
 




Errors Cause / Findings 
EX-1 0 0 0 
 100% accuracy rate of conversion may be 
attributed to the previous use of text 
editing software. 
EX-2 28 5 23 
 Problems distinguishing the letter “B” 
from the numbers “6” and “8.” 
 Text converted from portrait view to 
landscape. 
 Data placed in a table data structure. 
EX-3 37 5 32  Text interpreted as an image rather than a 
table. 
EX-4 12 8 4 
 Near-perfect table recreation 
 Problems distinguishing the letter “D” 
from the number “0.”  
 Problems distinguishing the special 
character, forward slash “/” from the letter 
“I.” 
Totals 77 18 59  
Table 3.   Online, Open-Source OCR Results and Findings 
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Overall, the online and open-source OCR application demonstrated the ability to 
convert the original consumption documents into useful output files. It also had the 
ability to recreate tables and recognize when data is best presented in other formats. For 
example, converting the data contained in EX-2 from a vertical profile view to a 
horizontal landscape view is helpful. Based on the findings for this application, the 
following scores were given: 
 Accuracy: 2 
 Consistency: 3  
 Speed: 1 
 Ease of Use: 3  
 Functionality: 1 
The accuracy rate of the application was manageable and consistent. The 
application suffers in speed, limiting the user to 15 pages per hour which would be 
mitigated by using the member mode albeit while impacting the cost. Using and 
understanding the functionality of the program can be accomplished in five minutes. The 
application provides the least amount of input and output formats and has no 
spellchecking ability. Once OCR has been completed, the user must open the output file 
in a text editor to review and correct its contents.  
4. Microsoft OneNote® OCR 
Microsoft OneNote® was tested next. Figure 33 illustrates the post-OCR results 
of EX-1. 
 
Figure 33.  Post-OCR Results of EX-1 using OneNote® (after [2]) 
Although OneNote® was given the same page that the online and open-source 
was given, it was unable to OCR the document past the first three lines. This is 
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remarkable because it represents the first major failure of an OCR application to 
successfully convert an input document. To explore the significance of different file 
formats, the input document was converted from PDF to a JPG. Figure 34 illustrates the 
second round of OCR testing conducted on EX-1 in an image format. 
 
Figure 34.  Post-OCR Results of EX-1 using OneNote®: Second Pass (after [2]) 
Without listing the entire contents of the output, we can quickly see that the 
output is highly inaccurate both in spelling and format. Thus, in order to make an 
accurate output file, the post-OCR results would need to be heavily corrected. OneNote® 
has the built-in functionality of a spellchecker. This can be leveraged to correct the errors 
and alleviate some of the burden on the user, however, the user must select this option 
since it is does not turn on automatically after OCR is complete. 
EX-2 was tested next. Figure 35 illustrates the post-OCR results.  
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Figure 35.  Post-OCR Results of EX-2 using OneNote® (after [2]) 
When OCR was conducted on EX-2, OneNote® was unable to accurately process 
the input. Although the document was converted to an image and placed back in 
OneNote® in a landscape view as a secondary test, the same result was encountered. 
Thus, heavy modification or reformatting of the input document would be necessary to 
properly process the document.  
EX-3 was tested next. Figure 36 illustrates the post-OCR results. 
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Figure 36.  Post-OCR Results of EX-3 using OneNote® (after [2]) 
When OCR was conducted on EX-3, 47 errors were encountered: 
 32 errors occurred in the conversion of numbers. 
 14 errors occurred in the conversion of text. 
 One error occurred in the conversion of the special characters. 
The majority of the errors occurred in the first column where the DODIC is 
represented by alphanumeric characters. The second region that encountered the most 
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problems also involved alphanumeric characters. An important finding is that OneNote® 
provided very little in the way of formatting. The original input had large areas of white 
space to provide readability whereas OneNote® left-aligned the majority of the document 
and removed this white space, making the output difficult to read for an end-user.  
EX-4 was tested next. Figure 37 illustrates the post-OCR results. 
 
Figure 37.  Post-OCR Results of EX-4 using OneNote® (after [2]) 
When OCR was conducted on EX-4, two errors were encountered that involved 
the conversion of text. Although the input had been previously prepared using a text 
editor and was presented in a highly structured table format, OneNote® failed to recreate 
the table and present the data in a useful format. Table 4 illustrates a summary of the 
accuracy rate and important findings for OneNote®.  
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Cause / Findings 
EX-1 > 100 > 100 > 100 
 Unable to convert the input document past 
the first three lines of data. 
 Native spellchecking capability 
discovered. 
EX-2 > 100 > 100 > 100  Complete failure to detect input layout 
EX-3 47 14 32 
 Words comprised of alphanumeric 
characters represented 46 out of 47 errors. 
 Problems distinguishing the special 
character, forward slash “/” from the 
special character exclamation point “!.” 
EX-4 2 2 0  Failure to recreate table for readability. 
Totals > 100 > 100 > 100  
Table 4.   OneNote® Results and Findings 
In summary, OneNote® was incapable of accurately conducting OCR on EX-1, 
EX-2, and EX-4. OneNote® comes with the functionality of spellcheck but does not 
provide the functionality to apply formatting to the OCR output. While the program 
offers unlimited OCR capability, it must be purchased in order to do so. The main benefit 
of the program remains focused on its ability to quickly and efficiently take notes and 
requires its secondary OCR feature to be further refined before wide-scale use as a 
reliable OCR application. Based on the findings for this application, the following scores 
were given: 
 Accuracy: 1 
 Consistency: 1  
 Speed: 1 
 Ease of Use: 2  
 Functionality: 2 
The accuracy rate of the application was poor and inconsistent. The application is 
capable of conducting OCR quickly; however, overall speed suffers based on the amount 
of errors that need to be corrected by the user. The built-in spellchecker functionality can 
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aid the user in correcting these errors and offsets some of the speed penalties. Using and 
understanding the functionality of the program can be accomplished in 10-15 minutes. 
The application provides the most input file types but has limited output options.  
5. Nuance OmniPage® OCR 
Nuance OmniPage® was the last application tested. When the software loads, the 
user is presented with a menu to choose what kind of conversion they would like to 
accomplish. Figure 38 illustrates this screen. 
 
Figure 38.  OmniPage Start Screen 
While there are templates, known as “workflows,” the method used by this thesis 
was the “open file” option. Once this option is clicked, a dialog box is presented that 
allows the user to select what documents they would like to OCR. An important finding 
is that the application allows the user to select multiple input documents of various 
formats at one time. For example, you can select a PDF, an image, and another PDF all at 
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the same time. Likewise, you can select a PDF and it will import all pages of the PDF. 
After the files have been selected and imported into the program, the user is presented 
with a workspace view. The workspace view has multiple frames and allows the user to 
rearrange their frames as they please. This view is presented in Figure 39. 
 
Figure 39.  OmniPage® Workspace 
The three main frames of the application are a thumbnail screen (left), a page 
image screen (middle), and a text editor screen (right). Before OCR has been conducted, 
only the thumbnail screen and page image screen contain information. In order to start 
processing the document, the user must click a button aptly named “Start Processing.” 
Once the button is clicked, OCR is performed on the input documents, the text editor 
screen is populated to show the output, and a proofreading screen appears to walkthrough 
the document. Figure 40 represents the state of the application once the “start processing” 
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button has been clicked. For clarity, Figure 41 illustrates the proofreading screen 
separately. 
 
Figure 40.  OmniPage® Workspace post-OCR 
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Figure 41.  OmniPage® Proofreader 
The proofreader screen allows the user to walkthrough the document to verify two 
cases: spelling and suspected inaccuracy. If the program encounters a word not in its 
dictionary and is considered a misspelling, “MCO” for example, it allows the user to 
change it or add it to the dictionary. Adding the word to the dictionary eliminates the 
need to correct the word later in the document or in future documents. If the program 
encounters a word that it suspects is an inaccurate transcription, it will prompt the user to 
enter the correct entry. Both of these cases are handled at the same time on a line-by-line 
basis. To aid the user, the application shows the original entry in the top box and allows 
the user to retype the information in the middle box. Once the user has reviewed and 
corrected the OCR output, he must click the button “save to files.” This opens a dialog 
box and prompts  the user to enter a filename  and desired output file type. Figures  42 
through 45 illustrate the OCR output produced by OmniPage®. 
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Figure 42.  Post-OCR Results of EX-1 using OmniPage® (after [2]) 
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Figure 43.  Post-OCR Results of EX-2 using OmniPage® (after [2]) 
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Figure 44.  Post-OCR Results of EX-3 using OmniPage® (after [2]) 
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Figure 45.  Post-OCR Results of EX-4 using OmniPage® (after [2]) 
Table 5 illustrates a summary of the accuracy rate and important findings for 
OmniPage®. 
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Cause / Findings 
EX-1 0 0 0  Recreated near-perfectly. 
EX-2 14 7 7 
 Text converted from portrait view to 
landscape. 
 Data placed in a table data structure. 
EX-3 4 3 1  Data placed in a table data structure. 
EX-4 5 2 3  Near-perfect table recreation. 
Totals 23 12 11  
Table 5.   OmniPage® Results and Findings 
In general, OmniPage® accurately transcribed each input file. In most cases, the 
application created fully modifiable outputs that were near-duplicates of the input files. 
While the program did encounter errors, no specific trends appeared. When an error was 
encountered, it was corrected with the proofreader. The application was able to detect and 
represent data in different views—landscape and portrait, and also created very accurate 
and defined tables. Based on the findings for this application, the following scores were 
given: 
 Accuracy: 3 
 Consistency: 3  
 Speed: 3 
 Ease of Use: 1  
 Functionality: 3 
OmniPage® had the highest accuracy rate of all the applications. It consistently 
produced the same results. The applications OCR speed and proofreader allow the user to 
quickly review and correct the document. Using and understanding the basic functionality 
of the program can be accomplished in approximately one hour. Understanding the 
advanced functionality of the program can be accomplished in 2-3 hours. The application 
has fewer input file types when compared to OneNote®, however, it has the most output 
types of all three applications. 
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6. OCR Summary 
Table 6 illustrates a summary of the scores given to all the applications. 




Onlineocr.net 2 3 1 3 1 10 
OneNote® 1 1 1 2 2 7 
OmniPage® 3 3 3 1 3 13 
Table 6.   OCR Summary Scores 
In general, the OmniPage® software out-performed the other applications and 
received the highest score. Not only did it have the highest accuracy rate, it provided the 
most functionality—spellcheck, native text editor, and the most output formats. Based on 
these findings, OmniPage® was used to create the text files that were later used by the 
extraction programs.  
The second-best application was the open-source application. Although the 
application proved to be accurate, intelligent, and quickly learnable, it is limited by its 
page-per-hour restriction and number of input and output formats. 
OneNote® was least-favored because it produced highly inaccurate and 
inconsistent results. While the program provides spellcheck functionality and a vast array 
of input formats, it has limited output options and requires heavy user-involvement to 
correct the OCR outputs. 
B. PROGRAM DEMONSTRATION 
After the OCR comparison was conducted, two programs were created to extract 
the text-based consumption data text from the text files produced by OmniPage®. The 
goal of the first program was to automate the process of data extraction by using pre-
defined decision-making logic. While the program strives for automation during the text 
extraction phase, user interaction is necessary at the end to verify the outputs. The goal of 
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the second program was to involve the user in every decision. Since it had no pre-defined 
logic statements, the responsibility for deciding whether a consumption data element was 
true and accurate was placed on the user. These programs were created with one 
assumption: the input document was in an acceptable format for the application and free 
of errors. Thus, the programs have been given “perfect inputs” which allows the testing to 
focus solely on data extraction.  
The automated program was tested first in a two-phase process. During the first 
phase, each page was examined separately to determine what unique characteristics 
existed to distinguish desired elements from superfluous information. Once the unique 
characteristics (if any) had been identified, the program was written to detect them and 
successfully extract their contents. Some of the input documents followed regulated 
correspondence procedures, allowing the leveraging of some of their suitable 
characteristics. During the second phase, all five of the input documents were placed into 
one document for the application to process as a whole. This tested the ability of the 
automated application to work as designed. After the automated application was tested, 
the walkthrough application was designed and tested as two versions: line-by-line and 
page-by-page.  
1. Automated Program 
a. File Input and Closing 
In order to begin extracting consumption data out of the input files, the program 
first opens an input file, reads each line into a list, and then closes the input file. While 
this part of the program produces no output, it handles necessary application overhead to 
start the process. Figure 46 illustrates the coding of the file open and close function. 
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Figure 46.  Automated Program: File Open and Close 
The program begins by asking the user to input a filename. Once the input has 
been given, the program calls the first function: fileOpenRoutine(fileName). This function 
takes the name of a file entered by the end user, opens it, reads in each line from the file, 
records the number of lines, and closes the file. To aid later data extraction and 
readability, white space is stripped off the beginning and end of each sentence and blank 
lines are removed. 
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b. Detect and Extract Document Information 
Now that the input file has been read, the program begins by identifying and 
storing the important identifying information of each document: name, date of publish, 
subject, etc. Figure 47 illustrates the coding of this function. 
 
Figure 47.  Automated Program: Detect and Extract Document Info 
This part of the program begins with a logic test. “if ‘MCO’ in rawData[3] … 
handleMarineCorpsOrderIdentifyingInformation(rawData)” conducts a logical test to see 
if the string “MCO” is present in the third line of the document. Due to the template-
based nature of the document, the test is passed, and the program executes the function to 
handle a MCO: handleMarineCorpsIdentifyingInformation(rawDataList). It is important 
to note that the input document was written in 1997 and may not represent the format of a 
current MCO. Thus, it is important for a final and fully-implemented application to 
follow the most current standards and policies. 
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The function handleMarineCorpsOrderIdentifyingInformation(rawDataList) 
handles the identification of the document name, date it was published, and subject of the 
document. Since a MCO follows standard correspondence procedures and the program 
was given perfect input, these data fields were extracted out of the document by using 
their exact line numbers. For example, MARINE CORPS ORDER 8010.1E resides on 
line six, the date of the document resides on line five, and the subject of the document 
begins on line nine and ends when the first occurrence of “Ref:” is encountered. It is 
common for the subject line to span several lines, requiring the program to link 
(concatenate) the lines together in order to accurately present the subject field. Testing for 
“Ref:” also represents one of the first major problems with implementing an automated 
program. Testing for the presence of this exact string had to be done in order to stop the 
program from entering an endless loop. Since the program was given perfect inputs, this 
was not a problem. However, if the user who verifies the OCR output makes an error and 
allows a different string such as “ref:” to go through, it would cause this particular 
program to crash. 
While this function handles the detection and extraction of the identifying 
information for the front page of a MCO, it can be used as a template function to handle 
other documents: field manuals, technical manuals, etc. Figure 48 illustrates the output of 
this function once the program successfully detected and extracted the document’s 
identifying information. 
 
Figure 48.  Detect and Extract Document Info Output 
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c. Detect and Extract Table Information 
This part of the program is responsible for detecting tables in the documents and 
extracting their contents. Figure 49 illustrates the coding of this part of the program 
(v1.0), which tests for the presence of the “Infantry-Heavy Threat Combat Planning 
Factors Table.” In the example given, the function handleDataStructures(rawData) is 
called by the program after the file has been read and the document’s identifying 
information has been recorded. By studying the input document, we know that the string, 
“Infantry-Heavy Threat Combat Planning Factors Table,” represents a table inside the 
document that contains lines of consumption data. In order to begin data extraction from 
the table, a logical test is conducted first to see if the table is present in the document: “if 
‘Infantry-Heavy Threat Combat Planning Factors Table’ in rawData[counter]” is tested 
on each line from the input document. After the program detects the table, it reads lines 
of data into an intermediate data structure, “tableData,” until the next occurrence of the 
word “Table” is encountered. This had to be done for the same reason for which the 
occurrence of “Ref:” was tested. Due to the current format of the input document, no 
distinguishable landmarks existed for the program to stop. The only way to get the 
program to stop was by testing for the presence of a new table. Again, should the word 
table not exist or be spelled incorrectly; the program would enter an endless loop, 
requiring user intervention. 
By reading the table contents into the secondary data structure “tableData” we can 
further isolate the inputs for extraction. Another counter, “tmpCounter,” is used to 
prevent the main program counter, which controls position, from being adjusted, saving 
the correct position in the main program until the secondary extraction process has 
completed. Further leveraging known information from the input document, we know 
that the DODIC has a length of five characters. Thus, the logical test 
“if(len(tableData[tmpCounter]) == 5)” is used to indicate when a new line of data is 
encountered. Once a new line of data is encountered, the previous line of data, 
“dataLine,” is printed to the screen. Note: some of the logic tests created for this program 
may cause false positives. For example, if a consumption data element is five characters 
and not a DODIC, the program would attempt to extract the data based on a false 
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positive. However, using these tests became necessary because no other distinguishable 
tests could be created based on the format of the input document. Thus, in order to reduce 
complexity of the code and minimize false positives, new standards for the input 
documents may be needed. Furthermore, while the logic test checks for the presence of 
the “Infantry-Heavy Threat Combat Planning Factors Table,” testing can be done on 
other inputs. For example, placing “Infantry-Heavy Threat Combat Planning Factors 
Table,” “Armor-Heavy Threat Combat Planning Factors Table,” and the “Composite 
Combat Planning Factors Table” in a list data structure could be used to repetitively test 
for table existence. By using this approach, a “consumption data dictionary” that contains 
known occurrences of table names could be created. Over time, this dictionary could 
track all known occurrences of tables and provide template-based formatting for their 
extraction. For example, if the program were to recognize and detect the presence of an 
“ammunition table” and have a pre-defined understanding that this table was 10 lines of 
data, the program could locate the table and extract 10 lines of data. This would help 
alleviate some of the hard-coded complexities in previous examples. Figure 50 illustrates 





































Figure 49.  Automated Program: Handle Data Structures (v1.0) 
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Figure 50.  Handle Data Structures Output (v1.0) 
To illustrate how new policy standards can help reduce the amount of coding and 
overall complexity of the program, two landmarks were inserted before and after the 
table. The phrases “Begin Table” and “End Table” were placed in the input document as 
wrappers around the table. The program was then modified to detect these phrases and 
conduct data extraction. These changes are illustrated in Figure 51. 
 
Figure 51.  Automated Program: Handle Data Structures (v2.0) 
By placing these phrases into the input file, we were able to drastically reduce the 
complexity of the program. Rather than creating programs that must handle very specific 
tests such as detecting the string “Infantry-Heavy Threat Combat Planning Factors 
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Table,” refinement of the input allows more general usage, regardless of table name and 
input document type.  
d. File Output 
This part of the program focuses on placing the consumption outputs into a file. 
While this program focuses on output to a file, the output produced can be interpreted  
as a (key, value) pair. This key value would take the following form: a string key 
consisting of the documents identifying information and a list value that would consist  
of each line of consumption data. Thus, it would be (string identifyingInformation, list 
consumptionDataLines). Although this program concentrates on writing outputs to a file 
at the end of the document’s processing, the outputs could be written to a file as the 
program works through each consumption table. For example, when a table is 
encountered, the entire table is written to the file, the data structure that holds the table 
information is then cleared, and the process is free to move to the next table, allowing 
repetitive use of the intermediate data structure. Figure 52 illustrates the coding of this 
function. 
 
Figure 52.  Automated Program: File Output 
While this function produces no visual output, it places all of the contents in the 
provided table into the provided filename. The contents of this table would consist of all 
the consumption elements extracted from the input document. 
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e. Phase Two Test 
In order to test the automated program for phase two, all of the input files were 
consolidated into one file named “consolidatedinputs.txt.” The program was slightly 
modified to search for all occurrences of the tables inside of the consolidated input file. 
Again, it became necessary to create unnecessary tests based on false-positives caused by 
the format of the input document. The exact string “Infantry-Heavy Threat Combat 
Planning Factors” was found on the first page of the input document in the enclosure 
section. The program began to extract data from this point, all of which was incorrect. “If 
((counter > 90) and (“Infantry-Heavy Threat” in rawData[counter]))” represents the logic 
test that had to be created in order to access the table at the correct position. This could 
have been avoided by giving the program only the sections of the document that 
contained the tables. However, this requires more user interaction. Additionally, the 
problem of determining when a table had ended presented itself again. In order to stop 
extracting data for a particular table, the program had to check for the presence of the 
next table. Using the “Begin Table” and “End Table” changes, as suggested earlier, 
would have prevented us from having to create these unnecessary tests. Should these 
tables not exist or their names be misspelled, this program would enter an endless loop. 
Figure 53 illustrates a program that was capable of extracting consumption data elements 
from all the tables in the consolidated input file.  
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Figure 53.  Automated Program: Handle Consolidated Input File 
f. Automated Program Summary 
The automated program takes only one user input to begin processing—a 
filename. Once the filename has been entered, the program executes automated analysis 
of the file using pre-built logic tests. Once the program has finished its analysis, the user 
must verify each data element before it is written to the output file. This part of the 
program is not illustrated because it is very similar to the program presented in the next 
section. 
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While the goal of this program is to achieve automation, it requires extensive 
testing, logic creation, and still requires user interaction once the program has 
autonomously extracted out all the possible consumption data elements to review the 
results. Some of the logic tests used by this program are highly unnecessary and may 
ultimately cause the program to fail. For example, the test “If ((counter > 90) and 
(“Infantry-Heavy Threat” in rawData[counter]))” would be necessary unless user 
selection of the input data is given or refinement of the input document occurs. While the 
goal of creating these tests was to increase the accuracy of the output, they increase the 
complexity and length of the code, require additional processing power, and may cause 
the program to perform slower or more inefficiently. Additionally, they may only work 
with very specific inputs. In order to mitigate this problem, refinement of the input 
document is necessary. By creating unique identifiers such as “Begin Table” and “End 
Table,” the complexity and length of the program can be reduced while also allowing it to 
accept a larger variety of inputs.  
2. Walkthrough Programs 
While the automated program makes use of several functions, this program only 
uses one. Instead of extracting the document’s identifying information and consumption 
elements separately, this program allows the user to step through each line of the input 
document in sequential order, prompting the user to keep the line or disregard it. Thus, 
the need to separately process identifying information and consumption elements can be 
done simultaneously since both will come through as lines of input. Using this approach, 
the input file can be analyzed line-by-line or another increment: paragraph-by-paragraph, 
page-by-page, etc. Therefore, two approaches using this application are presented: line-
by-line and page-by-page. As a reference point, a page is defined as 45 lines of input. The 
decision to use 45 lines is based on the standard MS Word® document format. A one-
page document with one-inch borders can hold 45 lines of information in Times New 
Roman, 12-pitch font. 
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a. Line-by-line Program 
First, the input file is opened and each line of the document is read into a 
temporary data structure. Afterwards, the user is presented with one line of information at 
a time and is prompted to verify whether or not it is a data element. If, and only if, the 
user enters “yes,” the element gets placed into the final output data structure. Once the 
document has been reviewed and no inputs remain, the data structure that contains all the 
“yes” responses is then placed into an output file. Figure 54 illustrates the coding of the 
line-by-line program. Figure 55 illustrates a snapshot of the running application. 
 
Figure 54.  Line-by-line Program (coding) 
 
Figure 55.  Line-by-line Program (running) 
The main strength of this approach is its simplicity. The main weakness of this 
approach is its lack of functionality. As long as there is only one valid consumption 
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element per line in the input document, an end-user can quickly and accurately walk 
through the document. However, if the consumption data element is split apart and spread 
across multiple lines, the program output may not make sense. In order to correct this, the 
input document must be further processed or a string concatenation procedure must be 
created. While the program can quickly walk through each line, the end user may find it 
faster to view multiple lines of information at once with the ability to select specific lines 
or ranges. Thus, the page-by-page program offers a potential performance increase. 
b. Page-by-page Program 
This program is similar to the line-by-line program but aims to speed up the 





















Figure 56.  Page-by-page Program (coding) 
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The main strength of this approach is its speed. The main weakness is its need for 
structured and accurate input by the user. The program begins by prompting the user to 
enter specific line numbers that are deemed to be elements or consumption data. Before 
the user is able to enter input, 45 lines of data are presented to the user for review. The 
user must enter structured input (line numbers separated by white space) that corresponds 
to each correct line. Once the user input has been tied to corresponding lines, the 
respective lines are transferred to the final output data structure. Once all of the lines have 
been reviewed, the program terminates. An extension of the program would be the ability 
to go back through the final output list and modify and review the values as a second 
layer of precaution. While the goal is to speed up the process, it places more 
responsibilities and requirements on the end user. Unless failure logic is added, 
inappropriate responses or errors in the input will cause the program to fail or raise 


















Figure 57.  Page-by-page Program (running) 
3. Program Summary 
The first program concentrates on automated analysis with user interaction at the 
end of the automated data processing. While this program strives to achieve automation, 
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additional consumption document analysis and logic test creation is required. The 
creation of complex logic tests can be mitigated by further refinement of the input 
document. The second program concentrates on walkthrough analysis using two 
approaches: line-by-line and page-by-page. While the line-by-line program offers 
simplicity in its current state, it lacks functionality and may be slower than the second 
approach. Using the page-by-page approach, speed is offered at the loss of simplicity, as 
well as added reliance on user correctness, allowing 45 pages of information to be 
reviewed at a time. Since consumption data may be “buried” at the end of a consumption 
document, this approach allows the end-user to quickly reach their desired position in the 
document. Regardless of which program is used, the emphasis remains on correcting and 
ensuring that the input document is free of errors and is in the most optimal format. This 
can be accomplished through multiple layers of internal review and the establishment of 
















A. LESSONS LEARNED  
1. Choosing OCR Application 
Chapter II discussed two OCR approaches: free-form and template-based 
recognition. Due to the nature of the consumption documents reviewed by this thesis, 
free-form analysis was chosen over template-based. Although template-based OCR can 
be faster than free-form, no feasible template opportunities presented themselves. 
Additionally, template-based OCR requires a new template be created for every instance 
of a table. Thus, free-form OCR is the most-preferred method for the current state of 
consumption documents. Should consumption data be presented in a template format in 
future standards or documents, template-based OCR may present itself as an opportunity.  
Chapter IV compared three OCR applications: an open-source, online application, 
Microsoft OneNote®, and Nuance OmniPage®. Of the three applications, the 
OmniPage® software offered the most-reliable functionality and the highest accuracy 
rate and is therefore recommended over the other applications.  
OmniPage® allowed for a simultaneous conversion and correction process, 
removing the requirement to separately correct the input document in another text editor 
after it had been converted. The open-source, online application was more accurate and 
more robust than OneNote®. Although the open-source application claims to be free, the 
number of pages that can undergo OCR are limited unless additional pages are purchased. 
Thus, while it may not be feasible to use the online application, the OCR conversion 
process could be out-sourced at first until native OCR capability is acquired or created. 
OneNote® proved to be unreliable, creating numerous spelling errors while not providing 
intelligent functionality for creating tables or data structures. 
2. Choosing Application Approach 
Chapter IV compared two programs created to extract consumption information 
out of input documents: automated and walkthrough analysis. The walkthrough analysis 
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program was further subdivided into two approaches: line-by-line and page-by-page. 
While the automated program was able to autonomously extract consumption elements 
out of the input document, highly-complicated and restrictive parsing logic had to be 
created. Creation of this logic requires that the programmer understand and be familiar 
with the nature of the input document. Additionally, a programmer would need to see an 
example of every consumption document to ensure that they had correctly defined all the 
logic statements. Furthermore, creation of these restrictive tests should be minimized to 
ensure the application could be used in a wide range of environments. While the 
template-based nature of a consumption document such as a MCO allows the program to 
accurately extract the documents identifying information, it can also create problems that 
must be addressed. For example, consumption tables are commonly referenced as 
enclosures. Thus, logic had to be created to look past these occurrences. Additionally, 
user interaction must occur at the end of the program to verify that the program correctly 
interpreted and extracted all the possible data elements. 
Since the current state of consumption documents may require extensive logic test 
creation, the goal of the walkthrough analysis program was to circumvent this 
requirement. Allowing the user to walk through the input document in a line-by-line or 
page-by-page basis, the responsibility of verifying consumption data is placed on the end-
user instead of the program. While both approaches allow the end-user to walk through 
the input document, the page-by-page program is preferred since it allows for rapid 
movement, selection, and verification. 
Regardless of which program is used, the need to refine and format the input 
document remained a central focus throughout the process. First, the input document 
should be converted to an appropriate input format (.docx, .txt, .PDF) for the extraction 
program. In this thesis, a text file with a .txt extension was used to keep the input very 
simple and to allow the native Python libraries to open the files. Once the document has 
been placed into the appropriate format, it should be reviewed and reformatted (spelling, 
table creation, etc.) in order to make the document easier to read for the end-user of the 
program. While many of these steps may be required due to the current state of 
consumption documents or the system as a whole, future standards and policies can be 
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dictated and followed to reduce the steps required in this process. Although the program 
focuses on output to a file, it can be altered slightly to output a (key, value) pair. The 
decision as to what output to use is based on the storage approach used by the end-user. 
This part of the problem was left for future analysis and research. 
B. RECOMMENDATIONS 
This thesis recommends the following:  
 Establish a baseline listing and collection of consumption documents in 
one central location. In order to create a reliable automated application, 
the program should be aware of all known iterations of a consumption 
document. 
 Convert the input documents using OCR software that primarily focuses 
on OCR or outsourcing to achieve the desired input format. Although 
professional-grade software such as OmniPage®, isn’t free, it offers the 
highest accuracy and most functionality at a relatively low cost. 
 Refine and utilize a page-by-page walkthrough analysis program to extract 
and upload the first iteration of consumption data elements, using the 
baseline listing as a checklist. 
 Refine standard policies and correspondence procedures for the 
representation of consumption data in future documents. 
 Once the baseline has been established and refined policies have been 
created, refine and utilize an automated analysis program. 
Due to the current format state of consumption documents and the lack of a 
centrally - located baseline listing, implementation of an automated program would be 
ineffective. Thus, the baseline should be created using a walkthrough program and then 
gradually migrated to a point where an automated program can produce accurate results 
without unnecessary coding. 
C. FUTURE RESEARCH 
The following areas represent opportunities for future research and development: 
 Although commercial-off-the-shelf OCR technology was compared, a 
native OCR application could be researched and created. Conducting 
research in this field would require extensive background in computer 
vision, text analysis, and application coding and may require more than 
one thesis to fully-develop the application. 
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 While a “bare-bones” walkthrough analysis program was given, the 
creation and refinement of a walkthrough application might be 
accomplished in the scope of a single thesis. 
 Further advancement and creation of an automated program would be best 
suited for a single thesis. Should this avenue be pursued, it is 
recommended that the researcher have a background understanding and 
access to Marine Corps logistics documents and be proficient in 
application coding. 
 While the programs that are presented make use of safe coding practices, 
they do not focus on security vulnerabilities that may or may not be 
present. Thus, vulnerability testing could be conducted. 
 This thesis addresses how inputs can be placed into a database. It does not 
illustrate how this data can best be presented to the end user. Thus, data 
access and representation can be researched from a Human Computer 
Interaction (HCI) standpoint. 
D. SUMMARY 
In conclusion, this thesis has strived to provide the best picture for the way 
forward by conducting background research into OCR and presenting multiple 
approaches for tackling the analysis phase. The purpose of the examples given, problems 
identified, and recommendations presented is to support the Marine Corps advance 
towards automation of logistics consumption data and associated planning, allowing its 
focus to remain on winning the nation’s wars. 
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