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1. INTRODUCTION 
We reserve in this article the notation A 2 0 for a real n X n matrix A 
with nonnegative entries. This differs from the more common usage of the 
symbol by which the matrix is stated to be positive semidefinite, but should 
not cause any confusion. We also consider the corresponding partial order 
relation. For real n X n matrices A, B we use the notation A < B if the 
difference B - A >, 0. Let M, denote the set of real n X n matrices. 
DEFINITION 1.1. Let f: J + R be a real function defined on an interval 
JcR. 
(1) f is said to be m-positive if 0 E J and f(A) 2 0 for every symmetric 
matrix A > 0 in M, with spectrum contained in J, and every n E N. 
(2) f is said to be m-monotone if A < B * f(A) <f(B) for all symmet- 
ric matrices A, B > 0 in M, with spectra in J, and every n E N. 
(3) f is said to be m-convex, if A ,< B * @A +(l - h)B) Q hf(A) + 
(1 - h)f(B) for A E 10, 11, and all symmetric matrices A, l3 > 0 in M, with 
spectra in J, and every n E N. 
Notice that (3) in Definition 1.1 is meaningful, because J is an interval. 
The conditions imposed imply that the spectrum of AA + (1 - A)B is con- 
tained in J. The functions f(t) = t”l are m-positive for n = 0,1,2,. . . . It is 
clear that a pointwise limit of m-positive (respectively m-monotone or 
m-convex) functions is again m-positive (respectively m-monotone or m-con- 
vex). 
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The purpose of this article is to relate the three types of functions 
introduced in Definition 1.1 to each other. This is done in Theorem 2.1. We 
then proceed in Theorem 3.3 to give a complete characterization of these 
types of functions. 
If the order relation on M, based on the notion of nonnegative entries is 
replaced by the more common order relation based on positive semidefinite- 
ness, then the function classes (1) and (2) in Definition 1.1 are well known. 
The first class is simply the functions with nonnegative range, while the 
second consist of those functions that admit an analytic extension into the 
complex upper half plane mapping the upper half plane into itself [6]. The 
notion of convexity (3) in Definition 1.1 is not studied in the literature for 
either of the types of order relation. 
Micchelli and Willoughby [7] h c aracterized the continuous m-positive 
functions on the interval J = [0, w[, and their proof is still valid in the case 
.l = [O, 4. 
2. FUNDAMENTAL PROPERTIES 
THEOREM 2.1. L.et f :] -+ R be a real function defined on an interval 
] c R. The following statements are valid: 
(1) Zf 0 E J and f(O) > 0, then f is m-positive if and only $ it i.s 
m-monotone. 
(2) Zf f is m-monotone, then it is also m-convex. 
Proof. We first assume, to prove (l), that f is m-monotone. By setting 
A = 0 we obtain 0 < f(0) < f(B) for every symmetric matrix B E M, for 
which 0 Q B; thus f is m-positive. To prove the converse, we consider 
symmetric matrices A, B E M, with nonnegative entries and spectra in J and 
construct the 2 n X 2 n block matrix 
Let I denote the unit matrix in M,. For A E [0, 11, the 2n X 2n block matrix 
A”21 
U= 
-(1-h)1'2z 
(l-Ay2z A"'Z 
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is unitary, and we calculate that 
u*xu = 
AA+(l-A)B h1/2(1-A)1’2(B-A) 
A1’2( 1 - A)““( B - A) (1-A)A+AB 
We notice that the spectrum of U*XU is contained in J and that U*XU > 0 
if A Q B. If f is m-positive, then 
f(u*xu) =u*f(x)u= u* f(gA) 
i 
f(Og) u 
I 
Af(A) +(I- A)f(B) A”2(l-A)1’2[f(B)-f(A)] = 
A”2(l-A)1’2[f(B)-f(A)] (1-A)f(A)+Af(B) 
is nonnegative, implying that f(A) < f(B). This proves (1). 
We remove the restriction 0 E J and suppose that f is m-monotone. If 
A Q B, then 
AA+(l-A)B 
0 
AA+(l-A)B A112(1- A)1’2(B - A) 
A”2(1-A)1’2(B-A) 
. 
(l-A)A+AB 
Since f is m-monotone, it follows that 
f(AA+(l-A)B) 0 
0 f((l-A)A+AB) 
6 f(u*xu) = U”f(X)U 
Af(A)+(l--A)f(B) A”“(1-A)“‘[f(B)-f(A)] = 
A”2(l-A)1’2[f(B)-f(A)] (1-A)f(A)+Af(B) ’ 
and the assertion is proved. n 
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One may ask whether the condition A < B in the definition of m-convex- 
ity might be omitted. However, if we consider the 2 X 2 matrices 
and B= 
and the m-monotone hmction f(t) = t2, then 
The condition is thus necessary for statement (2) of Theorem 2.1 to be valid. 
One can actually prove that if f(h A + (1 - A)B) < Af(A) + (1 - A)f( B) for 
A E [0, l] and all symmetric matrices A, B > 0 in M, with spectra in J, and 
every n E N, then f is linear. It is clear that an m-convex function may not 
be m-monotone, the function f(t) = - t being an immediate example. One 
could ask if the implication holds for functions that are positive in the 
ordinary sense; cf. 15, Theorem 2.51. However, it follows from Theorem 3.3 
that the positive function f(t) = t2 - 2t + 1 is m-convex, but not m-mono- 
tone. 
LEMMA 2.2. Let f : ] - cx, a[ --, R be a real function (with (Y < m>. Iff is 
m-positive (respectively m-convex), then so are the even and odd parts off. 
Proof. Let f b e as assumed. The even and odd parts of f are defined 
by setting 
E (t)=fw+f(-t) 
f 
and 
2 
0 (t) =f(t)-f(- t, 
f 2 ’ 
for t E I - a, a[. Let A, B > 0 be symmetric n X n matrices with spectra in 
] - (Y, (u[. We consider the decomposition of the 2 n x 2 n block matrix 
(i t)=U(t _O,)U*, where U=$(: AI). 
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Notice that U is a unitary 2 n X 2 n block matix. We obtain that 
f 
f(A)-f(-A) 
f(A)+f(-A) 
If f is m-positive, then we derive that Ef(A) > 0 and Of(A) > 0. The even 
and odd parts of f are hence m-positive. If f is m-convex, then 
f O 
( AA+(l- A)R 
*A+(;-+) <nf(; t)+(l-n)f(; i) 
for 0 Q A < I?. This inequality combined with the above calculation show that 
the even and odd parts off are m-convex. n 
LEMMA 2.3. An m-convex jkction f : ] - a, a[ -+ R is continuous. 
Proof. The even and odd parts of f are m-convex according to Lemma 
2.2 and hence convex (in the ordinary sense) on the half-open interval [0, a[. 
They are, in particular, continuous on the open interval IO, a[. This implies 
that f is continuous in all of the interval ] - a, a[ except possibly at the point 
0. However, the function f, defined by setting f,(t) = f(t + E) for 0 < E < 
a/2 is m-convex on the open interval ] - (a - E), a - E[. It follows that f, is 
continuous at the point t = - E, which implies that f is continuous also at 
the point 0. l 
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3. ANALYTIC CHARACTERIZATIONS 
THEOREM 3.1. An m-convex function f : ] - cr, a[ --) R (with (Y <m) is 
differentiable, and the function 
i 
f(t)-f(to) 
g(t) = t - t, 
fm tZt 
0' 
[f( > ’ 4) , f&r t=t, 
is m-monotone on the interval ] - a, a[ fm each to E [0, a[. 
Proof. Take to E 10, a[ and E > 0. The eigenvalues of the matrix 
are the numbers 
p=$(t+to-sign(t-t,)jw). 
There thus exists for each S with 0 < 6 < (Y an l o > 0 such that h,~ E 
] - (Y, (u[ for every t E ] - (a - S), a - 6[ and every positive E < eo. We can 
therefore, for such S, eo, and E, introduce the function g, :]-(a - S>, 
cy - 6[ + R given by the identity 
Let A E M, be a symmetric matrix with spectrum contained in ] -(a - a), 
(Y - 6[, and let us consider the spectral decomposition 
u*, 
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where U is a unitary n X n matrix. We obtain that the 2n X 2n block matrix 
=u 0 ( 1 0 u 
A, **a 0 tz -** 0 
. . 
0 .A”0 .E 
E . . . 0 t, .-* 0 
. . 
0 . . E 0 t, 
u o* ( 1 0 u 
The tensor product with the diagonal n X n projection matrix Pk with 1 as 
entry in row k and 0 elsewhere embeds the 2 X 2 matrices into 2n X 2n 
matrices. It follows that 
and consequently that 
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Notice that the matrices inside the sum are 2 X 2, while the matrices outside 
the sum are 2 n X 2 n block matrices. Furthermore, 
f 
for all symmetric matrices A, B E M, with spectra in ] - ((Y - 61, (Y - S[ and 
0 Q A < B. Together, these calculations show that g, is m-convex in the 
interval ] - (a - 61, o - 6[. 
Let us choose 6 > 0 such that t, E 10, (Y - 6[. The spectral theorem 
entails that 
/ f(A) -f(w) 
\ 
t E 
f( 1 
Cl-a)f(A)+d-(~L) E A_p 
= 
E to f(A) -f(P) 
E 
\ A-P 
4-(A) +(I- a)./-(~) 
where 
E2 
a= l 2+(A-t)2 E [0,1-J. 
Since f is continuous, one derives that 
lim g,(t) = lim 
f(A)--f(P) J(t)-Co) 
c-0 C-r0 A-P t - to 
for t # to, t E ] -(a - S), a - 6[. The limit is restricted to E < l o, where e. is 
chosen according to the value of 6. We furthermore notice that 
dto) = -fl to+c)-f(to-El 2E 
for 0 < E < co. The net g,(t,) is therefore convergent as well Indeed, since f 
is convex on ]o, a[, it has left and right derivatives in to, and lim, ~ o g,(t,) is 
their arithmetic mean. The limit function g = lim, ~ o g, is m-convex and 
hence continuous. It follows that f is differentiable in to. 
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By considering the even and odd parts of f separately, we are able to 
derive that f is differentiable in ] - (Y, (u[ except possibly at the point zero. 
However, the function f, defined by setting f,<t> = f(t + p) for 0 < Z.L < 
(Y /2 is m-convex on the open interval ] -(a - y), a - w[. It follows that f, 
is differentiable at the point t = - Z_L, which implies that f is differentiable 
also at the point zero. 
Let A, B E M, be symmetric matrices with spectra contained in ] - (Y, a[, 
and suppose that 0 Q A 4 B. We will prove that g(A) Q g(B) for arbitrary 
t, E [O, cu[. Since g is continuous, we may assume that A is strictly positive 
(aij>O for every i,j=l,..., nl. There exists thus a A E IO, l[ such that 
AB Q A. We consider the identity 
(3 ;) =A( $I $Z)i(l-A)( (A-*fy*)-’ t;z). 
and notice that 
(A-AB)(l-A)-’ 0 
0 t,Z 
We may first choose A sufficiently small for the matrix (A - AB)(l - A)-’ to 
have spectrum in the interval ] - a, a[. The spectra of both the 2 n X 2 n block 
matrices are then contained in the interval ] - (Y, (w[ for sufficiently small E. 
We can hence make use of the m-convexity of f and obtain the inequality 
+(1-AIf 
(A-AB)(l-A)-’ 0 
0 
It follows that 
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By dividing by E on both sides of the inequality, we obtain 
hence g,(A) < g,,-l(B). By letting E tend to zero, we conclude that g(A) < 
g(B). w 
LEMMA 3.2. ljf:J+ R is a diflerentiable function defaned on an open 
interval J, then 
fn- each symmetric matrix A E M, with spectrum contained in J, and every 
n E N. 
Proof. The eigenvalues of the 2 X2 matrix 
t E 
( 1 
are the numbers 
t 
t + E and t - E. They are eventually, for t E J, conta:ned in the open interval 
J as E tends to 0. The spectral theorem entails that 
If f is differentiable, it thus follows that 
for each t E J. Suppose now that A E M, is a symmetric matrix with 
spectrum contained in J, and let us consider the spectral decomposition 
u*, 
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where U is a unitary n X n matrix. We obtain that the 2n X 2n block matrix 
where Pk is the diagonal n X n matrix with entry 1 in row k and 0 
elsewhere. It follows that 
0 = 
f’(A) 
and the assertion is proved. n 
THEOREM 3.3. Let f:]- a, a[ + R be a real function (with a <co). The 
following statements are valid: 
(1) The function f is m-positive $ and only if it is real analytic and the 
derivatives at zero, f’“‘(O), are nonnegative for n = 0, 1,2,. . . . 
(2) The function f is m-convex if and only if it is real analytic and the 
derivatives at zero, f ‘“‘CO), are nonnegative fw n = 2,3,. . . . 
Proof. A real analytic function f : ] - a, a[ + R with the property that 
the derivatives at zero, f '"YO), are nonnegative for all n 2 no for a certain n, 
is the sum of the convergent series 
f(t)=,goqt’ VP=]-a,a[. 
Consequently, it allows an extension to a holomorphic function defined on 
the open disk (z EC I IzI <a). If no = 0, then f is m-positive. If no = 2, 
then f is the sum of a linear part and an m-positive part and is thus 
m-convex. This proves the sufficiency of the conditions in (1) and (2). 
To prove the necessity of the condition in (1) we assume that f is 
m-positive. Theorem 2.1 and Theorem 3.1 imply that f is differentiable. 
Since f is also m-monotone, we can make use of Lemma 3.2 and conclude 
that the derivative, f’, is m-positive. Repetition of this reasoning immedi- 
ately yields that f is infinitely differentiable on the interval ] - o, LYI and that 
ali the derivatives are m-positive functions. In particular, f(‘)(O) > 0 for 
n=O,l,Z ,,... 
The divided difference 
i 
f(t)-f(to) for t2t 
h,(t) = &T(t) = t - t, 
0, 
Ircto, for t = t, 
with base point t, E [0, a[ is m-monotone according to Theorem 2.1(Z) and 
Theorem 3.1. We notice that h;(t,) = iJ”(t,) and calculate the second 
divided difference with base point t, to be 
h(t)-Wo) for tZt 
h,(t) = 
t - t, 
0, 
f”(to> 
2 
for t = to 
I 
f(t)-[f(to)+f’(to)(t--0)l 
(t - t,Y 
for tZt ov 
= 
f”(b) 
2 
for t=t,, 
and inductively the nth divided difference with base point to to be 
h,(t) = 
I h,,-,,(t) - hwdto) for t z t f - to OT 
f(Vo) 
for t = to 
I n. 
:! for t #to, 
for t= t,. 
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All the divided differences with base point t, E [0, (u[ are m-monotone 
functions on ] - Ly, a[. 
We expand f around a point t, E ] - a, a[ to obtain 
f(t) =f(to>+fYto)(t--cl)+ cg+t _t,)2+ . . . 
+ f’“-“(to) 
(n_I), (t-to)n-l+R”w 
for t E ] - a, a[, where 
k(t) = qqt - toy, 
and 5 is a real number between t, and t depending on t and n E N. 
Let t, E [0, a[, and choose /3 such that 0 < t, < /3 < a and h such that 
2h = /3 - t,. Notice that &I< p - h for t E ]to - h, t, + h[. We thus obtain 
It - t,l It - t,l 
oQp_,~,“r(t)= h <l for tE]t,-h,t,+h[. 
We first assume that the m-positive function f is either even or odd. The 
derivatives f’“) are then even or odd, depending on f and n E N. If h, is 
the nth divided difference with base point 151, it follows that 
f’“‘(5) I I f(P) - = n! f’“‘(k3 Q h (p) I n n. Q (P-161)“’ 
We deduce consequently that 
IR ( n t fF(t-toy <f(p)r(ty Vt+,-hh,t,+h[. 
The Taylor series (expanded around to> is hence convergent towards f in the 
interval ]to - h, t, + h[. Since this can be done for arbitrary t, E [0, a[ and 
p E ]to, a[, we obtain that f is real analytic in the interval I- $x, CY[. But 
since f is even or odd, we conclude that f is real analytic in the whole 
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interval ] - CY, (w[. In the general case we consider the even and odd parts of 
f, which are m-positive functions according to Lemma 2.2. The even and odd 
parts of f, and consequently f itself, are hence real analytic functions in the 
interval ] - C-Y, (u[. 
To prove the necessity of the condition in (2) we assume that f is 
m-convex. The divided difference for t, = 0, 
( f(t)-f(0) g(t) = for tzo f’(O) t for t = 0 
is m-monotone on ] - a, a[ according to Theorem 3.1. The difference g(t) - 
g(O) is m-positive on the interval ] - (Y, (Y[ and can therefore be expressed as 
the sum of an infinite series 
g(t) - g(O) = z? c,t” V’tE]-cx,a[, 
n=l 
where c, > 0 for n = 1,2,. . . . It follows that 
f(t) = f(0)+f’(0)t + : C,_lP vtq--,a[, 
n=2 
and the proof is complete. n 
We have in particular proved that a twice differentiable function 
f : ] - a, a[ --, R is m-convex if and only if the second derivative f” is m- 
positive. 
COROLLARY 3.4. Let f:]-cu,a[+R (with 
or m-convex function. Then f can be extended 
f:(zECI lzl<a}+C, and: 
CY GM) be an m-positive 
to a holomorphic function 
(1) lf f is m-positive, then f(A) 2 0 for every matrix A > 0 in M, with 
spectrum contained in the open disk (z E C I Iz( < a), and every n E N. 
(2) lf f is m-convex, then A<B * f(AA +(l- h)B)<hf(A)+ 
(l- AIf fw A E 10, 11, and all matrices A, B >/ 0 in M, with spectra 
contained in the open disk (z E C I IzI < a}, and every n E N. 
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Notice that f(A) in the corollary is defined in terms of the functional 
calculus for holomorphic functions. The spectral theorem is no longer avail- 
able. Indeed, the matrix A may even be nilpotent. 
Proof. We have already proved that f can be extended to a function 
holomorphic in the open disk {z EC I (zJ < a}. We derive (1) from the 
nonnegativity of the derivatives at zero. The proof of Theorem 2.1(2) is valid 
also in this situation, and we obtain that an m-positive function satisfies the 
convexity condition in (2). Finally, let f b e m-convex. We obtain (2) because 
f is the sum of an m-positive part and a linear part. n 
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