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[Abstract: This paper presents an application of the Ricardian approach to evaluate the impact of
climate change on farmland values in Nepal. The Ricardian approach is estimated using a panel
fixed effects model and the outcome is compared against two separate models that incorporate the
spatial nature of the data: a spatial lag and a spatial error model. The findings suggest that Nepalese
farmlands are sensitive to climate change, and this result was consistent in both the spatial and the
non-spatial framework. The inclusion of the spatial effects, however, produced significantly more
conservative estimates of climate change impacts. Average temperature in the spring and summer
season; and average rainfall in the spring, autumn and winter season were found to have an impact
on farmland values. In addition, the existence of non-linear relationships between climate change
and farmland values were found in certain seasons. The results from the marginal impacts
suggested the optimal temperature for farmlands to be between 23.880C and 29.360C, and the
overall impact of temperature on land value was Rs. 9,075/hectare. Similarly, for rainfall, it was
found that 1mm increase in average rainfall resulted in a rise in farmland value by Rs.
2,289/hectare.]
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I.

Introduction
Climate change is emerging as a significant threat facing humanity in the 21st century. The

fluctuating patterns of temperature, precipitation and the frequency of extreme weather events are
disrupting the delicate balance of climate and life, with serious impacts on food and agriculture,
water sources, and health (WHO, 2003). Agriculture, in particular, could be seriously affected
through climate change due to its dependence on natural weather patterns and climate cycles for
its productivity.
Many developing countries depend heavily on agriculture, thus, the effects of climate
change on productive croplands are likely to threaten both the welfare of the population and the
economic development of these countries. Nepal is a developing country that is located in South
Asia between India and China. Nepalese agricultural sector contributes to more than one third to
the gross domestic product (GDP), and employs more than half of the total labor force (Acharya
& Bhatta, 2013). Such a heavy reliant on agriculture makes Nepalese farming population highly
vulnerable to the impacts of climate change.
Past studies suggest that the average annual mean temperatures in Nepal has increased at
an annual rate of .060C between 1977 and 2000 (Malla, 2009). This has subsequently led to
changes in the frequency of temperature extremes with more frequent warmer days and nights;
and less frequent colder days and nights (Gum et al., 2009). Precipitation on the other hand has
not displayed any definitive trends, but evidences indicate increasing occurrence of intense rainfall
events, and increasing flood days over the years (Gum et al., 2009). Such instances of extreme
temperature and precipitation can result in desirable agricultural land being undesirable since crop
yields are restricted. These changing climatic conditions have led to shifts in cropping patterns and
the agricultural sector in Nepal is consequently being severely hurt. Regmi, (2007) states that the
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eastern region of Nepal faced rain deficit in 2005/06 and crop production was reduced by 12.5%
on a national basis. Likewise, while Nepal used to be rice exporter in the past, the fluctuating
climate conditions has limited the rice yields and as a result Nepal has been a rice importer for the
past few years.
Nepal’s heavy dependence on agriculture coupled with the potential distressing effect of
climate change, and ultimately on the economy of the country itself, necessitates a thorough
analysis on the economic impact of climate change on the agricultural sector. An exhaustive
assessment of the economic impact will allow for new policy formulation on potential mitigation
and adaptation strategies to combat against the negative impact of climate change. In this paper,
an application of the Ricardian approach is used to evaluate the economic impact of climate change
on agricultural productivity in rural Nepal.
The results reveal that agriculture in Nepal is indeed sensitive to climate. In particular, it is
found that the average temperature in the spring and summer season; and average rainfall during
the spring, autumn and winter season affects crop yields and thereby, the value of farms. The
optimum temperature for agriculture was found to be between 23.880C and 29.360C, where the
farmland values increased by Rs.849/hectare for every degree increase in temperature within that
range. However, for temperature beyond 29.360c, the result suggested that farmland values would
decline by Rs. 1,069/hectare for every degree increase in temperature. The overall average total
impact of temperature, however, was Rs. 9,074/hectare during the summer and spring season.
Similarly, precipitation also seems to have an impact on the farmland values, with land values
increasing by Rs. 2,259/hectare for every mm increase in the mean rainfall level. Furthermore, the
climate change impacts displayed non-linear relationship with farmland values in certain seasons,
and this result is consistent with the Ricardian hypothesis proposed by Mendelsohn et. al, (1994).
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The other variables that were found to affect the farmland values were access to irrigation, access
to market center and the population level of different communities. From a modeling perspective,
we found evidence of significant positive spatial correlation, and the aforementioned results are
the outcome of spatial correction models. The implication of our result from an econometric
perspective suggests the need to depart from non-spatial analysis to studies that account for spatial
analysis in order to obtain more reliable estimates of climate change impacts on farmland value.

II.

Literature Review
Mendelsohn et.al (1994) developed a hedonic model of climate-land value relationships to

assess the impact of climate change on farmland values in the United States. They evaluated the
efficacy of the traditional production-function approach in estimating the impacts of climate
change with a new method, the Ricardian approach. The traditional production function approach
is based on crop simulation models where the climate change impacts are estimated by varying
input variables, including the climate itself. Mendelsohn et al., (1994) suggested that the limitation
of the production-function approach in failing to account for the numerous substitutions and
adaptations that farmers make could lead to inherent bias that results in overestimation of the
damages from climate change.
To overcome the limitations of the traditional analysis, Mensdelsohn et al., (1994)
developed a new technique, Ricardian approach. The Ricardian method is developed on the
assumptions of rational utility maximizing farmers, perfectly competitive markets and an equal
rate of capital per acre, interest rate and rate of capital gain for all parcels. Under such scenario,
farm value represents the present value of future rents in the Ricardian analysis. Empirically, the
Ricardian model is estimated by regressing land values or net revenue on linear and quadratic
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climate, soil and socio-economic variables. The proposed Ricardian model was applied in a cross
section study of 48 states in the US to measure the effect of climate variables on agriculture.
The result showed that the hypothesized quadratic nature of climate and land value
relationship were consistent across a number of specifications. Similarly, the marginal impacts
across different specifications suggested that higher winter and summer temperature were harmful
for crops while higher fall temperature, and higher spring and winter rainfall were conducive for
crop development, and thus the net revenues.
Although the Ricardian method is considered superior to the traditional approaches, there
have been several criticisms about the Ricardian approach as well (Cline, 1996; Fisher &
Hanemann, 1998; Darwin, 1999; Quiggin & Horowitz, 1999). Darwin (1999) maintained irrigation
to be an important variable and omitting it would make the model of Mendelsohn et al (1994)
inconsistent with the Ricardian principle. Cline (1996) argued that the assumption of unchanged
relative prices in the Ricardian approach makes it a partial-equilibrium analysis. In addition, Cline
(1996) also argued that the assumption of infinitely elastic supply of irrigation at current prices is
misleading. Fisher & Hanemann, (1998) demonstrated that the omission of irrigation from the
analysis could lead to an incorrect estimation of climate parameters’ signs and magnitude.
As a response to the debate on irrigation in Ricardian approach, Mendelsohn & Dinar
(2003) evaluated and quantified the role of irrigation in adapting to unfavorable climate conditions.
The authors compared the climate sensitivity of irrigated and rain-fed cropland and also measured
whether irrigated cropland is more, or less, climate-sensitive than rain-fed cropland.
Kurukulasuriya & Mendelsohn (2007) developed a choice model of irrigation in the context of a
Ricardian model of cropland. The paper looked at how climate affects the decision to employ
irrigation and whether climate had an impact on the net revenues of dryland and irrigated land.
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While one superior aspect of the Ricardian model over the tradition approach is its ability
to account for adaptations, this is also a limitation in itself, since Ricardian models are strongly
aligned with perfect adaptations assumption (Polsky, 2004). Subsequently, the negative impacts
in the Ricardian model are biased to be small. To account for the limitations in the ergodic
assumption of spatially and temporally invariant climate sensitivities, Polsky (2004) modeled a
modified regional scale Ricardian analysis by incorporating spatial and temporal variations in
climate.
The paper argues that excluding spatial variables to understand climate-land use
relationship fails to effectively capture climatic effects in different locations or time. The modified
Ricardian model is estimated using a spatial lag model with group-wise heteroskedastic term. The
results showed the spatial lag variable to be significant, suggesting the occurrence of inter farmer
communication across county borders. This finding was not captured by previous Ricardian
models that failed to account for the spatial nature of land values. Likewise, the results from the
heteroskedastic part of the spatial model suggested the importance of water management plans for
farmers in order to adapt to climate change.
Chatzopoulos & Lippert (2015) proposed a new estimation strategy to simultaneously
account for the spatial nature of land values and to explicitly recognize the endogeneity of farm
types and irrigation choices to climate. While the endogenous nature of farm type and irrigation
choices had primarily been modeled using conditional regressions, this paper was the first to use
a generalized spatial two-stage least squares (GS2SLS) method to treat the endogeneity problem.
The study used the 2010 German agricultural census and the individual farm level data were
grouped into 3515 communities. The empirical estimation of the Ricardian model was done by
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using the ordinary least squares (OLS) and 2SLS method for the a-spatial analysis, and the spatial
analysis was done through the spatially auto-correlated instrumental variables method.
The results from the a-spatial and the spatial model both showed that land values in Germany
were sensitive to climate. Higher temperature in cold season and lower temperature in warmer
seasons were associated with increased rental price of land. Similarly, precipitation displayed
concavity in the warmer seasons and convexity in colder periods. Nonetheless, the comparison
between a-spatial and spatial models revealed the need to depart from a-spatial OLS models that
treat the choice of irrigation as exogenous towards spatial models which simultaneously accounts
for the endogenous nature of irrigation.
A different drawback of numerous Ricardian studies that estimate climate change – land value
relationships has been with the use of cross-section data for analysis. Since climate coefficients
change over time, analyzing farms’ long-term changes using cross-section data may not give
reliable estimates. Additionally, in order to consider the endogenous nature of the irrigation, the
panel data approach can be formulated to remove misspecifications due to the lack of consideration
of adaptations and other phenomena that could occur in the long term as a response to climate
change or other factors (DeSalvo et. al, 2013). Recent papers have argued that a panel-data
approach is far superior for estimation of any hedonic models, including Ricardian analysis, if
panel data are available and the time varying and invarying coefficients are properly specified
(Massetti & Mendelsohn, 2011). A panel-data approach removes year effects and produces more
stable estimates of the climate coefficients (DeSalvo et.al, 2014). (Massetti & Mendelsohn, 2011;
Deschenes & Greenestone, 2011; Massetti et al, 2013) etc. have employed panel data methods to
study Ricardian analysis and the trend is now growing. Additionally, while most of the literature
on Ricardian applications primarily dealt with large countries/continents (e.g. US, Africa, South
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America etc.), (Raffaelli et al. 2013; Chatzopoulos & Lippert, 2015), demonstrated the possibility
of employing Ricardian approach for very small scale application.
Through this paper, we try to address the research gaps that have been identified in Ricardian
analyses, in particular, the aforementioned concerns. First, we follow the footsteps of Raffaelli et
al. (2013) and Chatzopoulos & Lippert (2015) and employ the Ricardian framework in the context
of a small country, Nepal. Second, considering the shortcomings of cross-sectional data
approaches in other Ricardian studies, this paper uses panel data approach to enhance estimates
reliability. Finally, we take into account the spatial nature of land values and our estimation
strategy incorporates spatial methods in the Ricardian approach. There are few studies that assess
the impact of climate change on agriculture in the context of Nepal, and none that addresses the
shortcomings of Ricardian method by using panel data and incorporating spatial methods.

III.

Data collection and Variables used
This paper used data from the Nepal Living Standard Survey 2002/03 (NLSS-II) and

2010/2011 (NLSS-III) of the Central Bureau of Statistics, Nepal. The NLSS survey follows the
Living Standards Measurement Survey (LSMS) methodology that has been developed and
promoted by the World Bank. The methodology applied in the NLSS has been used in more than
50 developing countries by the World Bank with the goal to foster increased use of household data
as a basis for policymaking. The NLSS survey included wide range of topics related to household
and community welfare, and the important socio-economic variables necessary were obtained
from the rural community questionnaire. The rural community questionnaire of the NLSS was
developed to interview leaders and knowledgeable persons representing the community of the
enumeration areas.
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In this paper, the primary sampling units (PSUs) are used as the identifier, rather than
households. The geo-coded coordinates were made available only for PSU, and not the households,
which constrained us to use the PSU level data in order to explore the spatial relationship in this
Ricardian study. The PSU identifier for the NLSS survey are either individual wards or sub-wards,
or group of contiguous wards in the same village development committee (VDC). The total sample
of the NLSS-II consists of 4,008 households representing 334 PSUs, of which 100 PSUs were
selected for NLSS-III as well. The total sample of the NLSS-III was estimated at 7200 households
in 600 PSUs. Among them, the NLSS-III sample is composed of all households visited by the
NLSS-II in 100 of its PSU, as mentioned earlier. Since the analysis of spatial econometric model
currently favors balanced panel data1, this study used only 155 PSUs. Of the 155 PSUs, 100 PSUs
were common in NLSS II and III, while we included another 55 PSUs in order to increase the
sample size. The adjacent PSUs between NLSS II and III were used as the 55 additional PSUs.
In addition to the community welfare data from NLSS, this paper used the ground station
climate data for daily temperature and precipitation from 1981-2010, obtained from the
Department of Hydrology and Meteorology, Nepal. The selection of weather stations nearest to
the PSUs was done in ArcGIS using buffer width of 50 and 80 km radius.
The variables used in this paper are described in more detail below:

Dependent variable

1

The spatial modeling software in STATA and R can handle unbalanced panel, but they are
done by imputing the data to make it a balanced panel. This could lead to less reliable estimates,
so the analysis in this paper focused on the available balanced panel data.
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The dependent variable is the self-reported average farmland value in each of the PSUs.
These values have been converted to per hectare land value in our analysis. While different
Ricardian papers have used net revenue or net profits as a proxy for land values (Kumar & Parikh,
2001; Mendelsohn & Dinar, 2003), this paper used the actual value that farm lands would receive
if they were to be sold. The question asked in the survey was “What is the average price of the
following types of land (agricultural/non-agricultural) in this area?”

Explanatory variables
Climate Variables
In order to construct the climatic variables, the daily temperature and precipitation
values for the time period 1981-2010 are used. Temperature and precipitation were classified into
four seasons2: spring, summer, autumn and winter. Daily temperature and precipitation data were
then converted into the four seasonal averages. In order to get the climatic data for 2002, the
seasonal average from 1981-2002 were taken, and likewise, the seasonal average from 1989-2010
were used to capture the 2010 values. The 2002 and 2010 climate data, thus, capture the rolling
average for the past 29 years. Using the constructed seasonal average, the first sets of climate
variables used were the linear and quadratic measures of seasonal temperature and rainfall. The
quadratic measures are specified to account for possible nonlinearities in the climate sensitivities.
Many Ricardian studies use only the seasonal averages for temperature and precipitation
to assess the impact of climate change on agriculture. However, extreme weather events could
have a more severe effect on crop yields and agriculture in general (Rosenzweig, 2001). In order
to capture such extreme events, two other sets of variables are used in this paper. The first sets of
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Spring season = March-May; Summer season = June-August; Autumn season = September-November; Winter
season = December-February.

10

climatic variables are the deviation of the seasonal temperature and precipitation for the year 2002
and 2010, from the rolling average of the past 29 years, for each of the four seasons3.
The other set of climatic variables employed to capture the extremities in climate were
warm spell duration index (WSDI), for temperature and simple precipitation intensity index (SDII)
for rainfall4. These indices are two of twenty-seven indices that have been recommended by
CLIMDEX project to capture extremities in climate (Lisa et. al, 2011). WSDI represents the annual
count of days each year that are part of a warm spell. More specifically it represents the annual
count of days with at least six consecutive days in which the daily maximum temperature exceeds
the 90th percentile of daily maximum temperature for a 5-day running window (Bronaugh &
Hiebert, 2015). SDII, on the other hand, represents the sum of precipitation in wet days during the
day divided by the number of wet days in the year.

Control variables
The set of control variables used in this paper are access to irrigation facilities, access to
market center, access to road network, access to electricity; and the presence of farmers group, all
within the context of the PSUs. Access to irrigation captures whether the PSU has irrigation
facilities available. Access to market center means if the PSU has a market center in that
community. Access to road and electricity follow similar explanation as the case of irrigation and

3

For example, the standard deviation for summer temperature in the year 2002 was
constructed as follows:
𝑠𝑡𝑑_𝑑𝑒𝑣_𝑠𝑢𝑚𝑚𝑒𝑟_𝑡𝑒𝑚𝑝2002 = √mean (summer temp2002 ) – mean (summer temp1981−2002 )
4

The construction of WSDI and SDII indices were done using “climdex.pcic” package available in R.
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market center. Lastly, farmers group captures whether the PSU had user groups, which in this
study is represented by the farmers group.
Finally, while various Ricardian studies have used soil type as another set of explanatory
variable, it has been excluded in this paper due to the nature of the econometric model
specification. This paper employs fixed effects model for both the non-spatial and spatial-analyses,
and the time invariant factors like soil type cannot be estimated in a fixed effects model. Hence,
soil type and other such time constant variables have been omitted in this paper.

IV.

Economic Theory and Econometric Methodology
The basic concept of the Ricardian approach is that land values and agricultural practices

are correlated with an environmental variable, climate. If the production of an agricultural
commodity represents an optimal use of land, then the observed market rent on the land should
equal the annual net profits from the production of that commodity in a competitive market. Thus,
farm value is the present value of current and future rents. Under the assumptions that interest rate,
rate of capital gain and capital per acre are equal for a parcel of land, farm value should be
proportional to land rent. One can then observe the relationship between farm values to climate
and other variables to infer the optimal use of land. Thus, depending on the positive and negative
impact of climate variables, the long run accumulation of net profit defines land value
(Mendelsohn et al., 1994).
In a Ricardian model, farm performance (Net revenue or land value) is regressed on a set
of agro-climatic and socio-economic variables to assess the impact of climate change on farm
performance. Mendelsohn et al. (1994) argued that the traditional approach to measure the impacts
of climate change on agriculture, the production function approach, was a crop specific analysis
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and it could overestimate the impacts. To overcome this limitations, the Ricardian approach was
developed, and it assumes the following specification (Mendelsohn et al., 1994):
𝑉 = ∫ 𝑃𝐿𝐸 𝑒 −𝜌𝑡 𝜕𝑡 = ∫(∑ 𝑃𝑖 𝑄𝑖 (𝑋, 𝐹, 𝑍) − ∑ 𝑅𝑋) 𝑒 −𝜌𝑡 𝜕𝑡
Where, farmland value (V) reflects the present value of future net productivity; 𝑃𝐿𝐸 is the
net revenue per hectare; 𝑃𝑖 is the market price of the crop i, 𝑄𝑖 is the output of the crop i; F is a
vector of climatic variables; Z is a vector of soil and economic variables; X is a vector of purchased
inputs (excluding land); R is a vector of input prices; t is the time and 𝜌 is the discount rate.
Assuming a farmer that wishes to maximize his land value by choosing X given the
characteristics of the firm and market prices, the Ricardian method is a reduced form model of the
endogenous variables (F and Z) that examines their effect on the farm value. The standard
Ricardian model hypothesizes a quadratic relationship between the land value (net revenue) and
climate variables.
𝑉 = 𝛽0 + 𝛽1 𝐹 + 𝛽2 𝐹 2 + 𝛽3 𝑍 + 𝜀
Where, 𝜀 is an error term. The linear and a quadratic term for temperature and precipitation
accounts for the nonlinear shape of the net revenue of the climate response function.
i) Panel Fixed Effects Model:
The preliminary analysis was conducted using the panel fixed effects model. The general
specification of the model can be written as:
𝑌𝑖𝑡 = 𝛼𝑖 + 𝛽𝑋𝑖𝑡 ′ + 𝛾𝑡 + 𝑒𝑖𝑡 ;

𝑒𝑖𝑡 ~ 𝐼𝐼𝐷(0, 𝜎𝑒2 )

Where;
𝑌𝑖𝑡

is the dependent variable observed for PSU i at time t. In this model, 𝑌𝑖𝑡 is the per hectare
farmland values in PSU for the years 2002/2003 and 2010/2011.

𝑋𝑖𝑡 ′

is a vector of explanatory variables for PSU i at time t. Where,
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Xit = {spring temperature, spring temperature sq, summer temperature, summer
temperature sq, autumn temperature, autumn temperature sq, winter temperature, winter
temperature sq, spring precipitation, spring precipitation sq, summer precipitation, summer
precipitation sq, autumn precipitation, autumn precipitation sq, winter precipitation, winter
precipitation sq, spring temperature deviation, summer temperature deviation, autumn temperature
deviation, winter temperature deviation, spring precipitation deviation, summer precipitation
deviation, autumn precipitation deviation, winter precipitation deviation, WSDI, SDII, irrigation
facilities, electricity, market center, population, road, farmer’s group}
𝛽

is a vector of coefficients.

𝛼𝑖

is the unobserved heterogeneity and

𝑒𝑖𝑡

is the error term.

𝑋𝑖𝑡 is a K-dimensional vector of explanatory variables that does not include the constant. The term
𝛼𝑖 captures the effects of those variables that are specific to i-th PSU and that are constant over
time. In this paper, 𝑒𝑖𝑡 is assumed to be independent and identically distributed over PSUs and
time, with mean zero and variance 𝜎𝑒2 . Thus, the fixed effects model treats the 𝛼𝑖 and N as fixed
unknown parameters. The estimator for 𝛽 can be obtained by:
𝑁

𝑇

𝛽̂
̅𝑖 )(𝑥𝑖𝑡 − 𝑥̅𝑖 )′)
𝐹𝐸 = (∑ ∑(𝑥𝑖𝑡 − 𝑥
𝑖=1 𝑡=1

−1 𝑁

𝑇

∑ ∑(𝑥𝑖𝑡 − 𝑥̅𝑖 )(𝑦𝑖𝑡 − 𝑦̅)′
𝑖
𝑖=1 𝑡=1

The fixed effects model concentrates on differences within PSU’s. Thus, it explains to what extent
farmland values deviate from average PSU farmland value.
Results from the preliminary analysis (Panel fixed effect model)
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The results from the panel fixed effect model are presented in Table (2). The findings
suggest that climate does seem to have an impact on the value of farms in Nepal. In particular, the
average temperature during the spring and summer season; and the average rainfall during the
spring, winter and the autumn season affect the farmland values. Additionally, the presence of
nonlinear relationship between climate and land values in certain seasons is consistent with the
findings from other Ricardian studies. Similarly, the effect of temperature on farmland values are
more pronounced than that of rainfall, and this suggests higher sensitivities of crop growth to
temperature changes (Lobell & Burke, 2008). In terms of the rainfall, the result suggests that while
higher rainfall is conducive for crop development, excess rainfall could have a negative effect on
the crops, and, thereby the farmland values.
In essence, the significant quadratic variables imply that climate and farm land values have
a nonlinear relationship, and it is consistent with the hypothesis of Ricardian approach
(Mendelsohn et. al, 1994). The positive coefficient in the quadratic terms for temperature (rainfall)
suggests a minimally productive level of temperature (rainfall) and either more or less temperature
(rainfall) would increase land values. The negative quadratic coefficients for temperature (rainfall)
indicate that there is an optimal level of climate variable from which the value function decreases
in both direction (Mendelsohn et. al, 1994).
Although the result from Table (2) implies that farmland values in Nepal are affected by
climate change, these estimates could potentially be biased if land values are spatially correlated.
Tobler’s (1979) first law of geography states that ‘near things’ are more related than ‘distant
things’. This suggests that farmland values could be spatially auto-correlated if there is a
dependency between farmland prices. In a developing country like Nepal where farmers may not
have sufficient information about their land characteristics, it is likely that land values could
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depend on interactions across space with other land owners. Patton & McErlean, (2003) highlight
interaction among landlords in order to base their starting price and such characteristic among
landowners may give rise to spatial relationships.
This provides a motivation to reassess our problem by incorporating the spatial framework.
Spatial modeling might also reduce omitted variable bias and account for spatial heterogeneity
from a data driven perspective. Omitted variable can arise because unobservable factors (e.g.,
location amenities, PSU prestige, water accessibility for irrigation etc.) could influence the
dependent variable (farmland values), and this can be accounted by incorporating spatial lags (Pace
& LeSage, 2009). Furthermore, a spatial lag model would also be crucial if we believe that herd
behavior exists in farmland markets, i.e., the selling price of farmlands at any particular location
acts as a signal that guides the selling price of nearby lands.
On the other hand, spatial heterogeneity can be accounted for with the assumption that
observational units in close proximity exhibit relationships that are similar to neighboring units,
and this can be modeled using the spatial error model (Pace & LeSage, 2009). Taking into account
the theory and data driven motivations for the inclusion of spatial effects to exploring climate
change – farmland relationship, the following sections present the spatial modeling framework and
the results.

ii) Spatial Model
For the estimation of fixed effect spatial model, 𝜇𝑖 is treated as a fixed parameter. The fixed
effect specification can be robust against the spatial specification of 𝜇𝑖 and is also known to be
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robust against the possible correlation of 𝜇𝑖 with included regressors in the model (Lee and Yu,
2010).
A general specification of the spatial panel fixed effect model takes the following form5:
𝑦𝑖𝑡 = 𝜆 ∑ 𝑤𝑖𝑡𝑗 𝑦𝑖𝑗 + 𝑥𝑖𝑡 𝛽 + 𝜇𝑖 + 𝑢𝑖𝑡
𝑗

𝑢𝑖𝑡 = 𝜌𝑤𝑖𝑡𝑗 𝑢𝑖𝑡 + 𝑣𝑖𝑡
Where, i is an index for the cross-sectional dimension (spatial units), with i = 1,..,N, and t
is an index for the time dimension (time periods), with t = 1,….,T. The additional terms in our
spatial model that differentiate it from the non-spatial one is the spatially lagged dependent
variable and the spatial autoregressive process in the error term. The variables in this spatial model
are defined as follows:
𝒚𝒊𝒕 = Vector containing the land prices per hectare for the year 2002/2003 and 2010/2011 in 155
PSU’s
𝒙𝒊𝒕 = Matrix containing the observation for the climate and non-climatic variables at the PSU level
𝒘𝒊𝒕𝒋 = An element of a spatial weights matrix W describing the spatial arrangement of the units in
the sample
𝜇𝑖 = PSU specific intercepts
𝝀 = Spatial lag (autoregressive) coefficient reflecting the importance of spatial dependence
𝝆 = Coefficient reflecting the spatial autocorrelation of the residuals 𝑢𝑖𝑡
𝒖𝒊𝒕 = Vector of spatially correlated residuals

5

Interested readers should refer to Elhorst, (2014) for detail on spatial panel data model.
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The regression coefficient 𝛽, the spatial lag coefficient 𝜆, and the spatial error coefficient 𝜌 are the
parameters to be estimated. There are four possibilities in this model:


𝜆 = 𝜌 = 0, leads to non-spatial fixed effects model



𝜆 ≠ 0, 𝜌 = 0, leads to spatial lag model



𝜆 = 0, 𝜌 ≠ 0, leads to spatial error model



𝜆 ≠ 𝜌 ≠ 0, leads to mixed spatial model

One of the crucial inputs that spatial models require is the weight matrix W, which summarizes
the spatial relations between n spatial units. In particular, the spatial matrix assigns nonzero
elements for each observation (row) whose locations (columns) belong to its neighborhood
(Anselin & Bera, 1998). A row-standardized weight matrix, where the row of the spatial weight
matrix sums to unity, is used in the spatial model. The wy term represents the weighted average of
the surrounding observations in the dependent variable; while the wu term represents the weighted
average of the surrounding error term. The spatial weight matrix, W, used in this paper is a 5nearest neighbor weight matrix for the PSUs in our sample. The parameters 𝜆 and 𝜌 measures the
extent of the spatial autocorrelation. Furthermore, setting the value of 𝜌 = 0 leads to a spatial
autoregressive (lag) model (SAR) that exhibits dependence only in the dependent variable.
Similarly, setting 𝜆 = 0 leads to a spatial error model (SEM), resulting in spatial dependence in
only the error term.

V.

Results
Table (3) presents the result for the estimates of SAR and SEM, along with the non-spatial

fixed effect model. Column (1) lists the result for the non-spatial panel fixed effects, column (2)
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presents spatial error fixed effect model and column (3) is the spatial lag fixed effect model. The
significance of the variables for both the non-spatial and spatial model is almost alike. While the
sign and significance of most coefficients in the three models are comparable, the magnitudes of
the climatic variables in the non-spatial model are larger in absolute value compared to the spatial
models. This finding is consistent with other papers that have compared spatial and non-spatial
modeling in the context of Ricardian framework (Kumar, 2011; Baylis et al., 2011).
The linear and the quadratic temperature variable for the spring season are significant
across all the models, while for the summer, the variables are significant in the non-spatial
(Column 1) and the SAR (Column 3) model. Winter temperature does not have any effect on
farmland values across all three models, and the linear term for autumn temperature was significant
in the non-spatial model. Looking at column (3)6, the turning point for spring temperature7 occurs
at 23.88oC, which indicates that average spring temperature above 23.88oC are associated with
higher crop yields, and it results in an increased farm land values. Similarly, the turning point for
summer temperature in column (3) is 29.50oC, indicating that farmland values decline when
average summer temperature exceeds 29.50oC. The result makes sense when we consider the major
agricultural outputs of Nepal. The major crops grown in Nepal are paddy, wheat and maize (Malla,
2009); and the estimated optimal temperature values in this paper are consistent with literatures
that have explored these crop’s life cycle. Karn, (2014) found that the critical temperature threshold
for rice yield in Nepal to be 29.90C, and temperature beyond that would lead to decline in rice
yields. (Bhatt et. al, 2014) found that the critical maximum and minimum threshold for maize

6

The turning point from column (1) and (2) were similar to column (3). We used column (3) for
the interpretation since that is the final model used.
7

Turning point for spring temperature = 2∗𝛽

𝛽𝑠𝑝𝑟𝑖𝑛𝑔 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒

𝑠𝑝𝑟𝑖𝑛𝑔 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑠𝑞𝑢𝑎𝑟𝑒
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production to be between 18 and 27oC in Eastern Nepal. Bannayan et. al, (2004) also suggest the
optimum temperature for maize growth in general should be between 22-25oC. These findings
could potentially explain the results found in this paper for the decline in farm land values at
temperatures below 23.88oC and beyond 29.50oC. Since the suitable temperature for both maize
and rice in Nepal lies between 22-30oC, it seems plausible that farmland values increase in that
temperature range. The other significant temperature variables in all three models were autumn
temperature deviation and WSDI. In particular, higher temperature deviation during autumn
season was found to negatively affect land values, while areas with higher annual warmer spells
had a positive impact on land values.
The coefficients on the linear and the quadratic precipitation variables suggest that autumn
and winter average rainfall affects farmland values and this result is consistent across all three
models. Similarly, higher spring precipitation has a positive outcome on farmland values across
all three models. This result also seems plausible when we consider the harvesting period of the
major crops in Nepal. The harvesting period in Nepal for rice starts from mid-October to
December, while wheat is harvested in winter period. Thus, the positive coefficients in the autumn
and winter rainfall imply the presence of suitable environment for these crops during harvest time,
which is positively reflected on the land values. Likewise, the negative coefficients on the
quadratic terms for winter and autumn precipitation imply that excessive rainfall during these
seasons could potentially damage the harvest, thereby negatively affecting the land values.
The other findings are that PSU’s with access to irrigation, market center and with higher
population have a positive impact on farm land values. These results also seem reasonable since
PSUs with irrigation facilities would not need to rely on rain-fed agriculture for crop growth and
thus, these areas have higher land values. Similarly, having a market center can allow for purchase
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of different agricultural products to improve yield; and higher population implies location with
better amenities that could be driving population growth, both of which would result in higher
farm land values as suggested by the results in this paper. Access to electricity has a positive impact
on farmland values across all three models, although the variable itself is insignificant. Finally,
time fixed effects were significant in all models and it highlights the importance of farm-level
adjustments in agronomic and cropping practices consequent to the climate change (Birthal et. al,
2014).
While the significance of most variable was comparable in all three models, the magnitudes
of the estimated coefficients were smaller in spatial models than the non-spatial fixed effect model.
Furthermore, the spatial correlation parameter (𝜌) in the spatial error model, and the spatial
autoregressive parameter (𝜆) in the spatial lag model were both significant, suggesting the
presence of spatial correlation. The positive coefficient on the spatial lag parameter 𝜆 indicates
that farmland values are positively affected by land values in the neighboring PSU’s. This
substantiates the need to incorporate spatial effects in our modeling, and ignoring these effects to
explore the impact of climate change on farmland values can lead to biased estimates8.
In order to choose the best spatial model, we relied on the lowest AIC and the highest loglikelihood values between column (2) and (3) in table (3). The estimates of the AIC and the loglikelihood value suggested the SAR (lag) as the better model. While the SAR model was preferred
from an econometric perspective, this lag model seems probable from an intuitive viewpoint as
well. It is reasonable to assume that if farmers do not know the inherent value of their land due to

8

I also tested for the presence of spatial correlation and lag simultaneously using the mixed

spatial model, but the effects were not significant in the joint model.
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insufficient information about land characteristics, land prices can depend on landowner
interactions. Similarly, one can also argue that farmlands surrounded by expensive lands could
potentially be worth more than those surrounded by inexpensive lands. Additionally, agricultural
land markets are highly localized with many buyers being farmers looking to add fields near to
their existing operation (Baylis et. al, 2011), which further strengthens the argument for the use of
lag model. Anselin et. al, (2008) states that for an equilibrium outcome of a spatial or social
interaction process where the value of dependent variable for one agent is jointly determined with
that of neighboring agents, a spatial lag model (SAR) is considered to be ideal. SAR model is thus
used for further analysis from hereon.

VI.

Marginal Impacts of Climate Change

Table (4.1) lists the marginal effects from the spatial lag model. In a spatial lag mode, the
spatial connectivity relationships mean that a change in a single explanatory variable in region i
has a ‘direct impact’ on region I as well as an ‘indirect impact’ on other regions j≠i (LeSage &
Fischer, 2008). Thus, the standard interpretation of estimated parameters as partial derivative is
no longer valid in the case of spatial lag model. Intuitively, the lag model implies that the farm
land values of region i depend on the values from neighboring region in this model.
The average direct effect measures the impact of changes in the ith observation of variable r
(e.g., temperature) using an average across the entire sample of regions. For example, the average
direct effect shows the impact of climate change in PSU i on farmland values of PSU i. The average
indirect effect, which captures the neighboring effect, measures the impact of an increase in climate
at PSU i on the farmland value of neighboring PSUs, averaged over all neighboring PSUs. The
average direct effect can be interpreted as the own derivative, while the average indirect effect
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captures the cross derivative. Finally, the average total effect is the sum of average direct and
indirect effect and it measures the total cumulative impact. In this paper the average total effects
measure how changes in climate affects total farmland values, taking into account both own-PSU
and spillover effects.
The result from table (4.1) suggests that temperature in spring and summer season affects the
farmland values. The direct effect shows that every degree increase in spring temperature beyond
a threshold value of 23.880C increases farmland values by Rs.849/hectare. Similarly, beyond the
summer temperature of 29.360C, every degree increase in temperature reduces a PSU’s farmland
value by Rs.1,069/hectare. The average indirect impact for the spring and summer temperature
are significant suggesting that the temperature at a particular PSU is also affecting the land values
of neighboring PSUs. While the direct impact of a degree increase in spring temperature beyond
23.880C is Rs.849/hectare at any particular PSU, the indirect impact suggests that the land value
in neighboring PSUs also increases by Rs.426/hectare. The significance of the indirect effect does
not seem implausible since climate is not vastly dissimilar in a small spatial scale. Therefore, if
spring temperature affects the land values at a particular PSU, it is likely to affect the neighboring
PSUs as well. Similarly, the total impact of an increase in the spring temperature beyond 23.880C
suggests that for every degree increase, the total farmland value increases by Rs.1, 276/hectare,
when taking into account the own-PSU effect and the spillover effect of a change in spring
temperature. The impact of summer temperature on farmland values can be interpreted in a similar
fashion. However, the average total impact of mean temperature during the spring and summer
season on farmland values is Rs. 9075/hectare9.

9

I calculated this value based on all the temperature variables that were significant for the
average total impact (Table 4.1 - Column 3): (𝛽𝑠𝑝𝑟𝑖𝑛𝑔 𝑡𝑒𝑚𝑝 + 2 ∗ 𝛽𝑠𝑝𝑟𝑖𝑛𝑔 𝑡𝑒𝑚𝑝 ∗
𝑚𝑒𝑎𝑛(𝑠𝑝𝑟𝑖𝑛𝑔 𝑡𝑒𝑚𝑝)) + (𝛽𝑠𝑢𝑚𝑚𝑒𝑟 𝑡𝑒𝑚𝑝 + 2 ∗ 𝛽𝑠𝑢𝑚𝑚𝑒𝑟 𝑡𝑒𝑚𝑝 ∗ 𝑚𝑒𝑎𝑛(𝑠𝑢𝑚𝑚𝑒𝑟 𝑡𝑒𝑚𝑝))
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In terms of rainfall, the results suggest that average direct effect of a mm increase in rainfall
during the spring season increases farmland values by Rs.355/hectare. Precipitation during autumn
and winter season impacts the farmland values too. Similar to the case of spring temperature, the
average indirect impact indicates that precipitations during these seasons are not only affecting
farmland values at that PSU, but also the land values in the neighboring PSUs. The average direct
impact of increase in precipitation during autumn and winter season is Rs.529/hectare and
Rs.2719/hectare respectively. However, excessive rainfall destroys crops and this is reflected in
the lower land value captured by the negative quadratic terms. The average total marginal impact
of annual rainfall at the mean is Rs.2,259/hectare for every mm increase in rainfall10.
SDII and WSDI, the two variables that capture the extremities in climate are both significant.
Higher SDII suggests occurrence of stronger precipitation and this has a negative impact on
farmland values. On the other hand, higher WSDI, which suggests higher number of days with
warm spell, positively affects the farmland values. Heavy rainfall can cause a disruption in crop
cycle balance and lead to lower yield which would negatively affect farmland values as shown in
this paper. The positive effect of WSDI also makes sense since paddy is one of the major crops in
Nepal, and it requires long period of warm growing season. Similarly, maize is another staple crop
of Nepal which also requires warm periods to grow properly, and thus higher WSDI can lead to
higher farmland values. The results for the average total impacts suggests that intense precipitation
lowers farm land values by Rs.425/hectare; while higher days of warm spell increases land value
by Rs.57/hectare. In terms of the non-climatic variables, PSUs with access to irrigation and market

10

I calculated this value based on all the precipitation variables that were significant for the
average total impact (Table 4.1 - Column 3): 𝛽𝑠𝑢𝑚𝑚𝑒𝑟 𝑟𝑎𝑖𝑛 + (𝛽𝑎𝑢𝑡𝑢𝑚𝑛 𝑟𝑎𝑖𝑛 + 2 ∗ 𝛽𝑎𝑢𝑡𝑢𝑚𝑛 𝑟𝑎𝑖𝑛 ∗
𝑚𝑒𝑎𝑛(𝑎𝑢𝑡𝑢𝑚𝑛 𝑟𝑎𝑖𝑛)) + (𝛽𝑤𝑖𝑛𝑡𝑒𝑟 𝑟𝑎𝑖𝑛 + 2 ∗ 𝛽𝑤𝑖𝑛𝑡𝑒𝑟 𝑟𝑎𝑖𝑛 ∗ 𝑚𝑒𝑎𝑛(𝑤𝑖𝑛𝑡𝑒𝑟 𝑟𝑎𝑖𝑛))
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center have land values that are higher by Rs.3862/hectare and Rs.3612/hectare respectively,
compared to the ones that do not have those facilities.

VII.

Conclusion and policy implications
This paper used an application of the Ricardian approach to analyze the impact of climate

change on farmland values in Nepal. Taking into account the major criticism of Ricardian approach
regarding the spatial nature of land values (Polsky, 2004) and endogeneity of irrigation choices
(Schlenker et al. 2005), this paper employed a spatial panel fixed effect model to estimate the
results. The results suggest significant evidence of spatial correlation and the impacts of climate
change were found to be more conservative in spatial models compared to the non-spatial model.
The general findings indicate that Nepalese farmlands are sensitive to climate change. In
particular, it is found that the average temperature in the spring and summer season; and average
rainfall during the spring, autumn and winter season affect crop yields and thereby, the value of
farms. The optimum temperature for agriculture seems to be between 23.880C and 29.360C, where
the farmland values increases by Rs.849/hectare for every degree increase in temperature within
that range. However, for increases in temperature beyond 29.360c, the result suggests that farmland
values will decline by Rs.1069/hectare. Taking into account the overall impact of temperature, the
results suggest that for every degree increase in temperature during spring and summer season,
landvalues would increase by Rs. 9,075/hectare. Similarly, precipitation also seems to have an
impact on the farmland values, with land values increasing by Rs. 2,289/hectare for every mm
increase in the mean rainfall level. Furthermore, the climate change impacts display non-linear
relationship with land-values in certain seasons, and this result is consistent with the Ricardian
hypothesis proposed by Mendelsohn et. al, (1994). The other variables that were found to affect
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the farmland values were access to irrigation, access to market center and the population level of
different communities.
Agricultural production is one of the major means of livelihood for most people in Nepal
and as such, policies should be directed towards helping people combat the impacts of climate
change. One solution could be to provide farmers support in the form of loans, access to seeds,
and technical advice on crop management and water harvesting so they can better adapt to the
changing climatic conditions. Poor farming population are most vulnerable to climate change,
particularly because they rely heavily on rain-fed agriculture. As such, policies should be directed
towards providing irrigation systems at minimal costs to these populations. Furthermore,
policymakers should also provide education and awareness to farmers on the dangers of climate
change as well as on the importance of employing irrigation as a way to increase their crop yields
and sustain their livelihood.
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IX.

Appendix

Table (1): Descriptive Statistics
Statistic
N
Farm land value (hectare)
Spring temperature
Summer temperature
Autumn temperature
Winter temperature
Spring temp. deviation
Summer temp. deviation
Autumn temp. deviation
Winter temp. deviation
WSDI
Spring precipitation
Summer precipitation
Autumn precipitation
Winter precipitation
Spring rain deviation
Summer rain deviation
Autumn rain deviation
Winter rain deviation
SDII
Farmer’s group
Road
Population
Irrigation facilities
Electricity
Market center

310
310
310
310
310
310
310
310
310
310
310
310
310
310
310
310
310
310
310
310
310
310
310
310
310

Mean

St. Dev.

Min

Max

35,290.740
22.719
25.754
21.351
14.115
1.150
0.630
0.808
0.881
40.423
40.626
252.309
71.807
14.820
2.322
3.735
1.122
0.441
19.862
0.097
0.416
1,064.410
0.790
0.610
0.694

143,103.500
4.243
3.775
3.933
3.232
0.994
0.780
0.859
0.950
63.001
26.231
100.455
46.747
10.460
2.621
7.967
0.723
0.446
6.828
0.296
0.494
1,095.483
0.408
0.489
0.462

127.180
9.007
15.611
10.677
3.100
0.004
0.0005
0.003
0.001
0
5.057
44.413
12.968
2.202
0.014
0.055
0.021
0.002
4.000
0
0
132
0
0
0

1,352,000.000
29.987
30.623
26.563
18.826
6.063
5.006
4.793
6.686
338
183.428
822.043
307.314
40.371
11.888
134.863
4.981
3.570
43.722
1
1
10,000
1
1
1
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Table (2): Panel Fixed Effects
VARIABLES
Fixed Effects
Spring temperature
-47,050.980***
(14,996.240)
Spring temperature sq.
1,015.119***
(286.032)
Summer temperature
66,502.760**
(27,368.920)
Summer temperature sq.
-1,141.376*
(633.514)
Autumn temperature
-21,202.540*
(11,964.360)
Autumn temperature sq.
366.673
(293.026)
Winter temperature
18,069.670
(16,561.780)
Winter temperature sq.
-686.470
(533.255)
Spring rainfall
341.952**
(167.413)
Spring rainfall sq.
-1.610**
(0.806)
Summer rainfall
103.417
(85.539)
Summer rainfall sq.
-0.105
(0.084)
Autumn rainfall
558.465***
(198.315)
Autumn rainfall sq.
-3.933***
(1.301)
Winter rainfall
2,799.723***
(779.147)
Winter rainfall sq.
-396.476***
(106.350)
Spring temp. dev
1,045.732**
(521.300)
Summer temp. dev
982.754
(900.089)
Autumn temp. dev
-1,131.534
(920.140)
Winter temp. dev
82.594
(671.144)
Spring rain dev
-179.506
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Summer rain dev
Autumn rain dev
Winter rain dev
WSDI
SDII
Irrigation facilities
Electricity
Road
Population
Farmer’s group
Market center

(163.115)
47.722
(45.626)
-860.275
(1,079.691)
2,520.920*
(1,356.358)
33.720***
(12.860)
-271.061**
(115.180)
2,530.184***
(785.882)
1,388.259
(876.751)
464.797
(1,006.036)
1.400**
(0.691)
944.221
(699.425)
2,224.090***
(806.115)
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Table (3): Spatial and Non-spatial regression result
Non-Spatial Model
(1)
VARIABLES
Fixed Effects
Spring temperature
-47,050.980***
(14,996.240)
Spring temperature sq.
1,015.119***
(286.032)
Summer temperature
66,502.760**
(27,368.920)
Summer temperature sq.
-1,141.376*
(633.514)
Autumn temperature
-21,202.540*
(11,964.360)
Autumn temperature sq.
366.673
(293.026)
Winter temperature
18,069.670
(16,561.780)
Winter temperature sq.
-686.470
(533.255)
Spring rainfall
341.952**
(167.413)
Spring rainfall sq.
-1.610**
(0.806)
Summer rainfall
103.417
(85.539)
Summer rainfall sq.
-0.105
(0.084)
Autumn rainfall
558.465***
(198.315)
Autumn rainfall sq.
-3.933***
(1.301)
Winter rainfall
2,799.723***
(779.147)
Winter rainfall sq.
-23.476***
(6.297)
Spring temp. dev
1,045.732**
(521.300)
Summer temp. dev
982.754
(900.089)
Autumn temp. dev
-1,131.534
(920.140)
Winter temp. dev
82.594

Spatial Model
(2)
Spatial Error
-37,702.186*
(21,387.288)
834.189*
(458.132)
48,813.971
(29,679.647)
-810.320
(588.745)
-11,763.802
(16,628.120)
157.235
(395.711)
13,125.812
(16,498.972)
-604.041
(556.022)
316.886*
(173.582)
-1.522
(1.107)
163.772
(104.888)
-0.173
(0.161)
498.058***
(-136.566)
-3.370***
(0.550)
2,755.962***
(641.449)
-50.655***
(13.739)
586.761
(628.896)
573.414
(726.342)
-1,500.530**
(697.867)
363.765

(3)
Spatial Lag
-39,563.852*
(21,458.441)
828.068*
(459.999)
61,497.640**
(30,314.210)
-1,042.016*
(604.382)
-14,790.146
(16,690.891)
229.437
(400.571)
10,853.788
(16,530.091)
-463.254
(554.857)
346.743*
(179.076)
-1.699
(1.142)
150.764
(105.078)
-0.173
(0.162)
516.476***
(136.745)
-3.549***
(0.548)
2,649.755***
(655.761)
-51.856***
(14.214)
683.204
(642.836)
848.282
(727.662)
-1,414.470**
(714.607)
231.366
33

Spring rain dev
Summer rain dev
Autumn rain dev
Winter rain dev
WSDI
SDII
Irrigation facilities
Electricity
Road
Population
Farmer’s group
Market center

(671.144)
-179.506
(163.115)
47.722
(45.626)
-860.275
(1,079.691)
2,520.920*
(1,356.358)
33.720***
(12.860)
-271.061**
(115.180)
2,530.184***
(785.882)
1,388.259
(876.751)
464.797
(1,006.036)
1.400**
(0.691)
944.221
(699.425)
2,224.090***
(806.115)

rho

(713.328)
-128.128
(200.129)
58.246
(69.048)
-811.825
(651.578)
2,741.399**
(1,187.696)
33.241**
(15.583)
-298.278*
(164.755)
2,129.512*
(1,169.225)
1,316.550
(1,178.690)
-455.747
(993.493)
1.655***
(0.448)
1,606.217
(1,430.456)
2,324.311**
(919.728)
0.357***
(0.072)

lambda
Log Likelihood
AIC
Observations
Number of PSU
PSU FE
Year FE

-3335.099
6726.197
310
155
YES
YES

-3046.245
6148.49
310
155
YES
YES

(715.457)
-124.102
(201.014)
63.465
(68.875)
-794.631
(646.072)
2,559.700**
(1,196.011)
36.996**
(15.354)
-276.334
(169.397)
2,506.009**
(1,196.212)
1,223.400
(1,180.155)
-4.846
(990.964)
1.451***
(0.446)
946.294
(1,379.663)
2,344.052**
(920.289)
0.351***
(0.065)
-3040.13
6138.261
310
155
YES
YES

34

Table (4.1): Marginal impacts – spatial lag model
Direct
Indirect
Total
*
*
Spring temperature
-40590.164
-20382.983
-60973.147*
Spring temperature sq.
849.549*
426.614*
1276.163*
Summer temperature
63092.928*
31683.096*
94776.024**
Summer temperature sq.
-1069.047*
-536.839
-1605.885*
Autumn temperature
-15173.813
-7619.766
-22793.579
Autumn temperature sq.
235.388
118.204
353.592
Winter temperature
11135.343
5591.786
16727.128
Winter temperature sq.
-475.272
-238.665
-713.937
*
Spring rainfall
355.738
178.63973
534.378*
Spring rainfall sq.
-1.7434
-0.875494
-2.618
*
Summer rainfall
154.675
77.672906
232.348
Summer rainfall sq.
-0.1776
-0.089229
-0.2669
***
**
Autumn rainfall
529.874
266.084
795.958***
Autumn rainfall sq.
-3.641***
-1.8286***
-5.470***
Winter rainfall
2718.491***
1365.133**
4083.625***
Winter rainfall sq.
-53.201***
-26.716**
-79.917***
Spring temp. dev
700.927
351.982
1052.909
Summer temp. dev
870.288
437.029
1307.316
*
Autumn temp. dev
-1451.163
-728.724
-2179.886*
Winter temp. dev
237.368
119.198
356.566
Spring rain dev
-127.322
-63.937
-191.259
Summer rain dev
65.112
32.697
97.809
Autumn rain dev
-815.245
-409.388
-1224.632
**
*
Winter rain dev
2626.101
1318.737
3944.838**
SDII
-283.503*
-142.365
-425.868*
WSDI
37.956**
19.060**
57.016**
Irrigation facilities
2571.016**
1291.076*
3862.092**
Electricity
1255.136
630.286
1885.422
Road
-4.973
-2.497
-7.470
***
**
Population
1.489
0.748
2.236***
Farmer’s group
970.841
487.523
1458.364
**
*
Market center
2404.858
1207.637
3612.495**
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Table (4.2): Marginal impacts (Simulated z-value) – spatial lag model
Direct
Indirect
Total
Spring temperature
-1.906
-1.6882
-1.8817
Spring temperature sq.
1.872
1.6573
1.8457
Summer temperature
2.106
1.7761
2.0521
Summer temperature sq.
-1.791
-1.5607
-1.7543
Autumn temperature
-0.929
-0.8634
-0.9167
Autumn temperature sq.
0.603
0.5623
0.594
Winter temperature
0.721
0.7027
0.7214
Winter temperature sq.
-0.902
-0.8689
-0.9007
Spring rainfall
1.679
1.4719
1.638
Spring rainfall sq.
-1.528
-1.340
-1.486
Summer rainfall
1.696
1.498
1.662
Summer rainfall sq.
-1.292
-1.184
-1.275
Autumn rainfall
3.257
2.589
3.182
Autumn rainfall sq.
-5.702
-3.302
-5.157
Winter rainfall
4.108
2.6528
3.7415
Winter rainfall sq.
-3.741
-2.5494
-3.4631
Spring temp. dev
1.056
0.9937
1.0503
Summer temp. dev
1.098
1.0156
1.0867
Autumn temp. dev
-2.011
-1.7077
-1.9622
Winter temp. dev
0.318
0.3053
0.3161
Spring rain dev
-0.641
-0.6102
-0.6358
Summer rain dev
0.926
0.8456
0.91
Autumn rain dev
-1.233
-1.1592
-1.2288
Winter rain dev
2.179
1.8395
2.1246
SDII
-1.595
-1.4084
-1.5644
WSDI
2.393
1.9267
2.3041
Irrigation facilities
2.075
1.7557
2.0224
Electricity
0.959
0.9021
0.9511
Road
0.032
0.0262
0.0302
Population
3.255
2.442
3.1196
Farmer’s group
0.676
0.6458
0.6725
Market center
2.743
2.1338
2.6316
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Climate Stations of Nepal

PSU points for this study
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Buffer points

Spatial Weight Matrix: Nearest Distance, K=5
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