We propose a new model of probabilistic processes. In this model, a probability is assigned to the action of a preÿx and a probability distribution is assigned to the components of a parallel composition. In addition, the probability of a transition of a probabilistic summation is evaluated as the sum of the probabilities of the same transition of summands multiplied by the probabilities associated to them in the summation. The concepts of strong bisimulation degree and (weak) bisimulation degree are introduced. These notions provide us with continuous spectra of strong bisimilarities, (weak) bisimilarities and observation congruences which equate probabilistic processes with di erent degrees of belief. Various equational laws of probabilistic processes with respect to these equivalence relations are presented and substitutivities of these equivalence relations under various combinators are established.
Introduction
The analysis and design of some complicated software and hardware systems require us to formally model and reason about certain probabilistic phenomena occurring in them. Usually, a system with probabilistic behaviour may be described as a probabilistic process. A probabilistic process is a system where nondeterministic choices are resolved probabilistically, more exactly, nondeterministic choice points are augmented with probability information in the form of probability distributions on outgoing transitions. Recently, a considerable number of models for probabilistic system have been introduced [1, 3, 4, 47] , and according to Baier and Hermanns [6] , they may be roughly classiÿed into two categories with respect to the treatment of nondeterminism: (1) completely replace the concept of nondeterministic branching by probabilistic branching; and (2) allow for both nondeterministic branching and probabilistic one in the same model. Furthermore, following van Glabbeek et al. [14, 15] , category (1) of probabilistic models may be subdivided in accordance with the relationship between occurrences of actions and transition probabilities: (a) in a reactive system, for any process state, a, separate probability distribution is associated with the outgoing transitions labelled by the same action, and the choice among actions is nondeterministic and it is made by the environment; (b) in a generative system, all outgoing transitions are governed by a single probability distribution, regardless of the action names labelling these transitions; and (c) the stratiÿed model is an extension of the generative one, and it allows for levelwise and nested probabilistic branching. For example, Larsen and Skou [25, 26] adopted a reactive model for probabilistic processes; Jou and Smolka [22] considered generative probabilistic processes and so did Jonsson and Larsen [20] ; and the probabilistic processes dealt with by Smolka and Ste en [37] and Tofts [38] are in a stratiÿed setting. It is very interesting to note that, as demonstrated by van Glabbeek et al. [15] , the three models of probabilistic behaviour plus the classical (nonprobabilistic) one form a hierarchy of abstraction: the reactive model is derivable from the generative model by abstracting from the relative probabilities of di erent actions; the generative model can be derived from the stratiÿed model by abstracting from the levelwise structure of probabilistic branching, and the classical (nonprobabilistic) model is derivable from each of the three models by abstracting from all probabilities.
Some approaches to probabilistic processes work at a very abstract level, and they use, for instance, a probabilistic generalization of transition systems [23] or automata in their modelling. For example, Cleaveland et al. [10, 11] developed a testing semantics for probabilistic processes in the framework of probabilistic labelled transition systems, and Wu et al. [40] augmented the I=O automata model [27] with probability and discussed the composition and behaviours of probabilistic I=O automata. The other approaches are more concrete in a sense, and they are presented in the spirit of process algebras. More explicitly, some probabilistic extensions of process algebras are constructed to model probabilistic processes. For example, Seidel [35] introduced a probabilistic variant of Hoare's CSP [18, 19] , Baeten et al. [2] added probability information into Bergstra and Klop's ACP [7] , and Hansson and Jonsson [16] gave a probabilistic counterpart of Milner's CCS [28, 29] .
The purpose of this paper is to propose a new model for probabilistic processes that we refer to as additive probabilistic process algebra (APPA, for short). This model is a probabilistic extension of CCS. The syntax of APPA is di erent from the previous probabilistic process algebra in two aspects. As pointed out above, the "probabilization" of a model of processes is to resolve nondeterminism with probability information. In CCS, nondeterminism mainly arises from the choice operator (summation) and the parallel composition. The "probabilization" of the choice operator is standard: the usual summation i∈I E i is replaced by a probabilistic summation i∈I [p i ]E i where p i indicates the probability that the summation behaves like E i for each i ∈ I . By contrast, the "probabilization" of the parallel composition is much more problematic. There are two di erent versions of CCS, namely, the standard (asynchronous) CCS and synchronous CCS (SCCS, for short). The major di erence between the standard CCS and SCCS is the parallel composition operator. SCCS possesses a synchronous parallel composition operator which assumes that all parallel components have to interact in each step, and each step of the composition is composed by exactly one action of each component. The "probabilization" of synchronous parallel composition is very easy, and we only need to deÿne the probability of a composed action to be the product of the individual probabilities of the actions involved. An example of "probabilized" SCCS is the PCCS proposed by van Glabbeek et al. [14, 15] . The behaviour of the parallel composition in the standard CCS is given in the sense of interleaving, and the actions of the components in a parallel composition may occur independently or concurrently, i.e., each component in a composition may behave independently, leaving the others undisturbed, or two components may engage in a communication via a pair of complemented ports. It is easy to see that the "probabilization" of asynchronous parallel composition requires a resolution of nondeterministic choice between the interleaving and interaction of the components involved, and so it is much more complicated. D'Argenio et al. [12] studied thoroughly the resolution of nondeterminism in an asynchronous generative setting, formulated two criteria for asynchronous parallel composition based on the intuition behind the probabilistic synchronous composition in PCCS, and proposed a probabilistic variant of the asynchronous parallel composition in the standard CCS.
The composition considered in this paper is also a probabilistic generalization of asynchronous parallel composition, and it takes the form of [p 1 ; : : : ; p n ; p 12 ; : : : ; p 1n ; p 23 ; : : : ; p 2n ; : : : ; p (n−1)n ](P 1 | : : : |P n ); where P 1 ; : : : ; P n are processes, and p i (i6n); p ij (i¡j6n) ∈ [0; 1] with n i=1 p i + 16i¡j6n p ij 61: In this composition, the probabilities of independent occurrences of and communications between two of P 1 ; : : : ; P n are indicated, i.e., p i is the probability with which E i behaves independently, leaving other components undisturbed for any i6n, and p ij the probability with which E i communicates with E j for any 16i¡j6n: It will be seen that the compositions in our model do not comply with any simple laws of commutativity and associativity, and commuting and associating components in a composition may involve very complicated changes of probabilities (see Proposition 9(3) -(5) in Section 3). This forces us to use more than two-ary compositions instead of only binary one as primitive combinators. To make the meaning of the composition introduced here more clear, we compare its binary version with the composition in the standard CCS. For the usual composition P 1 |P 2 ; the three events that P 1 behaves independently, that P 2 behaves independently and that P 1 and P 2 communicate with each other are seen to be nondeterministic, and the matter of probabilities assigned to these events are out of the process calculus and in a sense it is thought of as at the level of meta-logic. In probabilistic composition [p 1 ; p 2 ; p 12 ](P 1 |P 2 ); nevertheless, the probabilities of these events are managed within the process calculus, and they are given explicitly as p 1 ; p 2 and p 12 : This makes our syntax very complex, but we believe that it is a must to fully "probabilize" the asynchronous parallel composition. A similar idea was proposed by D'Argenio et al. [12] . They also considered a probabilistic asynchronous composition P Â 1 | P 2 with probability parameters Â and , but their design decision is di erent from ours. First, in the composition P Â 1 | P 2 , only two probability parameters Â and are speciÿed, whereas in the binary version [p 1 ; p 2 ; p 12 ](P 1 |P 2 ) of our composition, there are three probability parameters p 1 , p 2 and p 12 . This is because they worked in the stochastic setting where the sum of the probabilities of transitions outgoing from a state is assumed to be exactly 1 and deadlock is disallowed unless the state is inactive. Thus, the two probability parameters in their composition are enough to evaluate the others needed. By contrast, we adopt a sub-stochastic model in this paper and merely require p 1 + p 2 + p 12 61 (instead of the stochastic condition p 1 + p 2 +p 12 = 1) in our binary composition. Then, the parameter p 12 cannot be determined by p 1 and p 2 , and it must be explicitly speciÿed. Second, the interpretations of these probability parameters are di erent too. The parameters Â and in P Â 1 | P 2 denote the probability that P 1 performs an autonomous action, given that both P 1 and P 2 do not want to synchronize, and the probability that some autonomous action occurs given that a synchronization is possible, respectively. Third, not only binary composition but also more than two-binary ones are introduced in our model, but D'Argenio et al. [12] only presented a binary composition. Moreover, the problem whether their composition enjoys associativity and commutativity is still open. If the answer to this problem is negative, then their composition is not complete for specifying the parallel of more than two probabilistic systems and it seems that a suitable more than two-binary extension of their composition is not easy to ÿnd.
The second syntactic di erence between APPA and the previous probabilistic process algebras is preÿx. The preÿxes dealt with in the previous approaches, say PCCS, are without probabilities (more exactly, only with probability 1), but we consider here preÿxes with probabilities in the form of [p] : E which expresses a process that performs action with probability p and then behaves like E: Note that the model for probabilistic processes considered here is sub-stochastic, and a probability p¡1 in a preÿx is admitted. In the operational semantics of probabilistic process algebra, the transitions are always in the form of P [p] −→ P which means that P performs action with probability p and then becomes P : It seems that the preÿxes without probabilities are not completely cooperative with this operational semantics. So, probabilities are added to the preÿxes in the model proposed in this paper.
We now turn to consider the semantics of APPA. APPA is also given an operational semantics in the style of Plotkin's SOS [34] , and it is presented in the spirit of generative sub-stochastic models, but there is still an important di erence between it and the semantics of the previous sub-stochastic probabilistic process algebras. It is mainly based on the understanding of probabilistic choice operator (summation). In the previous proposals, say PCCS in [14, 15] , the transition rule for probabilistic summation was often written in the following form:
where probability q is deÿned in terms of q j ; p i (i ∈ I ) and some other items. This is a quite straight imitation of the corresponding rule in nonprobabilistic process algebras. In APPA, however, the transition rule for probabilistic summation is of the form
→ E , where
−→ E ; i ∈ I |} ¿ 0 and {|; |} denote multi-set brackets. The latter rule is di erent from the former one in the way that the former rule has a premise E j
→ E but at ÿrst glance it seems that the latter one does not. Nevertheless, by a slightly careful analysis we may know that the latter rule does also need premises and the premises implicitly appear in the deÿnition of the probability p in the concluding transition. In fact, if E i
→ E does not hold for all i ∈ I; then the probability p is 0, and this is not admissible. A similar problem arises for relabelling; see the inference rule Rel in Section 2. (The treatment of the probabilities in rules Sum and Rel, together with that in the syntax of probabilistic asynchronous parallel composition, is the reason why we call our model additive probabilistic process algebra.)
The last and the most essential di erence between our approach to probabilistic processes and the previous ones is due to methodology. In process algebras, various equivalence relations and preorders such as bisimulation [33, 28, 30] , failure equivalence [19] and testing preorder [13] have been proposed in order to provide a formal description that one system implements another. In the recent years, some of these equivalence relations and preorders have been generalized into the setting of probabilistic processes; for example, Larsen and Skou [25] introduced a notion of probabilistic strong bisimulation, Baier and Hermanns [5] proposed weak and branching bisimulations for generative probabilistic systems and presented an algorithm to decide them, and Cleaveland et al. [10] established a testing preorder for probabilistic processes. It should be noted that these relations introduced for probabilistic models are deÿned in a way similar to the usual ones in nonprobabilistic process algebras, and two probabilistic processes are considered to satisfy such relations or not, absolutely. More exactly, these relations are still ordinary ones but not probabilistic ones in the sense that two processes may satisfy a relation with a belief probability less than 1. In other words, the methodology adopted to deal with equivalence relations and preorders for probabilistic processes is the same as in the case of nonprobabilistic processes, and the underlying (meta)logic is still the classical two-valued logic. In this paper, however, we propose a more probabilistic fashion in which we deÿne and manipulate bisimulations. The main idea is to have a probabilistic bisimulation which equates processes up to a certain degree of di erence in the probabilistic transitions. If we have to work with probabilistic processes and we want to deÿne an equivalence relation between them, it would be nice if we could do it in such a way that we would not only obtain such an equivalence relation, but also a measure of the probabilistic degree with which two nonequivalent processes are similar. In other words, instead of talking about which binary relation between probabilistic processes is a bisimulation, for each such relation, we give a degree to which the relation is a bisimulation. To be more explicit, we compare our idea with the standard bisimulation. In a nonprobabilistic bisimulation, an action of a process should be matched by the same action of another related process, and in a probabilistic bisimulation deÿned in the previous literature, two probabilistic processes related by it must perform the same action with the same probability. By contrast, we shall introduce a notion of graded bisimulation in which an action of a probabilistic process will be simulated by exactly the same action, but a di erence between their performance probabilities is allowed provided it is small enough. The di erence will be indicated by an index called bisimulation degree. In a sense, we shall work in the framework of a continuous valued logic, namely probabilistic logic [32] instead of classical two-valued logic. Obviously, the new deÿnition of bisimulation may be thought of as a more "probabilistic" version of the standard probabilistic bisimulation. More importantly, it provides a subtler description of equivalence between probabilistic processes. The notion of bisimulation degree introduced in this paper gives us a continuous spectrum of equivalence relations with parameter ranging from 0 to 1. At the top of this spectrum is the standard notion of probabilistic bisimulation. To the probabilistic processes that cannot be equated with the standard probabilistic bisimulations, our proposed notion of bisimulation degree will assign a similarity degree (less than 1). This may be seen from the following example. Let us consider two simple probabilistic processes: According to the previous deÿnition of probabilistic bisimulation, P and Q should not be bisimilar completely; but intuitively they are quite similar to each other. So, the standard notion of probabilistic bisimulation does not catch this intuition. With our new deÿnition (see Deÿnitions 2 and 3 below), however, we may say that P and Q are bisimilar at a very high degree of 0:999996: More examples of bisimulation degree will be found in Sections 3 and 4. By the way, we point out that the method used here stems from our previous works on topology based on residuated lattice-valued logic; for details, see [41] [42] [43] [44] [45] [46] .
The remainder of this paper is devoted to elaborate the ideas mentioned above and to establish some fundamental properties of APPA, especially those related to bisimulations, and it is organized as follows: We present the syntax and operational semantics of APPA in Section 2. In Section 3, the concept of strong bisimulation degree and a continuous spectrum of strong bisimilarities are introduced and some strong bisimilarity laws of probabilistic processes are established, and we show that strong bisimilarities with di erent parameters are substitutive under various combinators. In Section 4, we deal with probabilistic (weak) bisimulations and probabilistic observation congruence in a way similar to Section 3. Second 5 concludes this paper and points out some problems for further studies.
Syntax and operational semantics of APPA
Instead of PCCS which was used by van Glabbeek et al. [14, 15] and which is an extension of Milner's SCCS [29] , we shall be working within a di erent speciÿcation language named as APPA for probabilistic processes. This language is a probabilistic counterpart of the language employed by Milner in [30] for the basic calculus of synchronization and it is derived from the latter one by replacing the operator of nondeterministic process summation with a probabilistic summation and by adding probabilities into the combinators of preÿx and composition. Some features of this language were already explained in the introductory section. Now, we present the syntax of APPA exactly. Let be a set, whose elements are called names of actions, let = { a : a ∈ }, the set of co-names of actions, and let = ∪ ; the set of labels. For any a ∈ , we take a = a. In addition, let stand for the silent action and then Act = ∪ { } will be the set of actions. The syntax of APPA is given by
where X ∈ ℵ, a set of probabilistic process variables, C ∈ , a set of probabilistic process constants, ∈ Act; p ∈ (0; 1] is the probability with which the preÿx [p]:E performs the action ; L ⊆ , and f : → is a relabelling function, i.e., f( l) = f(l) for every l ∈ . The preÿx [1] :E with probability 1 is often abbreviated to : E. In the probabilistic summation i∈I [p i ]E i ; p i ∈ (0; 1] is the probability with which the summation process chooses E i among {E j : j ∈ I } for each i ∈ I . It is required that i∈I p i 6 1. In the probabilistic parallel composition
[ p] = [p 1 ; : : : ; p n ; p 12 ; : : : ; p 1n ; p 23 ; : : : ; p 2n ; : : : ; p (n−1)n ]; p i stands for the probability with which E i behaves independently leaving other components undisturbed for each i = 1; 2; : : : ; n, and p ij expresses the probability with which E i communicates with E j for any i; j 6 n with i¡j. We require that
The sums of probabilities in the summations and compositions are allowed to be strictly less than 1. This means that these processes may possess a nonzero probability of deadlock, and, in other words, they may be sub-stochastic. In the sequel, all probabilistic summations are supposed to be ÿnite. The set of all probabilistic process expressions E is denoted by @, and the set of all probabilistic processes, i.e., probabilistic process expressions without probabilistic process variables, is denoted by˝. We deÿne
It will be known from the operational semantics for probabilistic summations given below that 0 is the inactive process having no transitions. For each C ∈ ; we assume that there is a deÿning equation A := P of A, where P ∈˝. The operational semantics (or more general, behaviours) of a probabilistic process constant is completely determined by its deÿning equation.
As usual, the operational semantics of APPA is given by a probabilistic transition system. So we have to introduce the concept of probabilistic transition systems ÿrst.
Deÿnition 1.
A probabilistic transition system (over Act) is an ordered pair (S; T ) in which (1) S is a set of states, and
−→ s i 6 1; and (4) for any s; s ∈ S; ∈ Act and p 1 ; p 2 ∈ (0; 1]; s
−→ s and s
where we write s → s for (s; ; p; s ) ∈ T:
Intuitively, in a probabilistic transition system s [p] → s means that s performs action with probability p and then behaves like s . With the auxiliary deÿnition above, we may render the operational semantics of APPA now. The semantics is given by the probabilistic transition system (@; →), where → is deÿned by the following set of inference rules:
−→ E ; i ∈ I ¿ 0:
where 1 6 i 6 n.
where 1 6 i¡j 6 n:
−→ E and f( i ) = ¿ 0:
The following proposition says that (@; → ) is well deÿned, i.e., it is actually a probabilistic transition system.
Proposition 1.
For any E ∈ @;
−→ E i 6 1:
Proof. Since we only consider ÿnite summations, {|p i :
−→ E i |} must be ÿnite, and we can deÿne h E to be the greatest one of the heights of the inference trees of all
−→ E i . Now, we may proceed by induction on h E :
It is easy to see that h Fj ¡h E and so the induction hypothesis asserts
−→ E i 6 1 for each j ∈ I: Thus, we have
−→ E i 6 j∈I r j 6 1:
; then with the induction hypothesis, we know that for any j 6 n;
−→ E i 6 1;
−→ E i 6 r j and for any j; k with 1 6 j¡k 6 n;
−→ E ij 6 1;
−→ −→ E ij :
−→ E ik 6 r jk :
Therefore, it follows that
r jk 6 1:
where the last step is derived from the induction hypothesis. (5) If E = F\L or E is a probabilistic process constant, it is immediate from the induction hypothesis.
−→ E is induced, we call 1 ; : : : ; n an action sequence of E and E an 1 ; : : : ; n -derivative. For any L ⊆ and E ∈ @, whenever we have the actions of E and all its derivatives lie in L ∪ { } we say that L is a sort of E and write E : L: A sort assignment is a mapping ℵ ∪ → 2 . Let be a sort assignment and E ∈ @. Then the (syntactic) sort L(E) of E with respect to is deÿned as follows:
A sort assignment is weakly regular (resp. regular) if and only if for any A ∈ ; L(P A ) ⊆ (A) (resp. L(P A ) = (A)), where A def = P A is the deÿning equation of A. For any sort assignment , we deÿne
where L k is the sort function with respect to k ; for each X ∈ ℵ; A ∈ and k ∈ !; and
Then, ∞ is a regular sort assignment and it is called the standard sort assignment over ; and if ⊆ and is weakly regular, then ∞ ⊆ . Thus, we guarantee the existence of regular sort assignment. Let be a weakly regular sort assignment. If
and it holds that E : L(E).
Probabilistic strong bisimulations
Bisimulation is one of the central notions in process calculus. Roughly speaking, bisimulation expresses the equivalence of processes whose actions are identical. As its straight generalizations, several concepts of probabilistic bisimulation were introduced in such a way where two probabilistic processes are said to be bisimilar if they perform the same actions with the same probabilities; for example, see Deÿnitions 6 and 7 in [15] . Thus, two probabilistic processes are considered to be not bisimilar absolutely even if they can perform the same actions with a very small di erence of probabilities. It seems that a more reasonable idea is to have a measure of the probabilistic degree which may be used to evaluate the degree to which two non-equivalent processes are still bisimilar. This idea motivates the following. Deÿnition 2. Let S ⊆˝×˝. For any P; P ; Q ∈˝; ∈ Act and p ∈ (0; 1], we set b S (Q; P ; ; p) = sup min p q ; q p : ∃Q ∈˝s:t:
−→ Q and P SQ and b S (P; Q) = inf b S (Q; P ; ; p) : P ∈˝; ∈ Act; p ∈ (0; 1] and P
where sup and inf are decreed to be 0, 1, respectively. Then
is called the strong bisimulation degree of S.
By a routine calculation, it is easy to see that the deÿning equation of b S is just the truth valuation of the deÿnition of bisimulation for nonprobabilistic processes (seen as a logical formula) in a probabilistic logic where negation, conjunction and implication are interpreted, respectively, as follows: for any p; q ∈ [0; 1];
The following proposition is a probabilistic logical version of Proposition 4:1 in [30] . For example, b S1 :b S2 6 b S1 • S2 means that the product of the degrees to which S 1 and S 2 are bisimulations is less than or equal to the degree to which the composition of S 1 and S 2 is a bisimulation.
Proof. (1) and (2) are immediate from the deÿning equation of b S . (3) For simplicity, we write p * q for min(p=q; q=p) in the sequel. First, we demonstrate the following:
In fact, if P(S 1 • S 2 )R; then PS 1 Q and QS 2 R for a certain Q ∈˝. Thus, b S1 (P; Q)¿ 1 and b S2 (Q; R)¿ 2 : If P ∈˝; ∈ Act; p ∈ (0; 1] and P −→ R ; Q S 2 R and q * r¿ 2 : It is easy to show that
Therefore, it holds that b S1 • S2 (P; R)¿ 1 2 : Similarly, we have
Now, if b S1 = 0 or b S2 = 0; then it holds trivially that b S1 :b S2 6b S1 • S2 : If not so, then from the above claim we know that
for any n¿0: Finally, it follows that b S1 :b S2 6b S1 • S2 from letting n → ∞. (4) From the deÿning equations of b S (Q; P ; ; p) and b S (P; Q) in Deÿnition 2, we know that S 1 ⊆ S 2 implies b S1 (Q; P ; ; p) 6 b S2 (Q; P ; ; p) and so b S1 (P; Q) 6 b S2 (P; Q): Therefore,
Now, we can give a stratiÿed version of the concept of strong bisimulation in the setting of probabilistic processes.
Deÿnition 3.
If ∈ (0; 1]; S ⊆˝×˝and b S ¿ ; then S is called a -strong bisimulation. Especially, a 1-strong bisimulation is referred to as a strong bisimulation.
By a simple calculation, we know that S ⊆˝×˝is a -bisimulation if and only if for all ¡ , and for all P; Q ∈˝with PSQ,
−→ Q ; P SQ and p * q = min(p=q; q=p)¿ ; and
−→ P ; P SQ and q * p = p * q¿ . This fact may be used as an alternative deÿnition of -bisimulation, and it is very close to the deÿnition of standard probabilistic bisimulation. From the above fact, it is easy to see that in a -bisimulation, two related probabilistic processes must engage in the same actions, just like in a nonprobabilistic bisimulation or a standard probabilistic bisimulation. On the other hand, a certain di erence between their probabilities of performing the same actions is allowed. The quantity p * q = min(p=q; q=p) is used to represent such a di erence: the bigger p * q is, the smaller the di erence between probabilities p; q is. Indeed, p * q¿ if and only if p¿ q and q¿ p. In particular, if for all ¡1 we always have p * q¿ , then p = q.
Clearly, if 1 6 2 and S is a 2 -strong bisimulation, then S is also a 1 -strong bisimulation; and if S is a i -strong bisimulation for each i ∈ I; then S is a sup i∈I istrong bisimulation. From Proposition 2, we can obtain immediately Corollary 3. (1) Id˝is a strong bisimulation.
(2) S is a -strong bisimulation i so is S −1 : (3) If S i is a i -strong bisimulation (i = 1; 2); then S 1 • S 2 is a 1 2 -strong bisimulation.
(4) If S i is a -strong bisimulation (i ∈ I ); so is i ∈ I S i :
The following two propositions establish a close relation between Deÿnitions 2 and 3.
In particular, Proposition 4 illustrates that 1-strong bisimulation is just the relation which equates the probabilistic processes performing the same actions with the same probabilities, that is, it is the standard probabilistic strong bisimulation.
Proposition 4. S is a strong bisimulation i for any P; Q ∈˝; PSQ implies that for any ∈ Act and p ∈ (0; 1];
(1) Whenever P
[p]
−→ P then; for some Q ; Q
−→ Q and P SQ ; and
−→ Q then; for some P ; P
−→ P and P SQ :
(⇒) It su ces to note that
(1) all probabilistic summation is ÿnite and so for any P ∈˝; {(P ; ; p) : P
−→ P } is ÿnite, (2) sup i∈I a i = 1 and I is ÿnite imply a i0 = 1 for certain i 0 ∈ I; and (3) p * q = 1 i p = q:
In Deÿnition 3, the concept of -strong bisimulation is deÿned by strong bisimulation degree. Conversely, Proposition 5 below provides a representation of strong bisimulation degree in terms of -strong bisimulations. Proof. Immediate from Deÿnition 3.
We are now ready to deÿne a continuous spectrum of strong bisimilarities which equates probabilistic processes with di erent degrees of belief. ∼ is called -strong bisimilarity. Especially, 1-strong bisimilarity is referred to as strong bisimilarity and ∼ 1 is abbreviated to ∼.
We present here several examples of -bisimilarity. Then it is clear that P 1 and P 2 perform the same actions with the same probabilities, and Then P 5 ∼ P 6 does not hold for any ¿0 because P 5 can perform action b (in spite of that the probability is very small), but P 6 cannot do this. Now, we turn to establish some fundamental properties of -bisimilarity. Obviously,
Corollary 6.
(1) For any ∈ (0; 1]; ∼ is a -strong bisimulation and it is re exive and symmetric.
The following proposition gives a characterization of -strong bisimilarity which is useful to establish -strong bisimilarity between some probabilistic processes. In fact, this proposition is a probabilistic counterpart of Proposition 4:4 in [30] .
Proof. (⇒)
Since ∼ is a -strong bisimulation and it is symmetric (cf. Corollary 6(1)), it holds that inf {min(b ∼ (P; Q); b ∼ (Q; P)): P ∼ Q} = b ∼ ¿ and for any P; Q ∈˝with P ∼ Q; b ∼ (P; Q)¿ and b ∼ (Q; P)¿ .
(⇐) We deÿne:
Noting that ∼ ⊆ S; we obtain b ∼ (P; Q)6b S (P; Q) and b ∼ (Q; P)6b S −1 (Q; P): Thus, b S (P; Q)¿ and b S −1 (Q; P)¿ if PSQ; b S ¿ ; i.e., S is a -strong bisimulation, and S ⊆ ∼ .
In the following, we shall present some equational laws related to -strong bisimilarities between probabilistic processes. The ÿrst set of laws concerns 1-strong bisimilarities between probabilistic summations.
where the outmost combinator of the left hand side is a unary probabilistic summation.
(5) (Commutativity and associativity) :
Proof. We only prove (5) as an example. The others may be proved in a similar way. First, we note that the probability p in the rule Sum may be written as p = i∈I p i q i ;
where for each i ∈ I; E i
−→ E does not hold for any q ∈ (0; 1] and q i = 0:
In the sequel, we always write E
−→ E does not hold for any p ∈ (0; 1]: In this way, we can present our proof more elegantly. Now, if
−→ P ;
i.e., q u = i∈u (f u (i): r i ) and r i is determined by P i
[ri]
−→ P : Therefore, it holds that
Since U is a partition of I; we obtain
and from the condition on f; f u ; g and g u ; we obtain
and
With Deÿnition 2, we know that b ∼ (F; G) = 1: Similarly, we also have b ∼ (G; F) = 1: Then we complete the proof with Proposition 7.
The following is a set of laws concerning 1-strong bisimilarities between probabilistic compositions. To state the ÿfth part of the following proposition in a more compact form, we have to introduce a slightly di erent notation for probabilistic compositions. Let I be a (ÿnite) set. If p : I × I → (0; 1]; p(i; j) = p(j; i) for any i; j ∈ I; and i∈I p(i; i) + 1 2 i =j p(i; j) 6 1;
then p is called a probabilistic composition index (over I ). If P i ∈˝(i ∈ I ) and p is a probabilistic composition index over I; then [p]Com i ∈ I P i is a probabilistic composition in which p(i; i) is the probability with which P i behaves independently and p(i; j) (i = j) the probability with which P i communicates with 
p(i; j) = p(j; i) = p ij (1 6 i ¡ j 6 n):
where the left hand side is a unary summation and the right hand side a unary composition.
(2) (Identity) : If P i is 0; then p (i−2)n ; p (i−1)(i+1) ; : : : ; p (i−1)n ; p (i+1)(i+2) ; : : : ; p (i+1)n ; : : : ; p (n−1)n ]:
(3) (Commutativity) : If ' is a permutation of 1; : : : ; n; then 
where
and i ∼ =U j and i ∼ =V j mean that i and j are in the same equivalence class of U and V; respectively.
Proof. We only demonstrate (5) as an example. The other parts of this proposition may be handled in a similar way. Let
We are going to show that S is a strong bisimulation. With Proposition 4, it su ces to prove the following:
−→ F ; then for some G ;
−→ G and (F ; G ) ∈ S:
In fact, if F
−→ F ; then we have to consider the following two cases:
−→ F is derived by Com u0 ; i.e.,
−→ F u0 ; p = f(u 0 ; u 0 ): q u0 ; and
Again, we need to cope with two subcases:
is derived by Com i0 ; i.e., P i0
−→ P i0 ; q u0 = f u0 (i 0 ; i 0 ): r i0 ; and
We take
Obviously, (F ; G ) ∈ S: In addition, from the condition on f; f u ; g and g v we know that
and it is easy to deduce that G If i 0 ∼ =V j 0 ; then we put
and if i 0 j 0 ; then we put
In these cases, we always have (F ; G ) ∈ S. −→ G .
−→ F is derived by Com u0v0 . The proof for this case is similar to Case 1 but it is more complicated.
The following proposition gives a group of laws concerning 1-strong bisimularities related to restrictions and relabellings.
Proposition 10. (1) P\L
if for any i; j with 16i¡j6n; there exist sorts H i ; H j of P i and P j ; respectively; such that
Proof. As an example, we prove (8) here. Let
We are going to show that S is a strong bisimulation. With Proposition 4, it is su cient to demonstrate the following two claims:
then for some N ∈˝;
and q = p i r. Furthermore; with the rules Rel and Com i we obtain
and q = p ij r i r j . By using the rules Rel and Com i we assert
The proof of this claim is similar to Claim 1.
The expansion law for probabilistic processes is much more complicated than the corresponding result for nonprobabilistic processes because probabilities are involved in the compositions here.
Proposition 11 (The expansion law).
[ p]( 
→ P and f i (ÿ) = | for any i6n; and ij = {(i; j; l; P i ; P j ) : q i (l; P i ) ¿ 0 and q j ( l; P j ) ¿ 0}; r(i; j; l; P i ; P j ) = p ij ; and R(i; j; l; P i ; P j ) = [q i (l; P i )q j ( l; P j )]:
for any i; j with 16i¡j6n.
Proof.
(1) First, we need to prove a key lemma:
Lemma. For any P ∈˝; let = {( ; p; P ) :
and let k( ; p; P ) = ; r( ; p; P ) = p and l( ; p; P ) = P for every ( ; p; P ) ∈ . If p; q ∈ (0; 1] and p(Â):q(Â) = r(Â) for each Â ∈ ; then
In fact, if P
→ P ; then Â 0 := ( ; p; P ) ∈ . From condition (4) in Deÿnition 1 we know that there is no other Â ∈ with k(Â) = and l(Â) = P . Consequently,
i.e., Q → P . Then, b ∼ (P; Q) = b ∼ (Q; P) = 1 and it follows that P ∼ Q from Proposition 7.
(2) We note that
→ U can be derived in the following two ways:
−→ V is derived by Com i . Now, for each (i; ; P ) ∈ i ; we may obtain
by using the rule Rel. Furthermore, we may use the rules Com i and Res to draw that U = R(i; ; P ) and p = p i :q i ( ; P ). Case 2: U = V \L; = and
−→ V is derived by Com ij . In this case, for each (i; j; l; P i ; P j ) ∈ ij ; we may use the rule Rel and have
Thus, with the rules Com ij and Res we assert that U = R(i; j; l; P i ; P j ) and p = p ij :q i (l; P i ):q j ( l; P j ). Finally, we complete the proof by combining the above two items.
All equational laws discussed before only deal with 1-strong bisimulations and no -bisimilarity for ¡1 was considered until now. Now, we are going to present an equational law which concerns really a certain strong bisimilarity with parameter ¡1 and so which is a distinct feature of our proposed model of probabilistic processes. To give such a result, we need some auxiliary deÿnitions.
Deÿnition 5.
Let V be an enumerably inÿnite set, called the set of probability variables. Then, we deÿne the set of probabilistic process schemas over V as the smallest set of symbol strings satisfying the following conditions, and the function Av and h are deÿned over as follows: (1) If E ∈˝; then E ∈ ; Av(E) = and h(E) = 0; (2) If E ∈ ; ∈ Act and x ∈ V − Av(E); then [x]:E ∈ ; Av( [x]:E) = {x} ∪ Av(E) and h( [x]:E) = 1 + h(E); (3) If E i ∈ (i ∈ I ); Av(E i ) (i ∈ I ) are pairwise disjoint, and
Av(E i ) (16i6n) are pairwise disjoint, and {x i ; x jk : 1 6 i 6 n;
Av(E i ) are pairwise distinct, then
where [ x] = [x 1 ; : : : ; x n ; x 12 ; : : : ; x 1n ; x 23 ; : : : ; x 2n ; : : : ; x (n−1)n ]; (5) If E ∈ and L ⊆ ; then E\L ∈ ; Av(E\L) = Av(E) and h(E\L) = h(E); and (6) If E ∈ and f is a relabelling function,
Intuitively, probabilistic process schemas are those expressions in which probability variables at di erent places are di erent such that they can be put in with arbitrary probabilities to construct probabilistic processes, Av(E) is the set of probability variables (occurring syntactically) in E; and h(E) is the depth of probabilistic summations and compositions containing probability variables in E.
V ; i.e., ' is a mapping from V into (0; 1] which assigns a probability to each probability variable, then E{'} ∈˝is the resulted probabilistic process replacing each occurrence in E of x ∈ V by '(x) and it is deÿned inductively as follows:
where 
It is obvious that
We are ready now to present the law for -strong bisimilarity with ¡1 promised above. For two processes which have the same structure and actions but di erent probabilities assigned to these actions, this law equates them with a degree of belief estimated by the di erence of respective probabilities for actions.
Proposition 12.
If E ∈ and ' 1 ; ' 2 ∈ (0; 1] V ; then
G is a derivative of E}:
and G is a derivative of E}: If = 0; then the conclusion holds trivially. In the sequel, assume that ¿0. First, we use induction on the structure of G to demonstrate the following:
−→ P ; then there are G ∈ and
(1) If G ∈˝; then G{' 2 } = G = G{' 1 } and it su ces to set G = P and
, P = F{' 1 } and it su ces to set G =F and
−→ P and p 1 = i∈I0 (' 1 (x i ):q 1i ); where
The induction hypothesis asserts that there must be G ∈ and q 2i ∈ (0; 1] (i ∈ I 0 )
we obtain
and we consider the following two cases:
−→ P is derived by the rule Com i . Similar to the following Case 4.2.
−→ P is derived by the rule Com ij . With the induction hypothesis, we know that there exist G i ; G j ∈ ; l ∈ and q 1i ; q 1j ; q 2i ; q 2j ∈ (0; 1] such that
, where
Then,
Furthermore, we may deduce −→ P then for some G ∈ and p 1 ∈ (0; 1] it holds that Av(G )⊆Av(E);
. Therefore, from Deÿnition 2 we know that b S ¿ h + (E) , and the proof is completed.
In the remainder of this section, we shall show that -strong bisimilarity is substitutive under various combinators. It is worth noting that in the following proposition the bisimilarity parameter in the consequent part depends on both the bisimilarity parameters in the premises and the probability distribution in the combinators.
(1) and (2) may be proven by using Proposition 7. As an example we con-
−→ U , then ÿ = ; r = p and U = P.
Now, [q]:Q [q]
−→ Q. Since 6 and P ∼ Q, we have U = P ∼ Q. In addition, r * q = r * p¿ . So, b ∼ (P; Q)¿ . At the same time, we also have b ∼ (Q; P)¿ .
(3) We put
and r = p i q i . Since G i ∼ i H i , it must be that H i
−→ H i ; G i ∼ i H i and r i * s i ¿ i for some H i ∈˝and s i ∈ (0; 1]. Therefore, with the rule Com i we obtain
It is clear that (U; V ) ∈ S. In addition,
For the case that
−→ U is derived by Com ij , the proof is similar.
(4) and (5) are similar to (3).
Probabilistic bisimulation and probabilistic observation congruence
In the discussion of -strong bisimulations, the silent action is treated as an ordinary action and every action of one process must be matched by an action of the other. In this section, we are going to introduce the notion of -(weak) bisimulations in which we merely require that each action be matched by zero or more actions. This notion is a natural generalization of nonprobabilistic weak bisimulation (cf. [30, Deÿnition 5:5] ). The ÿrst part of this section closely parallels the development of Section 3.
For every
t ∈ * denotes the sequence gained by deleting all occurrences of from t. " expresses the empty string of actions. For any ∈ Act, E ⇒ E i
−→ E for some m; n¿0, E 1 ; E m ; E 1 ; : : : ; E n ∈˝and p 1 ; : : : ; p m ; p 1 ; : : : ; p n ∈ (0; 1]. ⇒ E ) means that
⇒ E ) and p = p 1 : : : p n for some E 1 ; : : : ; E n−1 ∈˝and p 1 ; : : : ; p n ∈ (0; 1]. −→ Q then for some P ∈˝and p ∈ (0; 1], Pˆ [p] ⇒ P , P SQ and p * q¿ . (5) If 1 6 2 and S is a 2 -bisimulation; then S is also a 1 -bisimulation. (6) If S is a i -bisimulation for each i ∈ I; then S is a sup i∈I i -bisimulation.
If S i is a -bisimulation (i ∈ I ); so is i∈I S i . (11) S is a bisimulation i for any P; Q ∈˝; PSQ implies that for any ∈ Act and p ∈ (0; 1];
−→ P then; for some Q ; Qˆ [p] ⇒ Q and P SQ ; and
−→ Q then; for some P ; Pˆ [p] ⇒ P and P SQ . Proof. Direct by using Propositions 14 (11) and (17) .
The last part of the above proposition is very interesting and quite strange. It illustrates that the probability (variable) in the preÿx of action is a dummy variable.
Proof. Similar to Proposition 13.
By modifying slightly the example given in p. 152 of [30] , we can construct an example to explain that ≈ is not preserved by probabilistic summation. Indeed, we have b [1] : 0 ≈ 1 [1] :b [1] : 0 but for any ¿0, it does not hold that As is done in nonprobabilistic process algebra, we have to ÿnd some notion of equality which is substitutive for all combinators and very close to -bisimilarity. The remainder of this section is devoted to introducing such a notion, namely -observation congruence, and to establish some of their fundamental properties. Deÿnition 8. -equality or observation congruence = is deÿned as follows: P = Q i for any ∈ Act and p ∈ (0; 1]:
⇒ Q , P ≈ Q and p * q¿ , and (ii) whenever Q [q] −→ Q then, for some P ∈˝and p ∈ (0; 1], P [q] ⇒ P , P ≈ Q , and p * q¿ . In particular, we write = brie y for = 1 .
Proposition 17. If for some respective sorts H; K of P and Q; H ∪ K = ; then P = Q i for all R and for all u; v ∈ (0; 1] with u + v61; −→ Q but for all p ∈ (0; 1] and P ∈˝, P ≈ Q and p * q¿ imply
; P ). In the sequel, we only consider (i). If P ≈ Q, then we conclude the proof. If P ≈ Q, then there exist q 0 ∈ (0; 1] and Q 0 ∈˝such that P ≈ Q 0 , p * q 0 ¿ and Qˆ
; Q , it must be that = and
−→ P but for all q ∈ (0; 1] and Q ∈˝, P ≈ Q and p * q¿ imply Q [q] ; Q . Let l ∈ H ∪ K. Now, we show that
If not so, then P −→ Q ; P ≈ Q and p=2 * q ¿ .
; for any p ∈ (0; 1] because l ∈ H , and P ≈ Q .
⇒ Q . In addition, p * 2q = p=2 * q¿ . Thus, from (i) we also have P ≈ Q .
Proposition 18. ∼ ⊆= ⊆ ≈ .
Proof. Immediate from Propositions 7 and 14 (17) and Deÿnition 8. −→ Q 0 and for all p ∈ (0; 1] and P ∈˝, P ≈ Q 0 and p * q¿ imply P [p] ; P ). In the sequel, we only consider case (i). Since P ≈ Q; there are q 0 ∈ (0; 1] and
; Q 0 and Qˆ Proof. Immediate from Deÿnition 8.
(2) If P i = i Q i (i = 1; : : : ; n); then
Proof. Direct from Deÿnition 8 and Proposition 17.
Concluding remarks and future work
Many models for probabilistic processes have been proposed by resolving nondeterminism in nonprobabilistic processes. There are mainly two mechanisms of nondeterminism in Milner's CCS [28, 30] , namely the choice operator (summation) and the asynchronous parallel composition. In the aspect of syntax, the "probabilization" of the summation operator is quite easy, and we only need to add a probability distribution on the summands into the usual operator. However, there seems to be room for a variant of semantics for the probabilistic summation. A probabilistic counterpart of asynchronous parallel composition is much more complicated both in the aspects of syntax and semantics, and one often resorts to some version of synchronous parallel composition in a probabilistic generalization of CCS. A well-established probabilistic variant of synchronous CCS is van Glabbeek et al. PCCS [14, 15] . D'Argenio et al. [12] presented a thorough study of probabilistic asynchronous parallel composition. This paper introduces a new model of probabilistic processes, namely additive probabilistic process algebra (APPA, for short). In this model, we present a probabilistic summation operator. The syntax of this operator is standard, but the transitional semantics is slightly di erent from the previous ones. A family of probabilistic asynchronous parallel compositions are provided. They are di erent from D'Argenio, Hermanns and Katoen's probabilistic parallel composition: ÿrst, D'Argenio, Hermanns and Katoen's composition is a binary operator, whereas for any integer n¿2, we have an n-ary probabilistic composition; second, there are only two probability parameters in D'Argenio, Hermanns and Katoen's composition but three in our composition. This is because their model is stochastic but we work in a sub-stochastic model. Moreover, the intuitive meaning of their parameters is di erent from ours; third, the semantics of D'Argenio, Hermanns and Katoen's composition is also di erent from that of our composition. In addition, we "probabilize" the preÿx operator to make it cooperative with probabilistic transitions.
It seems that the "probabilizations" of preÿx, summation and parallel composition are all the ways that we can imagine to introduce probability information into the basic CCS where a communication is simply treated as a synchronization. On the other hand, there is one more possibility that probability information may grow if we are concerned with some value-passing generalizations [30, Section 2:8; 17] of CCS. As an example, here, we brie y consider -calculus [31] with noisy channels, called N . The syntax of N is exactly the same as that of . We assume a countably inÿnite set N of names and use x; y; z; u; v; w as metavariables to range over it. We also assume a set of agent identiÿers, each having a nonnegative arity; A; B are used as metavariables over agent identiÿers. Then, the agents in N are deÿned as follows: P ::= 0 | A(y 1 ; : : : ; y n ) | xy:P | x(y):P | :P | (x)P | [x = y]P | P | Q | P + Q;
where the arity of A is n: In the above BNF deÿnition, 0 and A(y 1 ; : : : ; y n ) are nullary operations, xy:; x(y):; :; (x) and [x=y] are unary, and | and + are binary. The operation x(y) binds name y; and (x) binds name x: The major di erence between the transitional semantics of and that of N arises from the communication rule COM. In the ; if the agent P emits a name y through the channel x; and the agent Q intends to receive a name from the same channel x; then their parallel composition P | Q performs an internal communication. This is formally given by the following transition rule:
COM:
In this rule, the channel x is implicitly supposed to be noiseless. This means that if P sends the name y through the channel x, then Q will receive exactly what P sends, i.e., the name y; from the channel x: In other words, the output of the channel x is completely determined by its input. In many cases, however, the channel may be a device that adds a randomly generated noise to the input. N is a generalization of the -calculus and it is able to accommodate noisy channels. Noisy channels can be described statistically by giving a probability distribution of the output for each input, according to an idea from Shannon's information theory [36] . In the N , we assume a family p x = {p x; y : y ∈ N } of probability distributions over N for each channel name x in N . p x is called the channel matrix of x. Intuitively, if the name y is sent through the channel x; then the probability that the name z will be received from the channel x is p x; y (z): We know that in a transition is of the form P → Q: There are four kinds of actions: the silent action , free output actions xy; input actions x(y) and bound output actions x(y). The action is invisible and it indicates an internal communication. −→ Q implies that P sends the private name y on the channel x: The transitions in the N are similar to those in the . The only di erence is that the silent action will carry a probability. More explicitly, in the 
−→(w)(P | Q )
:
It is obvious that in the above rule COM N , we adopt the scheme of late instantiation: the input actions contain bound objects and they are instantiated only when engaging in an internal communication. A scheme of early instantiation for noisy channels can also be introduced into N . In the scheme of late instantiation, only the action is allowed to carry a probability. To present early instantiation in the N ; we need additionally free and bound output transitions with probabilities of the forms P xy;p → Q and P x(y);p → Q in which p indicates the probability that P emits the free or bound name y through −→ P {w=y} y = x; w = ∈ fn((y)P ):
The only thing that deserves an explanation is the rule OUTPUT-ACT . This rule means that the agent xy:P emits the name y to the channel x but the name received from this channel may be a di erent name because of the noise residing in the channel; the probability that the name z is received from the channel x when the name y is sent to it is p x; y (z): In a forthcoming paper, we shall elaborate the above ideas and develop the N calculus in detail. CCS is a theory of communicating systems, and so is Shannon's information theory [36] . They were born with di erent backgrounds and motivations. In a sense, CCS may be seen as a qualitative theory of communication, but Shannon's information theory is a quantative one. We may naturally expect a combination (and even a uniÿcation) of them. Perhaps, a calculus of communicating systems with noisy channels is the ÿrst step toward such a combination.
Bisimulation is a central notion in CCS, and it provides us with a formal method to describe that one system implements another. Roughly speaking, bisimulation expresses the equivalence of processes whose entire (external) actions follow the same pattern. This notion was directly generalized into the setting of probabilistic processes. In this paper, we propose a more probabilistic concept of bisimulation, namely -bisimulation for probabilistic processes to depict the fact that the di erence between the probabilities of two probabilistic processes performing the same actions does not exceed . Thus, it gives rise to a continuous spectrum of equivalences as the parameter ranges over the unit interval. The notion of -bisimulation equates probabilistic processes with di erent belief degrees, and it is more exible and subtler than the standard probabilistic bisimulation. Various equational laws such as the expansion law of probabilistic processes with respect to -bisimulation are exploited, and it is shown that -bisimilarity is a congruence under all combinators in APPA.
We believe that the methodology used to study -bisimulation also applies to give more exible versions of other equivalence relations and preorders of probabilistic processes [8, 9, 21, 39] . This should be an interesting topic for further studies.
