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3Résumé de la thèse
Cette thèse s’inscrit dans le domaine de la théorie des opérateurs. L’un des
opérateurs qui m’a particulièrement intéressé est l’opérateur modèle noté S(φ) qui
désigne la compression du shift unilatéral S sur l’espace modèle H(φ) où φ est une
fonction intérieure.
L’étude du rayon numérique de S(φ) semble être importante comme l’illustre bien
un résultat dû à C. Badea et G. Cassier qui ont montré qu’il existe un lien entre
le rayon numérique de tels opérateurs et l’estimation des coeﬃcients des fractions
rationnelles positives sur le tore. Nous fournissons une extension de leur résultat
et nous trouvons une expression explicite du rayon numérique de S(φ) dans le cas
particulier où φ est un produit de Blaschke ﬁni avec un unique zéro. Dans le cas
général où φ est un produit de Blaschke ﬁni quelconque, une estimation du rayon
numérique de S(φ) est aussi donnée.
Dans la deuxième partie de cette thèse on s’est intéressé à l’image numérique de
rang supérieur Λk(T ) qui est l’ensemble de tous les nombres complexes λ véri- ﬁant
PTP = λP pour une certaine projection orthogonale P de rang k . Cette notion
a été introduite récemment par M.-D. Choi, D. W. Kribs, et K. Zyczkowski et elle
est utilisée pour certains problèmes en physique. On montre que l’image numérique
de rang supérieur du shift n-dimensionnel coïncide avec un disque de rayon bien
déterminé.
Mots-clés : théorie des opérateurs, rayon numérique, image numérique, valeurs
propres, Inégalités de von Neumann, shift tronqué matrices de Toeplitz, dilation
unitaire, ρ-dilations, Propriété de Poncelet.
4Thesis Summary
This thesis joins in the ﬁeld of operator theory. We are specially interested by
the extremal operator S(φ) deﬁned by the compression of the unilateral shift S to
the model subspace H(φ) where φ is an inner function on the unit disc.
The numerical radius of S(φ) seems to be important and have many applications
to harmonic analysis. C. Badea and G. Cassier showed that there is a relationship
between the numerical radius of such operators and the Taylor coeﬃcients of positive
rational functions. We give an extension of C. Badea and G. Cassier result and an
explicit formula of the numerical radius of S(φ) in the particular case where φ is
a ﬁnite Blaschke product with unique zero. An estimate in the general case is also
established.
The second part is devoted to the study of the higher rank-k numerical range
denoted by Λk(T ) which is the set of all complex number λ satisfying PTP = λP
for some rank-k orthogonal projection P. This notion was introduced by M.-D. Choi,
D. W. Kribs, et K. Zyczkowski motivated by a problem in Physics. We show that
if Sn is the n-dimensional shift then its rank-k numerical range is the circular disc
centered in zero and with a precise radius.
Keywords : operator theory, numerical radius, numerical range, eigenvalues,
von Neumann inequalities, compression shift, Toeplitz matrices, unitary dilation,
ρ-dilations, Poncelet property.
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Chapitre 1
Introduction
Cette thèse s’inscrit dans le domaine de la théorie des opérateurs qui consiste
en l’étude des endomorphismes continus d’un espace vectoriel normé qu’on notera
H dans toute la suite. Il sera supposé muni d’une structure d’espace de Hilbert
complexe et séparable. On note B(H) l’algèbre de Banach de tous les opérateurs
linéaires et bornés sur H. L’un des opérateurs qui m’a particulièrement attiré est
l’opérateur modèle noté S(φ) qui désigne la compression du shift unilatéral S sur
l’espace modèle H(φ) = H2 ⊖ φ H2 où φ est une fonction intérieure.
Si l’opérateur S(φ) a été intensivement étudié dans les années 60 et 70, le calcul
de son rayon numérique reste un problème ouvert et largement étudié. Certains ma-
thématiciens tels que Wu, Gau, Mirman [16], [32] et bien d’autres se sont intéressés
à l’image numérique de S(φ) dans le cas particulier où φ est un produit de Blaschke
ﬁni. Ils ont d’ailleurs prouvé qu’elle vériﬁe certaines propriétés géométriques comme
la propriété de Poncelet. Néanmoins l’étude du rayon numérique de S(φ) s’est avérée
d’une grande importance et a beaucoup d’applications en analyse harmonique.
En 2002, Catalin Badea et Gilles Cassier ont montré dans leur article intitulé
“Constrained von neumann inequalities” un résultat qui établit un rapport entre le
rayon numérique du shift tronqué et les coeﬃcients de Taylor des fractions ration-
nelles positives sur le tore. Ils ont prouvé que si F = P/Q est une fonction rationnelle
sans partie principale (d◦P < d◦Q) positive sur le cercle unité, alors son coeﬃcient
de Taylor ck d’ordre k satisfait l’inégalité suivante :
|ck|6 c0 ω2(Rk),
où R = S∗|Ker(Q(S∗)). Ce résultat a marqué le début de mes investigations. L’objet de
la première partie de notre travail est de donner une généralisation de ce théorème
dans le sens où on n’imposera aucune condition sur les degrés de P et Q. En eﬀet,
on a montré que si P et Q sont deux polynômes premiers entre eux, alors on a
|ck|6 c0 ω2(S∗k(ϕ))
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où ϕ est un produit de Blaschke ne dépendant que des zéros de P et Q. Ces deux ré-
sultats donnent une généralisation de l’inégalité de Fejér et de l’inégalité de Egerváry
et Szász. Le problème qui s’est donc posé ensuite était de trouver une estimation du
rayon numérique de S(φ) dans le cas où φ est un produit de Blaschke ﬁni.
Dans une première partie de cette thèse, nous nous sommes intéressé à une
matrice très particulière. Il s’agit de la matrice de Toeplitz d’ordre n notée Kn(α)
et déﬁnie par
Kn(α) = (α|r−s|)nr,s=1,
avec 0 ≤ α < 1. Kac, Murdock et Szegö ont montré que les valeurs propres d’une
telle matrice sont les points
λ
(n)
k,α = Pα(e
it
(n)
k ) avec 1 ≤ k ≤ n
où Pα(eit) est le noyau de Poisson déﬁni par
Pα(eit) =
1− α2
1− 2α cos t+ α2 .
Ici les t(n)k sont les n solutions de l’équation
sin(n+ 1)t− 2α sinnt+ α2 sin(n− 1)t
sin t
= 0.
L’évaluation des t(n)k en une forme plus explicite est toujours d’actualité. Néanmoins
il est facile de voir qu’on peut les séparer par les points
(
xk =
kπ
n+ 1
)
1≤k≤n
de la
façon suivante :
0 < t(n)1 6 x1 < t
(n)
2 6 x2 < · · · < t(n)n 6 xn < π .
Dans le cas α = 0, on a t(n)k =
kπ
n+ 1
.
Cette matrice est généralement utilisée comme matrice test et dans notre cas
elle s’est révélée d’une grande utilité. En eﬀet, dans la seconde partie de ce travail,
nous avons donné une expression explicite du rayon numérique de S(φ) dans le cas
particulier où φ(z) =
(
z − α
1− αz
)n
est un produit de Blaschke avec un unique zéro α :
w2(S(φ)) =
1− |α|2
2α
(−λ(n)n,|α| +
1 + |α|2
1− |α|2 )
Ici λ(n)n,|α| est la fameuse n-ème valeur propre de la matrice de Kac, Murdock et Szegö.
En utilisant le théorème de Vasyunin et Nikolski sur les angles entre les sous espaces
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modèles, ce dernier résultat nous a permis de donner une estimation de w2(S(φ))
dans le cas d’un produit de Blaschke ﬁni avec des zéros diﬀérents.
L’objet de la partie suivante est l’étude de l’image numérique de rang supérieur
Λk(T ) qui est l’ensemble de tous les nombres complexes λ vériﬁant PTP = λP
pour une certaine projection orthogonale P de rang k. Cette notion a été introduite
par M.-D. Choi, D. W. Kribs, et K. Zyczkowski [8] et elle est utilisée pour certains
problèmes en physique. Pour k = 1, l’image numérique de rang supérieure coïncide
avec l’image numérique classique. Dans [44], H. Woerdeman a montré que Λk(T )
est convexe après avoir réduit dans une première phase le problème de convexité
à résoudre une équation de type Ricatti. Dans [12] nous nous sommes intéressés à
l’image numérique de rang supérieure du shift n-dimensionnel Sn agissant sur Cn
et on a prouvé que pour tout entier naturel n ≥ 2 et 1 6 k, Λk(Sn) coïncide avec
le disque fermé {z ∈ CI : |z|6 cos kπ
n+ 1
} si 1 6 k 6
[
n+1
2
]
et elle est réduite à
l’ensemble vide si
[
n+1
2
]
< k. Ensuite, on en déduit que Λk(S) = D (0, 1[ .

Chapitre 2
Préliminaires
2.1 Quelques résultats classiques sur les fonctions
analytiques
Dans ce paragraphe nous allons commencer par rappeler certains résultats bien
connus concernant la théorie des espaces de fonctions analytiques et qui nous seront
d’une grande utilité tout au long de cette thèse.
On note par D le disque unité formé par les nombres complexes de module
strictement inférieur à 1, par T = ∂D le cercle unité et par dm(t) = dt/2π la mesure
de Lebesgue normalisée sur le cercle unité. Pour 1 ≤ p <∞, et pour toute fonction
mesurable à valeurs complexes déﬁnie sur T, on pose
‖f‖p =
(w
T
|f |pdm
)1
p
.
On appelle Lp(T) l’ensemble de toutes les fonctions pour lesquelles ‖f‖p <∞.
L’espace de HardyHp(T) représentera le sous espace fermé de Lp(T) des fonctions
pour lesquelles les coeﬃcients de Fourrier d’indice négatif sont nuls. L’espace de
Banach Hp(D) représente l’ensemble des fonctions analytiques dans D pour lesquelles
‖f‖p = sup
0≤r<1
(w π
−π
|f(reit)|pdm(t)
)1/p
<∞.
D’après un résultat classique de la théorie des espaces de Hardy, on sait qu’on peut
identiﬁer isométriquement Hp(T) et Hp(D) via le noyau de Poisson
Pr(t) =
∑
n∈Z
r|n|eint =
1− r2
|1− reit|2
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en associant à toute fonction f ∗ ∈ Hp(T) une fonction f ∈ Hp(D) déﬁnie par :
f(z) = f(reit) =
w π
−π
f ∗(eiθ)Pr(t− θ)dm(θ).
Réciproquement, pour tout f ∈ Hp(D) avec 1 ≤ p < ∞, le théorème de Fatou, que
l’on énoncera ci-dessous nous assure que la limite radiale
f ∗(eiθ) = lim
rր1
f(reiθ),
existe pour presque tout eiθ ∈ T et déﬁnit une fonction appartenant à Hp(T). Ainsi
l’application :
H
p(D) ∋ f −→ f ∗ ∈ Hp(T)
réalise un isomorphisme isométrique d’espace de Banach. Pour cette raison, dans
la suite on utilisera la notation commune Hp. H∞ désigne l’espace des fonctions
holomorphes et bornées sur D. D’après le théorème de Fatou, on sait qu’à chaque
fonction f dans H∞ correspond une fonction f ∗ déﬁnie presque partout sur T par
f ∗(eit) = lim
r→1
f(reit).
De plus, on a
‖f‖∞ = ‖f ∗‖∞.
Théorème 2.1 (Fatou, [22], p.34). Soit µ une mesure borélienne ﬁnie sur le cercle
unité, et soit f la fonction harmonique sur le disque unité déﬁnie par
f(reiθ) =
w π
−π
Pr(t− θ)dµ(t).
Soit θ0 un point où µ est diﬀérentiable par rapport à la mesure de Lebesgue norma-
lisée. Alors
lim
r−→1
f(reiθ0) =
dµ
dm
(θ0) = µ′(θ0).
En fait,
lim
r−→1
f(reiθ) = µ′(θ0)
quand z = reiθ approche eiθ0 le long de tout chemin dans le disque en n’étant pas
tangent au cercle unité.
Nous allons maintenant énoncer le célèbre théorème de Szegö, mais avant cela
nous introduisons l’espace A = A(D) de toutes les fonctions analytiques dans D et
continues sur D. A est un sous espace vectoriel fermé de C(T) (l’espace de toutes les
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fonctions continues sur le tore T et à valeurs complexes). En particulier A est un
espace de Banach muni de la norme
‖f‖∞ = sup
|z|≤1
|f(z)|.
Chaque fonction f ∈ A est (bien sûr) l’intégrale de Poisson de sa valeur au bord :
f(reit) =
w π
−π
f(eiθ)Pr(t− θ)dm(θ)
et on a aussi d’après le principe de maximum
‖f‖∞ = sup |f(eit)|.
Comme dans le cas des espaces de Hardy on peut aussi identiﬁer les fonctions de A
avec leurs valeurs au bord c’est à dire que
A =
{
f ∈ C(T);
w π
−π
f(eiθ)einθd(θ) = 0,∀n ∈ N∗
}
.
Théorème 2.2 (Szegö, [22], p.49). Soit µ une mesure borélienne, positive et ﬁnie
sur le cercle unité et soit h la dérivée de µ par rapport à la mesure de Lebesgue
normalisée. Alors
inf
f∈A0
w π
−π
|1− f |2dµ = exp
(w π
−π
log h(eiθ)dm(θ)
)
.(
Ici A0 =
{
f ∈ A; r π
−π
f(eiθ)d(θ) = 0
})
.
En appliquant le théorème de Szegö, Hoﬀman a pu donner une condition néces-
saire et suﬃsante pour qu’une fonction strictement positive et Lebesgue-intégrable
soit de logarithme Lebesgue-intégrable.
Théorème 2.3 (Hoﬀman, [22], p.53). Soit h une fonction positive et intégrable par
rapport à la mesure de Lebesgue alors log h est intégrable par rapport à la mesure
de Lebesgue si et seulement si h = |f |2 pour une certaine fonction f ∈ H2 non
identiquement nulle.
Le théorème qui va suivre est une conséquence de théorème de Hoﬀman et c’est
un résultat dû à C. Badea et G. Cassier. Ce résultat sera utilisé dans le chapitre 1
et jouera un rôle clef dans la preuve du théorème 3.6.
Lemme 2.4 ([1], lemme 3.2). Soit u une fonction intérieure et h une fonction
positive sur le sous-espace u H10 de L
1(T). Alors il existe une fonction f dans H2 ⊖
u H2 telle que h = |f |2.
On renvoie à [1] pour une preuve de ce lemme.
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2.2 Définition et propriétés du shift tronqué
Dans ce paragraphe on désignera par S le shift unilatéral agissant sur l’espace
de Hardy H2 et par S∗ son adjoint :
S : H2 → H2
f 7→ zf(z)
S∗ : H2 → H2
f 7→ f(z)− f(0)
z
.
Définition 2.5. Une fonction u dans H∞ est dite intérieure si
|u∗(eit)| = 1
presque partout eit sur le tore T.
Théorème 2.6 (Beurling, [41]).
(a) Pour toute fonction intérieure φ l’espace
φH2 =
{
φf ; f ∈ H2
}
est un sous espace fermé de H2 et invariant par S.
(b) Si φ1 et φ2 sont des fonctions intérieures et si φ1H
2 = φ1H2 alors φ1 = φ2
modulo une constante de module égal à 1.
(c) Tout sous espace fermé Y de H2 autre que 0 et S-invariant contient une
fonction intérieure φ telle que Y = φH2.
D’après le théorème de Beurling, on déduit donc que les sous espaces invariants
respectivement par S et S∗ sont respectivement les φH2 et les H2 ⊖ φH2 où φ est
une fonction intérieure. Dans la suite de cette thèse on désignera par H(φ) le sous
espace modèle H2 ⊖ φH2.
Définition 2.7. On appelle compression de S sur le sous espace modèle H(φ) l’ap-
plication déﬁnie par
S(φ)f(z) = P (zf(z)),
où P est la projection orthogonale de H2 sur H(φ). On notera par S∗(φ) l’adjoint
de S(φ) et on a donc :
S∗(φ) = S(φ)∗ = S∗|H(φ) = S∗|Ker(φ(S)∗) .
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L’opérateur modèle S(φ) possède beaucoup de propriétés et il a été intensive-
ment étudié dans les années 60 et 70. Par exemple il a une norme égale à 1 quand
la dimension de H(φ) est supérieure à 1. Il est cyclique. La fonction φ est la fonc-
tion minimale (unique à une constante de module 1 près) de S(φ) c’est à dire que
φ(S(φ)) = 0 et φ divise toute fonction ψ dans H∞ vériﬁant ψ(S(φ)) = 0. L’espace
H(φ) est de dimension ﬁnie uniquement quand φ est un produit de Blaschke ﬁni :
φ(z) =
n∏
j=1
z − αj
1− αjz .
Dans ce cas p(z) =
∏n
j=1(z−αj) est à la fois le polynôme caractéristique et minimal
de S(φ) et (αj)16j6n sont ses valeurs propres. En particulier si φ(z) = zn alors S(φ)
est unitairement équivalent à l’opérateur shift Sn (n ∈ N∗) agissant sur Cn et déﬁni
sur la base canonique (e1, . . . , en) de Cn par
∀i = 1, . . . n− 1, Sn(ei) = ei+1 et Sn(en) = 0
Sn =

0
1
. . .
. . . . . .
1 0
 .
2.3 La classe d’opérateurs de Wu et Gau et pro-
priétés géométriques de leurs images numé-
riques
Définition 2.8. Soit T ∈ B(H) une contraction. On dit que T est une contraction
complétement non unitaire (c.n.u) si T ne peut pas être décomposée en somme directe
orthogonale d’un opérateur unitaire et d’une autre contraction. En dimension ﬁnie
cela est équivalent au fait que T n’admet aucune valeur propre de module égal à 1.
Ce paragraphe est essentiellement basé sur les travaux de H.-L. Gau et P. Y.
Wu [16]. Il s’agit d’une classe d’opérateurs qui a été introduite en 1998 et que
nous noterons par Υn. Elle est formée par toutes les contractions complètement non
unitaires T sur un espace vectoriel H de dimension ﬁni n avec rg(I − T ∗T ) = 1. Un
exemple d’opérateur appartenant à Υn est Sn dont l’image numérique est le disque
fermé Dn de centre 0 et de rayon cos
π
n+ 1
.
L’une des propriétés que vériﬁe cette classe d’opérateurs est la propriété de Pon-
celet sur laquelle on reviendra plus tard dans ce paragraphe. En 1822, Jean-Victor
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DE LEURS IMAGES NUMÉRIQUES
Poncelet a publié son livre intitulé "Traité sur les propriétés projectives des ﬁgures"
dans lequel apparait son célèbre théorème connu sous le nom "le théorème de fer-
meture de Poncelet" :
Si C et D sont deux ellipses dans le plan et si il existe un n-gone régulier (n ≥ 3)
inscrit dans D et circonscrit à C, alors pour tout point λ dans D il existe un unique
tel n-gone dont λ est l’un de ses sommets
Il est facile de voir que si on remplace respectivement les ellipses D et C par les
cercles T et ∂Dn, alors pour tout point λ dans T il existe un unique (n + 1)-gone
inscrit dans T, et circonscrit à ∂Dn et admettant λ comme l’un de ses sommets. Plus
généralement Wu et Gau ont montré que cette propriété reste vraie, pas uniquement
pour ∂(W (Sn)), mais pour tout opérateur dans Υn. Ceci se traduit par le théorème
ci-dessous.
Théorème 2.9 ([16], théorème 2.1). Soit T ∈ Υn, alors pour tout λ ∈ T, il existe
un n+ 1-gone Pn+1 vériﬁant les propriétés suivantes :
1. Pn+1 est inscrit dans T.
2. Pn+1 est circonscrit à ∂W (T ) et chacun de ses côtés est tangent à ∂W (T ) en
exactement un seul point.
3. λ est l’un des sommets de Pn+1.
De plus, pour chacun de ces (n+ 1)-gones correspond une n+ 1-dilatation unitaire
(une dilatation unitaire sur un espace vectoriel de dimension n+1) dont les valeurs
propres sont exactement les n+ 1 sommets de ce (n+ 1)-gone.
Parmis les conséquences de ce théorème on cite les corollaires suivants :
Corollaire 2.10 ([16], corollaire 2.7). Si T est un opérateur dans Υn, alors Re(T )
et Im(T ) ont des valeurs propres simples.
Corollaire 2.11 ([16], corollaire 2.6). Si T est un opérateur dans Υn, alors w2(T ) >
cos
π
n
.
Corollaire 2.12 ([16], corollaire 2.8). Soit T une contraction sur un espace vectoriel
de dimension ﬁnie vériﬁant rg(I − T ∗T ) ≤ 1, alors
W (T ) =
⋂{W (U) : U est une dilatation unitaire de T}.
Corollaire 2.13 ([15], corollaire 5.2). Si T est un opérateur dans Υn, alors le bord
de W (T ) ne contient aucun morceau de segment.
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2.4 Sur les angles entre les sous-espaces modèles
Ce paragraphe est consacré à l’étude de l’angle qui se trouve entre deux sous
espace modèles
H(ϕi) = H2 ⊖ ϕiH2,
avec ϕi une fonction intérieure pour i = 1, 2. Cette théorie a été élaborée par N.
Nikolski et V. Vasyunin (nous renvoyons l’auteur à [38] page 234). Nous allons
commencer par introduire quelques notions.
Définition 2.14. Soient L et M deux sous-espaces vectoriels fermés d’un espace de
Hilbert H, avec L ∩M = {0}. On déﬁnit sur L+M l’opérateur PL//M par
PL//M : l +m 7→ l, l ∈ L, m ∈M.
Ici, PL//M désigne la projection sur L parallèlement à M . Alors l’angle < L,M >
entre L et M est déﬁni par
< L,M >∈
[
0,
π
2
]
, cos < L,M >= sup
x∈L,y∈M,‖x‖=‖y‖=1
| < x, y > |.
D’après cette déﬁnition, on peut facilement établir que
cos < L,M >= sup
x∈L,‖x‖=1
‖PMx‖ =‖PMPL‖
et
sin < L,M >= inf
x∈L,‖x‖=1
‖(I − PM)x‖ = 1‖PL//M‖ .
Où PM et PL désignent respectivement les projections orthogonales sur M et L.
Définition 2.15. Soit ϕ une fonction intérieure. Posons µϕ = µs + µB, avec µs la
mesure singulière associée à la partie singulière de ϕ et µB la mesure déﬁnie par
dµB(ξ) =
1
2
∑
λ∈ϕ−1(0)
kϕ(ξ)(1− |ξ|2)dδλ(ξ)
où kϕ(ξ) désigne la multiplicité de ξ comme étant un zero de ϕ. (Bien sûr kϕ(ξ) = 0
si ξ n’est pas un zéro de ϕ). On dit que µϕ est la mesure représentative de ϕ.
Théorème 2.16 ([38]). Soit H(ϕi) pour i = 1, 2 deux espaces modèles µi, i = 1, 2
les mesures représentatives associées. Alors
sin 〈H(ϕ1), H(ϕ2)〉 ≥ exp
4
w
D
w
D
log
∣∣∣∣∣ ζ − ξ1− ζξ
∣∣∣∣∣
(1− |ζ|2)(1− |ξ|2)dµ1(ζ)dµ2(ξ)

= F (ϕ1, ϕ2).
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Discutons un peu sur certaines propriétés de F . Par déﬁnition de F (ϕ1, ϕ2), on
voit immédiatement que F est symétrique, c’est à dire que
F (ϕ1, ϕ2) = F (ϕ2, ϕ1).
Elle est aussi multiplicative dans le sens que
F (ϕ1, ϕ2ϕ3) = F (ϕ1, ϕ2)F (ϕ1, ϕ3).
La dernière assertion provient de la propriété des mesures représentatives
µϕ1ϕ2 = µϕ1 + µϕ1 .
Dans le cas particulier où ϕ1 = B1 et ϕ2 = B2, avec B1 et B2 deux produits de
Blaschke, alors
F (B1, B2) = exp
 ∑
ζ∈D,ξ∈D
k1(ζ)k2(ξ) log
∣∣∣∣∣ ζ − ξ1− ζξ
∣∣∣∣∣

=
∏
ζ∈D,ξ∈D
∣∣∣∣∣ ζ − ξ1− ζξ
∣∣∣∣∣
k1(ζ)k2(ξ)
=
∏
ξ∈D
|B1(ξ)|k2(ξ)
=
∏
ζ∈D
|B2(ζ)|k1(ζ).
Supposons maintenant que ϕ1 = S1 est une fonction singulière, alors pour |ζ| = 1,
la fonction à l’intérieur de l’intégrale dans le théorème précédent est équivalente à
−1
2
|ζ − ξ|−2. Ceci est dû au faite que lorsque |ζ| → 1,
log
∣∣∣∣∣ ζ − ξ1− ζξ
∣∣∣∣∣
(1− |ζ|2)(1− |ξ|2) =
1
2
log
[
1− (1− |ζ|
2)(1− |ξ|2)
|1− ζξ|2
]
(1− |ζ|2)(1− |ξ|2)
≃ −1
2
1
|1− ζξ|2
= −1
2
|ζ − ξ|−2.
Ainsi
F (S1, ϕ2) = exp
{
−2
w
T
w
D
dµ1(ζ)dµ2(ξ)
|ζ − ξ|2
}
.
2.5. OPÉRATEURS DE RANG 1 ET PRODUIT TENSORIEL 21
Dans le cas où ϕ2 = B2, on a
F (S1, B2) = exp
−∑
ξ∈D
k2(ξ)(1− |ξ|2)
w
T
dµ1(ζ)
|ζ − ξ|2

=
∏
ξ∈D
|S1(ξ)|k2(ξ).
Où la dernière égalité est due au faite que
|S1(ξ)| = exp
{
−Re
w
T
ζ + ξ
ζ − ξ dµ1(ζ)
}
= exp
{
−(1− |ξ|2)
w
T
dµ1(ζ)
|ζ − ξ|2
}
.
En conséquence pour une fonction intérieure arbitraire ϕ1, nous avons
F (ϕ1, B2) = F (B1, B2)F (S1, B2)
=
∏
ξ∈D
|B1(ξ)|k2(ξ)
∏
ξ∈D
|S1(ξ)|k2(ξ)
=
∏
ξ∈D
|ϕ1(ξ)|k2(ξ).
2.5 Opérateurs de rang 1 et produit tensoriel
Soient a et b deux vecteurs non nuls dans H. Considérons l’opérateur a⊗b appelé
produit tensoriel et déﬁni par
(a⊗ b)f =< f, b > a, pour tout f ∈ H
Évidemment l’image de a⊗b est le sous espace vectoriel Ca de dimension 1, donc a⊗b
est un opérateur de rang 1. On peut aussi voir réciproquement que tout opérateur
T de rang 1 s’écrit nécessairement sous la forme
T = a⊗ b
pour certains vecteurs a et b dans H. En eﬀet, si Im(T ) est de dimension 1, il existe
un vecteur a ∈ H tel que Im(T ) = Ca et donc pour tout x ∈ H il existe un scalaire
λx ∈ C tel que
Tx = λxa.
Il est clair que l’application H ∋ x 7→ λx ∈ C déﬁnit une forme linéaire continue sur
H, donc d’après le théorème de représentation de Riesz, il existe un vecteur b ∈ H
tel que
λx =< x, b > .
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Ainsi
Tx = λxa =< x, b > a = (a⊗ b)x.
La proposition suivante donne quelques propriétés élémentaires de ces opérateurs.
La preuve est laissée au lecteur.
Proposition 2.17. Soient a, b, c et d des vecteurs non nuls dans H et T un opé-
rateur dans B(H). Alors
1. (a⊗ b) ◦ (c⊗ d) =< c, b > (a⊗ d).
2. T ◦ (a⊗ b) = (Ta)⊗ b.
3. (a⊗ b) ◦ T = (a⊗ T ∗b).
4. (a⊗ b)∗ = (b⊗ a).
5. Ker(a⊗ b) = (Cb)⊥.
6. Im(a⊗ b) = Ca.
Chapitre 3
Sur le rayon numérique du shift
tronqué
3.1 Notations
Commençons par donner certaines notations et déﬁnitions utiles par la suite. On
désignera par H un espace de Hilbert complexe et séparable et par B(H) l’algèbre
de Banach des opérateurs bornés sur H. L’image numérique d’un opérateur T dans
B(H) est l’ensemble déﬁni par
W (T ) = {< Tx, x >∈ C;x ∈ H, ‖x‖= 1}
où < ., . > désigne le produit scalaire dans H. Le rayon numérique de T est déﬁni
par
ω2(T ) = sup{|z|; z ∈ W (T )}.
L’opérateur auto-adjoint Re(T ) est déﬁni par
Re(T ) = 1
2
(T + T ∗).
Observons que la norme ‖.‖2 de H2 est associée au produit scalaire
< f, g >=
w π
−π
f(eit)g(eit)dm(t).
Comme l’indique le titre, nous allons étudier dans ce chapitre la notion de rayon
numérique du shift tronqué. Nous allons nous intéresser en première partie aux pro-
priétés géométriques de l’image numérique du shift tronqué. Les propriétés exposées
ici serviront à mettre en valeur les travaux originaux qui suivront. La deuxième par-
tie sera consacrée à l’élaboration d’une estimation du rayon numérique. L’intérêt de
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l’étude du rayon numérique de cette famille a été mis en évidence dans un premier
temps par U. Haagerup et P. de la Harpe [19]. En eﬀet, ils ont établi une estimation
du rayon numérique d’une contraction nilpotente faisant intervenir uniquement le
rayon numérique de Sn. Cette inégalité semble n’avoir aucun rapport avec l’inégalité
de von Neumann classique et pourtant C. Badea et G. Cassier [1] ont démontré une
inégalité de von Neumann avec contrainte illustrant un rapport entre le rayon numé-
rique du shift tronqué et les coeﬃcients de Taylor des polynômes trigonométriques
positives sur le tore T (l’ensemble des nombres complexes de module 1).
3.2 Inégalités de von Neumann sous contraintes
Soit T une contraction dans B(H), d’après une célèbre inégalité due à von Neu-
mann [37], on sait que pour tout polynôme p ∈ C[X] :
‖p(T )‖ ≤‖p‖∞.
Ici ‖p‖∞ = sup{|p(z)| : z ∈ C, |z| ≤ 1} et ‖p(T )‖ =‖p(T )‖B(H). La même inégalité
reste vraie pour les fonctions dans l’algèbre du disque A et si T est en plus une
contraction complètement non unitaire (c.n.u) alors le dernier résultat reste aussi
vrai pour toute fonction analytique bornée f ∈ H∞ [34]. Ptak et Young ont aussi
montré :
Théorème 3.1 ([40]). Soient p et q deux polynômes analytiques arbitraires et T ∈
B(H) tel que ‖T‖ ≤ 1 et r(T ) < 1. Si de plus on a q(T ) = 0 alors
‖p(T )‖ ≤‖p(S∗|Ker q(S∗))‖.
Une généralisation de ce théorème a été fournie par Sz.-Nagy :
Théorème 3.2 ([35]). Soient f et g deux fonctions analytiques bornées dans H∞ et
soit T une contraction c.n.u dans B(H) telle que g(T ) = 0. Alors
‖f(T )‖ ≤‖f(S∗|Ker g(S∗))‖.
En 1992, U. Haagerup et P. de la Harpe ont obtenu le résultat suivant :
Théorème 3.3 ([19]). Soit T un opérateur sur H tel que T n = 0 pour un certain
n ≥ 2. Alors on a :
ω2(T ) 6 ‖T‖ω2(Sn) = ‖T‖cos π
n+ 1
.
De plus ω2(T ) = ‖T‖cos πn+1 uniquement lorsque T est unitairement équivalent à‖T‖Sn.
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C. Badea et G. Cassier ont obtenu des inégalités de von Neumann sous contraintes
qui permettent de voir le résultat précédent comme un corollaire de ce type d’in-
égalités. Voici une version simpliﬁée d’une inégalité que l’on trouve dans leur article
[1]. D’ailleurs, nous utiliserons cette version ultérieurement.
Théorème 3.4 ([1]). Soit T ∈ B(H) une contraction de classe C0 avec u(T ) = 0,
u une fonction intérieure et soit f ∈ A(D). Alors,
wρ(f(T )) ≤ wρ(f(S(u))).
Le résultat de U. Haagerup and P. de la Harpe correspond au cas où u(z) = zn et ρ =
2. Un célèbre résultat dû à Fejér nous dit que pour tout polynôme trigonométrique
positif
∑n−1
j=−n+1 e
ijt, on a
|c1|6 c0 cos π
n+ 1
.
Apparemment on ne voit pas de relation entre les coeﬃcients d’un tel polynôme
et le rayon numérique du shift tronqué. C. Badea et G. Cassier ont ensuite fait le
lien entre l’opérateur extrémal qui intervient dans les inégalités de von Neumann
sous contraintes et les coeﬃcients de Taylor d’une fraction rationnelle positive sur
le tore :
Théorème 3.5. ([1]) Soit F = P/Q une fonction rationnelle sans partie principale
(d◦P < d◦Q) positive sur le tore. Alors le coeﬃcient de Taylor ck d’ordre k satisfait
l’inégalité suivante
|ck|6 c0 ω2(Rk),
où R = S∗|Ker Q(S∗).
Ce théorème illustre donc qu’il y a un rapport entre les coeﬃcients des polynômes
trigonométriques positifs et le rayon numérique d’un shift tronqué. On va généraliser
ce théorème et dans cette extension, on n’imposera aucune condition supplémentaire
sur P et Q et on n’exigera aucune restriction sur les degrés.
Théorème 3.6. Soit F = P/Q une fonction rationnelle positive sur le tore, où P
et Q sont premiers entre eux. Désignons par
φ(z) =
p∏
j=1
(
z − αj
1− αjz
)mj
et
ψ(z) =
q∏
j=1
(
z − βj
1− βjz
)dj
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les produits de Blaschke formés respectivement par les zéros non nuls de P et Q dans
D. Soit m =
∑p
j=1 mj et d =
∑q
j=1 dj. Alors le coeﬃcient de Taylor ck d’ordre k de
F vériﬁe l’inégalité suivante :
|ck|6 c0 ω2(S∗k(ϕ)),
où ϕ(z) = zmax(0,m−d+1)ψ(z).
Démonstration. Tout d’abord, remarquons que par continuité on peut supposer que
F est strictement positive sur le tore. Soit F = P/Q et supposons que F (z) > 0
pour tout z dans le tore. Maintenant, soit
G (z) = F
(1
z
)
.
On peut supposer que G est analytique sur tout C à l’exception d’un nombre ﬁni
de points. Comme F est réelle sur le tore alors G(eit) = F (eit) = F (eit) pour tout
t ∈ R et donc d’après le principe du prolongement analytique on a :
F (z) =
P (z)
Q (z)
= G(z) =
P
(
1
z
)
Q
(
1
z
) .
Ainsi
P (z)Q
(1
z
)
= P
(1
z
)
Q (z) (3.1)
dans C∗. Comme P et Q sont premiers entre eux, on voit que si P (α) = 0, avec
α 6= 0, alors forcément P
(
1
α
)
= 0. En utilisant la formule de Leibniz pour la
dérivation n-ième d’un produit, la formule de Faà di Bruno pour la dérivée n-ième
de fonctions composées, on peut montrer que α et 1
α
ont la même multiplicité.
Donnons la preuve dans le cas où α est de multiplicité 2. En dérivant l’expression
(3.1) ci-dessus on trouve que :
P ′ (z)Q
(1
z
)
− 1
z2
P (z)Q′
(1
z
)
= − 1
z2
P ′
(1
z
)
Q (z) + P
(1
z
)
Q′ (z) .
Si P (α) = P ′(α) = 0, la dernière équation implique que
P ′
( 1
α
)
Q (α) = 0. (3.2)
De plus comme P et Q sont premiers entre eux, l’égalité (3.2) entraine que P ′
( 1
α
)
=
0. On a donc montré que la multiplicité de α est inférieure ou égale à celle de 1
α
. Mais
en remplaçant α par 1
α
on voit immédiatement que l’on a égalité de multiplicité.
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Par suite le polynôme P peut s’écrire sous la forme
P (z) = c1 zm0 (z − α1)m1 ... (z − αp)mp (1− α1z)m1 ... (1− αpz)mp
avec une certaine constante c1. Avec le même type d’arguments, on prouve que Q
s’écrit aussi sous la forme
Q (z) = c2 zd0 (z − β1)d1 ... (z − βq)dq
(
1− β1z
)d1
...
(
1− βqz
)dq
avec une constante c2. Comme P et Q sont premiers entre eux, on a nécessairement
m0 = 0 ou d0 = 0. Donc
F
(
eit
)
= |F
(
eit
)
| = c |P1 (e
it)
Q1 (eit)
|2
où P1 (z) =
∏p
j=1 (z − αj)mj et Q1 (z) =
∏q
j=1 (z − βj)dj . Cela entraine que
F
(
eit
)
= c
∏p
j=1 (e
it − αj)mj (e−it − αj)mj∏q
j=1 (eit − βj)dj
(
e−it − βj
)dj
avec c une certaine constante. Soit m = m1 + · · · + mp, d = d1 + · · · + dq et
ϕ(z) = zrψ(z) où r = max(0,m− d+ 1). Maintenant,
ϕ
(
eit
)
F
(
eit
)
= c eirtψ
(
eit
) ∏p
j=1 (e
it − αj)mj (e−it − αj)mj∏q
j=1 (eit − βj)dj
(
e−it − βj
)dj
= c eirt
q∏
j=1
(
eit − βj
1− βjeit
)dj ∏p
j=1 (e
it − αj)mj (1− αjeit)mj e−imt∏q
j=1 (eit − βj)dj
(
1− βjeit
)dj
e−idt
= c ei(d−m)teirt
∏p
j=1 (e
it − αj)mj (1− αjeit)mj∏q
j=1
(
1− βjeit
)2dj
= c eitmax(d−m,1)
∏p
j=1 (e
it − αj)mj (1− αjeit)mj∏q
j=1
(
1− βjeit
)2dj .
Ce qui prouve que ϕF ∈ HI 10. Une application du lemme 2.4 montre que F = |f |2
pour une certaine fonction f ∈ H(ϕ). Alors pour tout entier k, on a
|ck| = | < F, eikt > | = | < ff, eikt > |
= | < fe−ikt, f > |
= | < (S∗(ϕ))kf, f > |
= | < S∗k(ϕ)f, f > |.
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Ainsi
|ck| ≤ ‖f‖22 ω2(S∗k(ϕ)) = ‖F‖1 ω2(S∗k(ϕ)) = c0 ω2(S∗k(ϕ)).
D’où le résultat.
Ce théorème a beaucoup d’applications et il peut notamment nous expliquer
comment on peut retrouver facilement la célèbre inégalité de Egerváry et Szász.
Corollaire 3.7 (Egerváry et Szász [10]). Soit F (eit) =
∑n−1
j=−n+1 cje
ijt un polynôme
trigonométrique positive (n ≥ 2). Alors
|ck|6 c0 cos
 π[
n−1
k
]
+ 2
 for 1 6 k 6 n− 1.
Démonstration. On a :
F (eit) = c−n+1ei(−n+1)t + · · ·+ c0 + · · ·+ cn−1ei(n−1)t
= e(−n+1)it
(
c−n+1 + · · ·+ c0ei(n−1)t + · · ·+ cn−1e2i(n−1)t
)
=
P (eit)
Q(eit)
où P (eit) = c−n+1 + · · ·+ c0ei(n−1)t + · · ·+ cn−1e2i(n−1)t et Q(eit) = ei(n−1)t. Dans ce
cas il est facile de voir que m = n − 1, d = 0 et ϕ(z) = zn. Alors le théorème 3.6
implique
|ck| ≤ c0 ω2(S∗nk).
Mais il est important de remarquer que S∗n
k est unitairement équivalent à la somme
directe de shifts tronqués sur des espaces 2 à 2 orthogonaux dont la plus grande
dimension vaut s(k, n) + 1 où s(k, n) = [n−1
k
] (voir théorème 4.20). Ainsi ω2(S∗n
k) =
ω2(S∗s(k,n)+1) = cos
π
s(k, n) + 2
. Finalement, cela entraine que
|ck| 6 c0 cos π
s(k, n) + 2
= c0 cos
 π[
n−1
k
]
+ 2
 .
Remarque 3.8. Une application du théorème 3.6 dans le cas k = 1 nous donne
l’inégalité de Fejér (1915).
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Le théorème 3.6 nous permet d’estimer les coeﬃcients de Taylor des fractions
rationnelles positives et d’établir un rapport avec le rayon numérique du shift tron-
qué. Il est donc important d’estimer le rayon numérique d’un shift tronqué ce qui
explique ma motivation pour la suite de ce chapitre et qui est repris dans [11] et
[13]. Tout d’abord, on va s’intéresser au cas particulier où la fonction intérieure dans
S∗(φ) est un produit de Blaschke ﬁni avec un unique zéro.
3.3 Sur le rayon numérique du shift tronqué
3.3.1 Propriétés
Dans cette section nous allons nous focaliser sur le cas particulier où
φ(z) =
(
z − α
1− αz
)n
.
Mais avant cela, on commencera par établir quelques propriétés dans le cas général
où φ est un poduit de Blaschke ﬁni :
φ(z) =
n∏
j=1
z − αj
1− αjz .
Pour tout λ dans le disque unité D, on désignera par :
kλ =
1
1− λz
le noyau reproduisant de H2 vériﬁant f(λ) =< f, kλ > pour tout f dans H2 et par
F = {f1, . . . , fn} la famille de fonctions de H(φ) déﬁnie comme suit :
f1(z) =
(
1− |α1|2
) 1
2 1
1− α1z
et
fk(z) =
(
1− |αk|2
) 1
2 1
1− αkz
k−1∏
j=1
z − αj
1− αjz
pour tout k = 2, ..., n. Cette famille forme une base orthonormée classique de H(φ).
Proposition 3.9. La matrice de S∗(φ) dans la base F est donnée par [alk]1≤l,k≤n,
où
alk =

αl si l = k
σlσl+1 si k = l + 1
σlσk
∏k−1
j=l+1(−αj) si k > l + 1
0 sinon
avec σk = (1− |αk|2)
1
2 , pour tout 1 6 k 6 n.
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Démonstration. Pour k > l + 1, nous avons :
< S∗(φ)fk, fl > = σkσl
w 2π
0
1
1− αkeiθ
e−iθ
1− αle−iθ
k−1∏
j=l
eiθ − αj
1− αjeiθ
dθ
2π
= σkσl
w 2π
0
1
1− αkeiθ
e−iθ
1− αle−iθ
eiθ − αl
1− αleiθ
k−1∏
j=l+1
eiθ − αj
1− αjeiθ
dθ
2π
= σkσl
w 2π
0
1
1− αkeiθ
1
1− αleiθ
k−1∏
j=l+1
eiθ − αj
1− αjeiθ
dθ
2π
= σkσl
k−1∏
j=l+1
(−αj).
De la même manière, on prouve aisément que
< S∗(φ)fk+1, fk >= σkσk+1
et que
< S∗(fk), fl >= 0 si k < l.
Finalement, on trouve
< S∗(φ)fk, fk > = σ2k
w 2π
0
1
1− αkeiθ
e−iθ
1− αke−iθ
dθ
2π
= σ2k < kαk ,
z
1− αkz >
= αk.
Dans le reste de ce paragraphe, φα désignera le produit de Blaschke ﬁni avec un
zéro unique α ∈ D
φα(z) =
(
z − α
1− αz
)n
.
D’après la proposition précédente, S∗(φα) possède donc cette représentation matri-
cielle : 
α σ −σα · · · · · · σ(−α)n−2
0 α σ
. . .
...
...
. . . . . . . . . . . .
...
...
. . . . . . . . . −σα
...
. . . α σ
0 . . . . . . . . . 0 α

avec σ = 1− |α|2.
3.3. SUR LE RAYON NUMÉRIQUE DU SHIFT TRONQUÉ 31
Théorème 3.10. Soit φα(z) =
(
z − α
1− αz
)n
avec α ∈ C et |α|< 1.
1. On a
S∗(φα) = (In + αS∗n)
−1(S∗n + αIn).
2. Le rayon numérique de S∗(φα) est indépendant de l’argument de α et plus
précisément
W (S∗(φα)) = e−i arg(α)W (S∗(φ|α|)).
3. Pour 0 ≤ α < 1, l’image numérique de S∗(φα) est symétrique par rapport à
l’axe réel et on a
ω2(S∗(φα)) = sup
(u0,...,un)∈Cn;
∑n−1
l=0
|ul|
2
=1
∣∣∣∣∣∣
w π
−π
eit − α
1− αeit
∣∣∣∣n−1∑
l=0
ule
ilt
∣∣∣∣
2
dm(t)
∣∣∣∣∣∣.
Démonstration. Pour la preuve de la première assertion remarquons que la repré-
sentation matricielle de S∗(φα) implique que
S∗(φα) = αIn + σ
n−1∑
k=1
(−α)k−1S∗nk
= αIn + σ
∞∑
k=1
(−α)k−1S∗nk
= αIn − σ
α
∞∑
k=1
(−α)kS∗nk
= αIn − σ
α
(
(In + αS∗n)
−1 − In
)
= (α+
σ
α
)In − σ
α
(In + αS∗n)
−1
= (In + αS∗n)
−1
(
(α+
σ
α
)(In + αS∗n)−
σ
α
In
)
= (In + αS∗n)
−1(S∗n + αIn).
Pour la deuxième assertion, le cas α = 0 est trivial. Si α 6= 0, posons s = arg(α) et
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remarquons que pour tout vecteur unitaire u = (u0, . . . , un−1) de Cn on a
< S∗(φα)u, u > = α+
1− |α|2
−α
∑
0≤m<l≤n−1
(−α)l−m ulum
= e−is
(
|α|+ 1− |α|
2
−|α|
∑
0≤m<l≤n−1
(−α)l−m ulum
)
= e−is
(
|α|+ 1− |α|
2
−|α|
∑
0≤m<l≤n−1
(
−|α|eis
)l−m
ulum
)
= e−is
(
|α|+ 1− |α|
2
−|α|
∑
0≤m<l≤n−1
(−|α|)l−m vlvm
)
= e−is < S∗(φ|α|)v, v >,
avec v = (v0, . . . , vn−1) et vl = (eis)lul pour tout 0 ≤ l ≤ n − 1. Cela montre que
le rayon numérique est indépendant de l’argument de α. Dans la suite on pourra
supposer que 0 < α < 1. On considère un vecteur unitaire u = (u0, . . . , un−1)
appartenant à Cn et on observe que
z = < S∗(φα)u, u >
= α+
1− α2
−α
∑
0≤m<l≤n−1
(−α)l−mulum (3.3)
équivaut à
z = α+
1− α2
−α
∑
0≤m<l≤n−1
(−α)l−mumul
= < S∗(φα)u, u > .
Cela prouve donc que l’image numérique de S∗(φα) est symétrique par rapport à
l’axe réel. Maintenant, en utilisant l’égalité (3.3), il vient
ω2(S∗(φα)) = sup
‖u‖2=1
| < S∗(φα)u, u > |
= sup
‖u‖2=1
∣∣∣∣− α+ 1− α2α ∑0≤m<l≤n−1αl−mulum
∣∣∣∣
= ω2(S∗(φ−α))
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où
S∗−α =

−α 1− α2 α(1− α2) · · · · · · αn−2(1− α2)
0 −α 1− α2 . . . ...
...
. . . . . . . . . . . .
...
...
. . . . . . . . . α(1− α2)
...
. . . −α 1− α2
0 . . . . . . . . . 0 −α

.
Pour ﬁnir la preuve de l’assertion (3) de cette proposition, il suﬃt de remarquer que
S∗(φα) est la matrice de Toeplitz d’ordre n associée à la forme de Toeplitz
f(t) = −α+ (1− α2)∑
k≥1
αk−1eikt =
α− eit
1− αeit .
3.3.2 Construction géométrique du rayon numérique
Soit T ∈ B(H), d’après le théorème classique de Toeplitz-Hausdorﬀ ([21], [24]
page 27), on sait que W (T ) est convexe. Une façon de paramétrer ∂W (T ) est basée
sur le fait que, pour toute matrice hermitienne A, le maximum de la forme quadra-
tique < Ax, x > sur la sphère unité est exactement la plus grande valeur propre de
T .
Soit (x(θ), y(θ)) un point d’un arc régulier de ∂W (T ) paramétré par l’angle θ
avec 0 ≤ θ ≤ 2π entre la tangente Lθ au point (x(θ), y(θ)) et l’axe imaginaire positif
pris dans le sens trigonométrique (voir ﬁgures 3.1 et 3.2).
L’équation de ∂W (T ) est déﬁnie par la plus grande valeur propre λ = λ(θ) de la
matrice Hermitienne Re(e−iθT ) :
P (λ, cos θ, sin θ) = det(Re(e−iθT − λ))
et on a (voir [32] et [26])
x = x(θ) = λ(θ) cos θ − λ′(θ) sin θ
et
y = y(θ) = λ(θ) sin θ + λ′(θ) cos θ.
Remarquons aussi que λ(θ) est aussi la distance algébrique entre Lθ et l’origine. Le
réel λ(θ) est positif si la ligne Lθ ne sépare pas l’origine par rapport à ∂W (T ) et
négatif sinon. La dérivée λ′(θ) est déﬁnie pour ce qu’on appelle “les arcs réguliers”
de ∂W (T ). Un arc est dit régulier s’il ne contient pas de morceaux de segments ni
de point anguleux.
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x
y
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1
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3
4
5
6
7
0
W(T)
θ
λ(θ) > 0
θ
(x(θ), y(θ))
W (e−iθT )
e−iθL(θ)
λ(θ)
e−iθ(x(θ), y(θ))
L(θ)
Figure 3.1 – Cas λ(θ) > 0
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0
W(T)
(x(θ), y(θ))
θ
θ
λ(θ) < 0W (e−iθT )
L(θ)
e−iθL(θ)
λ(θ)
Figure 3.2 – Cas λ(θ) < 0
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Lemme 3.11 ([32] proposition 2). Si J est un sous ensemble connexe de ∂W (T )
ne contenant aucun point anguleux et si pour tout point de J , λ(θ) est une valeur
propre simple de Re(e−iθT ), alors J est un arc régulier de ∂W (T ).
Lemme 3.12 ([32] proposition 3, [24] pp. 50-51). Si le bord de l’image numérique
d’une matrice T contient un point anguleux λ =< Tu, u >, alors λ est une valeur
propre normale à T , ce qui équivaut à dire que
Tu = λu et T ∗λ = λu.
Lemme 3.13 ([32] lemme 1). Soit U une n + 1 matrice unitaire sur un espace
vectoriel Hn+1 de dimension n + 1 ayant des valeurs propres distinctes. Soit Q =
In+1 − w ⊗ w, ‖w‖ = 1, n > 1 et T = QUQ, alors les propositions suivantes sont
équivalentes.
1. w2(T ) < 1.
2. Si λ est une valeur propre de T , alors |λ| < 1.
3. < w, u >6= 0 pour tout vecteur propre u de U .
4. Le sous espace L = QHn+1 ne contient aucun vecteur propre de U .
5. T n’admet aucune valeur propre normale.
Proposition 3.14. Si T ∈ Υn, alors ∂W (T ) est régulier.
Démonstration. Soit T un opérateur borné sur un espace H de dimension n. Si
T ∈ Υn, alors il en est de même pour Re(e−iθT ) et par suite, d’après le corollaire
2.10, λ(θ) est une valeur propre simple de Re(e−iθT ). Soit U une n + 1 dilatation
unitaire de T sur un espaceHn+1 de dimension n+1 contenantH dont {e1, . . . , en+1}
est une base orthonormée. Supposons que relativement à cette base, U possède la
représentation matricielle suivante :(
T a
b c
)
,
où a, b ∈ Cn et c ∈ C. On sait d’après le théorème 2.9, qu’à chaque n+ 1 dilatation
unitaire correspond un n + 1-gone dont les sommets sont exactement les valeurs
propres de cette dernière. Ce qui veut dire que les valeurs propres de U sont toutes
distinctes. D’autre part, on vériﬁe aisément que pour Q = In+1 − en+1 ⊗ en+1, on a
QUQ = T . Donc les lemmes 3.11, 3.12 et 3.13 répondent à la question.
Proposition 3.15. Soit T ∈ Υn, alors
w2(T ) = sup
θ∈[0,2π[
λ(θ)
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Démonstration. On sait que pour tout T ∈ B(H),
w2(T ) = sup
θ∈[0,2π[
‖Re(e−iθT )‖.
Si de plus T ∈ Υn, ∂W (T ) ne contient pas de points anguleux alors
w2(T ) = sup
θ∈[0,2π[
|λ(θ)|.
Maintenant si le rayon numérique de T est atteint pour un certain λ(θ), alors dans
ce cas Lθ ne sépare pas l’origine par rapport à ∂W (T ) et par suite λ(θ) > 0.
3.3.3 Relation entre le rayon numérique de S∗(φ−α) et celui
de sa partie réelle.
Pour tout n ≥ 2 désignons par Dn(λ, θ) le polynôme caractéristique de
Re(e−iθS∗(φ−α)).
Lemme 3.16. Pour tout n ≥ 1, on a
Dn(λ, θ) =
(1− λ2)− 12
2n
Re
((1− λ2) 12 + iλ)
(
−2α cos θ − (1 + α2)λ+ i(1− α2)(1− λ2) 12
)n.
Démonstration. On a :
Dn(λ, θ)
= det(Re(e−iθS∗(φ−α))− λIn)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−α cos θ − λ σ
2
e−iθ
ασ
2
e−iθ · · · α
n−2σ
2
e−iθ
σ
2
eiθ −α cos θ − λ σ
2
e−iθ · · · α
n−3σ
2
e−iθ
ασ
2
eiθ
σ
2
eiθ −α cos θ − λ · · · α
n−4σ
2
e−iθ
· · · · · · · · · · · · · · ·
αn−2σ
2
eiθ
αn−3σ
2
eiθ
αn−4σ
2
eiθ · · · −α cos θ − λ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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En multipliant la seconde ligne de ce déterminant par α et en la soustrayant de la
première ligne, on obtient
Dn(λ, θ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a(λ, θ) c(λ, θ) 0 · · · 0
σ
2
eiθ −α cos θ − λ σ
2
e−iθ · · · α
n−3σ
2
e−iθ
ασ
2
eiθ
σ
2
eiθ −α cos θ − λ · · · α
n−4σ
2
e−iθ
· · · · · · · · · · · · · · ·
αn−2σ
2
eiθ
αn−3σ
2
eiθ
αn−4σ
2
eiθ · · · −α cos θ − λ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
avec a(λ, θ) = −α cos θ − λ− ασ
2
eiθ et c(λ, θ) =
σ
2
e−iθ + α2 cos θ + αλ. En repétant
la même opération mais cette fois-ci avec les colonnes, on trouve que
Dn(λ, θ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
b(λ, θ) c(λ, θ) 0 · · · 0
c(λ, θ) −α cos θ − λ σ
2
e−iθ · · · α
n−3σ
2
e−iθ
0
σ
2
eiθ −α cos θ − λ · · · α
n−4σ
2
e−iθ
· · · · · · · · · · · · · · ·
0
αn−3σ
2
eiθ
αn−4σ
2
eiθ · · · −α cos θ − λ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
avec b(λ, θ) = −2α cos θ − λ(1 + α2). Ce qui implique
Dn(λ, θ) = b(λ, θ)Dn−1(λ, θ)− |c(λ, θ)|2Dn−2(λ, θ)
=
(
− 2α cos θ − λ(1 + α2)
)
Dn−1(λ, θ)
−
∣∣∣∣∣σ2 eiθ + α2 cos θ + αλ
∣∣∣∣∣
2
Dn−2(λ, θ),
pour tout entier n ≥ 3. Cette relation de récurrence reste vraie pour n = 2 si on
pose D0(λ, θ) = 1 et l’équation caractéristique correspondante est
ρ2 = −
(
2α cos θ + λ(1 + α2)
)
ρ−
∣∣∣∣∣σ2 eiθ + α2 cos θ + αλ
∣∣∣∣∣
2
.
Elle admet pour discriminant
∆ =
(
∓ i(1− α2)(1− λ2) 12
)2
,
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et pour solutions :
ρ1 =
−2α cos θ − λ(1 + α2)− i(1− α2)(1− λ2) 12
2
et
ρ2 =
−2α cos θ − λ(1 + α2) + i(1− α2)(1− λ2) 12
2
.
Ainsi
Dn(λ, θ) = Aρ1n +Bρ2n,
où les constantes A, B sont à déterminer à partir des “conditions initiales” :
D0(λ, θ) = 1 = A+B
et
D1(λ, θ) = −α cos θ − λ = Aρ1 +Bρ2.
Un calcul simple montre que
A =
(1− λ2) 12 − iλ
2(1− λ2) 12 et B =
(1− λ2) 12 + iλ
2(1− λ2) 12 .
Ceci permet d’établir que
Dn(λ, θ) = 2Re Cn(λ, θ)
avec
Cn(λ, θ) = B
−2α cos θ − λ(1 + α2) + i(1− α2)(1− λ2) 12
2
n
D’où
Dn(λ, θ) =
(1− λ2)− 12
2n
Re
((1− λ2) 12 + iλ)
(
−2α cos θ − (1 + α2)λ+ i(1− α2)(1− λ2) 12
)n.
Ce qui achève la preuve du lemme.
Lemme 3.17. Pour 0 ≤ α < 1, on a S∗(φ−α) ∈ Υn.
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Démonstration. D’après le théorème 3.10, on sait que
S∗(φ−α) = (In − αS∗n)−1(S∗n − αIn)
Désignons par V = (In − αS∗n)−1(S∗n − αIn). Pour prouver ce lemme il suﬃt de
montrer que In − V ∗V est du rang 1. Or
In − V ∗V
= (In − αSn)−1
[
(1− α2)(I − SS∗)
]
(In − αS∗n)−1
= (In − αSn)−1
[
(1− α2)(e0 ⊗ e0)
]
(In − αS∗n)−1
= (1− α2)
[
(In − αSn)−1e0 ⊗ (In − αSn)−1e0
]
= (1− α2) u⊗ u
avec u = (1, α, α2, . . . , αn−1), d’où le résultat.
Proposition 3.18. Pour 0 ≤ α < 1, on a
ω2(S∗(φ−α)) = ω2(Re(S∗(φ−α))).
Démonstration. Soit d(θ) la plus grande valeur propre de Re(e−iθS∗(φ−α)). Pour
tout entier naturel n ≥ 1, considérons les applications Φn, Ψn et Ω déﬁnies comme
suit :
Φn : [0, π] −→ R
θ −→ Dn(d(θ), θ)
Ψn : R2 −→ R
(x, y) −→ Dn(x, y)
et
Ω : [0, π] −→ R2
θ −→ (d(θ), θ) .
Remarquons que comme d(θ) est une valeur propre de Re(e−iθS∗(φ−α)), alors
Φn(θ) = Ψn ◦ Ω(θ) = 0, pour tout θ ∈ [0, π].
Ce qui implique que pour tout θ ∈ [0, π],
0 = Φ′n(θ) (3.4)
= DΨn(Ω(θ))(d′(θ), 1)
= d′(θ)
∂Ψn
∂x
(d(θ), θ) +
∂Ψn
∂y
(d(θ), θ). (3.5)
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Maintenant en vertu du lemme 3.17 et la proposition 3.15 on a
ω2(S∗(φ−α)) = sup{d(θ), 0 ≤ θ < 2π}.
or d’après le théorème 3.10, W (S∗(φ−α)) est symétrique par rapport à l’axe réel
donc :
ω2(S∗(φ−α)) = sup{d(θ), 0 ≤ θ ≤ π}.
Supposons que d(θ) atteint son maximum en un point θ0 ∈]0, π[ alors forcément
d′(θ0) = 0, par suite l’égalité (3.5) entraine que
∂Ψn
∂y
(d(θ0), θ0) = 0.
C’est à dire que
2αn sin θ0Φn−1(θ0) = 0. (3.6)
Comme sin θ0 6= 0, la dernière équation implique que
Dn−1(d(θ0), θ0) = 0.
Donc Dk(d(θ0), θ0) = 0, pour tout 1 ≤ k ≤ n. Ce qui n’est pas possible car sinon 1 =
D0(d(θ0), θ0) = 0. Cela prouve que d est une fonction monotone et par conséquent
ω2(S∗(φ−α)) = ω2(Re(S∗(φ−α))).
3.4 Sur la matrice de Kac, Murdock et Szegö
Dans ce paragraphe nous allons revenir sur l’étude d’une matrice de Toeplitz un
peu spéciale pour donner ensuite des résultats originaux. Il s’agit de la matrice de
Toeplitz de Kac, Murdock et Szegö de symbole le noyau de Poisson :
Pα(eit) =
∞∑
k=−∞
α|k|eikt =
1− α2
|1− αeit|2 =
1− α2
1− 2α cos t+ α2 ,
pour 0 ≤ α < 1.
Cette matrice est souvent utilisée comme une matrice test et elle est déﬁnie pour
n ≥ 1 par :
Kn(α) =

1 α α2 · · · αn−1
α 1 α · · · αn−2
α2 α 1 · · · αn−3
· · · · · · · · · · · · · · ·
αn−1 αn−2 αn−3 · · · 1
 = (α
|r−s|)nr,s=1.
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Le polynôme caractéristique de Kn(α) est
Dn(λ) =
∣∣∣∣∣∣∣∣∣∣∣∣
1− λ α α2 · · · αn−1
α 1− λ α · · · αn−2
α2 α 1− λ · · · αn−3
· · · · · · · · · · · · · · ·
αn−1 αn−2 αn−3 · · · 1− λ
∣∣∣∣∣∣∣∣∣∣∣∣
.
En multipliant la deuxième ligne par α et en la soustrayant de la première on trouve
Dn(λ) =
∣∣∣∣∣∣∣∣∣∣∣∣
1− λ− α2 αλ 0 · · · 0
α 1− λ α · · · αn−2
α2 α 1− λ · · · αn−3
· · · · · · · · · · · · · · ·
αn−1 αn−2 αn−3 · · · 1− λ
∣∣∣∣∣∣∣∣∣∣∣∣
.
En répétant la même opération avec la première et la deuxième colonne on prouve
que :
Dn(λ) =
∣∣∣∣∣∣∣∣∣∣∣∣
1− λ− α2(1 + λ) αλ 0 · · · 0
αλ 1− λ α · · · αn−2
0 α 1− λ · · · αn−3
· · · · · · · · · · · · · · ·
0 αn−2 αn−3 · · · 1− λ
∣∣∣∣∣∣∣∣∣∣∣∣
=
(
1− λ− α2(1 + λ)
)
Dn−1(λ)− α2λ2Dn−2(λ), n = 3, 4, · · ·
Néanmoins cette relation de récurrence reste aussi vraie pour n = 2 en posant
D0(λ) = 1. L’équation caractéristique correspondante à la forme récurrente du po-
lynôme caractéristique est :
ρ2 =
(
1− λ− α2(1 + λ)
)
ρ− α2λ2.
Pour trouver une forme simple et explicite de Dn(λ), on va convenir que :
λ =
1− α2
1− 2α cos t+ α2 .
Avec cette convention, l’équation caractéristique se réduit à
ρ2 = −2λαρ cos t− α2λ2.
Le discriminant associé est (2iλα sin t)2 et donc les solutions sont −λαe±it. Cela
entraine que
Dn(λ) = −λα(Aeint +Be−int)
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avec A et B des constantes complexes. Les constantes A et B sont à déterminer à
partir des conditions initiales suivantes{
D1(λ) = 1
D0(λ) = 1
.
Ce qui nous permettra d’obtenir l’expression suivante de Dn(λ) :
Dn(λ) =
(−λα)n
1− α2
sin(n+ 1)t− 2α sinnt+ α2 sin(n− 1)t
sin t
=
(−λα)n
1− α2 pn(cos t). (3.7)
On vériﬁe aisément par récurrence que l’expression pn(cos t) est un polynôme de
degré n en cos t et qu’il a n racines réelles distinctes
(
cos t(n)k
)
16k6n
avec :
0 < t(n)1 < t
(n)
2 < t
(n)
3 < · · · < t(n)n < π .
Et donc les valeurs propres
(
λ
(n)
k = Pα(e
it
(n)
k )
)
16k6n
de Kn(α) vériﬁent l’inégalité
suivante :
1 + α
1− α > λ
(n)
1 > λ
(n)
2 > λ
(n)
3 > · · · > λ(n)n >
1− α
1 + α
.
L’évaluation des racines
(
t
(n)
k
)
16k6n
sous une forme explicite est toujours un pro-
blème ouvert. Néanmoins il est facile de voir qu’on peut les séparer par les points(
xk =
kπ
n+ 1
)
1≤k≤n
. Pour cela il suﬃt de remarquer que pour tout 1 6 k 6 n
pn(cosxk) = (−1)k2α(1− α cosxk)
et que
sgn pn(cosxk) = (−1)k .
La dernière équation reste aussi vraie pour k = 0, ce qui entraine que
0 < t(n)1 6 x1 < t
(n)
2 6 x2 < · · · < t(n)n 6 xn < π .
Remarque 3.19. Dans le cas où α = 0 on vériﬁe aisément que t(n)k = xk.
Nous avons alors montré que l’on avait ( cf. [11] ) :
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Proposition 3.20. t(n)k est solution de
α cos
(n− 1)t
2
= cos
(n+ 1)t
2
si k est impair
α sin
(n− 1)t
2
= sin
(n+ 1)t
2
si k est pair
Démonstration. Remarquons d’abord que
pn(t) =
2
sin t
(
sin
(n+ 1)t
2
− α sin (n− 1)t
2
)
(
cos
(n+ 1)t
2
− α cos (n− 1)t
2
)
. (3.8)
Maintenant comme
(k − 1)π
n+ 1
≤ t(n)k ≤
kπ
n+ 1
pour tout 1 ≤ k ≤ n, alors
(k − 1)π
2
≤ n+ 1
2
t
(n)
k ≤ k
π
2
.
Si k est pair
Il existe p ∈ N∗ tel que k = 2p et donc
(p− 1
2
)π ≤ n+ 1
2
t
(n)
k ≤ pπ
c’est à dire que cos
(n+ 1)t
2
et sin
(n+ 1)t
2
n’ont pas le même signe. Si t(n)k est
solution de α cos
(n− 1)t
2
= cos
(n+ 1)t
2
, on aura
α
(
cos
(n+ 1)t(n)k
2
cos t(n)k + sin
(n+ 1)t(n)k
2
sin t(n)k
)
= cos
(n+ 1)t(n)k
2
.
c’est à dire que
cos
(n+ 1)t(n)k
2
(
1− α cos t(n)k
)
= α sin
(n+ 1)t(n)k
2
sin t(n)k .
Cela n’est pas possible car 1− α cos t(n)k et sin t(n)k sont tous les deux positifs.
Si k est impair
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Alors k = 2p+ 1 avec p ∈ N ce qui implique que
pπ ≤ n+ 1
2
t
(n)
k ≤ (p+ 12)π
et donc nécessairement cos
(n+ 1)t
2
et sin
(n+ 1)t
2
n’ont pas le même signe. Si t(n)k
est solution de α sin
(n− 1)t
2
= sin
(n+ 1)t
2
alors on aura
α
(
sin
(n+ 1)t(n)k
2
cos t(n)k − cos
(n+ 1)t(n)k
2
sin t(n)k
)
= sin
(n+ 1)t(n)k
2
d’où
sin
(n+ 1)t(n)k
2
(
− 1 + α cos t(n)k
)
= α cos
(n+ 1)t(n)k
2
sin t(n)k .
Comme −1+α cos t(n)k est négatif et sin t(n)k est positif alors la dernière équation est
absurde, ce qui termine la preuve.
Proposition 3.21. Pout tout entier naturel n ≥ 2 ;
2
n+ 1
arccos(α) 6 t(n)1 6 arccos(α) . (3.9)
Démonstration. On sait que t(n)1 est une solution de l’équation :
cos
(n+ 1)t
2
= α cos
(n− 1)t
2
. (3.10)
Supposons que t(n)1 <
2
n+ 1
arccos(α), alors cela implique que
(n+ 1)t(n)1
2
< arccos(α)
et par suite
cos
(n+ 1)t(n)1
2
> α ≥ α cos (n− 1)t
(n)
1
2
ce qui n’est pas possible, donc l’inégalité t(n)1 ≥
2
n+ 1
arccos(α) est juste. D’après
l’égalité (3.10), on a
cos t(n)1 cos
(n− 1)t(n)1
2
− sin t(n)1 sin
(n− 1)t(n)1
2
= α cos
(n− 1)t(n)1
2
d’où (
cos t(n)1 − α
)
cos
(n− 1)t(n)1
2
= sin t(n)1 sin
(n− 1)t(n)1
2
.
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Or on sait que 0 < t(n)1 6
π
n+1
et donc
0 <
(n− 1)t(n)1
2
<
(n+ 1)t(n)1
2
6
π
2
.
Ce qui entraine que sin
(n− 1)t(n)1
2
, cos
(n− 1)t(n)1
2
et sin t(n)1 sont tous positifs. Ainsi
cos t(n)1 − α est aussi positif, ce qui achève la preuve.
Remarque 3.22. Soit 0 6 α < 1 ﬁxé. Comme Pα(eit) est positif et décroissant
sur l’intervalle [0, π], il devient facile d’après la proposition précédente d’obtenir une
estimation optimale de la plus grande valeur propre de Kn(α) :
1 6 λ(n)1 6
1− α2
1− 2α cos
(
2
n+1
arccos(α)
)
+ α2
.
Notons que λ
(n)
1 est aussi le rayon numérique de Kn(α). Cela est dû au fait que le
rayon numérique d’une matrice symétrique, dont le spectre est positif, coïncide avec
sa plus grande valeur propre.
3.5 Applications
Proposition 3.23. Soit n un entier naturel tel que n ≥ 2 et α un nombre réel tel
que 0 6 α < 1, soit
Jn(α) =

0 α · · · αn−1
...
. . . . . .
...
...
. . . α
0 . . . . . . 0
 ;
alors nous avons
ω2(Jn(α)) = ω2(Re(Jn(α))) = α(cos t
(n)
1 − α)
1− 2α cos t(n)1 + α2
.
Démonstration. On a
Re(Jn(α)) = 12

0 α · · · αn−1
α
. . . . . .
...
...
. . . . . . α
αn−1 · · · α 0
 .
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Remarquons que Re(Jn(α)) est la matrice de Toeplitz associée à la forme de Toe-
plitz :
1
2
(Pα(eit)− 1) = α(cos t− α)1− 2α cos t+ α2 = g(t).
Donc
ω2(Re(Jn(α))) = sup
u=(u0,··· ,un−1)∈Cn,‖u‖=1
|< Re(Jn(α))u, u > |
= sup∑n−1
l=0
|ul|
2=1
∣∣∣∣∣
w π
−π
1
2
(Pα(eit)− 1)
∣∣∣∣ n−1∑
l=0
ule
ilt
∣∣∣∣2dm
∣∣∣∣∣
=
1
2
sup∑n−1
l=0
|ul|
2=1
∣∣∣∣∣
w π
−π
∑
k∈Z∗
α|k|eikt
∑
0≤m,l≤n−1
ulume
i(l−m)tdm(t)
∣∣∣∣∣
=
1
2
sup∑n−1
l=0
|ul|
2=1
∣∣∣∣ ∑
0≤m6=l≤n−1
α|l−m|ulum
∣∣∣∣
=
1
2
sup∑n−1
l=0
|ul|
2=1
∑
0≤m6=l≤n−1
α|l−m||ul||um|
=
1
2
sup∑n−1
l=0
|ul|
2=1
2
∑
0≤m<l≤n−1
α|l−m||ul||um|
= sup∑n−1
l=0
|ul|
2=1
∣∣∣∣ ∑
0≤m<l≤n−1
αl−mulum
∣∣∣∣ = ω2(Jn(α)).
Avant de compléter la preuve de la proposition remarquons que si a et b sont des
nombres réels arbitraires et f(x) une forme de Toeplitz ayant (γnk )1≤k≤n comme
valeurs propres, alors celles de a + bf(x) sont forcément les (a + bγnk )1≤k≤n. Cela
prouve que les valeurs propres de Re(Jn(α)) sont données par
λ
′(n)
k =
1
2
(λ(n)k − 1) =
α(cos t(n)k − α)
1− 2α cos t(n)k + α2
, 1 ≤ k ≤ n.
Soit λ′ la plus grande valeur propre de Re(Jn(α)), alors
λ′ ≤ max
{
|λ′(n)k |; 1 6 k 6 n
}
= ω2(Re(Jn(α)))
= sup
u=(u0,··· ,un−1)∈Rn+,‖u‖=1
|< Re(Jn(α))u, u > |
≤ sup
u=(u0,··· ,un−1)∈Cn,‖u‖=1
|< Re(Jn(α))u, u > |
= λ′.
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Ce qui implique que le rayon numérique de Re(Jn(α)) coïncide avec sa plus grande
valeur propre. Maintenant en remarquant que g(t) est décroissante, on trouve de
façon évidente que ω2(Re(Jn(α))) = λ′(n)1 , d’où le résultat.
Corollaire 3.24. Pour 0 6 α < 1, on a
ω2(J2(α)) =
α
2
.
Démonstration. Ce résultat est connu, mais il est intéressant de remarquer qu’on
peut l’obtenir simplement grâce à la proposition. En eﬀet, on a
p2(cos t) =
sin(3t)− 2α sin(2t) + α2 sin t
sin t
= 4 cos2 t− 4α cos t+ α2 − 1
d’où cos t(2)1 =
α+ 1
2
et λ′(2)1 =
α
2
= ω2(J2(α)).
Mais le théorème nous permet d’aller plus loin. En eﬀet, on a par exemple le
résultat suivant :
Corollaire 3.25. Pour 0 6 α < 1, on a
ω2(J3(α)) =
α(
√
α2 + 8− 3α)
4 + 2α2 − 2α√α2 + 8 .
Démonstration. Nous avons :
p3(cos t) =
2
sin t
(
sin(2t)− α sin t
)(
cos(2t)− α cos t
)
.
Ce qui implique que cos t(3)1 =
α+
√
α2 + 8
4
et par suite
λ
′(3)
1 =
α(cos t(3)1 − α)
1− 2α cos t(3)1 + α2
=
α(
√
α2 + 8− 3α)
4 + 2α2 − 2α√α2 + 8 = ω2(J3(α)).
3.6 Une expression explicite du rayon numérique
de S(φ) dans le cas où φ est un produit de
Blaschke fini avec un unique zéro
Dans la proposition suivante nous donnons la formule du rayon numérique de
Re(S∗(φ)) dans le cas où φ est un produit ﬁni de Blaschke avec un unique zéro
0 ≤ α < 1.
3.6. UNE EXPRESSION EXPLICITE DU RAYON NUMÉRIQUE DE S(φ) DANS LE CAS OÙ
φ EST UN PRODUIT DE BLASCHKE FINI AVEC UN UNIQUE ZÉRO 49
Proposition 3.26. Pour 0 6 α < 1, on a
ω2(Re(S∗(φ))) = −(1 + α
2) cos t(n)n + 2α
1− 2α cos t(n)n + α2
.
Démonstration. D’abord, remarquons que dans le cas α = 0, alors
Re(S∗(φ)) = 1
2

0 1 0 0 . . .
1 0 1 0 . . .
0 1 0 1 . . .
0 0 1 0 . . .
. . . . . . . . . . . . . . .
 .
Dans ce cas les valeurs propres sont les points cos
kπ
n+ 1
, pour k = 1, . . . , n. Pour la
preuve, nous renvoyons le lecteur à [17] page 67 ou [3] page 35. On voit donc que
ω2(Re(S∗(φ))) = cos π
n+ 1
.
Ainsi, on peut limiter notre étude au cas α 6= 0. Remarquons maintenant que
Re(S∗(φ)) = 1− α
2
2α

− 2α
2
1− α2 α · · · α
n−1
α
. . . . . .
...
...
. . . . . . α
αn−1 · · · α − 2α
2
1− α2

.
Ici, Re(S∗(φ)) est une matrice de Toeplitz associée à la forme de Toeplitz :
1− α2
2α
(Pα(eit)− 1 + α
2
1− α2 ) =
(1 + α2) cos t− 2α
1− 2α cos t+ α2 = h(t).
Soit v = (v0, v1, · · · vn−1) un vecteur unitaire dans Cn tel que
λ =< Re(S∗(φ))v, v > et ω2(Re(S∗(φ))) = |λ|.
Alors
< Re(S∗(φ))v, v > =
w π
−π
1− α2
2α
(Pα(eit)− 1 + α
2
1− α2 )|
n−1∑
l=0
vle
ilt|2 dt
2π
=
w π
−π
1− α2
2α
(Pα(eit)− 1 + α
2
1− α2 )|
n−1∑
l=0
vle
ilt|2 dt
2π
= < Re(S∗(φ))v, v >,
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avec v = (v0, v1, · · · vn−1). Maintenant comme λ est une valeur propre simple de
Re(S∗(φ)), il existe un réel γ tel que v = eiγv. Ainsi quitte à remplacer v par
e−i
γ
2 v, on peut toujours supposer que v = v. Le rayon numérique de Re(S∗(φ))
est donc atteint pour un vecteur unitaire à coeﬃcients réels. Maintenant soit v =
(v0, v1, · · · vn−1) un vecteur unitaire dans Rn. Alors
< Re(S∗(φ))v, v > = 1− α
2
2α
(
n−1∑
l,m=0
α|l−m|vlvm − 1 + α
2
1− α2 )
=
1− α2
2α
{ ∑
0≤l,m≤n−1, l−m pair
α|l−m|vlvm − 1 + α
2
1− α2
+
∑
0≤l,m≤n−1, l−m impair
α|l−m|vlvm
}
D’autre part, nous avons
0 ≤ ∑
0≤l,m≤n−1, l−m pair
α|l−m|vlvm =
w π
−π
Pα2(e
2it)
∣∣∣∣ n−1∑
l=0
vle
ilt
∣∣∣∣2dm(t) ≤ 1 + α21− α2 .
Cela entraine que
| < Re(S∗(φ))v, v > | ≤ 1− α
2
2α
{1 + α2
1− α2 −
∑
0≤l,m≤n−1, l−m pair
α|l−m|vlvm
+
∑
0≤l,m≤n−1, l−m impair
α|l−m||vl||vm|
}
.
Considérons le vecteur unitaire v˜ déﬁni par
v˜ = (v˜0, v˜1, v˜2, · · · , v˜n−1) = (|v0|,−|v1|, |v2|, · · · , (−1)n−1|vn−1|).
Alors
< Re(S∗(φ))v˜, v˜ > = 1− α
2
2α
{ ∑
0≤l,m≤n−1, l−m pair
α|l−m||vl||vm| − 1 + α
2
1− α2
− ∑
0≤l,m≤n−1, l−m impair
α|l−m||vl||vm|
}
≤ 0.
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D’où
| < Re(S∗(φ))v˜, v˜ > | = 1− α
2
2α
{1 + α2
1− α2 −
∑
0≤l,m≤n−1, l−m pair
α|l−m||vl||vm|
+
∑
0≤l,m≤n−1, l−m impair
α|l−m||vl||vm|
}
=
1− α2
2α
{1 + α2
1− α2 −
∑
0≤l,m≤n−1, l−m pair
α|l−m|v˜lv˜m
+
∑
0≤l,m≤n−1, l−m impair
α|l−m||v˜l||v˜m|
}
.
Cela implique que le rayon numérique de Re(S∗(φ)) est atteint en v˜ sur le demi axe
réel négatif. Donc
ω2(Re(S∗(φ))) = −λ,
où λ est la plus petite valeur propre de Re(S∗(φ)). On sait que les valeurs propres
de Re(S∗(φ)) sont les point (λ(n)k )1≤k≤n avec
λ
(n)
k =
1− α2
2α
(Pα(eit
(n)
k )− 1 + α
2
1− α2 ) =
(1 + α2) cos t(n)k − 2α
1− 2α cos t(n)k + α2
.
Or la fonction h(t) est monotone sur l’intervalle [0, π], on peut donc en déduire que :
ω2(Re(S∗(φ))) = −(1 + α
2) cos t(n)n + 2α
1− 2α cos t(n)n + α2
.
ce qui achève la preuve.
Nous pouvons maintenant énoncer le résultat principal de ce chapitre.
Théorème 3.27. Soit φ(z) =
(
z − α
1− αz
)n
avec α ∈ C et |α| < 1 alors
ω2((S(φ)) =
−(1 + |α|2) cos t(n)n + 2|α|
1− 2|α| cos t(n)n + |α|2
.
Corollaire 3.28. Soit φ(z) =
(
z − α
1− αz
)2
avec α ∈ C et |α| < 1 alors
ω2(S(φ)) =
1 + 2|α| − |α|2
2
.
52
3.6. UNE EXPRESSION EXPLICITE DU RAYON NUMÉRIQUE DE S(φ) DANS LE CAS OÙ
φ EST UN PRODUIT DE BLASCHKE FINI AVEC UN UNIQUE ZÉRO
Démonstration. Dans ce cas le calcul du rayon numérique est évident car
W (S∗(φ)) = W
((
α 1− |α|2
0 α
))
= W
(
αI2 + (1− |α|2)S∗2
)
= α+
(
1− |α|2
)
W (S∗2)
= α+
(
1− |α|2
)
D
(
0,
1
2
]
= D
(
α,
1− |α|2
2
]
.
( Ici la notation D (a, r] désigne le disque fermé de centre a et de rayon r) Donc
ω2(S(φ)) =
∣∣∣∣∣α+ 1− |α|22 ei arg(α)
∣∣∣∣∣ = 1 + 2|α| − |α|22 .
Néanmoins il est aussi important de voir que ce résultat peut être obtenu en utilisant
le théorème 3.27. Pour cela, rappelons qu’on peut supposer que α est positif, et donc
d’après l’égalité (3.7) on sait que
p2(cos t) = 4 cos2 t− 4α cos t+ α2 − 1
et que
cos t(2)2 =
α− 1
2
.
Ceci entraine d’après le théorème 3.27 que
ω2(S(φ)) =
−(1 + α2) cos t(2)2 + 2α
1− 2α cos t(2)2 + α2
=
−(1 + α2)α− 1
2
+ 2α
1− 2αα− 1
2
+ α2
=
−α3 + α2 + 3α+ 1
2(1 + α)
=
1 + 2α− α2
2
.
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Corollaire 3.29. Soit φ(z) =
(
z − α
1− αz
)3
avec α ∈ C et |α| < 1, alors nous avons
ω2(S(φ)) =
7|α| − |α|3 + (1 + |α|2)(|α|2 + 8)12
4 + 2|α|2 + 2|α|(|α|2 + 8)12
.
Démonstration. On peut supposer que 0 6 α < 1. On a
p3(cos t) =
2
sin t
(
sin(2t)− α sin t
)(
cos(2t)− α cos t
)
et d’après la proposition 3.20, on sait que cos t(3)3 est la solution de l’équation
cos(2t)− α cos t = 0 sur l’intervalle
]
π
2
,
3π
4
[
qui est équivalente à l’équation
2 cos2(t)− α cos t− 1 = 0.
D’autre part comme cos t(3)3 est négatif, on a forcément
cos t(3)3 =
α− (α2 + 8)12
4
et donc
ω2(S(φ)) =
−(1 + α2)α− (α
2 + 8)
1
2
4
+ 2α
1− 2αα− (α
2 + 8)
1
2
4
+ α2
=
7α− α3 + (1 + α2)(α2 + 8)12
4 + 2α2 + 2α(α2 + 8)
1
2
.
Corollaire 3.30. Soit φ(z) =
(
z − α
1− αz
)4
avec α ∈ C et |α| < 1. On a :
ω2(S(φ)) =
−|α|3 + |α|2 + 7|α|+ 1 + (1 + |α|2) (|α|2 + 2|α|+ 5)
1
2
2|α|2 + 2|α|+ 4 + 2|α| (|α|2 + 2|α|+ 5)
1
2
.
Démonstration. Sans perte de généralité, on peut supposer que α est positif, et donc
d’après la proposition 3.20, t(4)4 est la solution de l’équation
54
3.6. UNE EXPRESSION EXPLICITE DU RAYON NUMÉRIQUE DE S(φ) DANS LE CAS OÙ
φ EST UN PRODUIT DE BLASCHKE FINI AVEC UN UNIQUE ZÉRO
α sin
3t
2
= sin
5t
2
sur l’intervalle ]3π
5
, 4π
5
]. Or grâce aux identités
sin(3x) = 3 sin x− 4 sin3 x,
cos(3x) = −3 cosx+ 4 cos3 x,
et
cos(2x) = 2 cos2 x− 1,
on peut établir que pour tout x ∈ R on a
α sin(3x) = sin(5x)
⇔ α sin(3x) = sin(3x) cos(2x) + sin(2x) cos(3x)
⇔ α(3− 4 sin2 x) = (3− 4 sin2 x)(2 cos2 x− 1) + 2 cos2(−3 + 4 cos2 x)
⇔ α(−1 + 4 cos2 x) = (−1 + 4 cos2 x)(2 cos2 x− 1) + 2 cos2(−3 + 4 cos2 x)
⇔ 16 cos4 x− (12 + 4α) cos2 x+ α+ 1 = 0.
Ce qui prouve que
cos2
t(4)4
2
 ∈
α+ 3− (α
2 + 2α+ 5)
1
2
8
,
α+ 3 + (α2 + 2α+ 5)
1
2
8
 .
On utilise alors l’identité 3.11 et le fait que cos(t(4)4 ) est négatif pour obtenir
cos(t(4)4 ) =
α+ 3− (α2 + 2α+ 5)12
4
− 1,
et en vertu du théorème 3.27 on conclut que
ω2(S(φ)) =
−α3 + α2 + 7α+ 1 + (1 + α2) (α2 + 2α+ 5)
1
2
2α2 + 2α+ 4 + 2α (α2 + 2α+ 5)
1
2
.
Pour avoir une idée sur l’image numérique du shift tronqué S(φ), nous avons
choisi le cas où
φ(z) =
(
z − α
1− αz
)4
,
avec 0 ≤ α < 1 et nous vous proposons de suivre dans les ﬁgures suivantes l’évolution
des images numériques lorsque α tend vers 1.
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Figure 3.3 – Cas α = 0
Figure 3.4 – Cas α = 0, 6
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Figure 3.5 – Cas α = 0, 8
Figure 3.6 – Cas α = 0, 99
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3.7 Application : Une formule de Schwarz-Pick
pour les contractions nilpotentes
Nous allons commencer par donner la déﬁnition des classes Cρ, telle qu’elles ont
été introduites par Sz.-Nagy et Foias [36] :
Définition 3.31. Soit ρ > 0. On dit qu’un opérateur T ∈ B(H) est une ρ-contraction
(notation : T ∈ Cρ) si et seulement si T admet une ρ-dilatation unitaire, c’est à dire
qu’il existe un opérateur unitaire U agissant sur K ⊃ H tel que pour tout n ≥ 1, on
a
T n = ρ prH(U
n).
Nous déﬁnissons à présent le rayon ρ-numérique (notion qui a été introduite par
Holbrook dans [23], noté wρ(.), qui est le rayon opératoriel associé à la classe Cρ.
Définition 3.32. Pour tout ρ > 0, pour tout opérateur T ∈ B(H),
wρ(T ) = inf{1/r : r > 0 et rT ∈ Cρ}.
Remarque 3.33. Pour ρ = 2, on retrouve le rayon numérique classique et pour
ρ = 1 on retrouve la norme de B(H).
Pour α ∈ D, désignons par
ρ(α) =

1 + (ρ− 1)1− |α|
1 + |α| si ρ ≤ 1
1 + (ρ− 1)1 + |α|
1− |α| si ρ ≥ 1
.
Une des versions renforcées de l’inégalité de von Neumann est le théorème suivant
obtenu par G. Cassier et N. Siciu.
Théorème 3.34 ([5]). Soit f une fonction analytique non constante du disque unité
dans lui même. Soit α ∈ D et m l’ordre de multiplicité de α comme étant zéro de
f − f(α). Alors, pour tout opérateur T ∈ B(H) vériﬁant wρ(T ) < 1 pour un certain
ρ > 0, on a
wρ(α)
[(
f(α)I − f(T )
)(
I − f(α)f(T )
)−1]
≤
wρ(α)
[(
αI − T
)(
I − αT
)−1]m.
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Corollaire 3.35. Soient α ∈ D et T ∈ Cρ avec ρ = 1 + 1− |α|1 + |α| ≥ 1. Soit f une
fonction analytique non constante du disque unité dans lui même et m l’ordre de
multiplicité de α comme étant zéro de f − f(α). Alors
w2
[(
f(α)I − f(T )
)(
I − f(α)f(T )
)−1]
≤
w2
[(
αI − T
)(
I − αT
)−1]m.
Démonstration. La preuve est une application directe du théorème 3.34 puisque
pour ρ = 1 +
1− |α|
1 + |α| ≥ 1, on a ρ(α) = 2.
Théorème 3.36. Soient T ∈ B(H) une contraction nilpotente d’ordre n, α ∈ D et
f ∈ A(D) du disque unité dans lui même. Désignons par m = ordα(f − f(α)), alors
w2
[(
f(α)I − f(T )
)(
I − f(α)f(T )
)−1]
≤
(−(1 + |α2|) cos t(n)n + 2|α|
1− 2|α| cos t(n)n + |α|2
)m
.
Démonstration. Si T est une contraction nilpotente d’ordre n, alors d’après le théo-
rème 3.4, le corollaire 3.35 et le théorème 3.10 on obtient successivement
w2
[(
f(α)I − f(T )
)(
I − f(α)f(T )
)−1]
≤ w2
[(
f(α)I − f(S∗n)
)(
I − f(α)f(S∗n)
)−1]
(3.11)
≤ w2
[(
αI − S∗n
)(
I − αS∗n
)−1]m
(3.12)
=
(
w2(S∗(φ))
)m
(3.13)
=
(−(1 + |α2|) cos t(n)n + 2|α|
1− 2|α| cos t(n)n + |α|2
)m
(3.14)
avec φ(z) =
(
z − α
1− αz
)n
.
Remarque 3.37. Pour f(z) = z et α = 0, on a retrouve le théorème 3.3 de Haa-
gerup et de la Harpe.
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3.8 Une estimation du rayon numérique de S(φ)
dans le cas où φ est un produit de Blaschke
fini quelconque
Lemme 3.38. Soit (xn) une suite de nombres réels alors pour tout entier naturel
p ≥ 2, on a ∑
1≤i<j≤p
(xi + xj) = (p− 1)
∑
1≤k≤p
xk
Démonstration. Nous allons procéder par récurrence sur p. Il est clair que cette
propriété est vraie pour p = 2. Supposons que la propriété reste vraie jusqu’à un
certain ordre p et prouvons qu’elle reste vraie pour p+ 1. On a∑
1≤i<j≤p+1
(xi + xj) =
∑
1≤i<j≤p
(xi + xj) +
∑
1≤i≤p
(xi + xp+1)
= (p− 1) ∑
1≤k≤p
xk + pxp+1 +
∑
1≤i≤p
xi
= p
∑
1≤k≤p
xk + pxp+1
= p
∑
1≤k≤p+1
xk.
Ce qui achève la preuve par récurrence.
Lemme 3.39. Soit n ≥ 2 un entier naturel et considérons la matrice carrée B
d’ordre n déﬁnie par
B =

0 1 1 . . . 1
1 0 1 · · · 1
1 1 0 · · · 1
· · · · · · · · · · · ·
1 1 1 · · · 0
 .
La matrice B admet pour valeurs propres -1 et n−1. Ici n−1 est une valeur propre
simple.
La preuve de ce lemme est laissée au lecteur. Dans la suite, nous désignerons par
φi =
(
z − αi
1− αiz
)ni
pour tout 1 ≤ i ≤ p. On notera par δ = max{w2(S∗(φi)), 1 ≤ i ≤ p} et par
ρ = max{cos θi,j, 1 ≤ i < j ≤ p} où θij désigne l’angle entre les sous-espaces
modèles H(φi) et H(φj).
60
3.8. UNE ESTIMATION DU RAYON NUMÉRIQUE DE S(φ) DANS LE CAS OÙ φ EST UN
PRODUIT DE BLASCHKE FINI QUELCONQUE
Théorème 3.40. Soit φ =
∏p
i=1 φi avec p ≥ 2. Si ρ <
1− δ
2(p− 1) , alors on a
w2(S∗(φ)) ≤ δ + ρ(p− 1)1− ρ(p− 1) = G(ρ, δ).
Démonstration. Soit f ∈ H(φ) alors il existe f1, f2, . . . , fp appartenant respective-
ment à H(φ1), H(φ2), . . . , H(φp) telles que f =
∑p
i=1 fi. On a donc
< S∗(φ)f, f > =
( p∑
k=1
‖fk‖2
)
p∑
i=1
‖fi‖2∑p
k=1‖fk‖2
<
S∗(φi)fi
‖fi‖ ,
fi
‖fi‖ >
+
∑
1≤i6=j≤p
‖S∗(φi)fi‖‖fj‖∑p
k=1‖fk‖2
<
S∗(φi)fi
‖S∗(φi)fi‖ ,
fj
‖fj‖ >
.
Ce qui implique que
| < S∗(φ)f, f > | ≤
( p∑
k=1
‖fk‖2
)
p∑
i=1
‖fi‖2∑p
k=1‖fk‖2
w2(S∗(φi))
+
∑
1≤i6=j≤p
‖fi‖‖fj‖∑p
k=1‖fk‖2
cos θij
.
Par suite
| < S∗(φ)f, f > | ≤
( p∑
k=1
‖fk‖2
)
p∑
i=1
‖fi‖2∑p
k=1‖fk‖2
δ
+
∑
1≤i6=j≤p
‖fi‖‖fj‖∑p
k=1‖fk‖2
ρ
.
C’est à dire que
| < S∗(φ)f, f > | ≤
( p∑
k=1
‖fk‖2
)
< AX,X >
avec
A =

δ ρ ρ . . . ρ
ρ δ ρ · · · ρ
ρ ρ δ · · · ρ
· · · · · · · · · · · ·
ρ ρ ρ · · · δ

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et X le vecteur unitaire déﬁni par
X =
1(∑p
k=1‖fk‖2
) 1
2

‖f1‖
‖f2‖
...
...
‖fp‖
 .
Remarquons que
p∑
k=1
‖fk‖2 = 1−
∑
1≤i6=j≤p
< fi, fj >
≤ 1 + 2 ∑
1≤i<j≤p
‖fi‖‖fj‖ cos θi,j
≤ 1 + ρ ∑
1≤i<j≤p
2‖fi‖‖fj‖,
≤ 1 + ρ ∑
1≤i<j≤p
(
‖fi‖2+‖fj‖2
)
= 1 + (p− 1)ρ
p∑
k=1
‖fk‖2. (3.15)
Ici l’égalité (3.15) est due au lemme 3.38. Maintenant comme
ρ <
1− δ
2(p− 1) <
1
p− 1 ,
alors
p∑
k=1
‖fk‖2 ≤ 11− ρ(p− 1) .
Ainsi d’après le lemme 3.39
w2(S∗(φ)) ≤ 11− ρ(p− 1)w2(A)
=
δ + ρ(p− 1)
1− ρ(p− 1) < 1.
Remarque 3.41. L’estimation dans le théorème 3.40 est optimale lorsque ρ est
assez petit. Dans un tel cas G(ρ, δ) tend vers δ ce qui est tout à fait naturel puisque
S∗(φ) a tendance a devenir la somme orthogonale des S∗(φi). Par conséquent l’image
numérique de S∗(φ) a tendance à devenir l’enveloppe convexe des images numériques
de S∗(φi).
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Corollaire 3.42. Soit φi =
(
z − αi
1− αiz
)ni
pour i = 1, 2 avec αi ∈ C et |αi| < 1 et
posons φ = φ1φ2. Soit δ = max{w2(S∗(φi)), i = 1, 2}. Si
(
1−
∣∣∣∣ α1 − α21− α1α2
∣∣∣∣2n1n2
) 1
2
<
1− δ
2
,
alors
w2(S∗(φ)) ≤
δ +
(
1−
∣∣∣∣ α1 − α21− α1α2
∣∣∣∣2n1n2
) 1
2
1−
(
1−
∣∣∣∣ α1 − α21− α1α2
∣∣∣∣2n1n2
) 1
2
.
Démonstration. La preuve est une conséquence immédiate du théorème précédent
et le théorème 2.16 de Nikolski et Vasyunin sur les angles entre les sous-espaces
modèles .
Chapitre 4
L’image numérique de rang
supérieur du shift
4.1 Définition et propriétés
La notion d’image numérique de rang k d’un opérateur T , agissant sur un espace
de Hilbert de dimension au moins k a été introduite par M.-D. Choi, D. W. Kribs,
et K. Zyczkowski dans [8] et elle est déﬁnie comme suit
Définition 4.1. Soit T un opérateur borné dans B(H) et k ≥ 1 un entier naturel
ﬁxé. On appelle image numérique de rang k de T l’ensemble :
Λk(T ) = {λ ∈ C : PTP = λP pour une certaine projection orthogonale P de rang k} .
Si la dimension de H est ﬁnie et que k est supérieur à la dimension de H alors
Λk(T ) est réduit à l’ensemble vide. L’introduction de cette théorie à été motivée par
un problème en physique intitulé “quantum error correction” ; voir [9]. Remarquons
que si P est une projection orthogonale de rang 1 alors P = x⊗ x pour un certain
vecteur unitaire x dans H et donc
PTP = (x⊗ x)TP =< Tx, x > P
Donc lorsque k = 1, ce concept se réduit à l’image numérique classique W (T ).
D’après le célèbre théorème de Toeplitz-Hausdorﬀ, on sait que l’image numérique
classique est convexe (le lecteur peut consulter [28] pour une preuve simple). Dans
[6], M.-D. Choi et M. Giesinger ont conjecturé que l’image numérique de rang k
restera aussi convexe et ils ont réduit le problème de la convexité une première fois
avec le théorème suivant.
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Théorème 4.2. L’image numérique de rang supérieur Λk(T ) est convexe pour tout
T ∈ B(H) si et seulement si 0 ∈ Λk(T ′) avec
T ′ =
(
Ik X
Y −Ik
)
pour X et Y arbitraires dans Mk(C) (l’algèbre des matrices carrées d’ordre k à
coeﬃcients complexes).
Et puis une deuxième fois sous la forme suivante :
Théorème 4.3. Les assertions suivantes sont équivalentes :
1. Pour tout X, Y ∈Mk(C) on a 0 ∈ Λk(T ′).
2. Pour tout M,R ∈ Mk(C) tel que R est déﬁnie positive il existe une matrice
hermitienne H vériﬁant
Ik +MH +HM∗ −HRH = H. (4.1)
Dans [44], H. Woerdeman a prouvé que l’équation (1.1) est équivalente à l’équa-
tion de Ricatti :
HRH −H(M∗ − Ik/2)− (M − Ik/2)H − Ik = 0k. (4.2)
En utilisant la théorie des équations de Ricatti (voir [27], théorème 4), H. Woerdeman
a montré que l’équation (1.2) est résolvable ce qui prouve la convexité de Λk(T ).
Dans [8], les auteurs ont étudié le cas des opérateurs hermitiens et ils ont montré le
théorème suivant :
Théorème 4.4. Soit T ∈ B(H) avec dimH <∞. Si T est une matrice hermitienne
ayant λ1 6 λ2 · · · 6 λn comme valeurs propres alors
1. Λk(T ) = [λk, λn+1−k] si λk < λn+1−k.
2. Λk(T ) = λk si λk = λn+1−k.
3. Λk(T ) = ∅ si λk > λn+1−k.
Dans [31], C.-K. Li et N.-S. Sze ont montré que si H est de dimension ﬁnie alors
l’image numérique de rang k d’un opérateur T peut s’exprimer en fonction de ses
valeurs propres. Ce résultat se présente de la façon suivante :
Théorème 4.5. Soit T ∈ B(H) avec dimH = n alors
Λk(T ) =
⋂
θ∈[0,2π[
{
µ ∈ CI : eiθµ+ e−iθµ 6 λk
(
eiθT + e−iθT ∗
)}
,
pour 1 6 k 6 n. Ici λk(H) désigne la k-ième plus grande valeur propre d’une matrice
hermitienne H dans Mn(C).
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Grâce à ce théorème ils ont pu résoudre le problème de l’image numérique de rang
k pour les matrices normales.
Théorème 4.6. Supposons que dimH = n et soit T ∈ B(H) une matrice normale
ayant λ1, . . . , λn comme valeurs propres alors :
Λk(T ) =
⋂
16j1<···<jn−k+16n
conv
{
λj1 , . . . , λjn+1−k
}
.
Dans le théorème suivant, on va établir quelques propriétés de l’image numérique
de rang k. L’ensemble de ces résultats a été établi uniquement dans le cas matriciel.
On étendra ces propriétés au cas d’un espace de Hilbert de dimension quelconque.
Théorème 4.7 ([6],[7],[8],[9]). Soit T ∈ B(H) alors on a :
1. Pour tout a et b ∈ C,Λk(aT + bI) = aΛk(T ) + b.
2. Λk(T ∗) = Λk(T ).
3. Λk(T ⊕ S) ⊇ Λk(T ) ∪ Λk(S).
4. Pour tout opérateur unitaire U ∈ B(H),Λk(U∗TU) = Λk(T ).
5. Si T0 est une compression de T sur un sous-espace H0 de H tel que dimH0 ≥ k,
alors Λk(T0) ⊆ Λk(T ).
6. W (T ) ⊇ Λ2(T ) ⊇ Λ3(T ) ⊇ . . . .
Dans le théorème suivant, on donnera des assertions équivalentes décrivant l’image
numérique de rang k d’un opérateur T . Ce résultat est donné de façon indépendante
par M.-D. Choi, M. Giesinger, J. A. Holbrook, et D. W. Kribs dans le cas matriciel.
Théorème 4.8. Soit T ∈ B(H) alors les assertions suivantes sont équivalentes :
1. λ ∈ Λk(T ).
2. Il existe un sous-espace vectoriel L de dimension k tel que
(T − λI)L ⊥ L.
3. Il existe {u1, · · · , uk} une famille orthonormale dans H telle que
< Tui, uj >= λδij
pour tout 1 ≤ i, j ≤ k. (δij désigne le symbole de Kronecker).
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4. Il existe un sous-espace vectoriel L de dimension k tel que
< Ts, s >= λ‖s‖2
pour tout s ∈ L.
5. Il existe A ∈ L(Ck,H) avec A∗A = Ik et A∗TA = λIk.
6. Il existe A ∈ L(Ck,H) avec rg(A) = k, A∗A = Ik et
A∗(T − λIk)A = 0k.
7. Il existe un opérateur unitaire U dans B(H) tel que U∗TU dilate λIk, c’est à
dire que
U∗TU =
[
λIk ∗
∗ ∗
]
.
8. Re(λ) ∈ Λk(Re(T )), Im(λ) ∈ Λk(Im(T )) et il existe une projection orthogo-
nale P commune correspondante à ces deux relations.
Démonstration. (1⇒ 2) Soit λ ∈ Λk(T ), alors il existe une projection orthogonale
de rang k telle que PTP = λP . Posons L = Im(P ). On a donc dimL = k et
< (T − λI)x, y > = < Tx, y > −λ < x, y >
= < TPx, Py > −λ < x, y >
= < PTPx, y > −λ < x, y >
= < λPx, y > −λ < x, y >
= < λx, y > −λ < x, y >
= 0
pour tout x et y ∈ L.
(2⇒ 3) Soit {u1, · · · , uk} une base orthonormée de L, alors on a
< (T − λ)ui, uj >= 0 ⇒ < Tui, uj >= λ < ui, uj >
⇒ < Tui, uj >= λδij.
(3 ⇒ 1) Soit P la projection orthogonale avec Im(P ) = vect{u1, · · · , u1}. Le but
est de prouver que PTP = λP . Pour cela il suﬃt de montrer que PTPui = λPui
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pour tout 1 ≤ i ≤ k.
PTPui =
k∑
j=1
< PTPui, uj > uj
=
k∑
j=1
< Tui, uj > uj
=
k∑
j=1
λujδij
= λui
= λPui.
(2⇒ 3) Évident.
(4 ⇒ 2) On suppose que < Tx, x >= λ‖x‖2 pour tout x ∈ L. Alors on trouve
successivement
< (T − λI)x, x >= 0, ∀x ∈ L,
< (T − λI)(x+ y), (x+ y) >= 0, ∀x, y ∈ L,
et < (T − λI)x, y > + < (T − λI)y, x >= 0, ∀x, y ∈ L (4.3)
De même, nous avons
< (T − λI)(x− iy), (x− iy) >= 0, ∀x, y ∈ L, et par suite on obtient
< (T − λI)(−ix), y > + < (T − λI)y,−ix >= 0, ∀x, y ∈ L,
d’où − < (T − λI)x, y > + < (T − λI)y, x >= 0, ∀x, y ∈ L. (4.4)
Les équations (4.3) et (4.4) impliquent que < (T − λI)x, y >= 0, ∀x, y ∈ L.
(3⇒ 7) Complétons {u1, · · · , uk} par {uk+1, uk+2, · · · } en une base
{u1, u2, · · · , uk, uk+1, · · · }
de H et désignons par U l’opérateur unitaire formé par les colonnes u1, · · · , uk, · · · .
On note par L le sous espace vectoriel engendré par {u1, u2, · · · , uk} et par PL la
projection orthogonale sur L. Alors
PLU
∗TUPL =

< Tu1, u1 > · · · · · · < Tu1, uk >
...
. . .
...
...
. . .
...
< Tuk, u1 > · · · · · · < Tuk, uk >

= λIk.
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(7⇒ 3) Cette implication est évidente. En eﬀet il suﬃt de considérer les k premières
colonnes de U .
(8⇒ 1) Évidente.
(1⇒ 8)Soit P une projection orthogonale telle que PTP = λP , alors on a
P (Re(T ) + iIm(T ))P = (Re(λ) + iIm(λ))P
= P (Re(T ))P + iP (Im(T ))P = Re(λ)P + iIm(λ)P.
Comme P (Re(T ))P et P (Im(T ))P sont toutes les deux hermitiennes alors forcé-
ment
P (Re(T ))P = Re(λ)P
et
P (Im(T ))P = Im(λ)P
4.2 L’image numérique de rang k du shift
Dans le théorème qui va suivre, nous donnons l’image numérique de rang k
du shift n-dimensionnel agissant sur Cn. Mais avant cela, on aura besoin du lemme
suivant :
Lemme 4.9. Soit θ ∈ [0, 2π] et Aθn = eiθSn + e−iθS∗n. Les valeurs propres de Aθn
sont indépendantes de θ et sont données par
λν = 2 cos(
νπ
n+ 1
) avec 1 ≤ ν ≤ n.
Démonstration. On a :
Aθn = e
iθSn + e−iθS∗n =

0 e−iθ 0 . . . 0 0 . . .
eiθ 0 e−iθ . . . 0 0 . . .
0 eiθ 0 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 0 e−iθ
0 0 0 . . . eiθ 0

.
Remarquons que eiθSn + e−iθS∗n est la forme de Toeplitz associée au symbole
fθ(t) = 2 cos(θ + t).
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Les valeurs propres sont solutions du polynôme caractéristique
∆n(λ) = Det
(
eiθSn + e−iθS∗n − λIn
)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−λ e−iθ 0 . . . 0 0 . . .
eiθ −λ e−iθ . . . 0 0 . . .
0 eiθ −λ . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . −λ e−iθ
0 0 0 . . . eiθ −λ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Ce qui nous permet d’obtenir que
∆n(λ) = −λ∆n−1 −∆n−2, n = 3, 4, . . . .
Cette relation récurrente reste vraie pour n = 2 et n = 1 en supposant que ∆0 = 1
et ∆−1 = 0. Pour trouver une forme explicite de ∆n(λ), on convient que
λ = 2 cos(θ + t) = fθ(t).
On obtient donc l’équation caractéristique
ρ2 = −λρ− 1 = −2ρ cos(θ + t)− 1
dont les solutions sont −ei(θ+t) et −e−i(θ+t) et par suite
∆n(2 cos(θ + t)) = (−1)n(Aein(θ+t) +Be−in(θ+t)),
où les constantes A et B sont à déterminer à partir des conditions initiales{
∆0 = 1 = A+B
∆−1 = 0 = −Ae−i(θ+t −Bei(θ+t) .
Ce qui implique que 
A =
−iei(θ+t)
2 sin(θ + t)
B =
ie−i(θ+t)
2 sin(θ + t)
.
Ainsi
∆n(2 cos(θ + t)) = (−1)n sin((n+ 1)(θ + t))sin(θ + t) .
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Le problème se ramène donc à résoudre l’équation ;
sin((n+ 1)(θ + t))
sin(θ + t)
= 0.
Les solutions de la dernière équation sont les (tν)1≤ν≤n avec
tν =
νπ
n+ 1
− θ,
et donc les valeurs propres de Aθn sont les (λν)1≤ν≤n avec
λν = 2 cos(
νπ
n+ 1
).
On peut voir d’une autre façon que les valeurs propres de Aθn sont indépendantes
de θ en remarquant que pour tout θ ∈ [0, 2π] on a
Sn + S∗n = D(θ)
∗(eiθSn + e−iθS∗n)D(θ)
où D(θ) désigne la matrice unitaire diagonale :
eiθ
e2iθ
. . .
einθ
 .
C’est à dire que eiθSn + e−iθS∗n et Sn + S
∗
n sont unitairement équivalents.
Théorème 4.10. Pour tout entier naturel n ≥ 2 et 1 6 k, Λk(Sn) coïncide avec
le disque fermé {z ∈ CI : |z|6 cos kπ
n+ 1
} si 1 6 k 6
[
n+1
2
]
et elle est réduite à
l’ensemble vide si
[
n+1
2
]
< k.
Démonstration. D’abord, remarquons que d’après le théorème 4.5, on a pour tout
1 6 k 6 n :
Λk(Sn) =
⋂
θ∈[0,2π[
{
µ ∈ CI : eiθµ+ e−iθµ 6 λk
(
eiθSn + e−iθS∗n
)}
=
⋂
θ∈[0,2π[
{
µ ∈ CI : Re(eiθµ) 6 1
2
λk
(
eiθSn + e−iθS∗n
)}
=
⋂
θ∈[0,2π[
eiθ
{
z ∈ CI : Re(z) 6 1
2
λk
(
eiθSn + e−iθS∗n
)}
=
⋂
θ∈[0,2π[
eiθ
{
z ∈ CI : Re(z) 6 cos( kπ
n+ 1
)
}
(4.5)
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où l’égalité (4.5) est due au lemme 4.9. Ainsi Λk(Sn) est l’intersection des demi-plans
fermés. Notons que pour 1 6 k 6 n,
cos(
kπ
n+ 1
) est positif ⇔ 0 ≤ kπ
n+ 1
≤ π
2
⇔ 0 ≤ k
n+ 1
≤ 1
2
⇔ 1 ≤ k ≤ n+ 1
2
.
On peut donc distinguer les deux cas suivants :
Cas 1. Si 1 6 k 6
[
n+1
2
]
alors Λk(Sn) est le disque fermé
{z ∈ CI : |z|6 cos kπ
n+ 1
}.
Cas 2. Si
[
n+1
2
]
< k 6 n, en utilisant l’égalité (4.5), on peut dire que :
Λk(Sn) ⊆
{
z ∈ CI : Re(z) 6 cos( kπ
n+ 1
)
}⋂
eiπ
{
z ∈ CI : Re(z) 6 cos kπ
n+ 1
}
= ∅.
Pour k > n, Λk(Sn) reste vide d’après la propriété 6 du théorème 4.7, ce qui achève
la preuve.
Dans le théorème qui va suivre, on donnera l’image numérique de rang k pour le
shift S. Pour plus de commodités, on introduit les notations suivantes :
– Pour ζ > 0, D (0, ζ[ désignera le disque ouvert
{z ∈ CI : |z|< ζ} .
– Pour ζ ≥ 0, D (0, ζ] désignera le disque fermé
{z ∈ CI : |z|≤ ζ} .
Théorème 4.11. Pour tout entier naturel k ≥ 1, on a
Λk(S) = D (0, 1[ .
Démonstration. Soit k ≥ 1 un entier naturel ﬁxé, d’après la propriété 5 du théorème
4.7 on sait que
D
(
0, cos(
kπ
n+ 1
)
]
= Λk(Sn) ⊆ Λk(S),
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pour tout n ≥ k. En tendant n vers +∞ on déduit que
D (0, 1[ ⊆ Λk(S).
Réciproquement, soit λ ∈ Λk(S), alors par déﬁnition, il existe une projection or-
thogonale P tel que PSP = λP . Maintenant soit θ ∈ [0, 2π[ et désignons par Uθ
l’opérateur déﬁni sur H2 par :
Uθ(f)(z) = f(ze−iθ).
Alors pour tout f et g ∈ H2, on voit que
< eiθSf, g > =
w 2π
0
ei(θ+t)f(eit)g(eit)
dt
2π
=
w 2π
0
eisf(ei(s−θ))g(ei(s−θ))
ds
2π
= < SUθf, Uθg > .
Ceci entraine que
eiθS = U∗θSUθ, pour tout θ ∈ [0, 2π[.
Désignons maintenant par Q l’opérateur déﬁni par
Q = UθPU∗θ .
Comme P est une projection orthogonale de rang k et que U est unitaire alors Q
reste aussi une projection orthogonale de rang k. De plus, on a
QSQ = UθPU∗θSUθPU
∗
θ
= eiθUθPSPU∗θ
= λeiθUθPU∗θ
= λeiθQ.
Cela prouve donc que
λ ∈ Λk(S)⇐⇒ λeiθ ∈ Λk(S),∀θ ∈ [0, 2π[,
il en résulte que Λk(S) est un disque centré en 0. D’autre part si 1 ∈ Λk(S) alors
d’après la propriété 6 du théorème 4.7, 1 ∈ W (S). Par suite il existe une fonction
unitaire f ∈ H2 vériﬁant < Sf, f >= 1. D’après le cas d’égalité dans l’inégalité de
Cauchy Schwarz, cela implique que 1 est une valeur propre de S (cf. [20], Solution
212) ce qui est absurde.
Une conséquence immédiate du théorème 4.10 est le résultat classique :
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Corollaire 4.12. On a
W (S) = D (0, 1[
Dans le reste de ce chapitre :
• ρ(k, d) désignera la quantité déﬁnie par
ρ(k, d) =
{
k/d si k/d est un entier
[k/d] + 1 sinon
où k et d sont des entiers naturels arbitraires. (Dans le cas où d = +∞ on
convient que ρ(k, d) = 1).
– On notera par δ(k, d) le reste de la division euclidienne de k par d.
Lemme 4.13. Soient n et r deux entiers naturels non nuls et λ1 > · · · > λn ; n
nombres réels. Désignons par (λ′p)16p6nr la suite déﬁnie par
λ′1 = · · · = λ′r = λ1, . . . , λ′(n−1)r+1 = · · · = λ′nr = λn.
Alors pour tout 1 6 k 6 nr, le k-ième plus grand terme de (λ′k)16k6nr est λρ(k,r).
Démonstration. Le résultat est évident si r = 1. Supposons que r ≥ 2. Nous allons
faire une preuve par récurrence sur k.
Si k = 1, alors il est clair que le plus grand terme de la suite est λ1 = λρ(1,r).
Donc la propriété est vraie pour k = 1.
Supposons maintenant que k > 1, et que le résultat est vrai pour le m-ième plus
grand terme de (λ′t)16t6nr pour tout m < k. c’est à dire que pour tout m < k le
m-ième plus grand terme de (λ′t)16t6nr est λρ(m,r).
Premier cas. Supposons que ρ(k − 1, r) = k−1
r
, alors il existe 1 6 p 6 n − 1 tel
que k− 1 = pr. D’après l’hypothèse de récurrence, on a λρ(k−1,r) = λ′pr = λp, ce qui
implique que le k-ième plus grand terme de la suite (λ′t)16t6nr est
λ′pr+1 = λp+1 = λ k−1
r
+1 = λ[ k
r
]+1 = λρ(k,r).
Deuxième cas. Supposons que ρ(k− 1, r) = [k−1
r
] + 1, alors il existe 1 6 q 6 n− 1
et 1 6 s 6 r−1 tels que k−1 = qr+s. D’abord remarquons que ρ(k−1, r) = ρ(k, r).
D’autre part, d’après l’hypothèse de récurrence, on a λρ(k−1,r) = λ′qr+s = λq+1. Par
conséquent, le k-ième plus grand terme de la suite (λ′t)16t6nr est
λ′qr+s+1 = λq+1 = λρ(k−1,r) = λρ(k,r).
ce qui complète la preuve.
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Proposition 4.14. Considérons l’opérateur IH ⊗ S∗n agissant sur l’espace produit
tensoriel Hilbertien H ⊗ CI n. Désignons par d = dimH (on convient que d = +∞
si la dimension de H est inﬁnie). Alors pour tout 1 6 k 6 nd, on a
Λk(IH ⊗ S∗n) =
{
D
(
0, cos ρ(k,d)π
n+1
]
si 1 6 ρ(k, d) 6 [n+1
2
]
∅ si [n+1
2
] < ρ(k, d) 6 n.
.
Démonstration. Dans la première partie de cette preuve on supposera que 1 6 d <
+∞, c’est à dire que H est de dimension ﬁnie. D’après le théorème 4.5, pour tout
1 ≤ k ≤ nd, on obtient successivement
Λk(IH ⊗ S∗n)
=
⋂
θ∈[0,2π[
{
µ ∈ CI : eiθµ+ e−iθµ 6 λk
(
eiθ(Id ⊗ S∗n) + e−iθ(Id ⊗ S∗n)∗
)}
=
⋂
θ∈[0,2π[
{
µ ∈ CI : eiθµ+ e−iθµ 6 λk
(
eiθ(Id ⊗ S∗n) + e−iθ(Id ⊗ Sn)
)}
=
⋂
θ∈[0,2π[
{
µ ∈ CI : eiθµ+ e−iθµ 6 λk
(
Id ⊗ (eiθSn + e−iθS∗n)
)}
=
⋂
θ∈[0,2π[
{
µ ∈ CI : eiθµ+ e−iθµ 6 λk
(
⊕dl=1(eiθSn + e−iθS∗n)
)}
=
⋂
θ∈[0,2π[
eiθ
{
z ∈ CI : 2Re(z) 6 λk(⊕dl=1(Sn + S∗n))
}
=
⋂
θ∈[0,2π[
eiθ {z ∈ CI : Re(z) 6 λk(Cn)} , (4.6)
où Cn est la matrice diagonale déﬁnie par :
Cn =

M1
M2
. . .
Mn
 ∈Mnd( CI )
avec
Mµ =

cos µπ
n+1
. . .
cos µπ
n+1
 ∈Md( CI ), pour 1 6 µ 6 n.
Avec l’égalité (4.6), on voit que Λk (IH ⊗ S∗n) est l’intersection de demi-plans fermés
et il est évident de conclure que :
Λk(IH ⊗ S∗n) =
{
D (0, λk(An)] si λk(An) ≥ 0
∅ sinon
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Bien sûr l’image k-numérique Λk(IH ⊗ S∗n) est réduite au singleton {0} lorsque
λk(An) = 0. Notons bien que les valeurs propres de la matrice Cn sont arrangées
dans l’ordre décroissant comme suit :
Cn = diag(cos πn+1 , . . . , cos
π
n+1︸ ︷︷ ︸
d fois
, cos 2π
n+1
, . . . , cos 2π
n+1︸ ︷︷ ︸
d fois
, . . . , cos nπ
n+1
, . . . , cos µπ
n+1︸ ︷︷ ︸
d fois
).
D’après le lemme 4.13, on déduit que la k-ième plus grande valeur propre de Cn est
cos ρ(k,d)π
n+1
et on a donc
Λk(IH ⊗ S∗n) =
{
D
(
0, cos ρ(k,d)π
n+1
]
si 1 6 ρ(k, d) 6 [n+1
2
]
∅ si [n+1
2
] < ρ(k, d) 6 n
, (4.7)
pour tout 1 ≤ k ≤ nd . Évidemment, Λk(IH ⊗ S∗n) reste vide pour tout k > nd,
d’après la propriété 6 du théorème 4.7.
Maintenant supposons que d = +∞. Pour compléter la preuve de cette proposi-
tion nous allons procéder par étape
Première étape Dans cette partie, nous allons commencer par monter que
Λk(IH ⊗ S∗n) = D
(
0, cos
π
n+ 1
]
, pour tout k ≥ 1. (4.8)
D’abord, remarquons que l’égalité (4.8) est vraie dans le cas k = 1, c’est à dire que :
W (IH ⊗ S∗n) = D
(
0, cos
π
n+ 1
]
. (4.9)
En eﬀet, d’après la propriété 5 du théorème 4.7 il est clair que
W (IH ⊗ S∗n) ⊇ W (S∗n) = D
(
0, cos
π
n+ 1
]
.
Pour la seconde inclusion, désignons par (εl)l≥0 une base orthonormée de H et par
x un vecteur unitaire dans H ⊗ Cn. On voit facilement qu’il existe une suite de
nombres complexes (xl)l≥0 telle que
x =
∑
l≥0
εl ⊗ xl.
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De plus comme x est unitaire, on a
1 = ‖x‖2
= <
∑
l≥0
εl ⊗ xl,
∑
l≥0
εl ⊗ xl >
=
∑
l,m≥0
< εl, εm >< xl, xm >
=
∑
l≥0
< εl, εl >< xl, xl >
=
∑
l≥0
‖xl‖2.
Il s’en suit que
< (IH ⊗ S∗n)x, x > = < (IH ⊗ S∗n)
∑
l≥0
εl ⊗ xl,
∑
m≥0
εm ⊗ xm >
= <
∑
l≥0
εl ⊗ S∗nxl,
∑
m≥0
εm ⊗ xm >
=
∑
l,m≥0
< εl, εm >< S
∗
nxl, xm >
=
∑
l≥0
< S∗nxl, xl >
=
∑
l≥0
< S∗n
xl
‖xl‖ ,
xl
‖xl‖ > ‖xl‖
2. (4.10)
Comme W (S∗n) est un ensemble convexe compact, l’égalité précédente implique que
< (IH ⊗ S∗n)x, x >∈ W (S∗n) = D
(
0, cos
π
n+ 1
]
.
Donc
W (IH ⊗ S∗n) ⊆ D
(
0, cos
π
n+ 1
]
ce qui prouve l’égalité (4.8).
Deuxième étape En utilisant respectivement l’égalité (4.8), les propriétés 6 et 5
du théorème 4.7 et l’égalité (4.7), on peut aﬃrmer que pour tout entier p > k on a
successivement
D
(
0, cos
π
n+ 1
]
= W (IH ⊗ S∗n) ⊇ Λk(IH ⊗ S∗n) ⊇ Λk(Ip ⊗ S∗n) = D
(
0, cos
π
n+ 1
]
,
ce qui achève la preuve.
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Dans la suite de ce chapitre et pour tout opérateur T ∈ B(H) on désignera
DT = (IN − T ∗T )1/2 l’opérateur de défaut de T et par DT = ImDT l’espace de
défaut de T . On notera par d = dimDT l’indice de défaut de T .
Théorème 4.15. Considérons un opérateur T ∈ B(H) tel que ‖T‖6 1 et T n = 0.
Alors l’image numérique Λk(T ) de rang k de T est contenue dans le disque fermé
{z ∈ C : |z|6 cos ρ(k,d)π
n+1
} si 1 6 ρ(k, d) 6 [n+1
2
] et elle est réduite à l’ensemble vide
si ρ(k, d) > [n+1
2
].
Démonstration. Si T est une contraction nilpotente vériﬁant T n = 0, alors l’opéra-
teur T peut être vu comme une compression IDT ⊗S∗n agissant sur l’espace de Hilbert
DT ⊗Cn (le lecteur peut consulter [39], [2] et voir théorème 1.2 dans le chapitre II de
[34],). Pour bien illustrer cela, considérons l’application V : H → DT ⊗ CI n, déﬁnie
par
V (x) =
∑n
t=1
DTT
t−1x⊗ et
où {el}nl=1 est la base canonique de Cn. Nous allons commencer par prouver que V
est une isométrie.
< V (x), V (x) > = <
∑n
k=1
DTT
k−1x⊗ ek,
∑n
l=1
DTT
l−1x⊗ el >
=
∑n
k,l=1
< DTT
k−1x⊗ ek, DTT l−1x⊗ el >
=
∑n
k,l=1
< DTT
k−1x,DTT
l−1x >< ek, el >
=
∑n
l=1
< DTT
l−1x,DTT
l−1x >
=
∑n
l=1
< (I − T ∗T )T l−1x, T l−1x >
=
∑n
l=1
< T l−1x, T l−1x > − < T ∗T lx, T l−1x >
=
∑n
l=1
< T l−1x, T l−1x > − < T lx, T lx >
= ‖x‖2.
Donc V est une isométrie. De plus on a :
V Tx =
∑n
t=1
DTT
tx⊗ et
=
∑n−1
t=1
DTT
tx⊗ et, car T n = 0
=
∑n
t=2
DTT
t−1x⊗ et−1
=
∑n−1
t=1
DTT
t−1x⊗ S∗net
=
∑n−1
t=1
(DTT t−1 ⊗ S∗n)(x⊗ et)
=
∑n−1
t=1
(IDT ⊗ S∗n)(DTT t−1x⊗ et)
= (IDT ⊗ S∗n)
∑n−1
t=1
(DTT t−1x⊗ et)
= (IDT ⊗ S∗n)V x
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et par conséquent,
T = V ∗(IDT ⊗ S∗n)V.
D’après la propriété 5 du théorème 4.7, cela entraine que
Λk(T ) = Λk(V ∗(IDT ⊗ S∗n)V ) ⊆ Λk(IDT ⊗ S∗n), pour tout k ≥ 1.
Ainsi, d’après la proposition 4.14 on peut déduire que
Λk(T ) ⊆ D
(
0, cos
ρ(k, d)π
n+ 1
)
si 1 6 ρ(k, d) 6 [n+1
2
]
et que Λk(T ) est vide si ρ(k, d) > [n+12 ].
Le théorème précédent permet d’établir un rapport entre l’image numérique de
rang k d’un opérateur nilpotent de degré de nilpotence n et le shift n-dimensionnel
Sn agissant sur Cn. Dans le cas particulier où k = 1 et en utilisant le fait que
ρ(1, d) = 1 pour tout 1 6 d 6 +∞, on obtient l’inégalité de Haagerup et de la
Harpe comme corollaire du théorème précédent.
Corollaire 4.16 (U. Haagerup, P. de la Harpe,[19]). Soit T ∈ B(H) tel que ‖T‖6 1
et T n = 0. Alors on a ω2(T ) 6 cos πn+1 .
Dans le théorème qui va suivre, nous allons montrer que le théorème 4.15 peut
se généraliser au cas des opérateur de classe C0.
Définition 4.17. Un opérateur complètement non unitaire T est dit de classe C0
[34] s’il existe une fonction u ∈ H∞ non nulle telle que u(T ) = 0. Parmi toutes les
fonctions u vériﬁant cette propriété, il en existe une qui est intérieure et qui divise
toutes les autres. Cette fonction est notée mT , et elle est unique modulo un facteur
constant de module égal à 1.
Pour un opérateur de classe C0, les indices de défaut de T and T ∗ sont toujours
égaux. (voir théorème 5.2 page 267 de [34]).
Théorème 4.18. Si T est un opérateur de classe C0 alors :
Λk(T ) ⊆ Λk(IDT∗ ⊗ S(mT ))
pour tout k ≥ 1.
Démonstration. Considérons l’application V : H → DT ∗ ⊗H2, déﬁnie par :
V (x) =
∑∞
j=0
DT ∗T
∗jx⊗ fj,
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où (fj)j≥0 est la base orthonormée de H2 déﬁnie par fj(z) = zj pour tout j ≥ 0.
L’application V est une isométrie. En eﬀet on a
< V (x), V (x) > = <
∑
k≥0
DT ∗T
∗kx⊗ fk,
∑
l≥0
DT ∗T
∗lx⊗ fl >
=
∑
k,l≥0
< DT ∗T
∗kx⊗ fk, DT ∗T ∗lx⊗ fl >
=
∑
k,l≥0
< DT ∗T
∗kx,DT ∗T
∗lx >< fk, fl >
=
∑
l≥0
< DT ∗T
∗lx,DT ∗T
∗lx >
=
∑
l≥0
< (I − TT ∗)T ∗lx, T ∗lx >
=
∑
l≥0
< T ∗lx, T ∗lx > − < TT ∗l+1x, T ∗lx >
=
∑
l≥0
‖T ∗lx‖2 − ‖T ∗l+1x‖2
= lim
n→∞
(
‖x‖2 − ‖T ∗n+1x‖2
)
= ‖x‖2.
La dernière égalité est due au fait que T ∗n converge fortement vers 0. D’un autre
côté on a :
V T ∗(x) =
∑
k≥0
DT ∗T
∗k+1x⊗ fk
=
∑
k≥0
DT ∗T
∗k+1x⊗ S∗(fk+1)
=
∑
k≥1
DT ∗T
∗kx⊗ S∗(fk)
=
(
IDT∗ ⊗ S∗
) (∑
k≥1
DT ∗T
∗kx⊗ fk
)
= (IDT∗ ⊗ S∗)V (x).
D’où
V T ∗2 = (IDT∗ ⊗ S∗)V T ∗ = (IDT∗ ⊗ S∗)2V.
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Ainsi par récurrence sur n, on obtient
V T ∗n = (IDT∗ ⊗ S∗)nV, pour tout n ≥ 0.
Et par conséquent,
V h(T ∗) = h(IDT∗ ⊗ S∗) V, pour tout h ∈ HI ∞. (4.11)
Comme mT (T ) = 0, on a aussi mT (T ∗) = 0 et donc
0 = mT (IDT∗ ⊗ S∗)V = (IDT∗ ⊗mT (S)∗)V.
Ceci conduit à l’inclusion suivantes
Im(V ) ⊆ Ker(IDT∗ ⊗mT (S)∗).
Dans la suite de cette preuve on va montrer que
Ker(IDT∗ ⊗mT (S)∗) = DT ∗ ⊗H(mT ).
Pour la preuve de la première inclusion considérons
x =
d∑
k=1
ξk ⊗ hk ∈ Ker(IDT∗ ⊗mT (S)∗)
avec (ξk)1≤k≤d une base orthonormée de DT ∗ et (hk)1≤k≤d une suite de fonctions de
H
2. Il vient
0 = (IDT∗ ⊗mT (S)∗)x
=
d∑
k=1
ξk ⊗mT (S)∗hk
et comme (ξk)1≤k≤d est une base orthonormée, on a nécessairement
mT (S)∗hk = 0 pour tout 1 ≤ k ≤ d.
C’est à dire que hk ∈ Ker(mT (S)∗) et par suite x ∈ DT ∗ ⊗H(mT ). Ce qui prouve le
premier sens de l’inclusion. Pour la seconde inclusion, considérons le vecteur
x =
d∑
k=1
ξk ⊗ hk ∈ DT ∗ ⊗H(mT )
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où (ξk)1≤k≤d est une base orthonormée de DT ∗ et (hk)1≤k≤d une suite de fonctions
de H(mT ). Nous avons
(IDT∗ ⊗mT (S)∗)x = (IDT∗ ⊗mT (S)∗)(
d∑
k=1
ξk ⊗ hk)
=
d∑
k=1
ξk ⊗mT (S)∗hk
= 0.
Ceci prouve l’égalité (4.12). Ainsi
Im(V ) ⊆ DT ∗ ⊗H(mT )
d’où le diagramme commutatif suivant :
H
T ∗

V
// DT ∗ ⊗H(mT )
IDT∗⊗mT (S)
∗

H V // DT ∗ ⊗H(mT )
Il s’en suit que
V T ∗ = (IDT∗ ⊗mT (S)∗)|DT∗⊗H(mT )V = (IDT∗ ⊗ S∗(mT ))V (4.12)
En d’autres termes, T ∗ est la restriction de la somme directe d’un certain nombre
de copies de S∗(mT ), le nombre de copies est égal à l’indice de défaut de T . Pour
ﬁnaliser la preuve de ce théorème, il suﬃt d’appliquer la propriété 2 du théorème
4.7.
Une conséquence immédiate de ce théorème est le résultat suivant :
Corollaire 4.19. ([2] proposition 1) Si T est opérateur de classe C0 alors W (T ) ⊆
W (S(mT )), et ω2(T ) 6 ω2(S(mT )).
Dans le résultat qui va suivre nous donnerons l’image numérique de rang supé-
rieur des puissances du shift n-dimensionnel.
Théorème 4.20. Soient n, k et q des entiers naturels arbitraires tels que n ≥ 2,
1 6 k 6 n et 2 6 q 6 n− 1.
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1. Si δ(n, q) = 0, Sqn = ⊕qi=1Sρ(n,q) .
2. Si 1 6 δ(n, q) 6 q − 1, Sqn =
(
⊕δ(n,q)i=1 Sρ(n,q)
)
⊕
(
⊕q−δ(n,q)i=1 Sρ(n,q)−1
)
.
3. Si δ(n, q) = 0, Λk(Sqn) =
 D
(
0, cos ρ(k,q)π
ρ(n,q)+1
)
si 1 6 ρ(k, q) 6 [ρ(n,q)+1
2
]
∅ sinon .
4. Si 1 6 δ(n, q) 6 q − 1 et 1 6 δ(k, q) 6 δ(n, q)
Λk(Sqn) =
 D
(
0, cos ρ(k,q)π
ρ(n,q)+1
)
si ρ(k, q) 6 [ρ(n,q)+1
2
]
∅ sinon .
5. Si 1 6 δ(n, q) 6 q − 1 et δ(k, q) = 0 ou si δ(n, q) + 1 6 δ(k, q) 6 q − 1
Λk(Sqn) =
 D
(
0, cos ρ(k,q)π
ρ(n,q)
)
si ρ(k, q) 6 [ρ(n,q)
2
]
∅ sinon .
Démonstration. D’abord, remarquons que pour 1 6 s 6 n on a
Sqn(es) =
{
es+q si 1 6 s 6 n− q
0 si n− q < s 6 n . (4.13)
Considérons la division euclidienne de n par q. Alors il existe α ≥ 1 et 0 6 r 6 q−1
tels quel n = αq + r.
Supposons que r = 0, alors n = αq et α est nécessairement supérieur ou égal à 2.
Pour 1 6 i 6 q, désignons par
Fi = {ei+jq; 0 6 j 6 α− 1} et F̂i = spamFi.
Commençons par prouver l’assertion suivante :
CI n = ⊕qi=1F̂i et Sqn|F̂i = Sα.
Pour la preuve de cette assertion, remarquons tout d’abord que
q∑
i=1
CardF̂i = n.
D’autre part pour 1 6 i 6= i′ 6 q, Fi ∩ Fi′ = ∅. Sinon il existe 0 6 j, j′ 6 α− 1 tels
que i+jq = i′+j′q c’est à dire que i′−i = q(j−j′) et sans perte de généralité on peut
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supposer que i′ > i et j > j′ donc q = i
′−i
j−j′
6 q − 1, ce qui n’est pas possible. Ainsi
C
n est la somme directe des sous-espaces vectoriels F̂i pour 1 6 i 6 q. Maintenant
d’après (2.13), pour tout 1 6 i 6 q et 0 6 j 6 α − 1, la “compression“ Sqn sur le
sous-espace vectoriel F̂i est donnée par
Sqn(ei+jq) = ei+(j+1)q if 0 6 j 6 α− 2
Sqn(ei+αq) = 0
ce qui implique que Sqn|F̂i est unitairement équivalent à Sα et évidemment S
q
n est
unitairement équivalent à ⊕qi=1Sα = Iq ⊗ Sα. La proposition 2.4 implique donc que
Λk(Sqn) =
 D
(
0, cos ρ(k,q)π
α+1
)
si 1 6 ρ(k, q) 6 [α+1
2
]
∅ sinon .
Pour le reste de la preuve, supposons que 1 6 r 6 q − 1. Pour 1 6 i 6 q, désignons
par { Fi = {ei+jq; 0 6 j 6 α} et F̂i = spamFi pour 1 6 i 6 r
Gi = {ei+jq; 0 6 j 6 α− 1} et Ĝi = spamGi pour r + 1 6 i 6 q .
En utilisant le même raisonnement que ci-dessus on prouve aisément que
CI n =
(
⊕ri=1F̂i
)
⊕
(
⊕qi=r+1Ĝi
)
, (4.14)
Sqn|F̂i = Sα+1, (4.15)
et
Sqn|Ĝi = Sα, (4.16)
ce qui implique que
Sqn =
(
⊕ri=1 Sα+1
)
⊕
(
⊕q−ri=1 Sα
)
.
Relativement à la base {Fi; 1 6 i 6 r} ∪ {Gi; r + 1 6 i 6 q} de CI n, la matrice de
Sqn s’écrit comme suit : 
Sα+1
. . .
Sα+1
Sα
. . .
Sα

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ce qui montre que
Λk(Sqn) = Λk
((
Ir ⊗ Sα+1
)
⊕
(
Iq−r ⊗ Sα
))
.
D’autre part, on a
eiθ
((
Ir ⊗ Sα+1
)
⊕
(
Iq−r ⊗ Sα
))
+ e−iθ
((
Ir ⊗ Sα+1
)
⊕
(
Iq−r ⊗ Sα
))∗
= eiθ
((
Ir ⊗ Sα+1
)
⊕ (Iq−r ⊗ Sα)
)
+ e−iθ
((
Ir ⊗ S∗α+1
)
⊕
(
Iq−r ⊗ S∗α
))
=
(
Ir ⊗
(
eiθSα+1 + e−iθS∗α+1
))
⊕
(
Iq−r ⊗
(
eiθSα + e−iθS∗α
))
=
(
⊕ri=1
(
eiθSα+1 + e−iθS∗α+1
))
⊕
(
⊕q−ri=1
(
eiθSα + e−iθS∗α
))
.
Les valeurs propres de eiθSα+1 + e−iθS∗α+1 et e
iθSα + e−iθS∗α sont respectivement(
2 cos
µπ
α+ 2
)
16µ6α+1
et
(
2 cos
νπ
α+ 1
)
16ν6α
.
Ainsi
Λk(Sqn) =
⋂
θ∈[0,2π[
eiθ {z ∈ CI : Re(z) 6 λk(B)}
où B désigne la matrice suivante :
M1
N1
. . .
Mα
Nα
Mα+1

avec
Mµ =

cos µπ
α+2
. . .
cos µπ
α+2
 ∈Mr( CI ), 1 6 µ 6 α+ 1
et
Nν =

cos νπ
α+1
. . .
cos νπ
α+1
 ∈Mq−r( CI ), 1 6 ν 6 α.
Remarquons que
cos
π
α+ 2
> cos
π
α+ 1
> cos
2π
α+ 2
> · · · > cos απ
α+ 1
> cos
(α+ 1)π
α+ 2
.
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Ce qui implique que les valeurs propres dans la dernière matrice sont rangées dans
l’ordre décroissant. Maintenant considérons la division euclidienne de k par q alors
k = α′q + r′ avec 0 6 r′ 6 q − 1 et α′ > 0. Nous pouvons donc distinguer trois cas :
Premier cas Si r′ = 0, λk = cos α
′π
α+1
et
Λk(Sqn) =
 D
(
0, cos α
′π
α+1
)
si α′ 6 [α+1
2
]
∅ sinon
Deuxième cas Si 1 6 r′ 6 r, λk = cos
(α′+1)π
α+2
et
Λk(Sqn) =
 D
(
0, cos (α
′+1)π
α+2
)
si α′ + 1 6 [α+2
2
]
∅ sinon
Troisième cas Si r + 1 6 r′ 6 q − 1, λk = cos (α′+1)πα+1 et
Λk(Sqn) =
 D
(
0, cos (α
′+1)π
α+1
)
si α′ + 1 6 [α+1
2
]
∅ sinon .
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