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Abstract
The fluid mechanics of elongated bubbles in confined gas-liquid flows in
micro-geometries is important in pore-scale flow processes for enhanced oil re-
covery and mobilization of colloids in unsaturated soil. The efficiency of such
processes is traditionally related to the thickness of the liquid film trapped
between the elongated bubble and the pore’s wall, which is assumed constant.
However, the surface of long bubbles presents undulations in the vicinity of
the rear meniscus, which may significantly decrease the local thickness of
the liquid film, thus impacting the process of interest. This study presents
a systematic analysis of these undulations and the minimum film thickness
induced in the range Ca = 0.001 − 0.5 and Re = 0.1 − 2000. Pore-scale
Computational Fluid Dynamics (CFD) simulations are performed with a self-
improved version of the opensource solver ESI OpenFOAM which is based
on a Volume of Fluid method to track the gas-liquid interface. A lubrication
model based on the extension of the classical axisymmetric Bretherton the-
ory is utilized to better understand the CFD results. The profiles of the rear
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meniscus of the bubble obtained with the lubrication model agree fairly well
with those extracted from the CFD simulations. This study shows that the
Weber number of the flow, We = CaRe, is the parameter that best describes
the dynamics of the interfacial waves. When We < 0.1, a single wave crest
is observed and the minimum film thickness tends to an asymptotic value,
which depends on the capillary number, as We → 0. Undulations dampen
as the capillary number increases and disappear completely when Ca = 0.5.
When We > 0.1, a larger number of wave crests becomes evident on the
surface of the rear meniscus of the bubble. The liquid film thickness at the
crests of the undulations thins considerably as the Reynolds number is in-
creased, down to less than 60% of the value measured in the flat film region.
This may significantly influence important environmental processes, such as
the detachment and mobilization of micron-sized pollutants and pathogenic
micro-organisms adhering at the pore’s wall in unsaturated soil.
Keywords: Bubbles, Capillary Flow, Lubrication Model, Volume of Fluid,
Interfacial Waves
1. Introduction
Understanding the dynamics of confined gas-liquid flows in micro-geometries
is key to a wide variety of problems, ranging from industrial processes to en-
vironmental applications such as enhanced oil recovery [1], carbon dioxide
sequestration [2], and mobilization of colloids in unsaturated soil [3, 4].
In water-saturated soil, gas bubbles may be generated by various pro-
cesses [5]: entrapment of air as the water table fluctuates, organic and bio-
genic activities, emergence of gas from solution as the aqueous phase pres-
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sure drops, hydraulic fracturing, etc. Gas-liquid interfaces are effective in
detaching micron-sized colloids adhering on the pore walls due to the action
of capillary forces [5, 3, 6, 7]. Detachment and transport of pollutants and
pathogenic micro-organisms in unsaturated soil is of paramount environmen-
tal interest, as it influences the quality of drinking water resources [8, 9, 4, 10].
Pore-scale experiments are typically performed by injecting a bubble within
a microfluidic channel of rectangular or trapezoidal cross-section [11, 10, 12],
where colloidal particles are initially deposited. These experiments empha-
sized that the main factors influencing the particle detachment efficiency are
the liquid-air interface velocity and interfacial tension [3, 4, 12]. When a
gas bubble is displaced by liquid within a micro-geometry, this traps a thin
liquid film against the pore’s wall [13]. Recently, it has been postulated that
the topology and thickness of the liquid film have a dramatic impact on the
colloid detachment rate [14], with the detachment efficiency being maximum
when the liquid film thickness is on the order of the colloid size.
It is well known from traditional fluid mechanics that the thickness h0
of the liquid film around elongated bubbles is determined by the interplay
between capillary and viscous forces, which is quantified by the capillary
number [13, 15], Ca = µU/σ, where µ indicates the liquid dynamic viscosity,
σ the surface tension and U the velocity of the bubble, and by the inter-
play between inertial and viscous forces, which is quantified by the Reynolds
number [16, 17, 18], Re = ρUL/µ, where L is a characteristic length of
the channel cross-section and ρ is the liquid density. Simple empirical cor-
relations have been proposed to estimate h0 as a function of Ca and Re,
see e.g. Aussillous and Que´re´ [16], Han and Shikazono [19] and Langewisch
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and Buongiorno [20], and these have been utilized to interpret experimental
observations about colloid detachment performances [3, 14, 12].
However, the liquid film thickness around elongated bubbles is not con-
stant, as undulations may appear near the bubble tail and make the liquid
film significantly thinner than h0 [21, 22, 23, 24], which is the thickness
measured at a location which is sufficiently distant from the front and rear
menisci of the bubble, where the liquid film is flat. To the authors’ knowl-
edge, only two studies reported values of the minimum film thickness induced
by these undulations: Bretherton [13] performed a lubrication analysis valid
at Ca≪ 1 and Re≪ 1, which suggested that the minimum thickness hmin is
a constant fraction of the uniform film thickness, hmin = 0.716h0; Giavedoni
and Saita [22] performed numerical simulations in the range Re = 0 − 50
and observed that the minimum film thickness decreased with increasing Re,
while the undulations amplitude for Re ≪ 1 was considerably smaller than
the value predicted by the Bretherton’s model when Ca > 10−3.
In the colloids detachment by a translating gas-liquid interface in a micro-
pore, the thinner film at the bubble tail may promote the removal of wall-
adhering particles. This may be the reason for the enhanced removal of
wall-adhering bacteria by the rear meniscus of a long bubble translating
in a rectangular microchannel in the study of Khodaparast et al. [12]. In
microchannel flow boiling, Magnini and Thome [24] detected peaks of the
heat transfer performance upon the crests of the bubble surface undulations,
while it has been experimentally observed by Borhani et al. [25] that liquid
film dryout initiates from the minimum film thickness regions in the proximity
of the bubble tail. Therefore, a better understanding of the dynamics of the
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capillary waves around elongated bubbles in confined gas-liquid flows is useful
to enhance groundwater models and, more generally, would contribute to a
better interpretation of experimental observations in many diverse problems
that span different disciplines in science and engineering.
The objective of the present work is to perform a systematic analysis
of the minimum liquid film thickness induced by the undulations appear-
ing on the surface of long bubbles in confined gas-liquid flows, in the range
Ca = 0.001 − 0.5 and Re = 0.1 − 2000. CFD simulations of the elongated
bubble flow at the pore scale based on a Volume Of Fluid (VOF) interface
capturing method [26], and a lubrication model based on the work of de Ryck
[17] to describe the liquid film dynamics, are utilized to generate numerical
and theoretical bubble profiles. The minimum liquid film thickness values
extracted from both the CFD simulations and the lubrication model results
are compared, and their trends versus the governing nondimensional groups
are investigated.
This article is organized as follows: in Section 2, a description of the
problem is presented; the CFD model is introduced in Section 3; the lubri-
cation model is described in Section 4; the CFD and lubrication models are
benchmarked versus in-house experimental results in Section 5; the results of
the analysis of the undulations are discussed in Section 6; finally, the practi-
cal implications of thinning film processes on colloid mobilization from solid
substrates are debated in Section 7.
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2. Description of the problem
An elongated gas bubble translates at a velocity U in a micro-pore filled
with liquid. The pore is modelled as a channel of circular cross-section, with
radius R. Figure 1 shows a sketch of the flow configuration under analysis.
The flow field and the bubble profile are assumed axisymmetric. In order to
describe the thin liquid film, and by analogy with the notation of Bretherton
[13], the origin of the vertical axis y is on the tube’s wall and its direction
is radially inward. The horizontal coordinate x is directed downstream, and
the reference x = 0 will be changed, as convenient, during this work. In these
coordinates, the axial and radial velocities are defined as u and v, respectively,
with v being positive when directed towards the axis of the channel. The
no-slip condition applies at the channel wall. The thickness of the liquid film
surrounding the bubble is h(x).
From the front cap of the bubble, the liquid film thickness h(x) decreases
monotonically along the front dynamic meniscus towards the back of the
Figure 1: Sketch of a confined elongated bubble flowing within a tube and notation used
in this work.
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bubble, till a region of uniform film thickness h0 is reached. The existence
of such region for elongated bubbles will be confirmed by the numerical sim-
ulations. Along the rear dynamic meniscus, in the direction of negative x,
the liquid film thickness h(x) oscillates around h0 and reaches a minimum
value upon the most upstream crest of the interfacial wave. It eventually
grows monotonically as the rear meniscus develops towards the rear cap of
the bubble.
We assume that the flow is laminar, steady and incompressible, and that
the fluid is Newtonian. The main flow structures characterizing the motion
of the elongated bubble, i.e. liquid film thickness, front and rear menisci
curvatures and wavelength of the interfacial wave, are fully determined by
the capillary and Reynolds numbers [16, 17, 23]. For a circular channel, the
characteristic length of the cross-section is L = 2R, and hence in this work the
Reynolds number is defined as Re = 2ρUR/µ. When the capillary number
increases, viscous forces tend to make the liquid film thicker [13, 15]. An
increase of the Reynolds number makes the liquid film thinner at intermediate
values of Re (Re < 200), while the opposite effect is observed at larger Re
[27, 19]. Higher amplitude undulations on the bubble surface are associated
with inertial effects that become relevant when Re≫ 1 [22, 28].
3. Numerical model
Numerical simulations of the flow configuration reported in Fig. 1 are per-
formed by means of the finite-volume opensource CFD package ESI Open-
FOAM, release 2.3.1. The VOF-based interFoam solver is chosen to cap-
ture the interface dynamics. Below, the equations governing the numerical
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model and the simulation setup are illustrated.
3.1. Governing equations and discretization methods
interFoam solves the Navier-Stokes equations for an incompressible flow
and a Newtonian mixture fluid. According to the VOF formulation, the gas
and liquid phases are treated as a single mixture fluid with variable properties
across the interface, and a volume fraction α is defined to identify each phase
on a fixed computational grid. The volume fraction represents the ratio of
the cell volume occupied by the primary phase and hence ranges from 0 to
1. The volume fraction field, and thus the interface between the fluids, is
transported by the flow field as:
αt +∇ · (αu) +∇ · [α(1− α)Ur] = 0 (1)
where u is the fluid velocity vector andUr is an artificial compression velocity
that counteracts numerical diffusion [29]. The subscript t indicates derivation
versus time. The continuity and momentum equations solved by interFoam
are:
∇ · u = 0 (2)
(ρu)t +∇ · (ρuu) = −∇p+∇ · µ
[
∇u+ (∇u)T
]
+ σκn|∇α| (3)
where p is the pressure and the last term on the right-hand side corresponds
to the surface tension force expressed according to the Continuum Surface
Force method [30]. In our self-modified version of interFoam, the interface
unit normal vector n and curvature κ are evaluated from a smoothed volume
fraction field α˜ [31]:
n =
∇α˜
|∇α˜|
, κ = −∇ · n = −∇ ·
(
∇α˜
|∇α˜|
)
(4)
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The smoothed volume fraction field α˜ is derived from the field α by interpo-
lating the volume fraction values from the cell centre to the cell faces centres,
and then back to the cell centre, two times.
First-order explicit and implicit schemes are utilized to discretize the vol-
ume fraction and momentum equations, respectively. Second-order TVD
(Total Variation Diminishing) schemes are used for the spatial derivatives.
The built-in MULES (Multidimensional Universal Limiter with Explicit So-
lution) algorithm [29] is adopted to discretize the last term of the volume
fraction Eq. (1). The pressure-velocity coupling is solved by a PISO (Pres-
sure Implicit Splitting of Operators) technique [32]. Simulations are run
with a variable time-step calculated by the solver according to a maximum
Courant number of 0.25. The convergence criterion for the iterative solu-
tion of the flow equations is based on the values of the absolute normalized
residuals, 10−7 for the pressure and 10−6 for the velocity.
3.2. Simulation setup
The flow domain is modelled by adopting a 2D axisymmetric formulation.
At the inlet boundary, liquid enters the flow domain with a fully developed
parabolic velocity profile. At the channel wall, a no-slip condition is imposed.
At the outlet boundary, the pressure is set to a zero reference value while the
velocity gradient along the stream direction is set to zero [33]. An elongated
bubble is initialized at the upstream end of the computational domain, see
Fig. 2. The length of the bubble is Lb ≈ 20R, such a length guarantees
that a region of uniform film thickness exists between the front and rear
menisci. The liquid flow rate at the domain inlet and the fluid properties for
each simulation run are adjusted to match the target values of the capillary
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Figure 2: Illustration of the (top) computational mesh used for the CFD simulations with
details of the near-wall refined grid and (b) shape and position of the bubble within the
channel at t = 0. The size of the square mesh elements is ∆ = 0.0238R.
and Reynolds numbers. The liquid to gas density and viscosity ratios are
respectively fixed to 1000 and 100. The CFD simulation is run in time until
the bubble translates with a constant velocity.
The computational mesh is a structured orthogonal grid, see Fig. 2. From
the axis of the channel to a distance of 0.05R from the wall, the mesh is
made of uniform square cells of size ∆ = 0.0238R (40 cells). At the near-wall
region, the cells are gradually refined in order to capture the fluid mechanics
within the thin liquid film surrounding the bubble. This region is discretized
with 10 cells along the radial direction, with a maximum aspect ratio of 28.4.
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This mesh arrangement was chosen upon a grid convergence test where both
coarser (20 + 6 elements along y) and finer (60 + 14 and 80 + 18) elements
were tested.
The present numerical model was originally validated in Khodaparast
et al. [23]. The authors obtained good agreement for the bubble shape,
uniform liquid film thickness and bubble velocity with in-house experimental
measurements under a large range of flow capillary numbers 10−4 < Ca <
10−1 and Reynolds numbers 10−3 < Re < 103.
4. Lubrication model
A lubrication model is utilized to obtained predictions of the bubble pro-
file, and thus of the uniform and minimum liquid film thicknesses. The model
is based on the assumption that h0 ≪ ℓ, with ℓ being a length scale for the
front and rear menisci. The lubrication model is based on an extension of
the classical axisymmetric Bretherton theory [13] and it accounts for inertia
and for the curvature of the tube’s wall. It was first developed by de Ryck
[17] to describe the front meniscus of an air finger penetrating into a circular
channel filled by liquid, and later adopted to investigate the undulations ap-
pearing at the rear meniscus of an elongated bubble in confined liquid flows
by Magnini et al. [28]. The lubrication equations governing the flow within
the liquid film in presence of inertial effects, to first order approximation,
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read as follows:
ux + vy −
v
R− y
= 0 (5)
ρ (uux + vuy) = −px + µ
(
uxx + uyy −
uy
R− y
)
(6)
py = µ
[
vyy −
vy
R− y
−
v
(R− y)2
]
(7)
with boundary conditions:
u = v = 0 at y = 0 (8)
uy = 0 and p = −σκ+ 2µvy at y = h(x) (9)
where the pressure inside the bubble is considered constant and is set to a
zero reference value. The interface curvature is expressed as:
κ =
hxx
(1 + h2x)
3/2
+
1
(R− h)(1 + h2x)
1/2
(10)
Equations (5)−(9) are then replaced by equations integrated with respect
to y. The direct method of Galerkin, as illustrated by Shkadov [34], Esmail
and Hummel [35] and Koulago et al. [36], is then applied to express the
velocity as a function of both x and y. By introducing the nondimensional
variables Y = h/h0 and X = x/ℓ, with ℓ = h0Ca
−1/3, this procedure leads
to a third-order nonlinear differential equation for the nondimensional liquid
film profile [17, 37]:
YXXX = 3Ca
2/3YXY
2
XX
f1
+
HYX
Ca2/3(1−HY )2
[
Ca2/3(1−HY )YXX −Hf1
]
+
+
{
3
(Y − 1)
Y 3
f2a +
1
70
ReCa1/3H
YX
Y 3
f2b + 3
Ca2/3
Y 3
[
Y YXXf2c + Y
2
Xf2d
]}
f
3/2
1
(11)
12
with:
f1 = 1 + Ca
2/3Y 2X (12a)
f2a = 1 +H
Y − 1
2
(12b)
f2b = 6(Y
2 + Y − 9) +H
134Y 3 − 171Y 2 − 1131Y + 1728
32
(12c)
f2c =
7Y − 33
20
+H
31Y 2 − 150Y + 99
120
(12d)
f2d =
2Y + 31
10
+H
2Y 2 + 19Y − 31
20
(12e)
whereH = h0/R is the nondimensional liquid film thickness. Within Eq. (11),
the first two terms at the right-hand side derive from the interface curva-
ture, Eq. (10); the first term within curly brackets comes from the standard
Bretherton problem, the second from the inclusion of inertia, and the third
from the shear stress term within the boundary condition at the free sur-
face. Details of the present derivation can be found in de Ryck [17] and
Magnini et al. [28]. Equation (11) is integrated numerically towards the
front (X →∞) or the rear (X → −∞) meniscus of the bubble. The integra-
tion starts from close to the flat film region using the linearized conditions
Y (X) = 1 + esX , YX(X) = se
sX , YXX(X) = s
2esX where s is the solution of
the third-order polynomial derived by linearization of Eq. (11) [17, 28].
This methodology yields theoretical profiles of the front and rear dynamic
menisci of the bubble, from which the uniform h0 and minimum film thickness
hmin can be extracted.
5. Validation against experimental measurements
Magnini et al. [28] compared the uniform film thickness values obtained
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with the present CFD and lubrication models with the predictions calculated
by means of two widely used empirical correlations, for a range of capillary
numbers of 0.002 ≤ Ca ≤ 0.1 and Reynolds numbers of 10−1 ≤ Re ≤ 103.
Deviations were all within the accuracy band of the correlations, ±15%.
Here, the CFD and the lubrication models are further benchmarked against
the results of in-house experimental measurements of the liquid film thickness
around elongated air bubbles transported by liquid in a circular microchan-
nel. The test section is a straight horizontal FEP (Fluorinated Ethylene
Propylene) circular tube. This is submerged in a liquid bath held within
a transparent plexiglass container. The refractive indices of the tube wall
material, the liquid in the medium surrounding the tube and the working
liquid are approximately identical, this ensures that no optical distortion is
present in the final images since the tube is observed through the flat sur-
face of the fully transparent liquid bath. The liquid phase is pumped to
the test section using a Mitos P-pump, while the bubbles are injected to
the flow at a T-junction situated 15 cm upstream of the measurement point.
A micro-particle shadow velocimetry technique (µPSV) is employed in the
experimental measurements. This allows simultaneous quantification of im-
portant flow parameters (bubble speed, volume, liquid film thickness) using
a sequence of high-speed greyscale images recorded at each test condition.
A Nikon 10× Plan Fluor microscope objective, facing the test section from
the top, is utilized to visualize the flow and a Photron FASTCAM SA3 high
speed camera records the magnified images with a frame rate up to 10 kHz.
The image resolution with the 10× magnification is of 1.824µm/px. From
the bubble images, see for instance Fig. 3(a), the uniform and minimum
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thicknesses of the liquid film are extracted by image processing, and the ve-
locity of the bubble is calculated by means of a time-strip technique [25].
Details about the experimental technique and post-processing methods are
provided in Khodaparast et al. [38, 23]. The relative uncertainty on the film
thickness measurements depends on the absolute value of the thickness and,
for the data presented below, it ranges from 6% (at high Ca) to 28% (at
low Ca) and from 12% to 40% for the uniform and minimum film thickness,
respectively.
Experiments are performed in a circular tube of diameter of D = 507µm,
using air (ρ = 1.2 kg/m3, µ = 0.018mPa · s) for the gas phase and methanol
(ρ = 791 kg/m3, µ = 0.521mPa · s) for the liquid one, with a surface tension
of σ = 21.8mN/m. The flow conditions analyzed have capillary numbers
ranging from 0.0036 to 0.024 and Reynolds numbers from 100 to 640. Very
long, Lb > 20R, isolated bubbles are generated and run in the test section.
Such a bubble length is necessary in order for a uniform film thickness region
to exist between the front and rear menisci of the bubble in the visco-inertial
(Re≫ 1) regime [28]. This permits a univocal value of h0 to be determined
(i.e. not dependent on the location along the bubble where the measurement
is performed), and ensures that the minimum film thickness does not depend
on the bubble length.
Figure 3(a) presents a qualitative comparison of the shape of the rear
meniscus of the bubble obtained with the experiment with those extracted
from the CFD simulation and those from the numerical integration of Eq. (11),
for a selected case. It can be seen that the profiles of the bubble, in terms
of uniform and minimum thicknesses of the liquid film, and curvature of
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Figure 3: (a) Qualitative comparison of the bubble tail profile observed in the experiment
and those obtained with a CFD simulation and the lubrication model for Ca = 0.0115 and
Re = 300. xr identifies the location of the tip of the bubble tail. Flow is from left to right.
(b) Comparison of minimum film thickness values obtained with experiments (and their
error band), CFD, and lubrication model.
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the bubble tail, agree relatively well. A comparison of the normalized min-
imum liquid film thickness hmin/h0 measured in the experiments and those
obtained with the CFD and the theoretical model is given in Fig. 3(b). The
CFD simulations always yield a value of the minimum film thickness which
is very close to the experimentally measured value. At the highest Ca tested,
time-dependent patterns on the bubble surface similar to those observed by
Khodaparast et al. [23] and Ferrari et al. [39] occur in the simulations. For
this reason, the data point for Ca = 0.024 included in the figure has to be in-
tended as a time-averaged value, for which a temporal standard deviation of
10% was observed in the CFD case. The range of temporal variation for this
point is indicated as a red vertical band in Fig. 3(b). It is worth to note that
the average value with its standard deviation is still within the uncertainty
band of the experimental data point, which was measured by processing a
single image frame. The lubrication model predicts values of the minimum
film thickness that agree well with the experiments until Ca ≈ 0.012, while
for larger capillary numbers the model systematically underpredicts the ratio
hmin/h0, thus exhibiting interfacial oscillations with larger magnitude than
those resulting from the CFD simulations and experiments.
6. Results
CFD simulations and numerical integration of Eq. (11) are performed for
a range of capillary numbers of 0.001 ≤ Ca ≤ 0.5 and Reynolds numbers of
0.1 ≤ Re ≤ 2000. Lower values of the capillary number fall within the range
of validity of the Bretherton’s model. For values of Ca = 0.5 and above,
no undulations appear at the bubble tail, i.e. hmin/h0 = 1. For each value
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of the capillary number, the Reynolds number is varied from 0.1, where
inertial effects are negligible and asymptotic conditions are achieved, to a
maximum value at which time-dependent patterns begin to appear on the
bubble surface. In the next sections, the effects of the capillary and Reynolds
numbers on the undulations appearing in the proximity of the bubble tail are
first discussed. A comparison of the rear meniscus shapes obtained with the
CFD simulations and the lubrication model is presented. The outcome of a
systematic analysis of the minimum film thickness values is finally provided.
6.1. Effect of capillary and Reynolds numbers
A qualitative analysis of the impact of the capillary and Reynolds num-
bers on the topology of the rear meniscus undulations is presented in this
section. The profiles of the bubble obtained with the CFD simulations at
Ca = 0.005 and Re = 0.1 − 1000 are shown in Fig. 4(a). As introduced in
Section 2, interface undulations appear on the liquid film in the proximity
of the rear cap of the bubble, in the form of sinusoidal waves whose ampli-
tudes grow when approaching the rear meniscus. A minimum film thickness
value is thus achieved between the wall and the most upstream wave crest
near the bubble rear. For values of Re up to 10, the Reynolds number does
not have any appreciable effect and the profiles overlap. For Re ≥ 100, the
liquid film thickness increases with Re as already observed by many authors
[16, 17, 27]. More wave crests become visible on the surface of the bubble, as
their amplitude, measured as h0 − hmin, increases. This has been tradition-
ally attributed to inertial effects [21, 40], and the theoretical work of Magnini
et al. [28] demonstrated it rigorously. The inset in Fig. 4(a) plots the same
data in the rescaled h/h0 variable, and it can be seen that also the maximum
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Figure 4: Profiles of the bubble obtained by CFD simulations for (a) Ca = 0.005 and
different Reynolds numbers and (b) Re = 1 and different capillary numbers. xr identifies
the location of the tip of the bubble tail.
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value of the relative wave amplitude 1− hmin/h0 slightly grows with Re.
The profiles of the bubble at a constant Re = 1 (negligible inertial ef-
fects) and Ca = 0.002 − 0.1 are depicted in Fig. 4(b). The uniform liquid
film thickness increases with Ca as in the traditional Bretherton problem.
Interestingly, the rescaled profiles illustrated in the inset indicate that the
relative amplitude of the undulations decreases as the capillary number is
increased, such that the interfacial wave becomes gradually less apparent.
6.2. Comparison of the rear meniscus profiles
A comparison of the profiles of the bubble back obtained with the CFD
simulations and the theoretical model is provided in Fig. 5 for two selected
flow conditions. A low Weber number case, We = CaRe = 0.01, is presented
in Fig. 5(a). The Weber number is a parameter that measures the importance
of inertia and it has been observed that inertial effects are negligible when
We < 0.1 [41]. Under such conditions, Fig. 5(a) shows that the undulation
at the bubble tail exhibits only one main crest and one main valley. The
profile given by the CFD simulation agrees very well with that obtained
by means of the lubrication model. The minimum film thickness is slightly
underestimated by the theoretical model, but notably the model also captures
well the shape of the rear cap of the bubble.
A relatively high Weber number case, We = 3, is shown in Fig. 5(b). The
effects of inertia are now apparent as 3−4 wave crests become clearly visible.
The lubrication model captures very well the features of the capillary wave,
with wavelength, decay rate of the undulations and minimum film thickness
being in excellent agreement with the CFD data.
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Figure 5: Comparison of the rear meniscus profiles obtained with the CFD simulations
and by numerical integration of Eq. (11) for (a) Ca = 0.01 and Re = 1 and (b) Ca = 0.002
and Re = 1500. The horizontal black dashed lines identify the location of the axis of the
tube. X(hmin) identifies the axial location where the minimum film thickness is measured
at the rear meniscus.
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6.3. Systematic analysis of the minimum film thickness
A systematic analysis of the effects of the capillary and Reynolds numbers
on the minimum film thickness is now presented. The normalized minimum
film thickness hmin/h0 data extracted from the CFD simulations and from
the lubrication model are plotted versus the Reynolds number in Fig. 6(a)
and versus the Weber number in Fig. 6(b). It can be seen that the data
points cluster very well when plotted versus We, where We = 0.1 is the
threshold indicating the importance of inertial effects. When We < 0.1,
hmin/h0 is independent of We for constant values of Ca. For We > 0.1, the
minimum film thickness decreases as the Weber number grows because the
wave amplitude becomes larger.
The lubrication model yields values of hmin/h0 that in the Re≪ 1 range
converge asymptotically towards about 0.72 as Ca is reduced, in agreement
with the low capillary (Ca≪ 1) and low Reynolds (Re≪ 1) numbers theory
of Bretherton [13], for which hmin/h0 = 0.716. At Ca = 0.001, hmin/h0 ≈
0.74 in the CFD data and the theoretical value of hmin/h0 ≈ 0.72 seems to
be an asymptotic limit, reached for values of the capillary number smaller
than 0.001.
As the capillary number is increased, hmin/h0 → 1 and the undulations
tend to flatten, in agreement with the trend of the rear meniscus profiles
depicted in Fig. 4(b). At Ca = 0.5, hmin/h0 = 1 for all the range of Weber
numbers tested, 0.05 ≤ We ≤ 50, so that waves are no longer observed and
the bubble has a long cylindrical shape. The same asymptotic behavior was
reported by Giavedoni and Saita [22] for the rear meniscus oscillations at
large capillary numbers.
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Figure 6: Minimum to uniform liquid film thickness ratio extracted from the CFD results
(symbols) and from numerical integration of Eq. (11) (solid line) versus the (a) Reynolds
number and (b) Weber number.
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At low capillary numbers, Ca . 0.01, inertia leads to a remarkable re-
duction of the minimum film thickness, from about 0.75h0 when We < 0.1 to
below 0.6h0 at We ≈ 10. Water, flowing within unsaturated pores of size of
0.1−1mm at Ca = 10−4−10−2, has We = 10−4−10. Under such conditions,
the crests of the waves along elongated bubbles may considerably approach
the pore’s wall, and therefore their interfacial surface tension may contribute
to the detachment of wall-adhering micron-sized particles. This aspect is
investigated more in detail in the next section.
The lubrication model systematically underpredicts the minimum film
thickness, with increasing deviations as the capillary number grows. Note
that the model is based on the assumption that Ca ≪ 1, and therefore
is not necessarily suitable to describe flow configurations with significant
viscous effects. Nonetheless, the deviation with the CFD data is always
within 15− 20%.
7. Discussion
On the basis of the analysis above, the practical implications of thinning
film processes on the fate of colloids deposited on the surface of a micro-pore
is discussed.
When a gas-liquid interface comes in contact with a colloid adhering to
a surface, a three-phase gas-liquid-solid contact line is formed on the sur-
face of the colloid. Figure 7(a) presents a schematic of a spherical particle
adhering to a micro-pore wall and interacting with the rear meniscus of an
elongated bubble moving in a liquid flow. A continuous liquid film surrounds
the bubble and wets the pore’s wall. The necessary condition for the for-
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Figure 7: (a) Colloid interacting with the rear meniscus of an elongated bubble in confined
flow. (b) Profile of the rear meniscus of a bubble for Ca = 0.001 and Re = 92 (in blue);
the red line indicates the diameter of the colloid. Variation of (c) the filling angle and of
(d) the vertical component of the capillary force exerted on the particle during the transit
of the bubble. xr identifies the location of the tip of the bubble tail.
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mation of a contact line on the particle surface is h(x) < dp, with dp being
the diameter of the colloid. The contact angle of the gas-liquid interface on
the particle is denoted as θ and is considered constant. The filling angle, i.e.
the angle between the normal to the plane where the contact line lays, and
the line connecting the center of the sphere to any point on the contact line,
is indicated as φ. β is the angle between the plane where the contact line
lays and the pore’s wall and it is assumed to be related to the local interface
orientation, β = arctan(hx).
The surface tension acting at the contact line exerts a capillary force of
magnitude [6]:
|Fs| = σP sin(θ − φ) (13)
on the colloid, where P is the length of the contact line, P = 2πrc, and rc is
the radius of the circular contact line on the particle surface, rc = rp sinφ,
rp = dp/2. The filling angle is related to the local height of the interface
relative to the channel wall, h(x), as:
φ = arccos
(
h− rp
rp cos β
)
(14)
The vertical component of the capillary force Fs,y depends on the local in-
terface orientation:
Fs,y = σP sin(θ − φ) cos β (15)
and therefore it is a function of both h(x) and hx(x). As such, if the gas-
liquid interface is not flat, Fs,y changes as the bubble is transiting upon the
colloid. From Eq. (15), it follows that Fs,y > 0 when φ < θ, i.e. surface
tension tends to remove the colloid from the pore’s wall, while it opposes the
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removal when φ > θ. Note that β is typically smaller than 5 degrees even for
high amplitude interfacial undulations such as those depicted in Fig. 5(b), so
that cos β ≈ 1 and:
Fs,y = σ2π
√
2hrp − h2 sin
[
θ − arccos
(
h− rp
rp
)]
(16)
We now consider a practical case in which a long air bubble travels in
a circular pore of radius R = 0.5mm in a water flow at Ca = 0.001 and
Re = 92 (U = 0.082m/s). The lubrication model presented in this work
predicts a uniform liquid film of thickness h0 = 6.5µm, with a profile of
the rear meniscus exhibiting one main undulation crest, as illustrated in
Fig. 7(b).
We consider a spherical colloid adhering to the pore’s wall with properties
similar to those of the hydrophilic polystyrene particles of Gao et al. [7],
dp = 6µm and θ = 25 deg. If the liquid film is assumed flat, as traditionally
done in previous works [3, 4, 14], no interaction occurs among the colloid and
the gas-liquid interface because h0 > dp. However, the present lubrication
model yields a minimum film thickness of hmin = 4.7µm, thus suggesting
that the bubble and the particle actually interact due to the undulation at
the rear meniscus, where h(x) < dp (see Fig. 7(b)). This generates a profile
of the filling angle φ that changes as the gas-liquid interface is moving upon
the colloid as plotted in Fig. 7(c) (h(x) and hx(x) are assumed not to be
influenced by the contact with the particle).
The corresponding force exerted by surface tension on the colloid can
be calculated by means of Eq. (16) and is plotted in Fig. 7(d). This force
promotes detachment of the particle only at the initial and terminal stages
of contact line formation and disappearance, when φ < θ and Fs,y > 0,
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while it pushes the particle against the wall during most of the contact pe-
riod. This configuration changes substantially when partially hydrophobic
(30◦ < θ < 90◦) and hydrophobic (θ > 90◦) colloids (classification according
to Petkov and Denkov [42]) are considered. Figure 7(d) shows that, under
the same bubble flow condition, hydrophobic colloids may be subjected to
detaching capillary forces of magnitude on the order of Fs,y ≈ 10
−6−10−7N.
Given that the colloid adhesion force to the pore’s wall, traditionally esti-
mated by means of the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory,
is on the order of 10−8N and below [10, 4, 14], the undulation of the bubble
rear meniscus actively contributes to the detachment of the particle. This em-
phasizes the importance of accounting for the actual profile of the liquid film
when analyzing colloid mobilization data. For instance, Khodaparast et al.
[12] observed that bacteria adhering to a microchannel wall were removed
by the transit of the rear meniscus of an elongated bubble at Ca > 0.001,
despite the presence of a continuous liquid film around the bubble. The
authors suggested that this could be related to a localized thinning of the
liquid film at the channel wall nearby the bubble tail, although no quantita-
tive measurements of the local film thickness were available to substantiate
this hypothesis. Therefore, the present work opens a new horizon on the
analysis of colloid mobilization by moving gas-liquid interfaces on solid sub-
strates such as in unsaturated porous media, which may contribute to a
better interpretation of experimental observations and natural phenomena.
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8. Conclusions
In this article, we presented a systematic analysis of the shape of the
rear meniscus of long bubbles in confined gas-liquid flows for both the visco-
capillary (Re ≪ 1) and visco-inertial (Re ≫ 1) regimes. Pore-scale CFD
simulations are utilized to generate bubble profiles in the capillary number
range of 0.001 − 0.5 and Reynolds number range of 0.1 − 2000. A lubrica-
tion model based on the extension of the classical axisymmetric Bretherton
theory is adopted to help understand the CFD results. Both the numerical
and theoretical models are validated versus in-house experimental measure-
ments of the minimum and uniform liquid film thicknesses around long air
bubbles displaced by a liquid (methanol) flow. The lubrication model yields
profiles of the rear meniscus of the bubble that agree reasonably well with the
CFD results for the range of Ca and Re numbers of interest. The results of
the present analysis indicate that inertial effects on the shape of the bubble
become relevant when the Weber number of the flow, We = CaRe, grows
above 0.1. In this regime, the amplitude of the interfacial wave appearing in
the proximity of the bubble tail increases with the Reynolds number, such
that the liquid film upon the crests of the undulations thins considerably,
compared to its value in the central flat region of the bubble. Conversely,
an increase of the capillary number tends to dampen the liquid film undu-
lations, which are completely suppressed for Ca = 0.5. In the low capillary
number range, Ca ∼ 10−3, which is characteristic of the flow of water in
unsaturated porous media (e.g. soil), this study shows that the minimum
liquid film thickness around long bubbles ranges from an asymptotic value of
about 0.74h0 when Re≪ 1, to below 0.6h0 when Re ∼ 10
3. Therefore, such
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a localized thinning of the film may contribute to the detachment and mo-
bilization of micron-sized colloids adhering to the pore’s wall, e.g. particles,
pollutants, or virus/bacteria, with important implications for the quality of
drinking water resources.
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