Abstract: This paper proposes an unit root test for panel data with cross sectional dependence.
Introduction
Testing for the presence of unit root in panel data has received considerable attention from time series econometricians. Many testing procedures have been proposed and their statistical properties have been established. Hurlin and Mignon (2004) provide a good summary of the literature up to that date. Generally, the proposed tests can be grouped, based on their assumptions on the cross sectional dependence, into two groups. The first group of tests assume cross sectional independence. This group includes Lin (1992,1993) and Levin, Lin and Chu (2002) who propose unit root tests for homogeneous panels, and Harris and Tzavalis (1999) , Shin (1997, 2003) , Maddala and Wu (1999) , and Choi (1999 Choi ( ,2001 ) who propose tests for heterogeneous panels. The test proposed by Shin (1997,2003 ) is a simple application of the usual ADF tests to each individual, while the tests proposed by Maddala and Wu (1999) , and Choi (1999 Choi ( ,2001 ) use the p-values from the usual ADF tests applied to each individual.
The second group of tests does not assume cross sectional independence. This group include Flôres, Preumont and Szafarz (1995) , Tayor and Sarno (1998), Breitung and Das (2004) , Bai and Ng (2001 , 2004 ，Phillips and Sul (2003) ，and Pesaran (2003) , Choi (2002) , and Chang (2002) . The first three studies do not explicitly model the form of the cross sectional dependence. For instance, the test proposed by Flôres, Preumont and Szafarz (1995) is based on a seemingly unrelated regression (SUR) system where each individual is treated as one equation. Their test statistic has a nonstandard asymptotic distribution. Tayor and Sarno (1998) propose a Wald test. The asymptotic distribution of their test is unknown. Breitung and Das (2004) present simple ADF test applied to pooled samples with robust standard error.
The next five studies explicitly model the form of the cross sectional dependence through common factors. For example, Ng (2001,2004) Sul (2003)， and Pesaran (2003) assume that the dependence of the cross sectional units is due to some common factors for all individuals. They suggest first applying the principal component method to eliminate the common factors (hence the correlation of cross-sectional units), then applying the ADF type test. Choi (2002) models the cross sectional dependence by time-invariant common factors. He suggests using demean and/or de-trend method developed by Elliott, Rothenberg and Stock (1996) to eliminate the common factors. His test statistic has limiting standard normal distribution. Chang (2002) , on the other hand, don't assumes a particular form of the cross sectional dependence. Instead of the usual t-ratio on the lagged dependent variable obtained from applying least squares regression to each individual, Chang (2002) suggests using the t-ratio on the lagged dependent variable obtained from applying nonlinear instrumental variable estimation to each individual. The nonlinear instrument allows her to obtain a remarkable result that the t-ratios of the coefficients on the lagged dependent variable are asymptotically independent across individuals regardless of the cross sectional dependence. She shows that her test statistic has a limiting standard normal distribution. Given Chang's (2002) remarkable theoretical result, it is interesting to see how her test performs in finite samples. Although Change demonstrates that her test performs well in her design, it is worthwhile to have a more extensive simulation study on broader designs. provide such a simulation study. They find that Chang test performs well in finite samples only when the cross sectional dependence is low. When the cross sectional dependence is moderate to high, Chang test does not perform well. The reason for the poor performance is that the cross sectional dependence is not fully eliminated by the instrument when the cross sectional dependence is moderate to high, and consequently the t-ratios are not approximately statistically independent. As a result, the finite sample distribution of Chang test statistic is not even close to normal.
In light of the findings of , one obvious remedy is to remove the cross sectional dependence before applying Chang test. This is exactly the approach taken in this paper. We suggest first weighting data by the contemporary covariance matrix and then applying Chang test to the weighted data. We show that our test, like Chang test, has a limiting standard normal distribution under the null hypothesis of unit root. The question then is whether our test has better finite sample performance when cross sectional dependence is moderate to high. Our simulation study show that our test performs much better than Chang test when the cross sectional dependence is moderate to high. Moreover, even when the cross sectional dependence is low, our test performs at least as good as Chang test.
The remainder of this paper is organized as follows. Section 2 sets up the model. Section 3 presents the test statistic and its asymptotic distribution. Section 4 reports on a simulation study. Section 5 concludes.
Model and Preliminaries
Let index individual and let t index time. Suppose that is generated according to the following process：
where i α denotes the coefficient on the lagged dependent variable and denotes the error term which follows the following AR(p) process: 
Assumption 1 ensures that the AR(p) process in (2) is invertible. Assumption 2 restricts the distribution of error term.
where . Model (1) -(2) can be rewritten as:
where i β denote the coefficients to be estimated. Equation (3) is often estimated by simple OLS. Under the unit root hypothesis, it is well known that the asymptotic distribution of the t-ratio for the OLS estimator i αˆ obtained from (3) is asymmetric, and not the usual t-distribution. Instead of applying OLS regression, Chang (2002) suggests an instrumental variable estimation with , 1
where F is any function satisfying:
Assumption 3：
is regularly integrable and satisfy
Under Assumptions 1 -3, Chang (2002) derives the following key result: 
Generalized Chang test
In light of these findings, we propose a two-step procedure. In the first step, the cross sectional dependence is eliminated through the contemporary covariance matrix weighting. In the second step, Chang test is applied to the weighted data. Let Γ denote the symmetric and invertible matrix satisfying
, in which is the cross sectional covariance matrix. Denote ，with as the identity matrix. Denote 
The transformed error terms preserve the same properties that the original error terms possess.
Lemma 1. (i)
; ( Chang's instrumental variable estimation to (3), we obtain initial consistent estimator: (7) is ) ), ( (
With as the variance estimator of
where , * 1 ,
Denote the usual t-ratio of i αˆ as
The following result is proved in appendix.
Theorem 1. Suppose that Assumption 1 -3 hold. Under the null hypothesis of panel unit root, we obtain, as
where cor denotes the correlation coefficient 1 .
Theorem 1 suggests the following testing statistic.
(13)
Theorem 2. Suppose that Assumption 1 -3 hold. (i) Under the null hypothesis of panel unit root and as
, we obtain
(ii) Under the alternative hypothesis, i.e.,
Theorem 1 and 2 can easily be extended to panel data models with individual intercept and/or time trend. All we need to do is to de-mean and/or de-trend data to remove the nonzero mean and/or time trend. Then apply our procedure to the de-meaned and/or de-trended data. The methods of de-meaning and de-trending schemes such as the ones proposed by So and Shin (1999) and Elliott, Rothenberg and Stock (1996) can be employed here.
Simulation Study
The finite sample properties of the proposed test are evaluated via a small-scale Pesaran (2003) , and LLC test proposed by Levin, Lin and Chu (2002) .
Choice of the Nonlinear Instrument Generating Function
After some experiments, we decide to use the following nonlinear instrument:
with ,
which appears work better in finite samples. The constant is set to K =2.2 for models without intercept and trend, to 25 = K for models with intercept only, and for models with both intercept and trend. Table 1~3 , where the nominal sizes are set to 0.01, 0.05 and 0.10. The simulation results that compare our test with CIPS and LLC test are reported in Table   4 , where the nominal sizes are set to 0.01, 0.05 and 0.10.
Data Generating Process with Common Factor
To evaluate how our test performs relative to other tests when the cross sectional dependence is indeed characterized by some common factors, we consider the DGP given by Pesaran (2003) :
with i γ drawn from the uniform distribution over [-1,3] , i μ and , and . Again, the coefficient on the lagged dependent variable is fixed at Table 5 .
Findings
Our major findings are summarized as follows: When intercept is included and N is small, our test has mild size distortion and its power decreases slightly. When a linear time trend term is included, our test has more pronounced size distortion and the power decreases significantly. In both cases, our test performs better than Chang test.
(b). Common factor dependence: The empirical sizes of three tests reported in Table 5 are almost identical and close to the nominal sizes, with the exception for the case:
T=50 and N=30. In this case, our test and CIPS test all have significant size distortions. The power of our test and Chang test are much higher than the power of CIPS test in all designs.
(c). Cross sectional independence: The LLC test and our test are quite similar in terms of empirical size and power. But when cross dependence presents, LLC test suffers from severe over-size problem, and its power is generally lower than the power of our test.
To summarize, the simulation results show that our test generally performs better than the alternatives in almost all cases and designs.
Conclusion
This paper proposes a panel unit root test that generalizes the nonlinear IV test proposed by Chang (2002) . The generalization is a two-step procedure. In the first step, Chang's nonlinear IV estimation is applied to obtain consistent estimate of the residuals. The residuals are then used to estimate the cross sectional covariance matrix.
In the second step, the data are weighted with the estimated covariance matrix to eliminated the cross sectional dependence. Chang's nonlinear IV test is applied to the weighted data. The resulting test statistic is shown to have limiting standard normal distributions. Simulation study shows that our test compares favorably to the other alternative tests. Then we have that . Thus, under the null hypothesis, variables in (7) are independent between different cross-sections. 
Then it follows that
We can see that is a p-dimensional vector of stationary processes. Employing the same reasoning as in Chang (2002), we have
Let ,
Then, with the B2 and B3, we have
Here the t-ratio of i αˆ in (7) can be written as 
Similar to Chang (2002) , from the Beveridge-Nelson representation for , we have as that (2001), we have that
From Lemma 5(i) in Chang et al. (2001) , we have that ,
,is the local time of F--the time that F spends in the neighborhood of , up to , measured in chronological units. Using the results in (B7) and (B8) to (B6), we have the result immediately that s t 
