High order steady-state diffusion approximation of the Erlang-C system by Braverman, Anton & Dai, J. G.
Applied Probability Trust (6 August 2018)
HIGH ORDER STEADY-STATE DIFFUSION APPROXIMATION OF THE
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Abstract
In this paper we introduce a new diffusion approximation for the steady-
state customer count of the Erlang-C system. Unlike previous diffusion
approximations, which use the steady-state distribution of a diffusion process
with a constant diffusion coefficient, our approximation uses the steady-state
distribution of a diffusion process with a state-dependent diffusion coefficient.
We show, both analytically and numerically, that our new approximation is
an order of magnitude better than its counterpart. To obtain the analytical
results, we use Stein’s to show that a variant of the Wasserstein distance
between the normalized customer count distribution and our approximation
vanishes at a rate of 1/R, where R is the offered load to the system. In
contrast, the previous approximation only achieved a rate of 1/
√
R. We hope
our results motivate others to consider diffusion approximations with state-
dependent diffusion coefficients.
Keywords: Stein’s method; steady-state; diffusion approximation; Erlang-C;
high order; convergence rates.
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1. Introduction
Starting with [8], a number of recent papers [2, 3, 7] studied convergence rates for steady-state
diffusion approximations. In this paper we focus on the M/M/n system, known as the Erlang-C
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∗∗ Email address: jd694@cornell.edu
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system, which was also studied in [3]. This system has n homogeneous servers that serve customers
in a first-in-first-serve manner. Customers arrive according to a Poisson process with rate λ, and
customer service times are assumed to be i.i.d. having exponential distribution with mean 1/µ. An
important quantity in the system is the offered load, defined as R = λ/µ. The customer count
process
X = {X(t), t ≥ 0}
is a continuous time Markov chain (CTMC), where X(t) is the number of customers in the system
at time t. This CTMC admits a stationary distribution if and only if
R < n,
which we assume from now on. Let X(∞) be a random variable having the stationary distribution
of X, and let X˜(∞) = (X(∞)−R)/√R be a normalized version. In [3], the authors presented an
approximation for X˜(∞), which we denote here as Y0(∞). The random variable Y0(∞) corresponds
to the steady-state distribution of a diffusion process with constant diffusion coefficient 2µ, and
piece-wise linear drift
b(x) = µ
[
(x+ ζ)− + ζ
]
, where ζ = (R− n)/
√
R. (1.1)
This random variable has density
η(x) = κ exp
(∫ x
0
b(y)
µ
dy
)
, (1.2)
where κ is a normalizing constant. It was shown in [3] that for all n ≥ 1, λ > 0, and µ > 0 satisfying
1 ≤ R < n, the Wasserstein distance
dW (X˜(∞), Y0(∞)) ≡ sup
h∈Lip(1)
∣∣Eh(X˜(∞))− Eh(Y0(∞))∣∣ ≤ 205√
R
, (1.3)
where
Lip(1) =
{
h : R→ R ∣∣ |h(x)− h(y)| ≤ |x− y| for all x, y ∈ R}.
That is, the diffusion approximation error decreases at a rate of 1/
√
R. The approximation error
bounds presented for the systems studied in [2, 7, 8] are of similar magnitudes, decreasing at rates
of 1/
√
λ, where λ is the arrival rate to the system of interest in each paper.
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In this paper we present a different approximation for X˜(∞). Our approximation is the real-
valued random variable Y (∞), whose density is given by
ν(x) =
κ
a(x)
exp
(∫ x
0
2b(y)
a(y)
dy
)
, (1.4)
where κ > 0 is the normalization constant, b(x) is as in (1.1), and
a(x) = µ
[
1 + 1(x > −
√
R)
(
1− (x+ ζ)
− + ζ√
R
)]
(1.5)
This random variable has the steady-state distribution of a diffusion process with drift b(x), and
state dependent diffusion coefficient a(x).
Theorem 1. There exists a constant CW2 > 0 (independent of λ, n, and µ), such that for all
n ≥ 1, λ > 0, and µ > 0 satisfying 1 ≤ R < n,
dW2(X˜(∞), Y (∞)) ≡ sup
h∈W2
∣∣Eh(X˜(∞))− Eh(Y (∞))∣∣ ≤ CW2
R
, (1.6)
where
W2 =
{
h : R→ R ∣∣ h(x), h′(x) ∈ Lip(1)}. (1.7)
Theorem 1 states that the approximation error of Y (∞) decreases at a rate of 1/R, and for this
reason we refer to Y (∞) as the high order approximation. This rate is an order of magnitude better
than the rates in any of the previously mentioned papers. The class of functions W2 in (1.6) is not
significantly smaller than Lip(1) in (1.3), meaning that the two statements are comparable. We will
see in Appendix D that W2 is a rich enough class of functions to imply convergence in distribution.
The explicit value of the constant CW2 can be recovered from our proofs, but it would be quite
large (on the order of 106), meaning that Y0(∞) could potentially be a better approximation than
Y (∞) for small values of R. To check that this is not the case, we perform a numerical study to
compare the accuracy of both approximations. Some results are presented in Figure 1 and Tables 1
and 2 below, and indicate that Y (∞) is indeed a better approximation than Y0(∞), and that the
issue raised above is simply an artifact of our method.
We mentioned that both Y0(∞) and Y (∞) correspond to diffusion processes. Both of these
processes have the same piece-wise linear drift b(x), but the process corresponding to Y (∞) has a
state-dependent diffusion coefficient, whereas the process corresponding to Y0(∞) has a constant
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diffusion coefficient. Using a state-dependent diffusion coefficient is the reason for our improved
accuracy. One consequence of our main results is that
∣∣EX(∞)− (R+ EY (∞))∣∣ ≤ CW2√
R
. (1.8)
That is, the approximation error of the unscaled mean shrinks at a rate of 1/
√
R. The previous
approximation in [3] was only able to guarantee a constant gap for the approximation of the mean.
The numerical results in Figure 1 and Tables 1 and 2 show that Y (∞) consistently outperforms
Y0(∞). In Table 1 we see that for large or heavily loaded systems, i.e. when R is either large
or close to n, the approximation Y0(∞) performs reasonably well, and the accuracy gained from
using Y (∞) is not as impressive. However, the accuracy gain of Y (∞) is much more significant for
smaller systems with lighter loads. This is further illustrated in Figure 1, where we approximate
the probability mass function (PMF) of X˜(∞) for a small system (even though Theorem 1 does
not guarantee anything about the approximation of the PMF). In Table 2 we see that the errors of
Y0(∞) and Y (∞) indeed decrease at a rate of 1/
√
R and 1/R, respectively. Furthermore, the table
suggests that the approximation error of the second moment also decreases at a rate of 1/R, even
though (1.6) does not guarantee this. Numerically, we observed a rate of 1/R for higher moments
as well. This is not surprising, as there is nothing preventing us from repeating the analysis in this
paper for higher moments. Additional numerical results are presented in Appendix E.
To derive our high-order approximation, we use Stein’s method [13, 14], which is a well studied
method for establishing convergence rates that has been widely used in probability, statistics, and
their wide range of applications such as bioinformatics; see, for example, the survey papers [4, 12],
the recent book [5] and the references within. Barbour [1] has used Stein’s method to establish
convergence rates for approximations by a diffusion process. In this paper, we rely on the framework
that was developed in [2] for steady-state diffusion approximations of CTMCs. A simpler illustration
of this framework is provided in [3].
Our new approximation arises naturally from the use of Stein’s method. Loosely speaking, to use
the framework one begins with a generator of a CTMC whose stationary distribution one wishes
to approximate. By performing Taylor expansion on this generator, which contains some sort of
difference equations, one extracts a second order differential operator that becomes the generator
of the diffusion approximation. The rest of the terms in the expansion become the approximation
error. Previous diffusion approximations that had constant diffusion coefficients captured all the
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Figure 1: The plot above corresponds to a system with n = 5 and R = 4. The blue line plots P(X˜(∞) = x),
where x = (k − R)/√R with k ∈ Z+, which is the probability mass function of X˜(∞). The green and red
lines plot the approximations P
(
x − 1
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√
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≤ Y0(∞) ≤ x + 1
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√
R
)
and P
(
x − 1
2
√
R
≤ Y (∞) ≤ x + 1
2
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)
,
respectively.
first order terms, but only part of the second order terms in the expansion. In contrast, our
diffusion approximation captures the entire first and second order terms in the Taylor expansion of
the CTMC generator, thus making the error smaller. The method we use to derive our high order
approximation is not unique to the M/M/n system, and is applicable to other systems that are
amenable to analysis using the Stein framework.
In the presence of multiple possible approximations for a system, one must choose which one to
use. It was suggested in Remark 2.2 of [8] that a diffusion approximation with a constant diffusion
coefficient is of the same quality as one with a state-dependent diffusion coefficient. However, the
results in our paper contradict this. When applying Stein’s method, we intuitively expect that the
best diffusion approximation is one that captures the entire second order Taylor expansion of the
CTMC generator. This also suggests that the method can be used as a practical engineering tool
to quickly find good approximations that can be used even when error bounds cannot be rigorously
established.
As an example, in [6] the authors develop a model to study the patient count at a hospital. They
use Stein’s method to find a diffusion approximation for the midnight patient count, an important
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n = 5
R EX˜(∞) ∣∣EY0(∞)− EX˜(∞)∣∣ Relative Error ∣∣EY (∞)− EX˜(∞)∣∣ Relative Error
3 0.20 5.87× 10−2 28.69% 9.34× 10−3 4.57%
4 1.11 9.91× 10−2 8.95% 1.12× 10−2 1.08%
4.9 21.04 1.28× 10−1 0.61% 1.29× 10−2 0.06%
4.95 43.39 1.29× 10−1 0.30% 1.29× 10−2 0.03%
4.99 222.26 1.30× 10−1 0.06% 1.29× 10−2 0.006%
n = 100
R EX˜(∞) ∣∣EY0(∞)− EX˜(∞)∣∣ Relative Error ∣∣EY (∞)− EX˜(∞)∣∣ Relative Error
60 2.97× 10−7 2.73× 10−7 91.83% 5.11× 10−8 17.24%
80 8.79× 10−3 2.25× 10−3 25.60% 1.03× 10−4 1.17%
98 3.84 2.85× 10−2 0.74% 7.00× 10−4 0.02%
99 8.78 3.04× 10−2 0.35% 7.26× 10−4 0.008%
99.8 48.74 3.19× 10−2 0.07% 7.46× 10−4 0.002%
Table 1: The new approximation Y (∞) consistently outperforms Y0(∞).
quantity in their model. In that paper, the authors consider two diffusion approximations – one with
a constant diffusion coefficient, and another one with a state-dependent diffusion coefficient. The
constant coefficient approximation is excellent for a single cluster of 500 beds (in their model, beds
play the role of servers). However, a ward cluster of 50 beds or 15 beds is more common in a hospital.
For example, a typical ward has 30-60 beds, and it is quite common for an intensive care unit ward
to have 10-20 beds. As demonstrated in their paper, the constant approximation performs poorly
with only 20 beds. However, the state-dependent diffusion coefficient approximation performs
remarkably well numerically, although they did not provide an error bound for this approximation.
Our paper provides a potential explanation for the excellent performance of their state-dependent
approximation.
Although Y (∞) is a better approximation than Y0(∞) for the Erlang-C system, we do not
claim that it is the best approximation available in the current literature for performance measures
of interest in the Erlang-C system. Indeed, in [10] the authors develop a “corrected diffusion
approximation” for delay probability P(X(∞) ≥ n), the probability that a customer entering the
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n R EX˜(∞) ∣∣EX˜(∞)− EY0(∞)∣∣ ∣∣EX˜(∞)− EY (∞)∣∣
5 4 1.11 9.9× 10−2 1.2× 10−2
50 46.59 1.04 3.2× 10−2 1.2× 10−3
500 488.94 1.02 1.0× 10−2 1.2× 10−4
5000 4965 1.01 3.3× 10−3 1.2× 10−5
n R E(X˜(∞))2 ∣∣E(X˜(∞))2 − E(Y0(∞))2∣∣ ∣∣E(X˜(∞))2 − E(Y (∞))2∣∣
5 4 6.54 1.00 6× 10−2
50 46.59 5.84 0.30 5.7× 10−3
500 488.94 5.63 0.092 5.6× 10−4
5000 4965 5.57 0.029 5.5× 10−5
Table 2: As the offered load increases by a factor of 10, the approximation error of Y0(∞) shrinks at a rate
of
√
10, whereas the approximation error of Y (∞) shrinks at a rate of 10. Similar experiments for moments
higher than the second yield consistent results.
system has to wait for service. The results of that paper are not based on using a different diffusion
process to approximate the Erlang-C system. Rather, they rely on a series representation of the
cumulative distribution function of a Poisson random variable that was established in [9, Theorem
2]. See also Theorem 8 of the same paper. The purpose of our paper is not to compete with [10]
for the most accurate approximation of specific quantities in the Erlang-C model. Rather it is to
emphasize the accuracy gains one can achieve by using diffusion processes with state-dependent
diffusion coefficients over ones with constant diffusion coefficients.
We hope that our result will inspire other researchers to focus on diffusion processes that fully
capture the second order Taylor expansion term in their models as well. One important direction
for future work is to find alternatives to Stein’s method for deriving such high order approximations,
because so far the class of problems that can be analyzed by Stein’s method remains limited. The
rest of the paper is structured as follows. In Section 2 we discuss the Poisson equation, gradient
bounds and moment bounds that we need to prove Theorem 1. The proofs of these are quite
technical and are provided in the appendix. In Section 3 we prove Theorem 1.
We end the introduction by introducing the following notation. For a, b ∈ R, we use a+, a−, a∧b,
and a ∨ b to denote max(a, 0), max(−a, 0), min(a, b), and max(a, b), respectively. For a function
f : R→ R, we write ‖f‖ to denote supx∈R |f(x)|.
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2. Roadmap for Proofs
In [3] the authors provide a detailed introduction of the generic procedure of using Stein’s method
for steady-state diffusion approximations. The procedure involves three components – the Poisson
equation and gradient bounds, generator coupling, and moment bounds. In this section we state
these components for the Erlang-C system.
Recall that R = λ/µ < n is the offered load of the system. For notational convenience, we define
δ > 0 as
δ =
1√
R
=
√
µ
λ
. (2.1)
2.1. Poisson Equation
The random variable Y (∞) in Theorem 1 is well-defined and its density is given in (1.4). It turns
out that Y (∞) has the stationary distribution of a diffusion process Y = {Y (t), t ≥ 0}, which we
define shortly. We do not prove this claim in this paper since it is not used anywhere in this paper.
Nevertheless, it is helpful to think of Y (∞) in the context of diffusion processes. The diffusion
process Y is defined by its generator, which is given by
GY f(x) = b(x)f
′(x) +
1
2
a(x)f ′′(x) for x ∈ R, f ∈ C2(R), (2.2)
where a(x) and b(x) are defined in (1.5) and (1.1), respectively. Clearly, b(0) = 0, and b(x) is
Lipschitz continuous. Indeed,
|b(x)− b(y)| ≤ µ |x− y| for x, y ∈ R.
Furthermore,
a(x) ≥ µ > 0, x ∈ R,
and a(x) is also Lipschitz continuous. On the other hand, the random variable Y0(∞) has the
stationary distribution of the diffusion process with generator
GY0f(x) = b(x)f
′(x) +
1
2
a(0)f ′′(x) for x ∈ R, f ∈ C2(R). (2.3)
The difference between (2.2) and (2.3) is that the former process has a non-constant diffusion
coefficient, whereas the latter has a constant one. Using a non-constant diffusion coefficient is what
makes Y (∞) a better approximation than Y0(∞).
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We fix h(x) ∈W2 with h(0) = 0, and consider the Poisson equation
GY fh(x) =
1
2
a(x)f ′′h (x) + b(x)f
′
h(x) = Eh(Y (∞))− h(x), x ∈ R. (2.4)
We use the Lipschitz property of h(x) to see that
|Eh(Y (∞))| ≤ E∣∣Y (∞)∣∣ <∞,
where the finiteness of E
∣∣Y (∞)∣∣ will be proved in (B.17). One may verify by differentiation that
(2.4) has a family of solutions of the form
fh(x) = a1 +
∫ x
0
[
a2
1
p(u)
+
1
p(u)
∫ u
−∞
2
a(y)
(
Eh(Y (∞))− h(y))p(y)dy]du, (2.5)
where a1, a2 ∈ R are arbitrary constants, and
p(x) = exp
(∫ x
0
2b(y)
a(y)
dy
)
, x ∈ R. (2.6)
Taking expected values on both sides of (2.4) with respect to X˜(∞) yields
∣∣Eh(X˜(∞))− Eh(Y (∞))∣∣ = ∣∣EGY fh(X˜(∞))∣∣. (2.7)
We will focus on bounding the right hand side, which we do by comparing the generator GY to the
generator of X˜ in the next section.
2.2. Comparing Generators
Consider the normalized CTMC
X˜ = {X˜(t) = δ(X(t)−R), t ≥ 0}.
It is then clear that X˜(∞) = δ(X(∞)−R) has the stationary distribution of X˜. The CTMC X˜ also
has a generator. For any k ∈ Z+, we define x = xk = δ(k − R). Then for any function f : R→ R,
the generator of X˜ is given by
GX˜f(x) = λ(f(x+ δ)− f(x)) + d(k)(f(x− δ)− f(x)), (2.8)
where
d(k) = µ(k ∧ n), (2.9)
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is the departure rate corresponding to the system having k customers. One may check that
b(x) = δ(λ− d(k)), a(x) = δ2(λ+ d(k)1(k > 0)).
The relationship between GX˜ and the stationary distribution of X˜ is illustrated by the following
lemma. For a proof of this lemma, we refer the reader to Lemma 1 of [3], whose statement and proof
are nearly identical. In [3], the authors used a cubic Lyapunov function to show that E
(
X(∞))2 <
∞. To prove Lemma 1, we would repeat their arguments with a quartic Lyapunov function to show
that E
(
X(∞))3 <∞.
Lemma 1. Let f(x) : R→ R be a function such that |f(x)| ≤ C(1 +x)3 for some C > 0 (i.e. f(x)
is dominated by a cubic function), and assume that the CTMC X˜ is positive recurrent. Then
E
[
GX˜f(X˜(∞))
]
= 0.
Remark 1. As we will see in Lemma 5, the solutions to the Poisson equation (2.4) have bounded
second derivatives, meaning that they satisfy the conditions of Lemma 1.
Suppose for now that for any h(x) ∈W2, the solution to the Poisson equation fh(x) satisfies the
conditions of Lemma 1. Applying Lemma 1 to (2.7), we see that∣∣Eh(X˜(∞))− Eh(Y (∞))∣∣ = ∣∣EGY fh(X˜(∞))∣∣
=
∣∣EGX˜fh(X˜(∞))− EGY fh(X˜(∞))∣∣
≤ E∣∣GX˜fh(X˜(∞))−GY fh(X˜(∞))∣∣, (2.10)
which is the standard generator coupling step when applying Stein’s method to steady-state diffusion
approximations.
2.3. Taylor Expansion
To bound the right side of (2.10), we study the difference GX˜fh(x) − GY fh(x). For that we
perform Taylor expansion on GX˜fh(x). It is not hard to deduce from (2.5) that f
′′
h (x) exists for all
x ∈ R and is absolutely continuous. Furthermore, f ′′′h (x) is discontinuous at the points x = −1/δ,
and x = −ζ, and therefore we write f ′′′h (x−) to denote limu↑x f ′′′h (u). We first define
1(x) =
1
2
∫ x+δ
x
(x+ δ − y)2(f ′′′h (y)− f ′′′h (x−))dy, x ∈ R, (2.11)
2(x) = − 1
2
∫ x
x−δ
(y − (x− δ))2(f ′′′h (y)− f ′′′h (x−))dy, x ∈ R. (2.12)
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Now observe that
fh(x+ δ)− fh(x) = f ′h(x)δ +
∫ x+δ
x
(f ′h(y)− f ′h(x))dy
= f ′h(x)δ +
∫ x+δ
x
(x+ δ − y)f ′′h (y)dy
= f ′h(x)δ +
1
2
δ2f ′′h (x) +
∫ x+δ
x
(x+ δ − y)(f ′′h (y)− f ′′h (x))dy
= f ′h(x)δ +
1
2
δ2f ′′h (x) +
1
6
δ3f ′′′h (x−)
+
1
2
∫ x+δ
x
(x+ δ − y)2(f ′′′h (y)− f ′′′h (x−))dy
= f ′h(x)δ +
1
2
δ2f ′′h (x) +
1
6
δ3f ′′′h (x−) + 1(x),
and similarly, one can check that
(fh(x− δ)− fh(x)) = −f ′h(x)δ +
1
2
δ2f ′′h (x)−
1
6
δ3f ′′′h (x−) + 2(x).
Then for any k ∈ Z+, and x = xk = δ(k −R), we recall that b(x) = δ(λ− d(k)) to see that
GX˜fh(x) = λδf
′
h(x) + λ
1
2
δ2f ′′h (x) +
1
6
λδ3f ′′′h (x−) + λ1(x)
− d(k)δf ′h(x) + d(k)
1
2
δ2f ′′h (x)− d(k)
1
6
δ3f ′′′h (x−) + d(k)2(x)
= b(x)f ′h(x) + (λ+ d(k)1(x ≥ −1/δ))
1
2
δ2f ′′h (x)
+
1
6
δ3(λ− d(k))f ′′′h (x−) + λ1(x) + (λ−
1
δ
b(x))2(x)
= GY fh(x) +
1
6
δ2b(x)f ′′′h (x−) + λ(1(x) + 2(x))−
1
δ
b(x)2(x). (2.13)
Therefore,∣∣∣Eh(X˜(∞))− Eh(Y (∞))∣∣∣ ≤ 1
6
δ2E
[∣∣f ′′′h (X˜(∞)−)b(X˜(∞))∣∣]+ λE[∣∣1(X˜(∞))∣∣]
+ λE
[∣∣2(X˜(∞))∣∣]+ 1
δ
E
[∣∣b(X˜(∞))2(X˜(∞))∣∣], (2.14)
where 1(x) and 2(x) are as in (2.11) and (2.12).
Our approximation Y (∞) is much better than the one used in [3], and the reason for this can be
seen in the Taylor expansion in (2.13). Since we use a non-constant diffusion coefficient a(x), our
diffusion approximation is able to capture the entire second order term in the Taylor expansion of
GX˜fh(x) (i.e. all the terms that correspond to f
′
h(x) and f
′′
h (x)). In contrast, the approximation in
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[3] uses a constant diffusion coefficient a(0) = 2µ, meaning that they have an extra error term of
the form
1
2
δ2E
[∣∣f ′′h (X˜(∞))(a(X˜(∞))− a(0))∣∣],
which turns out to be on the order of δ, not δ2.
In the following sections we state the gradient bounds and moment bounds required to bound
(2.14), and also describe how to handle the 1(x) and 2(x) terms there.
2.4. Moment Bounds and Gradient Bounds
We now state several lemmas that establish necessary moment and gradient bounds for showing
that (2.14) is small. We recall that ζ < 0.
Lemma 2. For all n ≥ 1, λ > 0, and µ > 0 satisfying 0 < R < n,
E
[
(X˜(∞))21(X˜(∞) ≤ −ζ)
]
≤ 4
3
+
2δ2
3
, (2.15)
E
[∣∣X˜(∞)1(X˜(∞) ≤ −ζ)∣∣] ≤√4
3
+
2δ2
3
, (2.16)
E
[∣∣X˜(∞)1(X˜(∞) ≤ −ζ)∣∣] ≤ 2 |ζ| (2.17)
E
[∣∣X˜(∞)1(X˜(∞) ≥ −ζ)∣∣] ≤ 1|ζ| + δ24 |ζ| + δ2 , (2.18)
P(X˜(∞) ≤ −ζ) ≤ (2 + δ) |ζ| . (2.19)
Lemma 2 is just a restatement of Lemma 2 from [3]. The moment bounds above are not sufficient
for us, and the following lemma states some extra moment bounds that are not proved in [3].
Lemma 3. For all n ≥ 1, λ > 0, and µ > 0 satisfying 0 < R < n,
E
[
(X˜(∞))21(X˜(∞) ≤ −ζ)
]
≤ (5 + δ(1 + δ/2))ζ2 + (2 + δ) |ζ| (2.20)
E
[
(X˜(∞))21(X˜(∞) ≥ −ζ)
]
≤ δ2 + 8 + 4|ζ|
( 1
|ζ| +
δ2
4 |ζ| +
δ
2
)
+
2(2δ + δ3)
3 |ζ| . (2.21)
Furthermore, let {pik}∞k=0 be the distribution of X(∞). Then
pi0 ≤ 4(2 + δ)δ2 |ζ| , when |ζ| ≤ 1, (2.22)
and
pin ≤ δ |ζ| . (2.23)
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This lemma is proved in Appendix A. The next lemma combines the moment bounds above with
some elementary algebra to bound some terms that will appear frequently in the proof of Theorem 1
when we bound (2.14). The proof is provided in Appendix A.
Lemma 4. For all n ≥ 1, λ > 0, and µ > 0 satisfying 1 ≤ R < n,(
1 +
1
|ζ|
)
E
[∣∣X˜(∞)1(X˜(∞) ≤ −ζ)∣∣] ≤ √2 + 2, (2.24)(
1 +
1
|ζ|
)
E
[
(X˜(∞))21(X˜(∞) ≤ −ζ)
]
≤ 9, (2.25)
|ζ|P(X˜(∞) ≥ −ζ) ≤ 2, (2.26)
ζ2P(X˜(∞) ≥ −ζ) ≤ 20. (2.27)
Next we present the gradient bounds, which are proved in Appendix B.
Lemma 5. Recall the Poisson equation (2.4) and that the family of solutions to this equation is
given by (2.5). In particular, this family is parametrized by constants a1, a2 ∈ R. For h(x) ∈ W2
with h(0) = 0, let fh(x) be a solution to the Poisson equation. Then fh(x) is twice continuously
differentiable, with an absolutely continuous second derivative. Moreover, there exists a constant
C > 0 independent of λ, n, and µ, such that for all solutions with a2 = 0 and for all n ≥ 1, λ > 0,
and µ > 0 satisfying 1 ≤ R < n,
|f ′h(x)| ≤

C
µ
(
1 + 1|ζ|
)
, x ≤ −ζ,
C
µ|ζ|
(
x+ 1 + 1|ζ|
)
, x ≥ −ζ,
(2.28)
|f ′′h (x)| ≤

C
µ
(
1 + 1|ζ|
)
, x ≤ −ζ,
C
µ|ζ| , x ≥ −ζ,
(2.29)
and
|f ′′′h (x)| ≤

C
µ
(
1 + 1|ζ|
)
, x ≤ −ζ,
C
µ , x > −ζ,
(2.30)
where f ′′′h (x) is interpreted as the left derivative at the points x = −1/δ and x = −ζ.
Remark 2. In the proof of this lemma we will see that f ′′′h (x) is discontinuous at points x = −1/δ,
and x = −ζ, see (B.6).
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The gradient bounds in Lemma 5 are not sufficient for us. To deal with the terms in (2.14) involving
1(x) and 2(x), we require the following extra bounds, which are proved in Appendix C.
Lemma 6. Fix h(x) ∈W2 with h(0) = 0, and let fh(x) be a solution to the Poisson equation (2.4)
that satisfies the conditions of Lemma 5. Consider only those x ∈ R such that x = xk = δ(k − R)
for some k ∈ Z+. Then there exists a constant C > 0 independent of λ, n, and µ, such that for all
n ≥ 1, λ > 0, and µ > 0 satisfying 1 ≤ R < n,
|f ′′′h (x−)− f ′′′h (y)| ≤
Cδ
µ
[
1(x ≤ −ζ)(1 + |x|)
(
1 +
1
|ζ|
)
+ 1(x ≥ −ζ + δ)(1 + |ζ|)
]
, y ∈ (x− δ, x) (2.31)
and
|f ′′′h (x−)− f ′′′h (y)|
≤ Cδ
µ
[
1(x ≤ −ζ − δ)(1 + |x|)
(
1 +
1
|ζ|
)
+ 1(x ≥ −ζ)(1 + |ζ|)
+
1
δ
(
1 +
1
|ζ|
)
1(x ∈ {−1/δ,−ζ})
]
, y ∈ (x, x+ δ). (2.32)
Remark 3. The upper bound in (2.32) has an extra term compared to the bound in (2.31). This
terms is the result of the discontinuity of f ′′′h (x) at x = −1/δ and x = −ζ.
3. Proof of Theorem 1
In this section we prove Theorem 1. Fix h(x) ∈W2 with h(0) = 0, and recall that the family of
solutions to the Poisson equation is given by (2.5). For the remainder of Section 3, we fix one such
solution fh(x) with a2 = 0. We will now bound (2.14), which we recall here as∣∣∣Eh(X˜(∞))− Eh(Y (∞))∣∣∣ ≤ 1
6
δ2E
[∣∣f ′′′h (X˜(∞)−)b(X˜(∞))∣∣]+ λE[∣∣1(X˜(∞))∣∣]
+ λE
[∣∣2(X˜(∞))∣∣]+ 1
δ
E
[∣∣b(X˜(∞))2(X˜(∞))∣∣], (3.1)
where
1(x) =
1
2
∫ x+δ
x
(x+ δ − y)2(f ′′′h (y)− f ′′′h (x−))dy,
2(x) = − 1
2
∫ x
x−δ
(y − (x− δ))2(f ′′′h (y)− f ′′′h (x−))dy.
High order diffusion approximation of the Erlang-C system 15
Proof of Theorem 1. Throughout the proof we assume that R ≥ 1, or equivalently, δ ≤ 1. We
will use C > 0 to denote a generic constant that may change from line to line, but does not depend
of λ, n, and µ. Suppose we know that for some positive constants c1, . . . , c4 > 0 independent of
λ, n, and µ, ∣∣∣Eh(X˜(∞))− Eh(Y (∞))∣∣∣ ≤ δ2(c1 + c2 + c3 + δc4) + Cδ(pi0 + pin), (3.2)
where {pik}∞k=0 is the distribution of X(∞). Then to prove the theorem we would only need to
show that
pi0, pin ≤ Cδ.
One way to prove this is to appeal to Theorem 3 of [3], which states that the Kolmogorov distance
dK(X˜(∞), Y0(∞)) ≡ sup
a∈R
∣∣P(X˜(∞) ≤ a)− P(Y0(∞) ≤ a)∣∣ ≤ 188δ
for all n ≥ 1 and 1 ≤ R < n, where Y0(∞) is the random variable with density η(x) defined in
(1.2). We would then have that
pin = P(−ζ − δ/2 ≤ X˜(∞) ≤ −ζ + δ/2)
= P(−ζ − δ/2 ≤ Y0(∞) ≤ −ζ + δ/2)
+ P(−ζ − δ/2 ≤ X˜(∞) ≤ −ζ + δ/2)− P(−ζ − δ/2 ≤ Y0(∞) ≤ −ζ + δ/2)
≤ δ‖η‖+ 2dK(X˜(∞), Y0(∞)) ≤ δC, (3.3)
where in the last inequality we apply Lemma 9 of [3], which states that η(x) is always bounded by√
2/pi. The same argument can be used to bound pi0.
To conclude the theorem it remains to verify (3.2), which we do by bounding each of the terms
on the right side of (3.1) individually. We recall here that the support of X˜(∞) is a δ-spaced grid,
and in particular this grid contains the points −1/δ and −ζ. In the bounds that follow, we will
often consider separately the cases where X˜(∞) ≤ −ζ, and X˜(∞) ≥ −ζ + δ. We recall that
b(x) = µ
[
(x+ ζ)− + ζ
]
,
and apply the gradient bound (2.30) together with (2.24) and (2.26) of Lemma 4 to see that
E
[∣∣f ′′′h (X˜(∞)−)b(X˜(∞))∣∣] ≤ C(1 + 1|ζ|)E[∣∣X˜(∞)1(X˜(∞) ≤ −ζ)∣∣]+ C |ζ|P(X˜(∞) ≥ −ζ + δ)
≤ C(
√
2 + 2) + 2C ≡ c1.
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To bound the next term, we use (2.32) from Lemma 6 to see that
λE
[∣∣1(X˜(∞))∣∣] ≤ µ
2
E
[ ∫ X˜(∞)+δ
X˜(∞)
∣∣∣f ′′′h (X˜(∞)−)− f ′′′h (y)∣∣∣ dy]
≤ Cδ2E
[
1(X˜(∞) ≤ −ζ − δ)
(
1 +
∣∣X˜(∞))∣∣)(1 + 1|ζ|)
+ 1(X˜(∞) ≥ −ζ)(1 + |ζ|) + 1
δ
(
1 +
1
|ζ|
)
1(X˜(∞) ∈ {−1/δ,−ζ})
]
≤ Cδ2
[
E
[∣∣X˜(∞)1(X˜(∞) ≤ −ζ − δ)∣∣](1 + 1|ζ|)
+ P(X˜(∞) ≤ −ζ − δ)
(
1 +
1
|ζ|
)
+ P(X˜(∞) ≥ −ζ)(1 + |ζ|) + 1
δ
(
1 +
1
|ζ|
)
(pi0 + pin)
]
,
where in the last inequality we used the fact that P(X˜(∞) = −1/δ) and P(X˜(∞) = −ζ) equal pi0
and pin, respectively. We first use (2.19), (2.24), and (2.26) to see that
λE
[∣∣1(X˜(∞))∣∣] ≤ Cδ2((√2 + 2) + (1 + 3) + (1 + 2))+ Cδ(1 + 1|ζ|)(pi0 + pin)
≤ Cδ2 + Cδ(pi0 + pin) + Cδ|ζ| (pi0 + pin)
= Cδ2 + Cδ(pi0 + pin) +
Cδ
|ζ| pi01(|ζ| ≥ 1) +
Cδ
|ζ| pi01(|ζ| ≤ 1) +
Cδ
|ζ| pin
≤ Cδ2 + Cδ(pi0 + pin) + Cδ|ζ| pi01(|ζ| ≤ 1) +
Cδ
|ζ| pin.
Next, we apply the bounds on pi0 and pin from (2.22) and (2.23) to conclude that
λE
[∣∣1(X˜(∞))∣∣] ≤ Cδ2 + Cδ(pi0 + pin) ≡ c2δ2 + Cδ(pi0 + pin).
We move on to bound the next term in (3.1). Using (2.31) from Lemma 6,
λE
[∣∣2(X˜(∞))∣∣] ≤ µ
2
E
[ ∫ X˜(∞)
X˜(∞)−δ
∣∣∣f ′′′h (X˜(∞)−)− f ′′′h (y)∣∣∣ dy]
≤ Cδ2E
[
1(X˜(∞) ≤ −ζ)
(
1 +
∣∣X˜(∞)∣∣)(1 + 1|ζ|)+ 1(X˜(∞) ≥ −ζ + δ)(1 + |ζ|)]
≤ Cδ2
[
P(X˜(∞) ≤ −ζ)
(
1 +
1
|ζ|
)
+ E
[∣∣X˜(∞)1(X˜(∞) ≤ −ζ)∣∣](1 + 1|ζ|)
+ P(X˜(∞) ≥ −ζ + δ)(1 + |ζ|)
]
.
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Now (2.19), (2.24), and (2.26) imply that
λE
[∣∣2(X˜(∞))∣∣] ≤ Cδ2(4 + (√2 + 2) + (1 + 2)) ≡ c3δ2.
For the last term in (3.1), we use the form of b(x) together with (2.31) from Lemma 6 to see that
1
δ
E
[∣∣b(X˜(∞))2(X˜(∞))∣∣] ≤ δ
2
E
[∣∣b(X˜(∞))∣∣ ∫ X˜(∞)
X˜(∞)−δ
∣∣∣f ′′′h (X˜(∞)−)− f ′′′h (y)∣∣∣ dy]
≤ Cδ3
[
E
[∣∣X˜(∞)(1 + ∣∣X˜(∞)∣∣)1(X˜(∞) ≤ −ζ)∣∣](1 + 1|ζ|)
+ P(X˜(∞) ≥ −ζ + δ) |ζ| (1 + |ζ|)
]
≤ Cδ3
[
E
[∣∣X˜(∞)1(X˜(∞) ≤ −ζ)∣∣](1 + 1|ζ|)
+ E
[(
X˜(∞))21(X˜(∞) ≤ −ζ)∣∣](1 + 1|ζ|)
+ P(X˜(∞) ≥ −ζ + δ)(|ζ|+ |ζ|2)
]
.
We apply (2.24)–(2.27) from Lemma 4 to conclude that
1
δ
E
[∣∣b(X˜(∞))2(X˜(∞))∣∣] ≤ Cδ3((√2 + 2) + 9 + 2 + 20) ≡ c4δ3.
Therefore, we have shown that for all R ≥ 1, and h(x) ∈W2 with h(0) = 0, (3.2) holds, concluding
the proof of Theorem 1. 
Appendix A. Moment Bounds
In this section we prove Lemmas 3 and 4.
Proof of Lemma 3. We first prove (2.20), or
E
[
(X˜(∞))21(X˜(∞) ≤ −ζ)
]
≤ (5 + δ(1 + δ/2))ζ2 + (2 + δ) |ζ| .
Let x be of the form x = δ(k−R), where k ∈ Z+. ApplyingGX˜ to the function f(x) =
[
δ(k−n)−]2 =
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[
(x+ ζ)−
]2
, and observing that 1(k ≤ n) = 1(x ≤ −ζ), we get
GX˜f(x) = λ1(x ≤ −ζ − δ)
(
2δ(x+ ζ) + δ2
)
+ µ(k ∧ n)1(x ≤ −ζ)(− 2δ(x+ ζ) + δ2)
= λ1(x ≤ −ζ)(2δ(x+ ζ) + δ2)+ µk1(x ≤ −ζ)(− 2δ(x+ ζ) + δ2)− δ2λ1(x = −ζ)
= 1(x ≤ −ζ)
(
2δ(x+ ζ)(λ− µk) + δ2(λ+ µk)
)
− δ2λ1(x = −ζ)
= 1(x ≤ −ζ)
(
2δ(x+ ζ)(λ− µn) + 2µδ(x+ ζ)(n− k) + δ2(λ+ µk)
)
− δ2λ1(x = −ζ)
= 1(x ≤ −ζ)
(
2µ(x+ ζ)ζ − 2µ(x+ ζ)2 + δ2(λ+ µk)
)
− δ2λ1(x = −ζ).
Taking expected values on both sides and applying Lemma 1, we see that
E
[
(X˜(∞) + ζ)21(X˜(∞) ≤ −ζ)]
≤ ζE[(X˜(∞) + ζ)1(X˜(∞) ≤ −ζ)]+ δ2
2µ
P(X˜(∞) ≤ −ζ)(λ+ µn)
= ζE
[
(X˜(∞) + ζ)1(X˜(∞) ≤ −ζ)]+ 1
2
P(X˜(∞) ≤ −ζ)(1 + δ2n).
To proceed, we rely on (B.5) from [3], which tells us that E
[
(X˜(∞) + ζ)1(X˜(∞) ≤ −ζ)] = ζ, and
therefore,
E
[
(X˜(∞) + ζ)21(X˜(∞) ≤ −ζ)] ≤ ζ2 + 1
2
P(X˜(∞) ≤ −ζ)(1 + δ2n)
≤ ζ2 + 2 + δ
2
|ζ| (1 + δ2n),
where we used (2.19) to get the last inequality. Since |ζ| = δ(n− λµ ),
δ2n = δ2
|ζ|
δ
+ δ2
λ
µ
= δ |ζ|+ 1,
and hence,
E
[
(X˜(∞) + ζ)21(X˜(∞) ≤ −ζ)] ≤ ζ2 + 2 + δ
2
|ζ| (2 + δ |ζ|).
By expanding the square inside the expected value on the left hand side and using (2.17), we see
that
E
[
(X˜(∞))21(X˜(∞) ≤ −ζ)] ≤ ζ2 + 2 + δ
2
|ζ| (2 + δ |ζ|) + 2 |ζ|E
[∣∣X˜(∞)1(X˜(∞) ≤ −ζ)∣∣]
≤ 5ζ2 + 2 + δ
2
|ζ| (2 + δ |ζ|)
=
(
5 + δ(1 + δ/2)
)
ζ2 + (2 + δ) |ζ| .
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This proves (2.20). Now we prove (2.21), or
E
[
(X˜(∞))21(X˜(∞) ≥ −ζ)
]
≤ δ2 + 8 + 4|ζ|
( 1
|ζ| +
δ2
4 |ζ| +
δ
2
)
+
2(2δ + δ3)
3 |ζ| .
Let x be of the form x = δ(k −R), where k ∈ Z+. Recall that
b(x) = µ
[
ζ + (x+ ζ)−
]
= δ(λ− µ(k ∧ n)).
Set a = δ
(bRc −R) < 0, and consider the function f(x) = x31(x ≥ a+ δ). Then
GX˜f(x) = λ1(x ≥ a+ δ)
(
(x+ δ)3 − x3)+ λ1(x = a)(x+ δ)3
+ µ(k ∧ n)1(x > a+ δ)((x− δ)3 − x3)+ µ(k ∧ n)1(x = a+ δ)(−x3)
= 1(x ≥ a+ δ)
[
λ
(
(x+ δ)3 − x3)+ µ(k ∧ n)((x− δ)3 − x3)]
+ λ1(x = a)(x+ δ)3 − µ(k ∧ n)1(x = a+ δ)(x− δ)3. (A.1)
Suppose x ≥ a+ δ. Using the fact that 1(x = a+ δ) = 1(k = bRc+ 1), we see that
GX˜f(x) = λ(3δx
2 + 3δ2x+ δ3) + µ(k ∧ n)(−3δx2 + 3δ2x− δ3)− a3µ(k ∧ n)1(x = a+ δ)
= 3δx2(λ− µ(k ∧ n)) + 3δ2x(λ+ µ(k ∧ n)) + δ3(λ− µ(k ∧ n))
− a3µ((bRc+ 1) ∧ n)1(x = a+ δ)
= 3x2b(x) + 3δ2x
(
2λ− (λ− µ(k ∧ n)))+ δ2b(x)
− a3µ((bRc+ 1) ∧ n)1(x = a+ δ)
= 3x2b(x) + 6µx− 3δxb(x) + δ2b(x)− a3µ((bRc+ 1) ∧ n)1(x = a+ δ). (A.2)
When x ∈ [a+ δ,−ζ) (which is the empty interval if bRc+ 1 = n), then b(x) = −µx, and
GX˜f(x) = − 3µx3 + 6µx+ 3δµx2 − δ2µx− a3µ
(
(bRc+ 1) ∧ n)1(x = a+ δ)
≤ − 3µ(x3 − δx2 + 1
3
δ2x
)
+ 6µx+ δ3µ(bRc+ 1)
≤ − 3µ(x3 − δx2 + 1
3
δ2x
)
+ 6µx+ δµ+ δ3µ
≤ 6µx+ δµ+ δ3µ, (A.3)
where in the first inequality we used the fact that |a| ≤ δ, and in the last inequality we used the
fact that g(x) ≡ x3 − δx2 + 13δ2x ≥ 0 for all x ≥ 0, which is true because g(0) = 0 and g′(x) ≥ 0
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for all x ∈ R. Now when x ≥ −ζ, then b(x) = −µ |ζ|, and using (A.2) we see that
GX˜f(x) = − 3x2µ |ζ|+ 6µx+ 3δxµ |ζ| − δ2µ |ζ| − a3µ
(
(bRc+ 1) ∧ n)1(x = a+ δ)
≤ − 3µ |ζ| (x2 − δx)+ 6µx− a3µ((bRc+ 1) ∧ n)1(x = a+ δ)
≤ − 3µ |ζ| (x2 − δx)+ 6µx+ δµ+ δ3µ
≤ − 3µ |ζ| (1
2
x2 − 1
2
δ2
)
+ 6µx+ δµ+ δ3µ, (A.4)
Combining (A.3) and (A.4) with (A.1), we have just shown that
GX˜f(x) ≤ −
3
2
µ |ζ| (x2 − δ2)1(x ≥ −ζ) + 6µx1(x ≥ a+ δ)
+ δµ+ δ3µ+ λ1(x = a)(x+ δ)3.
Taking expected values on both sides above, and applying Lemma 1, we see that
3
2
µ |ζ|E
[
(X˜(∞))21(X˜(∞) ≥ −ζ)
]
≤ 3
2
µ |ζ| δ2 + 6µE
[∣∣X˜(∞)∣∣]+ δµ+ δ3µ+ λ(a+ δ)3,
and since λ(a+ δ)3 ≤ λδ3 = µδ, we have
E
[
(X˜(∞))21(X˜(∞) ≥ −ζ)
]
≤ δ2 + 4|ζ|E
[∣∣X˜(∞)∣∣]+ 2(2δ + δ3)
3 |ζ| .
Using the moment bounds in (2.17) and (2.18), we conclude that
E
[
(X˜(∞))21(X˜(∞) ≥ −ζ)
]
≤ δ2 + 8 + 4|ζ|
( 1
|ζ| +
δ2
4 |ζ| +
δ
2
)
+
2(2δ + δ3)
3 |ζ| ,
which proves (2.21).
We now prove (2.22). Recall that {pik}∞k=0 is the distribution of X(∞). From (2.19) we know
that
P(X˜(∞) ≤ −ζ) = P(X(∞) ≤ n) =
n∑
k=0
pik ≤ (2 + δ) |ζ| .
From the flow balance equations, one can see that pibRc maximizes {pik}∞k=0. Now when |ζ| ≤ 1,
|ζ| = δ(n−R) = 1√
R
(n−R) ≤ 1,
which implies that
R ≥ n−
√
R ≥ n−√n,
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where in the last inequality we used R < n. We use this inequality together with the fact that
pi0 ≤ pi1 ≤ . . . ≤ pibRc, which can be verified from the flow balance equations, to see that
(2 + δ) |ζ| ≥
n∑
k=0
pik ≥
bRc∑
k=0
pik ≥ pi0bRc ≥ pi0bn−
√
nc.
Hence,
pi0 ≤ nbn−√nc
(2 + δ) |ζ|
n
≤ n
n−√n− 1
(2 + δ) |ζ|
R
≤ 4(2 + δ) |ζ|
R
= 4(2 + δ)δ2 |ζ| , n ≥ 4.
To conclude the proof of(2.22) we need to verify the bound above holds for n < 4, but this is simple
to do. Observe that
pi0 ≤ P (X(∞) ≤ n) ≤ (2 + δ) |ζ| = (2 + δ)Rδ2 |ζ| ≤ (2 + δ)nδ2 |ζ| ≤ 4(2 + δ)δ2 |ζ| , n < 4.
This proves (2.22), and we move on to prove (2.23). From the flow balance equations corresponding
to the CTMC X, it is easy to see that
pin =
Rn
n!∑n−1
k=0
Rk
k! +
Rn
n!
1
1−R/n
≤ 1− R
n
=
n−R
n
=
R
n
n−R
R
=
R
n
δ |ζ| ≤ δ |ζ| .
This concludes the proof of the lemma. 
Proof of Lemma 4. We recall our assumption that δ ≤ 1. We begin by proving (2.24). Using
the moment bounds in (2.16) and (2.17), we see that
(1 + 1/ |ζ|)E
[∣∣X˜(∞)1(X˜(∞) ≤ −ζ)∣∣] ≤ (1 + 1/ |ζ|)(2 |ζ| ∧√4
3
+
2δ2
3
)
≤
(√4
3
+
2δ2
3
+ 2
)
≤ (√2 + 2).
Next we prove (2.25). Using the moment bounds in (2.15) and (2.20), we see that
(1 + 1/ |ζ|)E
[
(X˜(∞))21(X˜(∞) ≤ −ζ)
]
≤ (1 + 1/ |ζ|)
(((
5 + δ(1 + δ/2)
)
ζ2 + (2 + δ) |ζ|
)
∧
(4
3
+
2δ2
3
))
≤ 2 +
((
6.5 |ζ|+ 3) ∧ 2|ζ|
)
≤ 2 + 7,
where to get the last inequality we considered separately the cases when |ζ| ≤ 1/2 and |ζ| ≥ 1/2.
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To prove (2.26), we use the moment bound (2.18) to get
|ζ|P(X˜(∞) ≥ −ζ) ≤ |ζ| ∧ E
[∣∣X˜(∞)1(X˜(∞) ≥ −ζ)∣∣]
≤ |ζ| ∧
( 1
|ζ| +
δ2
4 |ζ| +
δ
2
)
≤ 2,
where to get the last inequality we considered separately the cases where |ζ| ≤ 1 and |ζ| ≥ 1. The
proof of (2.27) is similar. We use the moment bound (2.21) to see that
ζ2P(X˜(∞) ≥ −ζ) ≤ ζ2 ∧ E
[
(X˜(∞))21(X˜(∞) ≥ −ζ)
]
≤ ζ2 ∧
(
δ2 + 8 +
4
|ζ|
( 1
|ζ| +
δ2
4 |ζ| +
δ
2
)
+
2(2δ + δ3)
3 |ζ|
)
≤ ζ2 ∧
(
1 + 8 +
4
|ζ|
( 1
|ζ| +
1
4 |ζ| +
1
2
)
+
2
|ζ|
)
≤ 20,
where to get the last inequality we considered separately the cases where |ζ| ≤ 1 and |ζ| ≥ 1. This
concludes the proof of Lemma 4. 
Appendix B. Gradient Bounds
In this section we prove the gradient bounds in Lemma 5. The proofs of these lemmas follow
the arguments used to prove [3, Lemma 4], except that here we use a state-dependent diffusion
coefficient, whereas [3] have a constant diffusion coefficient. For h(x) ∈W2, we rewrite the Poisson
equation (2.4) in the more convenient form
f ′′h (x) +
2b(x)
a(x)
f ′h(x) =
2
a(x)
(
Eh(Y (∞))− h(x)), x ∈ R. (B.1)
We now introduce some notation related to the Poisson equation and its solutions. Recalling the
forms of a(x) and b(x) in (1.5) and (1.1), we define the ratio r(x) : R→ R as
r(x) =
2b(x)
a(x)
=
2
(
ζ + (x+ ζ)−
)
1 + 1(x > −1/δ)(1− δ(ζ + (x+ ζ)−)) , x ∈ R.
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Then
r(x) =

−2x, x ≤ −1/δ,
−2x
2+δx , x ∈ [−1/δ,−ζ],
2ζ
2+δ|ζ| , x ≥ −ζ,
r′(x) =

−2, x ≤ −1/δ,
−4
(2+δx)2 , x ∈ (−1/δ,−ζ],
0, x > −ζ,
(B.2)
where r′(x) is interpreted as the left derivative at the points x = −1/δ and x = −ζ. Recall that we
defined p(x) in (2.6). We can see that it satisfies
p(x) =

exp
(
1
δ2 +
2
δ2 − 4δ2 log(2)
)
exp(−x2), x ≤ −1/δ,
exp
(− 4δ2 log(2)) exp [ 4δ2 log(2 + δx)− 2δxδ2 ], x ∈ [−1/δ,−ζ],
exp
(− 4δ2 log(2) + 2δ2 (2 log(2 + δ |ζ|)− δ |ζ|) + 2ζ22+δ|ζ|) exp (−2|ζ|x2+δ|ζ| ), x ≥ −ζ.
(B.3)
The following two lemmas will be key to proving Lemma 5. They are proved at the end of this
section.
Lemma 7. Fix h(x) ∈ W2 with h(0) = 0, and recall that the family of solutions to the Poisson
equation (B.1) is given in (2.5). Choose one solution fh(x) with parameter a2 = 0. Then
f ′h(x) ≤
1
p(x)
∫ x
−∞
2
a(y)
(E
∣∣Y (∞)∣∣+ |y| )p(y)dy, (B.4)
f ′h(x) ≤
1
p(x)
∫ ∞
x
2
a(y)
(E
∣∣Y (∞)∣∣+ |y| )p(y)dy, (B.5)
f ′′′h (x) = − r′(x)f ′h(x)− r(x)f ′′h (x)−
2
a(x)
h′(x)− 2a
′(x)
a2(x)
(
Eh(Y (∞))− h(x)). (B.6)
Furthermore, if we assume that
lim
x→−∞ p(x)f
′′
h (x) = 0, (B.7)
then
f ′′h (x) =
1
p(x)
∫ x
−∞
( 2
a(y)
h′(y)− 2a
′(y)
a2(y)
[
Eh(Y (∞))− h(y)]− r′(y)f ′h(y))p(y)dy, (B.8)
and similarly, if
lim
x→∞ p(x)f
′′
h (x) = 0, (B.9)
then
f ′′h (x) = −
1
p(x)
∫ ∞
x
( 2
a(y)
h′(y)− 2a
′(y)
a2(y)
[
Eh(Y (∞))− h(y)]− r′(y)f ′h(y))p(y)dy. (B.10)
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Lemma 8. Recall that a(x), r(x), and p(x) are given by (1.5), (B.2), and (B.3), respectively. The
following bounds hold:
1
p(x)
∫ x
−∞
2
a(y)
p(y)dy ≤

√
pi
µ , x ≤ −1/δ,
√
pi
µ +
√
2pi
µ , x ∈ [−1/δ, 0],
1
µe
ζ2
2 (
√
pi +
√
2pi + |ζ|), x ∈ [0,−ζ],
(B.11)
1
p(x)
∫ ∞
x
2
a(y)
p(y)dy ≤

1
µ
(
1
|ζ| + e
δ/12 + 1
)
, x ∈ [0,−ζ],
1
µ|ζ| , x ≥ −ζ,
(B.12)
1
p(x)
∫ x
−∞
2 |y|
a(y)
p(y)dy ≤

1
µ , x ≤ 0,
2
µe
ζ2
2 , x ∈ [0,−ζ],
(B.13)
1
p(x)
∫ ∞
x
2 |y|
a(y)
p(y)dy ≤

1
µ +
1
µζ2 +
δ
2µ|ζ| , x ∈ [0,−ζ],
x
µ|ζ| +
1
µζ2 +
δ
2µ|ζ| , x ≥ −ζ,
(B.14)
|r(x)|
p(x)
∫ x
−∞
2
a(y)
p(y)dy ≤ 2/µ, x ≤ 0, (B.15)
|r(x)|
p(x)
∫ ∞
x
2
a(y)
p(y)dy ≤ 2/µ, x ≥ 0, (B.16)
E
∣∣Y (∞)∣∣ ≤√δ2 + 2 +√2δ2 + 4 + 2 + δ2|ζ| + δ. (B.17)
With these two lemmas, we are ready to prove Lemma 5.
B.1. Proof of Lemma 5
Proof of Lemma 5 . Recall our assumption that R ≥ 1, or equivalently, δ ≤ 1. Throughout the
proof we use C > 0 to denote a generic constant that does not depend on λ, n, and µ, and may
change from line to line. We begin by bounding |f ′h(x)|. We apply (B.11), (B.13), and (B.17) to
(B.4) when x ≤ −ζ to see that
µ |f ′h(x)| ≤ C
(
1 +
1
|ζ|
)
, x ≤ 0,
µ |f ′h(x)| ≤ 2e
1
2 ζ
2
+ e
1
2 ζ
2
(
√
pi +
√
2pi + |ζ|)E∣∣Y (∞)∣∣, x ∈ [0,−ζ],
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and apply (B.12), (B.14), and (B.17) to (B.5) when x ≥ 0 to see that
µ |f ′h(x)| ≤ 1 +
1
ζ2
+
δ
2 |ζ| +
( 1
|ζ| + e
δ/12 + 1
)
E
∣∣Y (∞)∣∣, x ∈ [0,−ζ],
µ |f ′h(x)| ≤
C
|ζ|
(
x+ 1 +
1
|ζ|
)
, x ≥ −ζ.
Above, we see that there are two possible bounds on µ |f ′h(x)| when x ∈ [0,−ζ]. By considering
separately the cases when |ζ| ≤ 1 and |ζ| ≥ 1, and using (B.17) to bound E∣∣Y (∞)∣∣, we conclude
that
µ |f ′h(x)| ≤ C
(
1 +
1
|ζ|
)
, x ∈ [0,−ζ].
Therefore,
|f ′h(x)| ≤

C
µ
(
1 + 1|ζ|
)
, x ≤ −ζ,
C
µ|ζ|
(
x+ 1 + 1|ζ|
)
, x ≥ −ζ,
(B.18)
which proves (2.28). We now verify (B.7) and (B.9), which will allow us to use the two forms of
f ′′h (x) from (B.8) and (B.10). By rearranging the Poisson equation (B.1), we see that
p(x)f ′′h (x) = −p(x)r(x)f ′h(x) + p(x)
2
a(x)
(
Eh(Y (∞))− h(x)).
Now the bound on |f ′h(x)| in (2.28), the form of r(x) in (B.2) and the fact that h(x) ∈ W2 imply
that f ′h(x), r(x) and h(x) grow at most linearly as x → ±∞. Furthermore, the form of a(x) in
(1.5) suggests that 1/a(x) ≤ 1/µ for all x ∈ R. However, from the form of p(x) in (B.3) we see that
p(x) decreases exponentially fast as x → ∞, and even faster when x → −∞. This verifies (B.7)
and (B.9). We now bound |f ′′h (x)|. Since h(0) = 0 and h(x) ∈ W2, it follows that |h(x)| ≤ |x| for
all x ∈ R and ‖h′‖ ≤ 1. From the expressions for f ′′h (x) in (B.8) and (B.10), it follows that
|f ′′h (x)| ≤
1
p(x)
∫ x
−∞
( 2
a(y)
+
2 |a′(y)y|
a2(y)
+
2 |a′(y)|
a2(y)
E
∣∣Y (∞)∣∣+ |r′(y)f ′h(y)|)p(y)dy, (B.19)
|f ′′h (x)| ≤
1
p(x)
∫ ∞
x
( 2
a(y)
+
2 |a′(y)y|
a2(y)
+
2 |a′(y)|
a2(y)
E
∣∣Y (∞)∣∣+ |r′(y)f ′h(y)|)p(y)dy. (B.20)
We now bound the terms inside the integrals above. By definition of a(x) in (1.5), we see that
a′(x) = µδ1(x ∈ (−1/δ,−ζ]), (B.21)
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where a′(x) is interpreted as the left derivative for x = −1/δ and x = −ζ. Therefore,
|a′(x)x|
a(x)
=
µδ |x|
µ(2 + δx)
1(x ∈ (−1/δ,−ζ]) ≤ 1(x ∈ (−1/δ,−ζ]), (B.22)
E
∣∣Y (∞)∣∣ |a′(x)|
a(x)
= E
∣∣Y (∞)∣∣ µδ
µ(2 + δx)
1(x ∈ (−1/δ,−ζ])
≤ δC
(
1 +
1
|ζ|
)
1(x ∈ (−1/δ,−ζ]), (B.23)
where in the last inequality we used (B.17) and the fact that δ ≤ 1 to bound E∣∣Y (∞)∣∣. Furthermore,
the form of r′(x) in (B.2) and the bound on f ′h(x) in (B.18) imply that
|r′(x)f ′h(x)| = 2 |f ′h(x)| 1(x ≤ −1/δ) +
4
(2 + δx)2
|f ′h(x)| 1(x ∈ (−1/δ,−ζ])
≤ 2 |f ′h(x)| 1(x ≤ −1/δ) +
4
2 + δx
|f ′h(x)| 1(x ∈ (−1/δ,−ζ])
≤ C
1 + 1(x ∈ (−1/δ,−ζ])(1 + δx)
1
µ
(
1 +
1
|ζ|
)
1(x ≤ −ζ)
=
C
a(x)
(
1 +
1
|ζ|
)
1(x ≤ −ζ). (B.24)
Therefore, when x ≤ −ζ we apply the bounds in (B.22)–(B.24) to (B.19) to see that
|f ′′h (x)| ≤
C
p(x)
∫ x
−∞
1
a(y)
(
1 + 1(y ∈ (−1/δ,−ζ]) + δ
(
1 +
1
|ζ|
)
1(y ∈ (−1/δ,−ζ])
+
(
1 +
1
|ζ|
)
1(y ≤ −ζ)
)
p(y)dy,
≤ C
p(x)
∫ x
−∞
1
a(y)
(
1 +
1
|ζ|
)
p(y)dy, x ≤ −ζ (B.25)
and when x ≥ 0 we apply the same bounds to (B.20) to see that
|f ′′h (x)| ≤
C
p(x)
∫ ∞
x
1
a(y)
(
1 + 1(y ∈ (−1/δ,−ζ]) + δ
(
1 +
1
|ζ|
)
1(y ∈ (−1/δ,−ζ])
+
(
1 +
1
|ζ|
)
1(y ≤ −ζ)
)
p(y)dy
≤ C
p(x)
∫ ∞
x
1
a(y)
(
1 +
(
1 +
1
|ζ|
)
1(y ≤ −ζ)
)
p(y)dy, x ≥ 0. (B.26)
We apply (B.11) to (B.25) and (B.12) to (B.26) to get
|f ′′h (x)| ≤

C
µ
(
1 + 1|ζ|
)
, x ≤ 0,
min
{
eζ
2/2(
√
pi +
√
2pi + |ζ|), 1|ζ| + eδ/12 + 1
}
C
µ
(
1 + 1|ζ|
)
, x ∈ [0,−ζ],
C
µ|ζ| , x ≥ −ζ,
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and by considering separately the cases when |ζ| ≤ 1 and |ζ| ≥ 1, and recalling that δ ≤ 1, we
conclude that
|f ′′h (x)| ≤

C
µ
(
1 + 1|ζ|
)
, x ≤ −ζ,
C
µ|ζ| , x ≥ −ζ,
(B.27)
which proves (2.29).
Now we prove (2.30). Recall the form of f ′′′h (x) from (B.6), which together with the facts that
|h(x)| ≤ |x| and ‖h′‖ ≤ 1 implies
|f ′′′h (x)| ≤ |r′(x)f ′h(x)|+ |r(x)f ′′h (x)|+
2
a(x)
+
2 |a′(x)|
a2(x)
(
|x|+ E∣∣Y (∞)∣∣), x ∈ R,
where f ′′′h (x) is interpreted as the left derivative at the points x = −1/δ and x = −ζ. We apply
the bound on |r′(x)f ′h(x)| from (B.24), the bounds on |a′(x)x| /a(x) and E
∣∣Y (∞)∣∣ |a′(x)| /a(x) from
(B.22) and (B.23), and the fact that 1/a(x) ≤ 1/µ for all x ∈ R to see that
|f ′′′h (x)| ≤
C
µ
(
1 +
1
|ζ|
)
1(x ≤ −ζ) + C
µ
1(x > −ζ) + |r(x)f ′′h (x)| .
It remains to bound |r(x)f ′′h (x)|, but this term does not pose much added difficulty. Indeed, one
can multiply both sides of (B.25) and (B.26) by |r(x)| and invoke (B.15) and (B.16) of Lemma 8
to arrive at
|r(x)f ′′h (x)| ≤

C
µ
(
1 + 1|ζ|
)
, x ≤ −ζ,
C
µ , x ≥ −ζ.
This proves (2.30) and concludes the proof of this lemma. 
B.2. Proof of Lemma 7
Proof of Lemma 7. We first prove (B.4)–(B.6). Recall that the family of solutions to the Poisson
equation is given by (2.5), and is parametrized by constants a1, a2 ∈ R. We fix a solution fh(x)
with a2 = 0, and see that for this solution,
f ′h(x) =
1
p(x)
∫ x
−∞
2
a(y)
(
Eh(Y (∞))− h(y))p(y)dy, x ∈ R. (B.28)
Recall that ν(x), the density of Y (∞) stated in (1.4), is proportional to p(x)/a(x), meaning that∫ ∞
−∞
2
a(y)
(
Eh(Y (∞))− h(y))p(y)dy = 0.
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Therefore, f ′h(x) can be alternatively written as
f ′h(x) = −
1
p(x)
∫ ∞
x
2
a(y)
(
Eh(Y (∞))− h(y))p(y)dy, x ∈ R. (B.29)
To obtain the derivative bounds stated in Lemma 5, we need to make use of both expressions for
f ′h(x) in (B.28) and (B.29), depending on the value of x. Observe that if Eh(Y (∞)) were to be
replaced by any other constant, then (B.29) would not hold. Since h(0) = 0 and h(x) ∈ W2, we
know that |h(x)| ≤ |x| for all x ∈ R. Combining this with (B.28) and (B.29) proves (B.4) and (B.5).
Differentiating the Poisson equation (B.1), we see that
f ′′′h (x) = −r′(x)f ′h(x)− r(x)f ′′h (x)−
2
a(x)
h′(x)− 2a
′(x)
a2(x)
(
Eh(Y (∞))− h(x)),
where a′(x) is interpreted as the left derivative at the points x = −1/δ and x = −ζ. This proves
(B.6), and we now move on to prove (B.8) and (B.10). Multiplying both sides above by p(x), and
observing that r(x) = p′(x)/p(x), we see that
(
p(x)f ′′h (x)
)′
= p(x)f ′′′h (x) + p
′(x)f ′′h (x)
=
(
− r′(x)f ′h(x)−
2
a(x)
h′(x)− 2a
′(x)
a2(x)
(
Eh(Y (∞))− h(x)))p(x).
By assumption, limx→−∞ p(x)f ′′h (x) = 0, meaning that we can integrate the equation above to get
f ′′h (x) =
1
p(x)
∫ x
−∞
(
− 2
a(y)
h′(y)− 2a
′(y)
a2(y)
[
Eh(Y (∞))− h(y)]− r′(y)f ′h(y))p(y)dy.
Since we also assumed that limx→∞ p(x)f ′′h (x) = 0, we have
f ′′h (x) = −
1
p(x)
∫ ∞
x
(
− 2
a(y)
h′(y)− 2a
′(y)
a2(y)
[
Eh(Y (∞))− h(y)]− r′(y)f ′h(y))p(y)dy.
This concludes the proof of this lemma. 
B.3. Proof of Lemma 8
Proof of Lemma 8. To prove this lemma we verify (B.11)–(B.17) one at a time. During the
proof we will often consider separately the cases when x belongs to one of the intervals (−∞,−1/δ],
[−1/δ, 0], [0,−ζ], and [−ζ,∞). We first present several useful inequalities. Observe that for any
x > 0 and c > 0,
e
c
2x
2
∫ ∞
x
e−
c
2y
2
dy ≤
∫ ∞
0
e−
c
2y
2
dy =
√
pi
2c
. (B.30)
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One can verify that the left hand side of (B.30) peaks at x = 0 by using the bound∫ ∞
x
e−
c
2u
2
du ≤
∫ ∞
x
u
x
e−
c
2u
2
du =
e−cx
2/2
cx
(B.31)
to see that the derivative of the left side of (B.30) is negative for x > 0.
We now prove (B.11). Recall the form of a(x) from (1.5), and p(x) from (B.3). When x ≤ −1/δ,
we invoke (B.30) to see that
1
p(x)
∫ x
−∞
2
a(y)
p(y)dy = ex
2
∫ x
−∞
2
µ
e−y
2
dy ≤ 2
µ
√
pi
4
=
√
pi
µ
.
Now when x ∈ [−1/δ, 0],
1
p(x)
∫ x
−∞
2
a(y)
p(y)dy = e
3
δ2 e
2
δ2
[δx−2 log(2+δx)]
∫ −1/δ
−∞
2
µ
e−y
2
dy
+ e
2
δ2
[δx−2 log(2+δx)]
∫ x
−1/δ
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy. (B.32)
By differentiating the function e
2
δ2
[δx−2 log(2+δx)], one can see that it achieves its maximum on the
interval [−1/δ, 0] at the point x = −1/δ, and therefore
sup
x∈(−1/δ,0]
e
2
δ2
[δx−2 log(2+δx)] = e−2/δ
2
. (B.33)
We use (B.30) and (B.33) to see that for x ∈ [−1/δ, 0],
e
3
δ2 e
2
δ2
[δx−2 log(2+δx)]
∫ −1/δ
−∞
2
µ
e−y
2
dy ≤ 2
µ
e
3
δ2 e−2/δ
2
e−1/δ
2
√
pi
2
=
√
pi
µ
. (B.34)
To bound the second term in (B.32), we claim that
g1(x) ≡ e
2
δ2
[δx−2 log(2+δx)]
∫ x
−1/δ
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy ≤ g1(0), x ∈ [−1/δ, 0].
We prove this by showing that g′1(x) ≥ 0 for all x ∈ [−1/δ, 0]. Observe that
g′1(x) =
2x
2 + δx
g1(x) +
1
µ
2
2 + δx
=
2
2 + δx
(xg1(x) +
1
µ
), x ∈ (−1/δ, 0].
Hence, we want to show that
xg1(x) +
1
µ
≥ 0, x ∈ (−1/δ, 0].
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Fix x ∈ (−1/δ, 0] and observe that
|xg1(x)| = − xe
2
δ2
[δx−2 log(2+δx)]
∫ x
−1/δ
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
≤ − xe 2δ2 [δx−2 log(2+δx)]
∫ x
−1/δ
−y
−x
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
= e
2
δ2
[δx−2 log(2+δx)]
∫ x
−1/δ
−2y
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy.
To solve the integral above, we define u(y) = 2δ2
[
2 log(2 + δy)− δy], and observe that∫ x
−1/δ
−2y
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy =
1
µ
∫ x
−1/δ
u′(y)eu(y)dy =
1
µ
[
eu(y)
∣∣∣x
y=−1/δ
]
, (B.35)
and therefore
|xg1(x)| ≤ 1
µ
e
2
δ2
[δx−2 log(2+δx)]
[
e
2
δ2
[2 log(2+δy)−δy]
∣∣∣x
−1/δ
]
≤ 1
µ
,
which implies that the second term in (B.32) is bounded by g(0). We apply this fact to (B.32)
together with the bound in (B.34) to see that for x ∈ [−1/δ, 0],
1
p(x)
∫ x
−∞
2
a(y)
p(y)dy ≤
√
pi
µ
+ e
2
δ2
[−2 log(2)]
∫ 0
−1/δ
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy.
Using Taylor expansion, we see that
2 log(2 + δy) = 2 log(2) +
2
2
δy − 2
22
(δy)2
2
+
2
(2 + ξ(δy))3
(δy)3
6
, (B.36)
where ξ(δy) is some point between δy and 0. Therefore,
e
2
δ2
[−2 log(2)]
∫ 0
−1/δ
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
=
∫ 0
−1/δ
2
µ(2 + δy)
e
2
δ2
[
− 2
22
(δy)2
2 +
2
(2+ξ(δy))3
(δy)3
6
]
dy
≤ 2
µ
∫ 0
−1/δ
e−
y2
2 dy ≤ 2
µ
√
pi
2
, (B.37)
which proves (B.11) when x ∈ [−1/δ, 0]. For the final part of (B.11), we fix x ∈ [0,−ζ] and observe
that
1
p(x)
∫ x
−∞
2
a(y)
p(y)dy = e
3
δ2 e
2
δ2
[δx−2 log(2+δx)]
∫ −1/δ
−∞
2
µ
e−y
2
dy
+ e
2
δ2
[δx−2 log(2+δx)]
∫ 0
−1/δ
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
+ e
2
δ2
[δx−2 log(2+δx)]
∫ x
0
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy. (B.38)
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To bound all three terms on the right hand side, we use the Taylor expansion
2 log(2 + δy) = 2 log(2) +
2
2
δy − 2
(2 + ξ(δy))2
(δy)2
2
, (B.39)
where ξ(δy) is some point between 0 and δy, to see that for all x ∈ [0,−ζ],
e
2
δ2
[δx−2 log(2+δx)] = e
2
δ2
[−2 log(2)+ (δx)2
(2+ξ(δx))2
] ≤ e 2δ2 [−2 log(2)]e x
2
2 ≤ e 2δ2 [−2 log(2)]e ζ
2
2 . (B.40)
We use (B.40) to bound each of the terms on the right hand side of (B.38). For the first term,
using (B.30) we get
e
3
δ2 e
2
δ2
[δx−2 log(2+δx)]
∫ −1/δ
−∞
2
µ
e−y
2
dy ≤ 2
µ
e
3
δ2 e
2
δ2
[δx−2 log(2+δx)]
√
pi
2
e−1/δ
2
≤
√
pi
µ
e2/δ
2
e
ζ2
2 e
2
δ2
[−2 log(2)] ≤
√
pi
µ
e
ζ2
2 .
For the second term in (B.38), we use (B.37) and (B.40) to see that
e
2
δ2
[δx−2 log(2+δx)]
∫ 0
−1/δ
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
≤ e ζ
2
2 e
2
δ2
[−2 log(2)]
∫ 0
−1/δ
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy ≤ e ζ
2
2
√
2pi
µ
.
To bound the third term in (B.38), we use (B.40), and the fact that e
2
δ2
[2 log(2+δy)−δy] ≤ e 2δ2 [2 log(2)]
for all y ≥ 0, which can be checked by differentiating the function e 2δ2 [2 log(2+δy)−δy] to see that it
peaks at y = 0, to see that
e
2
δ2
[δx−2 log(2+δx)]
∫ x
0
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
≤ e ζ
2
2 e
2
δ2
[−2 log(2)]
∫ x
0
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
≤ e ζ
2
2 e
2
δ2
[−2 log(2)]
∫ x
0
1
µ
e
2
δ2
[2 log(2)]dy
≤ e ζ
2
2
∫ |ζ|
0
1
µ
dy ≤ |ζ|
µ
e
ζ2
2 .
We combine these bounds with (B.38) to conclude that
1
p(x)
∫ x
−∞
2
a(y)
p(y)dy ≤ 1
µ
e
ζ2
2 (
√
pi +
√
2pi + |ζ|), x ∈ [0,−ζ],
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which proves (B.11). We now prove (B.12). Fix x ∈ [0,−ζ] and consider
1
p(x)
∫ ∞
x
2
a(y)
p(y)dy
= e
2
δ2
(2 log(2+δ|ζ|)−δ|ζ|)e
2ζ2
2+δ|ζ| e
2
δ2
[δx−2 log(2+δx)]
∫ ∞
−ζ
2
µ(2 + |ζ| δ)e
− 2|ζ|
2+|ζ|δ ydy
+ e
2
δ2
[δx−2 log(2+δx)]
∫ −ζ
x
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy. (B.41)
We now bound the first term on the right hand side. By differentiating, we can check that the
function e
2
δ2
[2 log(2+δx)−δx] is monotonically decreasing for x ≥ 0, implying that
e
2
δ2
(2 log(2+δ|ζ|)−δ|ζ|)e
2
δ2
[δx−2 log(2+δx)] ≤ 1, x ≥ 0. (B.42)
Therefore, the first term on the right side of (B.41) can be bounded by
e
2ζ2
2+δ|ζ|
∫ ∞
−ζ
2
µ(2 + |ζ| δ)e
− 2|ζ|
2+|ζ|δ ydy =
1
µ |ζ|e
2ζ2
2+δ|ζ|
[
− e− 2|ζ|2+|ζ|δ y
∣∣∣∞
−ζ
]
=
1
µ |ζ| .
We now bound the second term in (B.41). We first show that
g2(x) ≡ e
2
δ2
[δx−2 log(2+δx)]
∫ −ζ
x
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy ≤ g2(0),
by showing that g′2(x) ≤ 0 for all x ∈ [0,−ζ]. Observe that
g′2(x) =
2x
2 + δx
g2(x)− 1
µ
2
2 + δx
=
2
2 + δx
(xg2(x)− 1
µ
), x ∈ [0,−ζ].
Now
0 < xg2(x) = xe
2
δ2
[δx−2 log(2+δx)]
∫ −ζ
x
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
≤ xe 2δ2 [δx−2 log(2+δx)]
∫ −ζ
x
y
x
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
= e
2
δ2
[δx−2 log(2+δx)]
∫ −ζ
x
2y
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
=
1
µ
e
2
δ2
[δx−2 log(2+δx)]
[
− e 2δ2 [2 log(2+δy)−δy]
∣∣∣−ζ
x
]
≤ 1
µ
,
where in the last equality we solved the integral by substitution just like in (B.35). Therefore,
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g2(x) ≤ g2(0) for all x ∈ [0,−ζ]. Now
g2(0) = e
2
δ2
[−2 log(2)]
∫ −ζ
0
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
= e
2
δ2
[−2 log(2)]
∫ 1
0
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
+ e
2
δ2
[−2 log(2)]
∫ −ζ
1
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy.
For the first integral above, we use the Taylor expansion in (B.36) to see that
e
2
δ2
[−2 log(2)]
∫ 1
0
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy =
∫ 1
0
2
µ(2 + δy)
e
2
δ2
[− 2
22
(δy)2
2 +
2
(2+ξ(δy))3
(δy)3
6 ]dy
≤ 1
µ
∫ 1
0
e−
y2
2 +
δ
12 dy ≤ 1
µ
eδ/12.
For the second integral, observe that
e
2
δ2
[−2 log(2)]
∫ −ζ
1
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
≤ 1
µ
e
2
δ2
[−2 log(2)]
∫ −ζ
1
2y
2 + δy
e
2
δ2
[2 log(2+δy)−δy]dy
=
1
µ
e
2
δ2
[−2 log(2)]
[
− e 2δ2 [2 log(2+δy)−δy]
∣∣∣−ζ
1
]
≤ 1
µ
,
where the equality is obtained by solving the integral just like in (B.35), and in the last inequality
above we used the fact that
e
2
δ2
[2 log(2+δy)−δy] ≤ e 2δ2 [2 log(2)], y ≥ 0.
Therefore,
g2(0) ≤ 1
µ
(
eδ/12 + 1
)
.
To recap, we now have the following bound on (B.41):
1
p(x)
∫ ∞
x
2
a(y)
p(y)dy ≤ 1
µ |ζ| + g2(0) ≤
1
µ
( 1
|ζ| + e
δ/12 + 1
)
, x ∈ [0,−ζ],
which proves the first part of (B.12). For the second part, we fix x ≥ −ζ and see that
1
p(x)
∫ ∞
x
2
a(y)
p(y)dy = e
2|ζ|
2+|ζ|δ x
∫ ∞
x
2
µ(2 + |ζ| δ)e
− 2|ζ|
2+|ζ|δ ydy =
1
µ |ζ| ,
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which concludes the proof of (B.12). We now prove (B.13). Fix x ≤ −1/δ, then
1
p(x)
∫ x
−∞
2 |y|
a(y)
p(y)dy = ex
2
∫ x
−∞
−2y
µ
e−y
2
dy =
1
µ
.
Now fix x ∈ [−1/δ, 0], then
1
p(x)
∫ x
−∞
2 |y|
a(y)
p(y)dy = e
3
δ2 e
2
δ2
[δx−2 log(2+δx)]
∫ −1/δ
−∞
−2y
µ
e−y
2
dy
+ e
2
δ2
[δx−2 log(2+δx)]
∫ x
−1/δ
−2y
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
=
1
µ
e
2
δ2 e
2
δ2
[δx−2 log(2+δx)]
+
1
µ
e
2
δ2
[δx−2 log(2+δx)]
[
e
2
δ2
[2 log(2+δy)−δy]
∣∣∣x
−1/δ
]
=
1
µ
,
where in the second equality we computed the integral like in (B.35). We now fix x ∈ [0,−ζ] and
observe that
1
p(x)
∫ x
−∞
2 |y|
a(y)
p(y)dy = e
3
δ2 e
2
δ2
[δx−2 log(2+δx)]
∫ −1/δ
−∞
−2y
µ
e−y
2
dy
+ e
2
δ2
[δx−2 log(2+δx)]
∫ 0
−1/δ
−2y
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
+ e
2
δ2
[δx−2 log(2+δx)]
∫ x
0
2y
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
=
1
µ
e
2
δ2 e
2
δ2
[δx−2 log(2+δx)]
+
1
µ
e
2
δ2
[δx−2 log(2+δx)]
[
e
2
δ2
[2 log(2)] − e 2δ2
]
+
1
µ
e
2
δ2
[δx−2 log(2+δx)]
[
e
2
δ2
[2 log(2)] − e 2δ2 [2 log(2+δx)−δx]
]
≤ 2
µ
e
2
δ2
[δx−2 log(2+δx)]e
2
δ2
[2 log(2)]
≤ 2
µ
e
ζ2
2 ,
where in the second equality we computed the integral like in (B.35), and in the last inequality we
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used (B.40). This proves (B.13), and now we prove (B.14). Fix x ∈ [0,−ζ] and observe that
1
p(x)
∫ ∞
x
2 |y|
a(y)
p(y)dy
= e
2
δ2
[δx−2 log(2+δx)]
∫ −ζ
x
2y
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
+ e
2
δ2
[2 log(2+δ|ζ|)−δ|ζ|]e
2ζ2
2+δ|ζ| e
2
δ2
[δx−2 log(2+δx)]
∫ ∞
−ζ
2y
µ(2 + |ζ| δ)e
− 2|ζ|
2+|ζ|δ ydy
=
1
µ
e
2
δ2
[δx−2 log(2+δx)]
[
e
2
δ2
[2 log(2+δx)−δx] − e 2δ2 [2 log(2+δ|ζ|)−δ|ζ|]
]
+
1
µ
e
2
δ2
[2 log(2+δ|ζ|)−δ|ζ|]e
2ζ2
2+δ|ζ| e
2
δ2
[δx−2 log(2+δx)]
[
e−
2ζ2
2+|ζ|δ +
2 + δ |ζ|
2ζ2
e−
2ζ2
2+|ζ|δ
]
,
where the first term was integrated like in (B.35), and for the second integral we used integration
by parts. The quantity above equals
1
µ
[
1− e 2δ2 [δx−2 log(2+δx)]e 2δ2 [2 log(2+δ|ζ|)−δ|ζ|]
]
+
1
µ
e
2
δ2
[δx−2 log(2+δx)]e
2
δ2
[2 log(2+δ|ζ|)−δ|ζ|]
[
1 +
2 + δ |ζ|
2ζ2
]
≤ 1
µ
+
1
µζ2
+
δ
2µ |ζ| ,
where the inequality follows from (B.42). Now fix x ≥ −ζ, then
1
p(x)
∫ ∞
x
2 |y|
a(y)
p(y)dy = e
2|ζ|
2+|ζ|δ x
∫ ∞
x
2y
µ(2 + |ζ| δ)e
− 2|ζ|
2+|ζ|δ ydy
=
1
µ |ζ|e
2|ζ|
2+|ζ|δ x
[
xe−
2|ζ|
2+|ζ|δ x +
2 + δ |ζ|
2 |ζ| e
− 2|ζ|
2+|ζ|δ x
]
=
x
µ |ζ| +
1
µζ2
+
δ
2µ |ζ| .
This proves (B.14), and we move on to prove (B.15). Recall the form of r(x) from (B.2). Fix
x ≤ −1/δ, then (B.31) implies that
|r(x)|
p(x)
∫ x
−∞
2
a(y)
p(y)dy = 2xex
2
∫ x
−∞
2
µ
e−y
2
dy ≤ 2
µ
.
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For x ∈ [−1/δ, 0],
|r(x)|
p(x)
∫ x
−∞
2
a(y)
p(y)dy =
2 |x|
2 + δx
e
3
δ2 e
2
δ2
[δx−2 log(2+δx)]
∫ −1/δ
−∞
2
µ
e−y
2
dy
+
2 |x|
2 + δx
e
2
δ2
[δx−2 log(2+δx)]
∫ x
−1/δ
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
≤ 2 |x|
2 + δx
e
3
δ2 e
2
δ2
[δx−2 log(2+δx)]
∫ −1/δ
−∞
−y
|x|
2
µ
e−y
2
dy
+
2 |x|
2 + δx
e
2
δ2
[δx−2 log(2+δx)]
∫ x
−1/δ
1
|x|
−2y
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
=
2
2 + δx
e
3
δ2 e
2
δ2
[δx−2 log(2+δx)]
[ 1
µ
e−y
2
∣∣∣−1/δ
−∞
]
+
2
2 + δx
e
2
δ2
[δx−2 log(2+δx)]
[ 1
µ
e
2
δ2
[2 log(2+δy)−δy]
∣∣∣x
−1/δ
]
,
where in the last equality we integrated the second term just like in (B.35). Therefore, for x ∈
[−1/δ, 0],
|r(x)|
p(x)
∫ x
−∞
2
a(y)
p(y)dy ≤ 1
µ
2
2 + δx
e
2
δ2 e
2
δ2
[δx−2 log(2+δx)]
+
1
µ
2
2 + δx
e
2
δ2
[δx−2 log(2+δx)]
[
e
2
δ2
[2 log(2+δx)−δx] − e 2δ2
]
≤ 2
µ
.
This proves (B.15) and we now prove (B.16). Fix x ∈ [0,−ζ], then
|r(x)|
p(x)
∫ ∞
x
2
a(y)
p(y)dy
=
2x
2 + δx
e
2
δ2
(2 log(2+δ|ζ|)−δ|ζ|)e
2ζ2
2+δ|ζ| e
2
δ2
[δx−2 log(2+δx)]
∫ ∞
−ζ
2
µ(2 + δ |ζ|)e
−2|ζ|
2+δ|ζ|ydy
+
2x
2 + δx
e
2
δ2
[δx−2 log(2+δx)]
∫ −ζ
x
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy.
Using (B.42), we see that
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|r(x)|
p(x)
∫ ∞
x
2
a(y)
p(y)dy ≤ 2x
2 + δx
e
2ζ2
2+δ|ζ|
∫ ∞
−ζ
2
µ(2 + δ |ζ|)e
−2|ζ|
2+δ|ζ|ydy
+
2x
2 + δx
e
2
δ2
[δx−2 log(2+δx)]
∫ −ζ
x
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
≤ 2x
2 + δx
1
µ |ζ|
+
2x
2 + δx
e
2
δ2
[δx−2 log(2+δx)]
∫ −ζ
x
y
x
2
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
=
2x
2 + δx
1
µ |ζ| +
1
µ
2
2 + δx
e
2
δ2
[δx−2 log(2+δx)]
[
e
2
δ2
[2 log(2+δy)−δy]
∣∣∣−ζ
x
]
,
where in the last equality we solved the integral just like in (B.35). Using (B.42), we conclude that
for x ∈ [0,−ζ],
|r(x)|
p(x)
∫ ∞
x
2
a(y)
p(y)dy ≤ 2x
2 + δx
1
µ |ζ| +
1
µ
2
2 + δx
≤ 2
2 + δx
1
µ
+
1
µ
2
2 + δx
≤ 2
µ
.
This proves (B.16) in the case when x ∈ [0,−ζ]. We now prove the remaining part of (B.16). Fix
x ≥ −ζ, and observe that
|r(x)|
p(x)
∫ ∞
x
2
a(y)
p(y)dy =
2 |ζ|
2 + δ |ζ|e
2|ζ|
2+δ|ζ|x
∫ ∞
x
2
µ(2 + δ |ζ|)e
−2|ζ|
2+δ|ζ|ydy ≤ 2
µ
.
This proves (B.16), and we move on to verify (B.17). Consider the Lyapunov function V (x) = x2,
and recall the form of GY from (2.2) to see that
GY V (x) = 2xµ(ζ + (x+ ζ)
−) + 2µ
(
1 + 1(x > −1/δ)(1− δ(ζ + (x+ ζ)−))).
Now when x < −ζ,
GY V (x) = − 2µx2 + 2µ
(
1 + 1(x > −1/δ)(1 + δx))
≤ − 2µx2 + 2µδx1(x ∈ [0,−ζ))+ 4µ
= − 2µx21(x < 0)− 2µ(x2 − δx)1(x ∈ [0,−ζ))+ 4µ
≤ − 2µx21(x < 0)− µ(x2 − δ2)1(x ∈ [0,−ζ))+ 4µ
≤ − 2µx21(x < 0)− µx21(x ∈ [0,−ζ))+ µδ2 + 4µ,
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and when x ≥ −ζ,
GY V (x) = − 2xµ |ζ|+ 2δµ |ζ|+ 4µ
= − 2µ |ζ| (x− δ)1(|ζ| < δ)− 2µ |ζ| (x− δ)1(|ζ| ≥ δ) + 4µ
≤ − 2µ |ζ|x1(|ζ| < δ) + 2µδ21(|ζ| < δ)− 2µ |ζ| (x− δ)1(|ζ| ≥ δ) + 4µ.
Therefore,
GY V (x) ≤ − 2µx21(x < 0)− µx21(x ∈ [0,−ζ))
− 2µ |ζ|x1(|ζ| < δ)1(x ≥ −ζ)− 2µ |ζ| (x− δ)1(|ζ| ≥ δ)1(x ≥ −ζ)
+ 2µδ21(|ζ| < δ)1(x ≥ −ζ) + µδ21(x < −ζ) + 4µ,
i.e. GY V (x) satisfies
GY V (x) ≤ −f(x) + g(x),
where f(x) and g(x) are functions from R→ R+. By the standard Foster-Lyapunov condition (see
for example [11, Theorem 4.3]), this implies that
Ef(Y (∞)) ≤ Eg(Y (∞)),
or
2E
[
(Y (∞))21(Y (∞) < 0)]+ E[(Y (∞))21(Y (∞) ∈ [0,−ζ))]
+ 2 |ζ|E[Y (∞)1(Y (∞) ≥ −ζ)]1(|ζ| < δ)
+ 2 |ζ|E[(Y (∞)− δ)1(Y (∞) ≥ −ζ)]1(|ζ| ≥ δ)
≤ 2δ2 + 4,
from which we can see that
E
[
Y (∞)1(Y (∞) ≥ −ζ)] ≤ δ2|ζ| + 2|ζ| + δ.
Furthermore, by invoking Jensen’s inequality we see that
E
[∣∣Y (∞)1(Y (∞) < 0)∣∣] ≤ √E[(Y (∞))21(Y (∞) < 0)]
≤
√
δ2 + 2,
E
[∣∣Y (∞)1(Y (∞) ∈ [0,−ζ))∣∣] ≤ √E[(Y (∞))21(Y (∞) ∈ [0,−ζ))]
≤
√
2δ2 + 4.
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Hence
E
[∣∣Y (∞)∣∣] = E[∣∣Y (∞)1(Y (∞) < 0)∣∣]+ E[∣∣Y (∞)1(Y (∞) ∈ [0,−ζ))∣∣]
+ E
[
Y (∞)1(Y (∞) ≥ −ζ)]
≤
√
δ2 + 2 +
√
2δ2 + 4 +
2 + δ2
|ζ| + δ.
This proves (B.17) and concludes the proof of this lemma. 
Appendix C. Proof of Lemma 6
This section is devoted to proving Lemma 6. In this entire section, we reserve the variable x to
be of the form x = xk = δ(k −R), where k ∈ Z+. The form of f ′′′h (x) in (B.6) implies that for any
y ∈ R,
|f ′′′h (y)− f ′′′h (x−)|
≤ |r′(y)− r′(x−)| |f ′h(y)|+ |r′(x−)| |f ′h(x)− f ′h(y)|
+ |r(y)− r(x)| |f ′′h (y)|+ |r(x)| |f ′′h (x)− f ′′h (y)|
+ |2/a(x)− 2/a(y)| |h′(y)|+ |2/a(x)| |h′(x−)− h′(y)|
+
∣∣∣∣2a′(x−)a2(x) − 2a′(y)a2(y)
∣∣∣∣ ( |h(y)|+ |Eh(Y (∞))|)+ ∣∣∣∣2a′(x−)a2(x)
∣∣∣∣ |h(x)− h(y)| . (C.1)
We first state a few auxiliary lemmas that will help us prove Lemma 6. These lemmas are proved
at the end of this section. The first lemma deals with the case when y ∈ (x− δ, x).
Lemma 9. Fix h(x) ∈W2 with h(0) = 0, and let fh(x) be a solution to the Poisson equation (2.4)
that satisfies the conditions of Lemma 5. Recall that a(x) and r(x) are given by (1.5) and (B.2),
respectively. Then there exists a constant C > 0 (independent of λ, n, and µ), such that for all
x = xk = δ(k − R) with k ∈ Z+, all y ∈ (x − δ, x), and all n ≥ 1, λ > 0, and µ > 0 satisfying
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1 ≤ R < n,
|r′(y)− r′(x−)| |f ′h(y)|+ |r′(x−)| |f ′h(x)− f ′h(y)| ≤
Cδ
µ
(
1 +
1
|ζ|
)
1(x ≤ −ζ), (C.2)
|r(y)− r(x)| |f ′′h (y)|+ |r(x)| |f ′′h (x)− f ′′h (y)|
≤ Cδ
µ
[
(1 + |x|)
(
1 +
1
|ζ|
)
1(x ≤ −ζ) + |ζ| 1(x ≥ −ζ + δ)
]
, (C.3)
|2/a(x)− 2/a(y)| |h′(y)|+ |2/a(x)| |h′(x−)− h′(y)| ≤ Cδ
µ
, (C.4)∣∣∣∣2a′(x−)a2(x) − 2a′(y)a2(y)
∣∣∣∣ |Eh(Y (∞))|+ ∣∣∣∣2a′(x−)a2(x)
∣∣∣∣ |h(x)− h(y)|
≤ Cδ
µ
(
1 +
1
|ζ|
)
1(x ∈ [−1/δ + δ,−ζ]) (C.5)∣∣∣∣2a′(x−)a2(x) − 2a′(y)a2(y)
∣∣∣∣ |h(y)| ≤ Cδµ 1(x ∈ [−1/δ + δ,−ζ]) (C.6)
The second lemma deals with the case when y ∈ (x, x+ δ).
Lemma 10. Consider the same setup as in Lemma 9, but this time let y ∈ (x, x+ δ). Then
|r′(y)− r′(x−)| |f ′h(y)|+ |r′(x−)| |f ′h(x)− f ′h(y)|
≤ Cδ
µ
[(
1 +
1
|ζ|
)
1(x ≤ −ζ − δ) + 1
δ
(
1 +
1
|ζ|
)
1(x ∈ {−1/δ,−ζ})
]
, (C.7)
|r(y)− r(x)| |f ′′h (y)|+ |r(x)| |f ′′h (x)− f ′′h (y)|
≤ Cδ
µ
[
(1 + |x|)
(
1 +
1
|ζ|
)
1(x ≤ −ζ − δ) + |ζ| 1(x ≥ −ζ)
]
, (C.8)
|2/a(x)− 2/a(y)| |h′(y)|+ |2/a(x)| |h′(x−)− h′(y)| ≤ Cδ
µ
, (C.9)∣∣∣∣2a′(x−)a2(x) − 2a′(y)a2(y)
∣∣∣∣ |Eh(Y (∞))|+ ∣∣∣∣2a′(x−)a2(x)
∣∣∣∣ |h(x)− h(y)|
≤ Cδ
µ
(
1 +
1
|ζ|
)
1(x ∈ [−1/δ,−ζ]) (C.10)∣∣∣∣2a′(x−)a2(x) − 2a′(y)a2(y)
∣∣∣∣ |h(y)| ≤ Cδµ [1(x ∈ [−1/δ + δ,−ζ − δ]) + 1δ 1(x ∈ {−1/δ,−ζ})] (C.11)
With these two lemmas, the proof of Lemma 6 becomes trivial.
Proof of Lemma 6. When y ∈ (x − δ, x), we just apply (C.2)–(C.6) from Lemma 9 to (C.1) to
get (2.31). Similarly, for y ∈ (x, x+ δ) we apply (C.7)–(C.11) of Lemma 10 to (C.1) to get (2.32).
This concludes the proof of Lemma 6. 
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C.1. Proof of Lemma 9
Proof of Lemma 9. Fix k ∈ Z+, let x = xk = δ(k − R), and fix y ∈ (x − δ, x). Throughout the
proof we use C > 0 to denote a generic constant that may change from line to line, but does not
depend on λ, n, and µ. To prove this lemma we verify (C.2)–(C.6), starting with (C.2). Using the
form of r′(x) in (B.2), we see that
|r′(y)− r′(x−)| = |r′(y)− r′(x−)| 1(x ∈ [−1/δ + δ,−ζ]).
Furthermore, r′′(u) exists for all u ∈ (−1/δ,−ζ), and from (B.2) one can see that
r′′(u) =
8δ
(2 + δu)3
≤ 8δ, u ∈ (−1/δ,−ζ).
Therefore,
|r′(y)− r′(x−)| |f ′h(y)| ≤ |f ′h(y)| 1(x ∈ [−1/δ + δ,−ζ])
∫ x
x−δ
|r′′(u)| du
≤ Cδ
2
µ
(
1 +
1
|ζ|
)
1(x ∈ [−1/δ + δ,−ζ]), (C.12)
where in the last inequality we used the gradient bound (2.28). Furthermore, we observe that
|r′(x−)| ≤ 4× 1(x ≤ −ζ),
|f ′h(x)− f ′h(y)| ≤
∫ x
x−δ
|f ′′h (u)| du ≤
Cδ
µ
[(
1 +
1
|ζ|
)
1(x ≤ −ζ) + 1|ζ|1(x ≥ −ζ + δ)
]
,
where in the first line we used the form of r′(x) from (B.2), and in the second line we used the
gradient bound (2.29). Recalling that δ ≤ 1, we conclude that
|r′(y)− r′(x−)| |f ′h(y)|+ |r′(x−)| |f ′h(x)− f ′h(y)| ≤
Cδ
µ
(
1 +
1
|ζ|
)
1(x ≤ −ζ).
This proves (C.2), and we move on to show (C.3). Observe that
|r(x)| ≤ 2 |x| 1(x ≤ −ζ) + |ζ| 1(x ≥ −ζ + δ),
|r(x)− r(y)| ≤
∫ x
x−δ
|r′(u)| du ≤ 4δ1(x ≤ −ζ),
|f ′′h (y)| ≤
C
µ
[(
1 +
1
|ζ|
)
1(x ≤ −ζ) + 1|ζ|1(x ≥ −ζ + δ)
]
,
|f ′′h (x)− f ′′h (y)| ≤
∫ x
x−δ
|f ′′′h (u)| du ≤
Cδ
µ
[(
1 +
1
|ζ|
)
1(x ≤ −ζ) + 1(x ≥ −ζ + δ)
]
, (C.13)
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where the first two lines above are obtained using the form of r(x) in (B.2), and in the last two
lines we used the gradient bounds (2.29) and (2.30). Combining the bounds above proves (C.3),
and we move on to prove (C.4). Observe that
|2/a(x)| ≤ 2/µ,
|2/a(x)− 2/a(y)| ≤ 2
∫ x
x−δ
∣∣∣∣ a′(u)a2(u)
∣∣∣∣ du ≤ 2δµ 1(x ∈ [−1/δ + δ,−ζ]),
|h′(x−)| ≤ 1, and |h′(x−)− h′(y)| ≤ ‖h′′‖ |x− y| ≤ δ, (C.14)
where in the first two lines we used the forms of a(x) and a′(x) from (1.5) and (B.21), and in the
last line we used the fact that h(x) ∈ W2. Combining these bounds proves (C.4), and we move on
to prove (C.5). Observe that∣∣∣∣2a′(x−)a2(x)
∣∣∣∣ = ∣∣∣∣ 2δµ(2 + δx)2
∣∣∣∣ 1(x ∈ [−1/δ + δ,−ζ]) ≤ 2δµ 1(x ∈ [−1/δ + δ,−ζ]),∣∣∣∣2a′(y)a2(y)
∣∣∣∣ ≤ 2δµ 1(x ∈ [−1/δ + δ,−ζ]),
|Eh(Y (∞))| ≤ E∣∣Y (∞)∣∣, and |h(x)− h(y)| ≤ ‖h′‖ |x− y| ≤ δ,
where in the first line we used the forms of a(x) and a′(x) from (1.5) and (B.21), and in the last
line we used the fact that h(x) ∈ W2. We use the bounds above together with (B.17) and the fact
that δ ≤ 1 to see that∣∣∣∣2a′(x−)a2(x) − 2a′(y)a2(y)
∣∣∣∣ |Eh(Y (∞))|+ ∣∣∣∣2a′(x−)a2(x)
∣∣∣∣ |h(x)− h(y)|
≤
∣∣∣∣2a′(x−)a2(x)
∣∣∣∣E∣∣Y (∞)∣∣+ ∣∣∣∣2a′(y)a2(y)
∣∣∣∣E∣∣Y (∞)∣∣+ 2δ2µ 1(x ∈ [−1/δ + δ,−ζ])
≤ Cδ
µ
(
1 +
1
|ζ|
)
1(x ∈ [−1/δ + δ,−ζ]) + 2δ
2
µ
1(x ∈ [−1/δ + δ,−ζ])
≤ Cδ
µ
(
1 +
1
|ζ|
)
1(x ∈ [−1/δ + δ,−ζ]), (C.15)
which proves (C.5). Lastly we show (C.6). Observe that∣∣∣∣2a′(x−)a2(x) − 2a′(y)a2(y)
∣∣∣∣ = ∣∣∣∣2a′(x−)a2(x) − 2a′(y)a2(y)
∣∣∣∣ 1(x ∈ [−1/δ + δ,−ζ]),
and that the derivative of 2a′(u−)/a2(u) exists for all u ∈ (−1/δ,−ζ) and satisfies∣∣∣∣∣
(
2a′(u)
a2(u)
)′∣∣∣∣∣ = 4δ2µ(2 + δu)3 , u ∈ (−1/δ,−ζ).
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Recalling that |h(y)| ≤ |y|, we see that∣∣∣∣2a′(x−)a2(x) − 2a′(y)a2(y)
∣∣∣∣ |h(y)| ≤ 1(x ∈ [−1/δ + δ,−ζ])∫ x
x−δ
|y|
∣∣∣∣∣
(
2a′(u)
a2(u)
)′∣∣∣∣∣ du
= 1(x ∈ [−1/δ + δ,−ζ])
∫ x
x−δ
4δ
µ(2 + δu)2
∣∣∣∣ δy(2 + δu)
∣∣∣∣ du
≤ 1(x ∈ [−1/δ + δ,−ζ])4δ
µ
∫ x
x−δ
∣∣∣∣ δy(2 + δu)
∣∣∣∣ du
≤ 1(x ∈ [−1/δ + δ,−ζ])4δ
µ
δ(δ2 + 1), (C.16)
where to obtain the last inequality, we used the fact that |y − u| ≤ δ and δu ≥ −1 to see that∣∣∣∣ δy(2 + δu)
∣∣∣∣ = ∣∣∣∣δ(y − u) + δu(2 + δu)
∣∣∣∣ ≤ δ2 + ∣∣∣∣ δu2 + δu
∣∣∣∣ ≤ δ2 + 1.
Recalling that δ ≤ 1 establishes (C.6), and concludes the proof of this lemma. 
C.2. Proof of Lemma 10
Proof of Lemma 10. Fix k ∈ Z+, let x = xk = δ(k − R), and fix y ∈ (x, x + δ). Throughout
the proof we use C > 0 to denote a generic constant that may change from line to line, but does
not depend on λ, n, and µ. The proof for this lemma is very similar to the proof of Lemma 9. In
most cases, the only adjustment necessary to the proof is to consider cases when x ≤ −ζ − δ and
x ≥ −ζ, instead of x ≤ −ζ and x ≥ −ζ + δ. We now verify (C.7)–(C.11) in order, starting with
(C.7). Using the form of r′(x) in (B.2), we see that
|r′(y)− r′(x−)| = |r′(y)− r′(x−)| 1(x ∈ [−1/δ + δ,−ζ − δ])
+ (|r′(y)|+ 2)1(x = −1/δ) + |r′(x−)| 1(x = −ζ).
Therefore,
|r′(y)− r′(x−)| |f ′h(y)|
= |r′(y)− r′(x−)| |f ′h(y)| 1(x ∈ [−1/δ + δ,−ζ − δ])
+ (|r′(y)|+ 2) |f ′h(y)| 1(x = −1/δ) + |r′(x−)| |f ′h(y)| 1(x = −ζ)
≤ Cδ
2
µ
(
1 +
1
|ζ|
)
1(x ∈ [−1/δ + δ,−ζ − δ]) + C
µ
(
1 +
1
|ζ|
)
1(x = −1/δ)
+ |r′(x−)| |f ′h(y)| 1(x = −ζ),
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where in the last inequality, the first term is obtained just like in (C.12), and the second term comes
from the gradient bound (2.28) and the fact that |r′(y)| ≤ 4, which can be seen from (B.2). Now
using the gradient bounds (2.28) and (2.29), together with the facts that |r′(|ζ| −)| ≤ 4 and δ ≤ 1,
we see that
|r′(x−)| |f ′h(y)| 1(x = −ζ)
≤ |r′(x−)| |f ′h(x)| 1(x = −ζ) + |r′(x−)| |f ′h(x)− f ′h(y)| 1(x = −ζ)
≤ C
µ
(
1 +
1
|ζ|
)
1(x = −ζ) + |r′(x−)| 1(x = −ζ)
∫ −ζ+δ
−ζ
|f ′′h (u)| du
≤ C
µ
(
1 +
1
|ζ|
)
1(x = −ζ),
and therefore
|r′(y)− r′(x−)| |f ′h(y)| ≤
Cδ
µ
(
1 +
1
|ζ|
)
1(x ∈ [−1/δ + δ,−ζ − δ])
+
C
µ
(
1 +
1
|ζ|
)
1(x ∈ {−1/δ,−ζ}).
Furthermore,
|r′(x−)| |f ′h(x)− f ′h(y)| ≤ |r′(x−)|
∫ x+δ
x
|f ′′h (u)| du
≤ Cδ
µ
(
1 +
1
|ζ|
)
1(x ≤ −ζ − δ) + Cδ
µ |ζ|1(x = −ζ),
where in the second inequality we used that |r′(x)| ≤ 4 and the gradient bound in (2.29). Recalling
that δ ≤ 1, we can combine the bounds above to see that
|r′(y)− r′(x−)| |f ′h(y)|+ |r′(x−)| |f ′h(x)− f ′h(y)|
≤ Cδ
µ
[(
1 +
1
|ζ|
)
1(x ≤ −ζ − δ) + 1
δ
(
1 +
1
|ζ|
)
1(x ∈ {−1/δ,−ζ})
]
,
which proves (C.7).
The proofs for (C.8), (C.9), and (C.10), are nearly identical to the proofs of (C.3), (C.4), and
(C.5) from Lemma 9, respectively, and we do not repeat them here. The only differences to note
is that (C.8) is separated into the cases x ≤ −ζ − δ and x ≥ −ζ, as opposed to (C.3) which has
x ≤ −ζ and x ≥ −ζ + δ. Likewise, (C.10) contains 1(x ∈ [−1/δ,−ζ]), whereas (C.5) contains
1(x ∈ [−1/δ + δ,−ζ]).
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Lastly we prove (C.11). From the form of a′(x) in (B.21), we see that∣∣∣∣2a′(x−)a2(x) − 2a′(y)a2(y)
∣∣∣∣ = ∣∣∣∣2a′(x−)a2(x) − 2a′(y)a2(y)
∣∣∣∣ 1(x ∈ [−1/δ + δ,−ζ − δ])
+
∣∣∣∣2a′(y)a2(y)
∣∣∣∣ 1(x = −1/δ) + ∣∣∣∣2a′(x−)a2(x−)
∣∣∣∣ 1(x = −ζ).
We can repeat the argument from (C.16) to get∣∣∣∣2a′(x−)a2(x) − 2a′(y)a2(y)
∣∣∣∣ |h(y)|
≤ 4δ
µ
δ(δ2 + 1)1(x ∈ [−1/δ + δ,−ζ − δ]) +
∣∣∣∣2a′(y)a2(y)
∣∣∣∣ |y| 1(x = −1/δ)
+
∣∣∣∣2a′(x−)a2(x−)
∣∣∣∣ |y| 1(x = −ζ).
Then using (B.22), the form of a′(x) in (B.21), and the fact that a(x) ≤ 1/µ, we can bound the
term above by
Cδ
µ
1(x ∈ [−1/δ + δ,−ζ − δ]) + 2|a(y)|
∣∣∣∣ya′(y)a(y)
∣∣∣∣ 1(x = −1/δ)
+
2
|a(x−)|
∣∣∣∣ (|x|+ δ)a′(x−)a(x−)
∣∣∣∣ 1(x = −ζ)
≤ Cδ
µ
1(x ∈ [−1/δ + δ,−ζ − δ]) + C
µ
1(x = −1/δ) + C
µ
1(x = −ζ).
Hence, ∣∣∣∣2a′(x−)a2(x) − 2a′(y)a2(y)
∣∣∣∣ |h(y)| ≤ Cδµ [1(x ∈ [−1/δ + δ,−ζ − δ]) + 1δ 1(x ∈ {−1/δ,−ζ})],
which proves (C.11) and concludes the proof of this lemma. 
Appendix D. Probability Metrics
Let W2 be the class of functions defined in (1.7), i.e. the class of differentiable functions h(x) :
R→ R such that both h(x) and h′(x) belong to Lip(1). For two random variables U and V , define
their W2 distance to be
dW2(U, V ) = sup
h∈W2
|E[h(U)]− E[h(V )]| . (D.1)
When W2 in (D.1) is replaced by
HK = {1(−∞,a](x) : a ∈ R},
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the corresponding distance is the Kolmogorov distance, denoted by dK(U, V ). In this section we
prove the following relationship between the W2 and Kolmogorov distances. This lemma is a
modified version of [12, Proposition 1.2].
Lemma 11. Let U, V be two random variables, and assume that V has a density bounded by some
constant C > 0. If dW2(U, V ) < 4C, then
dK(U, V ) ≤ 5
(C
2
)2/3
dW2(U, V )
1/3. (D.2)
We wish to combine Lemma 11 with Theorem 1, but to do so we need a bound on the density of
Y (∞).
Lemma 12. Let ν(x) : R→ R be the density of Y (∞), whose form is given in (1.4). Then for all
n ≥ 1, λ > 0, and µ > 0 satisfying 1 ≥ R < n,
ν(x) ≤ 4, x ∈ R.
Now combining Theorem 1 with Lemmas 11 and 12 implies that dK
(
X˜(∞), Y (∞)) converges to zero
at a rate of 1/R1/3. However, we believe this rate to be sub-optimal, and that dK
(
X˜(∞), Y (∞))
actually vanishes at a rate of 1/
√
R. This is supported by numerical results in Appendix E.
Proof of Lemma 11 . Fix a ∈ R and let h(x) = 1(−∞,a](x). Now fix  ∈ (0, 2) and define the
smoothed version
h(x) =

1, x ≤ a,
− 22 (x− a)2 + 1, x ∈ [a, a+ /2],
2
2
[
x− (a+ /2)]2 − 2 (x− a) + 32 , x ∈ [a+ /2, a+ ],
0, x ≥ a+ .
Since we chose  < 2, it is not hard to see that
|h′(x)| ≤
4
2
, |h′′ (x)| ≤
4
2
, x ∈ R,
where h′′ (x) is interpreted as the left derivative of h
′
(x) when x ∈ {a, a + /2, a + }. Therefore,
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2
4 h(x) ∈W2. Then
Eh(U)− Eh(V ) = Eh(U)− Eh(V ) + E
[
h(V )− h(V )
]
≤ Eh(U)− Eh(V ) + C
∫ a+
a
h(x)dx
= Eh(U)− Eh(V ) + C/2
≤ 4
2
dW2(U, V ) + C/2,
Choose  =
(
2dW2 (U,V )
C
)1/3
, which lies in (0, 2) by our assumption that dW2(U, V ) < 4C. Then
Eh(U)− Eh(V ) ≤ 5
(C
2
)2/3
dW2(U, V )
1/3.
Using the function h˜(x) ≡ h(x+ ), a similar argument can be repeated to show that
Eh(V )− Eh(U) = Eh(V )− Eh˜(V ) + Eh˜(V )− Eh(U)
≤ 5
(C
2
)2/3
dW2(U, V )
1/3,
concluding the proof. 
Proof of Lemma 12. One can check that (1.4) translates into
ν(x) =

a1
µ e
−x2 , x ≤ −1/δ,
a2
µ(2+δx)e
2
δ2
[2 log(2+δx)−δx], x ∈ [−1/δ,−ζ],
a3
µ(2+δ|ζ|)e
−2|ζ|x
2+δ|ζ| , x ≥ −ζ,
where the constants a1, a2, a3 make the ν(x) continuous and integrate to one. To prove that ν(x)
is bounded, we need to bound these three constants. We know that
a1
∫ −1/δ
−∞
1
µ
e−y
2
dy + a2
∫ −ζ
−1/δ
1
µ(2 + δy)
e
2
δ2
[2 log(2+δy)−δy]dy
+ a3
∫ ∞
−ζ
1
µ(2 + δ |ζ|)e
−2|ζ|y
2+δ|ζ| dy = 1. (D.3)
We first bound ν(x) when x ≤ −1/δ. Since a1 and a2 are chosen to make ν(x) continuous at
x = −1/δ, we know that a1e−1/δ2 = a2e2/δ2 , or a2 = a1e−3/δ2 . Substituting this into (D.3), we see
that
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a1 ≤ 1
e−3/δ2
∫ −ζ
−1/δ
1
µ(2+δy)e
2
δ2
[2 log(2+δy)−δy]dy
≤ 2µ
e−3/δ2
∫ 0
−1/δ e
2
δ2
[2 log(2+δy)−δy]dy
.
The derivative of e
2
δ2
[2 log(2+δy)−δy] is positive on the interval [−1/δ, 0]. Therefore, on the interval
[−1/δ, 0], this function achieves its minimum at y = −1/δ, implying that e 2δ2 [2 log(2+δy)−δy] ≥ e2/δ2
for y ∈ [−1/δ, 0], and
a1 ≤ 2µ
e−3/δ2
∫ 0
−1/δ e
2
δ2
[2 log(2+δy)−δy]dy
≤ 2µ
e−3/δ2
∫ 0
−1/δ e
2/δ2dy
= 2µδe1/δ
2
.
Hence, for x ≤ −1/δ,
ν(x) ≤ 2µδe1/δ2 1
µ
e−x
2 ≤ 2δ ≤ 2,
where in the last inequality we used the fact that R ≥ 1, or δ ≤ 1. We now bound ν(x) when
x ∈ [−1/δ,−ζ]. By (D.3),
a2 ≤ 1∫ −ζ
−1/δ
1
µ(2+δy)e
2
δ2
[2 log(2+δy)−δy]dy
≤ 2µ∫ 0
−1/δ e
2
δ2
[2 log(2+δy)−δy]dy
.
Using the Taylor expansion
2 log(2 + δy) = 2 log(2) +
2
2
δy − 2
(2 + ξ(δy))2
(δy)2
2
,
where ξ(δy) ∈ [δy, 0], we see that
e
2
δ2
[2 log(2+δy)−δy] = e
4
δ2
log(2)e
2
δ2
[
−δ2y2
(2+ξ(δy))2
]
≥ e 4δ2 log(2)e−2y2 , y ∈ [−1/δ, 0].
Therefore,
a2 ≤ 2µ∫ 0
−1/δ e
2
δ2
[2 log(2+δy)−δy]dy
≤ 2µ
e
4
δ2
log(2)
∫ 0
−1 e
−2y2dy
=
2µe−
4
δ2
log(2)∫ 0
−1 e
−2y2dy
,
where in the second inequality we used the fact that δ ≤ 1. Hence, for x ∈ [−1/δ,−ζ],
ν(x) =
a2
µ(2 + δx)
e
2
δ2
[2 log(2+δx)−δx] ≤ 2e
− 4
δ2
log(2)e
2
δ2
[2 log(2+δx)−δx]∫ 0
−1 e
−2y2dy
≤ 2∫ 0
−1 e
−2y2dy
≤ 4,
where in the second last inequality we used the fact that on the interval [−1/δ,−ζ], the function
e
2
δ2
[2 log(2+δx)−δx] achieves its maximum at x = 0. This fact can be checked by differentiating the
function.
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Lastly, we bound ν(x) when x ≥ −ζ. By (D.3),
a3 ≤ 1∫∞
−ζ
1
µ(2+δ|ζ|)e
−2|ζ|y
2+δ|ζ| dy
= 2µ |ζ| e 2ζ
2
2+δ|ζ| ,
which means that for x ≥ −ζ,
ν(x) =
a3
µ(2 + δ |ζ|)e
−2|ζ|x
2+δ|ζ| ≤ 2 |ζ|
2 + δ |ζ| ≤ |ζ| , (D.4)
which a useful bound only when |ζ| is small, say |ζ| ≤ 1. Now suppose |ζ| ≥ 1. Since ν(x) is
continuous at x = −ζ, we have
a2 = a3e
−2ζ2
2+δ|ζ| e−
2
δ2
[2 log(2+δ|ζ|)−δ|ζ|].
We insert this into (D.3) to see that for x ≥ −ζ,
a3 ≤ e
2ζ2
2+δ|ζ|∫ −ζ
−1/δ
1
µ(2+δy)e
2
δ2
[2 log(2+δy)−δy]e−
2
δ2
[2 log(2+δ|ζ|)−δ|ζ|]dy
≤ e
2ζ2
2+δ|ζ|∫ −ζ
0
1
µ(2+δy)dy
≤ e
2ζ2
2+δ|ζ|∫ −ζ
0
1
µ(2+δ|ζ|)dy
= µ
2 + δ |ζ|
|ζ| e
2ζ2
2+δ|ζ| ,
where in the second inequality we used that
e
2
δ2
[2 log(2+δy)−δy]e−
2
δ2
[2 log(2+δ|ζ|)−δ|ζ|] ≥ 1, y ∈ [0,−ζ],
which is true because the derivative of the function e
2
δ2
[2 log(2+δy)−δy] is negative on the interval
[0,−ζ]. Therefore, for x ≥ −ζ,
ν(x) =
a3
µ(2 + δ |ζ|)e
−2|ζ|x
2+δ|ζ| ≤ 1|ζ|e
2ζ2
2+δ|ζ| e
−2|ζ|x
2+δ|ζ| ≤ 1|ζ| .
Together with (D.4), this implies that ν(x) ≤ 1 for x ≥ −ζ. This concludes the proof of this lemma.

Appendix E. Additional Numerical Results
In this section we present some numerical results comparing Y0(∞) and Y (∞). Although
Theorem 1 is only stated in the context of the W2 metric, we show that Y (∞) is a superior
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approximation when it comes to estimating the both the probability mass function, and cumulative
distribution function. Let {pik}∞k=0 be the distribution of X(∞). For k ∈ Z+ define
piY0k =P
(
Y0(∞) ∈
[
δ(k −R)− δ/2, δ(k −R) + δ/2]),
piYk =P
(
Y (∞) ∈ [δ(k −R)− δ/2, δ(k −R) + δ/2]).
n = 5 n = 100
R supk∈Z+
∣∣pik − piY0k ∣∣ supk∈Z+ ∣∣pik − piYk ∣∣ R supk∈Z+ ∣∣pik − piY0k ∣∣ supk∈Z+ ∣∣pik − piYk ∣∣
3 2.72× 10−2 5.84× 10−3 60 1.59× 10−3 2.95× 10−5
4 1.72× 10−2 2.67× 10−3 80 1.16× 10−3 1.92× 10−5
4.9 2.51× 10−3 3.54× 10−4 98 3.59× 10−4 9.81× 10−6
4.95 1.28× 10−3 1.78× 10−4 99 2.07× 10−4 5.80× 10−6
4.99 2.61× 10−4 3.62× 10−5 99.98 4.71× 10−5 1.34× 10−6
Table 3: Approximating the probability mass function of X˜(∞).
n = 5 n = 100
R dK(X˜(∞), Y0(∞)) dK(X˜(∞), Y (∞)) R dK(X˜(∞), Y0(∞)) dK(X˜(∞), Y (∞))
3 1.32× 10−1 9.27× 10−2 60 3.43× 10−2 2.58× 10−2
4 8.76× 10−2 6.41× 10−2 80 2.93× 10−2 2.23× 10−2
4.9 1.32× 10−2 9.48× 10−3 98 1.03× 10−2 8.10× 10−3
4.95 6.84× 10−3 4.84× 10−3 99 5.86× 10−3 4.53× 10−3
4.99 1.41× 10−3 9.84× 10−4 99.98 1.31× 10−3 9.93× 10−4
n R dK(X˜(∞), Y0(∞)) dK(X˜(∞), Y (∞))
5 4 8.76× 10−2 6.41× 10−2
50 46.59 2.60× 10−2 2.11× 10−2
500 488.94 7.98× 10−3 6.48× 10−3
5000 4965 2.50× 10−3 2.03× 10−5
Table 4: Approximating the cumulative distribution function of X˜(∞). As R increases by a factor of 10
in the second table, both dK(X˜(∞), Y0(∞)) decrease by a factor of
√
10.
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