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With the huge amount of subjective contents in on-line documents, there is a clear need for an 
information retrieval system that supports retrieval of documents containing opinions about the 
topic expressed in a user’s query. In recent years, blogs, a new publishing medium, have 
attracted a large number of people to express personal opinions covering all kinds of topics in 
response to the real-world events. The opinionated nature of blogs makes them a new 
interesting research area for opinion retrieval. Identification and extraction of subjective 
contents from blogs has become the subject of several research projects. 
 
In this thesis, four novel methods are proposed to retrieve blog posts that express opinions 
about the given topics. The first method utilizes the Kullback-Leibler divergence (KLD) to 
weight the lexicon of subjective adjectives around query terms. Considering the 
distances between the query terms and subjective adjectives, the second method uses KLD 
scores of subjective adjectives based on distances from the query terms for document re-ranking. 
The third method calculates KLD scores of subjective adjectives for predefined query 
categories. In the fourth method, collocates, words co-occurring with query terms in the corpus, 
are used to construct the subjective lexicon automatically. The KLD scores of collocates are 
then calculated and used for document ranking. 
 
Four groups of experiments are conducted to evaluate the proposed methods on the TREC test 
collections. The results of the experiments are compared with the baseline systems to determine 
the effectiveness of using KLD in opinion retrieval. Further studies are recommended to 
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Retrieving documents by a certain subject matter is basically the general goal of an Internet 
search engine. However, with increasing amount of subjective contents across the Web, people 
may need to find documents not only containing simply the query terms, but also containing 
other people’s opinions about a certain topic. For example, consumers may want to know other 
people’s comments about a specific product to gain more information for their purchasing 
decisions, while manufacturers may want to know their customers’ reviews about their products, 
as well as other people’s reviews about their competitors’ products for new product 
development, marketing and customer relationship management. Today, there is a huge amount 
of subjective contents in on-line documents, such as web pages, discussion forums, and 
personal blogs etc. If you are considering a vacation in Italy, you might go to a search engine 
and enter the query “Italy travel review” or “Opinion for Italy travel”. However, the fact is that 
only a small portion of documents expressing opinions about Italy travel may actually contain 
the words “review” or “opinion”. Particularly, if people want to find reviews about a specific 
subject, they may go to specific websites for such contents, for instance, Amazon for books 
review, C|net or ZDnet for electronics reviews, and Rottentomatoes for movies reviews. But 
most returned documents may contain description or specification about the subjects rather than 
opinions, and going through all reviews is daunting and time-consuming. Therefore, there is a 
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clear need for a search engine that supports retrieval of documents containing opinions about 
the topic expressed in a user’s query. 
 
One of the central research problems in the area of opinion retrieval is identifying the language 
features and the lexicon that act as the indicators for the presence of opinion expressed about 
the query concept. Also, the extraction of subjective contents from a large number of on-line 
documents becomes a challenging problem in the retrieval of documents containing opinions 
about a specific topic. In recent years, there has been a large body of research focusing on 
topical opinion retrieval. Based on the lexicon and linguistic principles, these works use a 
variety of approaches, such as machine learning (Hurst and Nigam, 2004; Dave et al., 2003), 
adjective proximity (Skomorowski and Vechtomova, 2007), and feature terms extraction (Yi et 
al., 2003) to retrieve opinions from the collection of documents. These approaches will be 
discussed in more detail in the next chapter. 
 
In this thesis, four novel methods are proposed to retrieve documents that express opinions 
about the given topic. As Kullback-Leibler divergence (KLD) of a term can statistically reflect 
the contribution of the term to discriminate relevant documents from the rest of the documents 
in the overall collection, KLD scoring is used in all the proposed methods. The retrieval of 
opinionated documents is a two-stage process. In the first stage (document retrieval), a 
collection of documents is retrieved in response to the original query using topic-relevance 
ranking method. This stage is exactly the same for all four proposed methods. And in the 
second stage (opinion-based re-ranking), the retrieved documents from the first stage are re-
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ranked based on the KLD scores of the subjective lexicon present in the documents. The 
calculations for KLD scores vary in the four proposed methods. 
 
Knowing that people frequently use adjectives to express their subjective opinions (Wiebe, 
Bruce and O’Hara1999; Bruce and Wiebe 2000), and that KLD measures the closeness of a 
term towards relevant documents, method 1 calculates KLD scores of subjective adjectives 
which co-occur with the query terms within the window of 30, and uses the KLD scores in 
query term weighting for document re-ranking. Taking into account the distance between a 
query term and a subjective adjective for each instance of co-occurrence, method 2 calculates 
KLD scores of subjective adjectives based on their distances from the query terms and assigns 
KLD scores to subjective adjectives according to their positions. Because of the fact that people 
use particular adjectives to express opinions for a specific category of topics, method 3 
calculates KLD scores of subjective adjectives under predefined query categories and assigns 
KLD scores based on categories that the topic falls into. Further in method 4, collocates, words 
that co-occur with query terms in the corpus, are used to construct the subjective lexicon 
automatically instead of using the manually composed list of subjective adjectives. KLD scores 
of collocates are then calculated and used for document weighting. 
 
Four experiments are conducted corresponding to the methods. The methods are evaluated on 
TREC corpora. The Blog-06 dataset is used for training our methods, while the Blog-07 
datasets is used for testing. The two datasets have the same collection of documents but 
different topics. KLD scores are calculated based on the Blog-06 relevance judgment results 
using different proposed methods and then applied for document re-ranking in opinion retrieval 
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for Blog-07 topics. Experiment results are then compared with the Blog-07 relevance judgment 
file. In the experiments, a manually constructed list of 1336 subjective adjectives composed by 
Hatzivassiloglou and McKeown (1997) is used to identify the opinionated contents. In addition, 
a list of 5319 collocates around the query terms within the window of 30 are extracted to build 
the subjective vocabulary for method 4. The top 1000 and top 500 KLD scores of collocates are 
used in document weighting for re-ranking.  
 
The rest of the thesis is organised as follows: Chapter 2 gives a theoretical background of 
Information Retrieval and a review of related work. Chapter 3 includes the fundamental 
evaluation measures and the overview of evaluation scheme applied in this study. Chapter 4 
presents the detailed document ranking methods developed over the course of this thesis. 
Chapter 5 describes the experiment data, setup and procedures; Chapter 6 discusses the 


















Chapter 2  
Background and Related Work 
 
2.1 Information Retrieval Models  
In information retrieval, there are two types of tasks: ad hoc and filtering. In the ad hoc retrieval 
(Baeza-Yates and Ribeiro-Neto, 1999), documents in the collection remain relatively static 
while new queries are submitted to the system. The web search engine, Google, is a typical 
representation of ad hoc retrieval mode. A similar but distinct task is one in which queries 
remain relatively static while new documents come into the system and leave. This operational 
mode is termed as filtering (Baeza-Yates and Ribeiro-Neto, 1999). The concrete examples of 
filtering tasks will be the stock market and news wiring services. 
 
In an ad hoc task, concerned with fetching information from a collection of documents by 
means of an input query, the effectiveness of the query plays an important role in the 
performance of the task. Meanwhile, the principle technique of an ad hoc retrieval task is to use 
a formula to rank the collection of documents and retrieve the ones with high scores. 
 
Typically, in a filtering task, the crucial step is not the ranking of the collection, but the 
construction of a user profile that truly reflects the user’s preferences. The most common 
approaches for deriving a user profile are based on iteratively collecting relevant information 
from the user, deriving preferences from the information, and modifying the user profile 
5 
accordingly. The information from the user may be a set of keywords the user inputs, or 
patterns derived from the relevance feedback cycle. Hence, the more information the system 
collects, the more accurate the information retrieval is.  
 
The three classic information retrieval models proposed over years are Boolean model, Vector 
Space model, and Probabilistic model. The detailed description of these models will be 
discussed in the following sections. 
 
2.1.1 Boolean Model 
Based on the set theory and Boolean algebra, the Boolean model provides a framework, which 
is easy to grasp by a common user of an information retrieval system. Generally speaking, the 
Boolean model considers terms as either present or absent in a document. As a result, the index 
term weights are assumed to be binary. A query q is usually represented as Disjunctive Normal 
Form (DNF), linking the index terms by connectives: and, or, not. 
 
The advantage of the Boolean model is its inherent simplicity and neat formalism. However, 
there are always problems with oversimplification. The drawback of the model is obviously the 
exact matching -- it can only predict each document to be either relevant or non-relevant, and 
there is no notion of a partial match to the query conditions. The exact matching is too limited 
that it may lead to retrieval of too few or too many documents. 
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2.1.2 Vector Space Model 
Given the disadvantage of Boolean model, term index weighting is introduced in Vector Space 
model to assign non-binary weights to index term in queries and in documents. These weights 
are ultimately used to compute the degree of similarity between each document stored in the 
system and the user’s query. Thus, unlike Boolean model, Vector Space model supports partial 
relevance. 
 
By means of algebraic functions of vector, Vector Space model proposes to evaluate degree of 
similarity with regard to the query q as the correlation between the vectors of documents and 
queries. As documents and queries are expressed as vectors, the similarity between a document 
and a query can be easily calculated by cosine value of the two vectors. And then, the Vector 
Space model ranks documents according to their degrees of similarity to the query.  
 
The substantial improvement in retrieval performance of Vector Space model attributes to its 
index term weighting scheme and partial matching strategy. Unfortunately, Vector Space model 
has its limitation of assuming index terms to be mutually independent.  
 
2.1.3 Probabilistic Model 
Assuming that relevant documents share similar characteristics, Probabilistic model estimates 
the probability of relevance of a document to the query based on information, such as term 
incidence in documents and queries, as well as relevance judgments given by users. 
Probabilistic model was proposed and extensively researched by Van Rijsbergen (Van 
Rijsbergen, 1975), Robertson & Sparck Jones (Robertson and Sparck Jones, 1976), Croft & 
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Haper (Croft and Haper, 1979), and Maron & Cooper (Robertson, Maron, and Cooper, 1982). 
Meanwhile, relevance feedback was proposed to use relevance judgments to further improve 
performance of information retrieval. The process of relevance feedback based on Probabilistic 
model has been heavily used by researchers, aiming to find more relevant documents using their 
similarities in probabilistic characteristics. 
 
The advantage of Probabilistic models, in theory, is that documents are ranked in decreasing 
order in terms of the probability of relevance. The main disadvantage of Probabilistic models is 
the need to guess the initial separation of documents into relevant and non-relevant sets, 
because of the assumption of ideal answer set, saying that “given a user query, there is a set of 
documents contains exactly the relevant documents and no others” (Sparck Jones et al., 2000). 
The Robertson/Sparck Jones probabilistic model is one of the most prevalent and accepted 
models used in information retrieval. It will be elucidated in more detailed in the later section. 
 
On the whole, the Boolean model is considered to be the weakest model out of the three. 
Practically, there is some controversy as to whether the Probabilistic model outperforms the 
Vector Space model. Through several different measures, it has been commonly proven that the 
Vector Space model is expected to outperform the Probabilistic model with general collections 
(Baeza-Yates and Ribeiro-Neto, 1999). However, in ad hoc retrieval task, the Robertson/Sparck 
Jones probabilistic model yielded better performance and the probability ranking principle 
showed that optimum retrieval quality can be achieved under certain assumptions (Norbert Fuhr, 
1992). 
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2.2 Robertson / Sparck Jones’ Probabilistic Model   
As mentioned in last section, the Probabilistic model attempted to capture information retrieval 
problems within a probabilistic framework. Various experiments were conducted, evaluated and 
analyzed. The Robertson / Sparck Jones’ Probabilistic model was proven to be one of the most 
prevalent and accepted models and has become the base of the Okapi information retrieval 
system (K. Sparck Jones, S. Walker, and S. E. Robertson, 1998). In this section, an in-depth 
explanation of the Robertson / Sparck Jones’ Probabilistic model will be given. 
 
2.2.1 Assumptions and Fundamental Definitions 
Following the widespread convention, formal presentation of the model simply refers to the 
initial document descriptions as documents D, and to initial request descriptions as queries Q. 
For convenience, every document may be assumed to be individual and unique. Strictly 
speaking, relevance is rather the relevance to the query, but the relevance to the information 
need of the user, which is an expression of the user’s request submitted for system searching. 
Furthermore, relevance is assumed to be binary (a document is either relevant to a query/need 
or non relevant), which can be attributed to a document without considering any other 
documents in the system (Sparck Jones et al., 2000). 
 
By giving fundamental definition of relevance above, the general Probabilistic model is actually 
seeking to retrieve information ground on the probability of relevance. There is a basic question 
of the Probabilistic model -- “What is the probability that this document is relevant to this 
query?” (Baeza-Yates and Ribeiro-Neto, 1999) In other words, the basic question can be 
interpreted as “What is the probability that the document will be judged relevant to the 
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query/need?” However, the purpose of asking the basic question is to rank documents in order 
of their probabilistic of relevance. To answer the basic question, for each query, any number of 
documents has to be ranked, potentially the whole collection. Therefore, information retrieval 
with Probabilistic model can be treated as a ranking process. This follows the Probability 
Ranking Principle (Robertson, 1977). 
 
The key point about the Probability Ranking Principle is that the probability of relevance to a 
user’s need is not an end in itself, but a means to rank documents on this basis. That is, the 
retrieval system provides the ranking of documents in the collection, and leaves the user to 
examine the ranked list from the top, as far as he or she wants to go. Apparently, in the user’s 
point of view, the kernel problem regarding information retrieval systems is the issue of 
predicting which documents are relevant and which are not. The decision is highly dependent 
on the ranking of retrieved documents by using term weighting. Therefore, ranking and 
weighting are critical in the process of attempting to interpret the Probabilistic model. Based on 
the variations of terms and documents, there are three different sources of information for term 
weighting: Term Incidence, Term Frequency, and Document Length. By further considering 
relevance information, Robertson and Sparck Jones (1976) introduced relevance weight. 
 
2.2.2 Term Incidence and Weighting 
It is obvious that terms that occur in only a few documents are often more valuable than those 
that occur in many, and hence are better predictors of relevance. Therefore, it is necessary to 
determine the contribution of a term’s presence in a specific document to that document’s 
probability of relevance from the term’s overall incidence (Sparck Jones, Walker, and 
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Robertson, 1998). It means, the term’s contribution will depend on the relation between the 
number of documents in which it occurs and the number of documents in the file. Thus, 
Collection Frequency Weight is defined as 
 
                                                              CFW = log 
in
N                    (2.1) 
 
Where ni is the number of documents term ti occurs, and N is the total number of documents in 
the collection (Sparck Jones, Walker, and Robertson, 1998). This weight was proposed by 
Sparck Jones in 1971, and known as Inverse Document Frequency (idf). It is based only on the 
incidence frequency and is applied in the absence of relevance feedback (Sparck Jones, Walker, 
and Robertson, 1998; Baeza-Yates and Ribeiro-Neto, 1999).  
 
2.2.3 Term Frequency and Weighting 
Term frequency is the term’s within-document frequency that distinguishes one document 
containing it from another. In this case, while term’s collection frequency is the same for any 
document, the term frequency may vary -- the more often a term occurs in a document, the 
more likely it is to be important for that document. So that term frequency for term i, TFi, is 
simply defined to be the number of occurrences of term i in the document. Associated with the 
usual presence weight of term ti, the resulting formula is 










1 )1()(                    (2.2) 
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Where k1 determines how much weight reacts to increasing term frequency. In practice, values 
in the range of 1.2 - 2 were proven to be effective (Sparck Jones, Walker, and Robertson, 1998). 
This range implies that the effect of term frequency is highly non-linear, for example, after 
several occurrences of the term, the impact of additional occurrences is minimal.   
       
This method is not only a way of bringing two separate types of information about terms and 
documents together, but of capturing the significance of different frequencies of terms in a 
single document in relation to term behavior across the collection: a document has a higher 
probability of relevance not simply if a term is frequent in it, but is unusually frequent given the 
number of documents in which it appears (Baeza-Yates and Ribeiro-Neto, 1999). 
 
2.2.4. Document Length and Weighting 
It is reasonable that a term, which occurs the same number of times in a short document and in 
a long document, is likely to be more valuable for the short document. Although from a 
linguistic point of view, wordiness attributes merely to repetition rather than greater elaboration 
(Sparck Jones, Walker, and Robertson, 1998), it is still sufficient to equate refinement with 
prolixity because the topics in retrieval system are fairly general level. Thus, it is appropriate to 
extend the model interpretation to normalize term frequency by document length.  Robertson 
and Sparck Jones (1995) introduced some uniformity of scaling by relating document length to 
the length of an average document to ensure that a document of average length will get the 
same score after normalization. The simple normalization factor is defined as  
 
12 
                                                              NF = 
AVDL
DL         (2.3) 
 
By adding a tuning constant b, the mixed normalization factor would be  
 
                                                       NF = ((1-b) + b*
AVDL
DL )       (2.4) 
 
Considering the term frequency function mentioned above, after normalization, it becomes 
 
















1       (2.5) 
 
Replacing ))1((*1 AVDL
DLbbk +− with K, Formula 2.5 can be simplified as  
 










)( 1        (2.6) 
 
The above formula is known as BM25, which is the best-match weighting function 
implemented in Okapi (Sparck Jones, Walker, and Robertson, 1998). A value of around b = 
0.75 is often used for better results (Sparck Jones, Walker, and Robertson, 1998). 
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2.2.5 Relevance Information and Relevance Weights 
In addition to the attributes of the query terms and documents, such as term incidence, term 
frequency, and document length, information about whether the documents, in which a term is 
present, are already actually known to be relevant or non-relevant to the user will lead to more 
accurate estimation of probability of relevance. That is, the probability of relevance can be 
estimated based on the known relevance information. Robertson and Sparck Jones (1976) 
introduced the term incidence contingency table, shown in Table 2.1. 
   
 Relevant Non-relevant Total 
Containing the term r n – r N 
Not containing the term R – r N – n – R + r N – n 
Total R N – R N 
Table 2.1: Term incidence contingency table 
 
With the above relevance information, Pi, the probability of presence of term i in the relevant 
document set, and iP , the probability of presence of term i in the non-relevant document set, can 
be estimated as   
                                   
R





=                    (2.7) 
 
and the Term Presence Weighting formula can be rewritten as 
 







=                               (2.8) 
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Where N - the number of documents in the collection, 
 R - the number of relevant documents in the collection,  
 n - the number of documents containing term i,  
r - the number of relevant documents containing term i 
 
In the absence of relevance information, P can be estimated from the proportion of items in the 
collection that contains the term, that is n/N , based on the assumption that in the context of the 
entire collection N, the number of relevant documents R is  likely to be small (K. Sparck Jones, 
S. Walker, and S. E. Robertson, 1998). 
 
The small values of the central cells in Table 2.1 result in an infinite weight in Formula 2.8. To 
avoid this problem, Robertson and Sparck Jones (1997) modified the formula by adding 0.5 to 
all the central cells. The Relevance Feedback Weighting formula is developed to Formula 2.9. 
 







RnNrRW                    (2.9) 
 
This weighting scheme gives relatively higher weight to query terms that have a high relevant 
document incidence and low additional non-relevant document incidence (K. Sparck Jones, S. 
Walker, and S. E. Robertson, 1998). For example, with the IDF as 4.6 and term incidence as 
10046, for the term “coffee”, if the formula is applied by using two values of r, 17 and 2, the 
one using r=17 will result in RW = 6.3 which is greater than the one using r=2 with RW = 2.6.  
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2.3 Topical Opinion and Blogs  
2.3.1 Topical Opinion 
People searching for information on the Internet may have more complex information needs 
than simply finding documents related to a certain keywords. They may not only be interested 
in documents that are about a certain topic, but also documents that contain other people’s 
opinions. With the rapid expansion of e-commerce, in order to enhance customer satisfaction, it 
has become a common practice for the merchants to enable their customers to review and 
express opinions on the products. Similarly, people can express opinions about other people, 
such as celebrities and politicians. With more and more users becoming comfortable with 
expressing their opinions on the Internet, an increasing number of people are writing 
opinionated content. Consequently, the number of documents with opinionated content on the 
Internet grows rapidly, and they are spread across different locations, such as news groups, e-
commerce websites, individual websites and blogs (or web logs). People looking for opinions 
on a certain subject have to go to specific websites that might contain such content. For instance, 
Amazon for reviews of books or Vote Survey for politicians reviews. Alternatively, people have 
to add subjective words or phrases to their query, such as “reviews” or “opinion”. However, 
only a small portion of documents that express opinions on a topic may contain words such as 
“reviews” or “opinion”.   
 
Therefore, there is an obvious demand for a domain-independent search engine that would 
support ad hoc retrieval of documents containing opinions on the topic expressed in the user’s 
query. The topical opinions retrieved can contribute to tracking consumer-generated content, 
brand monitoring, and, more generally, media analysis. 
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2.3.2 Blogs 
Blogs (or web logs) have recently emerged as a new publishing medium. Unlike the traditional 
media such as newspaper, which only involves a limited number of authors and readers, blogs 
can reach a wider audience, and with the accessible and easy to use blog-writing software, blogs 
can be written by anyone with Internet access. Thus, the journal-like blogs have attracted a 
large number of authors and readers, creating a large subset of the World Wide Web that 
evolves and responds to real-world events. With the feature that Blogs are created by the 
authors purely for self-expression, but not intended for any sizable audience, blogs contain a 
great volume of personal opinions covering all kinds of topics from global events to daily 
personal life. The opinionated nature of blogs makes blogs a new interesting research area.  
 
2.3.3 Related Work in Topical Opinion Retrieval 
There exists a large body of research focusing on sentiment analysis and orientation 
classification. Based on the lexicon and linguistic principle, these works use a variety of 
approaches, such as machine learning (Hurst and Nigam, 2004; Dave et al., 2003), adjective 
proximity (Skomorowski and Vechtomova, 2007), and feature terms extraction (Yi et al., 2003) 
to retrieve opinion from the collection of documents.  
 
Given that semantically similar words can be identified automatically on the basis of 
distributional properties and linguistic cues (Brown et al., 1992; Pereira et al., 1993; 
Hatzivassiloglou and McKeown, 1993), identifying the semantic orientation of words would 
allow a system to further refine the retrieved semantic similarity relationships. Hatzivassiloglou 
and McKeown (1997) presented an approach to automatically retrieve semantic orientation 
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information of adjectives by utilizing indirect information collected from a large corpus (the 
collection of documents). Because the method relies on the corpus, information extracted is 
domain-dependent. If the corpus changes, it can automatically adapt to the new domain 
(Hatzivassiloglou and McKeown, 1997). The result yields 78% accuracy on the sparsest test set 
up, and 92.37% when a higher number of links is present. These results are significant 
statistically when compared with the baseline method of randomly assigning orientations to 
adjectives, or always predicting the most frequent (for types) category (Hatzivassiloglou and 
McKeown, 1997). 
 
Hurst and Nigam (2004) proposed a lightweight but robust approach to reliably extract polar 
sentences about a specific topic from a corpus of data containing both relevant and irrelevant 
text. Hurst and Nigam first assumed that “any sentence that is both polar and topical is polar 
about the topic in question” (Hurst and Nigam, 2004). And then they approximated the 
topicality judgment with a statistical machine learning classifier and the polarity judgment with 
shallow NLP techniques. With the sound underlying assumption, this method results in high-
precision identifying the blurry sentences. In the industrial setting, the marriage of topical 
statement retrieval and the polarity detection of both the document and part of the document 
have greatly improved the performance of opinion retrieval. 
 
Yi et al. (2003) proposed sentiment analysis to extract positive and negative opinions about 
specific features of a topic using natural language processing techniques. The sentiment 
analysis consists of three elements according to its process flow: a topic specific feature term 
extraction, sentiment extraction and (subject, sentiment) association by relationship analysis. 
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Their method first determines candidate feature terms based on structural heuristics then 
narrows the selection using the mixture language model and the log-likelihood ratio (Yi, 2003). 
A pattern-dependent comparison is then made to a sentiment lexicon gathered from a variety of 
linguistic resources. This method is run on the review article datasets about digital camera and 
music review. The result is compared with the collocation algorithm and the best performing 
algorithm in ReviewSeer, which is by far the best opinion classifier. The result shows that the 
precision, recall and accuracy of SA are 87%, 56% and 85.6%, while the accuracy of the best 
algorithm of ReviewSeer is 88.4%. 
 
Dave et al. (2003) proposed and evaluated a number of algorithms for selecting features for 
document classification by positive and negative sentiment using machine learning approaches 
(Dave et al., 2003). The classifier was used to identify and classify review sentences from the 
web, obtaining as good as 76% in accuracy for the review classification task. 
 
Hu and Liu (2004) focused their works on mining opinion and product features that the 
reviewers have commented on. They developed a method of identifying frequent features of a 
specific review item, and finding opinion words from reviews by extracting adjectives most 
proximate to the terms representing frequent features. Their experiment is conducted on 
customer reviews of five electronic products from Amazon.com and C|net.com with the average 
recall of 80% and the average precision of 72%. 
 
Skomorowski and Vechtomova (2007) proposed a lightweight method for ad hoc retrieval of 
documents, which contain subjective content on the topic of the query. In the method, 
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documents are ranked by the likelihood each document expresses an opinion on a query term, 
approximated as the likelihood any occurrence of the query term is modified by a subjective 
adjective (Skomorowski and Vechtomova, 2007). A domain-independent user-based evaluation 
of the proposed methods was conducted, and the result shows statistically significant gains over 
Google ranking as the baseline.  
 
2.4 Query expansion  
The problem of word mismatch is fundamental to information retrieval. Simply stated, it means 
that people often use different words to describe concepts in their queries than authors use to 
describe the same concepts in documents. In the Probabilistic model, attributes of terms, such as 
term frequency and term incidence, are used to predict the document relevance to the query 
topic. However, when a query term is not present in the document, its contribution to the 
document score is zero. Query expansion is created to solve the problem. Query expansion 
methods find additional discriminative terms and add them to the original query. If the 
additional terms are related to the query topic, it is likely that the retrieval performance would 
be improved.  
 
In the methods proposed in this thesis, different approaches were used to extract words (terms) 
from the collection of judged relevant documents. And then, the KLD scores were calculated 
based on the terms’ occurrences in the two relevance judgment sets, the set of all judged 
documents and the set of the opinionated documents. However, these extended terms were not 
added to the original query to form a new query as query expansion does. With the same goal to 
improve the retrieval performance, these terms ranked by their KLD scores were used to re-rank 
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the retrieved documents. More details about the methods will be described in Chapter 4 
Methodology.  
 
2.5 Term Proximity 
Document retrieval functions, such as BM25, have been shown to be highly effective in ad-hoc 
information retrieval tasks. However, the Probabilistic model is based on term independence 
assumption that the occurrences of query terms contained in a document are independent of 
each other. It becomes one of its shortcomings that the proximity of query terms within a 
document is not taken into account and accordingly same score is given to a document 
regardless whether the query terms appear close to each other or far apart (Büttcher et al., 2006). 
Terms in a document are actually dependent on each other because of syntactic and semantic 
relationships. Because of the fact that query terms appear relatively closer to each other in a 
relevant document (Büttcher et al., 2006), the dependency of terms, which co-occur in 
proximity of a certain distance, is helpful in document ranking using the distance information. 
 
Hawking and Thistlewaite (1995) obtained document relevant scores by using proximity 
relationships by multiplying proximity information score to each occurrence of proximity 
relationships. The proximity score was defined as 1/ 1−iS , where Si is the span of the instance 
i of a proximity relationship.  
 
With the proximity information, the longer the proximity relationships span, the smaller the 
document relevance scores. The results improved the performance by 10% compared with the 
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commonly used tf idf (ft – term frequency within a document; idf – inverse document 
frequency) document ranking (Hawking and Thistlewaite, 1995).  
×
 
Rasolofo and Savoy (2003) further added term proximity scores to the Okapi weights. Term 
proximity is considered as the product of term minimum weight of the co-occurred query terms 
and the inverse of their distance (Rasolofo and Savoy, 2003). The result showed that with the 
increase of the distance between the query terms, the importance of the co-occurrence 
decreased. This method improved the retrieval performance, especially for the collection of 
fewer documents (Rasolofo and Savoy, 2003).  
 
Previous studies have shown that using proximity information in document ranking can 
improve retrieval performance. These studies assumed that the closer a set of query terms is, the 
likely they could indicate the document relevance. Based on the belief that semantically related 
words are always co-occurring in proximity and the proven performance improvement in 
document ranking using term proximity, proximity of query term instance to subjective 
adjectives was used in this study to calculate the document weights.  
 
 
2.6 Ad hoc Opinion Retrieval 
Skomorowski and Vechtomova (2007) proposed a domain-independent method for ad hoc 
retrieval of documents containing opinions about a given query topic. This approach ranked 
documents according to the likelihood each document expresses an opinion on a query term, 
approximating it as the likelihood that the query term occurrences were modified by subjective 
adjectives (Skomorowski and Vechtomova, 2007). 
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Assuming that users always want to find opinions about a single entity and such an entity is 
typically expressed as a noun or noun phrase, adjectives modifying the entity were treated as 
the indicators of opinion about the entity.  The manually constructed list of subjective adjectives 
by Hatzivassiloglou and McKeown (1997) was used to calculate the probability of a noun at a 
certain distance from an adjective being the target of that adjective. Instead of applying 
syntactic parsing at search time to determine whether the query term instance was the target of a 
subjective adjective in a document, which was computationally expensive, probabilities of 
subjective adjectives modifying nouns at certain distances were pre-computed. Skomorowski 
and Vechtomova (2007) introduced a method to calculate the probabilities by using a parsed 
training corpus with marked adjective targets. As identification of adjective targets in the 
training corpus and the calculation of probabilities were done before the search time, at the 
search time, the system only needed to determine the distance between the instance of query 
term and the nearest subjective adjective, and look up the probability that the adjective modifies 
a noun at this distance (Skomorowski and Vechtomova, 2007). 
 
To calculate the probability that an adjective modifies a noun at a certain distance, a training 
corpus with marked adjectives and their targets were needed. SNoW Shallow Paser (Li and 
Roth, 2001) was used to determine the part-of-speech (POS) of words and boundaries of noun 
phrases. Skomorowski and Vechtomova (2007) defined a noun to be the target of an adjective 
when it was the head of the noun phrase that the adjective modified. As the last noun in the 
noun phrase was assumed to be the head, the probability Pi that a noun was the target of an 
adjective at distance i was calculated by Formula 2.10 as follows: 
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                          Pi =  K 
 T 
i
i                  (2.10) 
 
Where: Ti - the total number of nouns which are targets of any subjective adjective separated by 
distance i; Ki - the total number of nouns separated by distance i from a subjective adjective.  
 
Based on Formula 2.10, probabilities for positions of +/-10 words away from an adjective were 
calculated using the AQUAINT corpus. The results showed that the position immediately 
following a subjective adjective, i.e. “lucky man”, had the highest probability of containing the 
target of the adjective. Due to the cases where the target would be the head of a longer noun 
phrase, the position with the next highest probability was one word away following the 
adjective, i.e. “excellent basketball players”. The predicative use of adjectives, i.e. “sky is 
beautiful” made position -2 the third highest probability. 
 
With the probabilities of a noun being modified by adjectives at certain distances, documents 
were ranked by the likelihood they express opinions on the query terms, which was a document 
score calculated by “the aggregate probability that the documents refer to occurrences of the 
query term based on the pre-computed probabilities” (Skomorowski and Vechtomova, 2007). 
 
To evaluate the system, a user-based evaluation with 33 users was conducted. Google search 
engine was used to measure the number of relevant documents retrieved based on the users’ 
judgments of each document as “query relevance”, “relevance to a related topic”, or “containing 
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no opinion”. The results showed that the developed method significantly (paired t-test, P<0.05) 
improved performance of topical opinion retrieval over the baseline.  
Chapter 3  
Evaluation 
 
3.1 Retrieval Evaluation Measures 
The most directed functional performance analysis in information retrieval evaluation is to 
evaluate how precise the answer set is (Turpin and Hersh, 2001). This type of evaluation is 
known as retrieval performance evaluation. The evaluation is usually based on a test reference 
collection and on an evaluation measure (Baeza-Yates and Ribeiro-Neto, 1999). The test 
reference collection consists of a collection of documents, a set of queries, and a set of relevant 
documents provided by specialists for each query. Given a retrieval strategy S, for each query, 
the evaluation measure quantifies the similarity between the set of documents retrieved by S 
and the set of judged relevant documents. This provides an estimation of the goodness of the 
retrieval strategy S. 
 
3.1.2 Recall and Precision Measures 
Given a query Q and its set R of relevant documents, by using an evaluation strategy, a set A is 
generated as the answer set for the query Q. Let |R| be the number of relevant documents in R, 
|A| be the number of retrieved documents in A, and |Ra| be the number of documents in the 
intersection of the sets R and A. Recall is defined as the fraction of relevant documents which 
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have been retrieved, and Precision is defined as the fraction of retrieved documents which are 
relevant. The formulae are showed as follow: 









Ra                                                         (3.2) 
 
Recall is usually used to measure the effectiveness of a retrieval system (Baeza-Yates and 
Ribeiro-Neto, 1999). For example, if there were 10 relevant documents in total, strategy A that 
retrieves 8 relevant documents (Recall = 0.8) is considered to be more effective than strategy B 
that only retrieves 5 relevant documents (Recall = 0.5). Precision is usually used to measure the 
efficiency of a retrieval system (Baeza-Yates and Ribeiro-Neto, 1999). A retrieval system with 
higher precision could fetch relevant documents to users faster than a retrieval system with 
lower precision. 
 
3.1.2 Standard Evaluation Measures 
After the relevance judgments have been made, the performance of each run is evaluated by the 
comparison between the experiment results and relevance judgments results according to 
standard measures. The most frequently used measures are precision at various document cutoff 
points, such as precision at 10 retrieved documents (P@10), precision after R relevant 




3.1.2.1 Precision at 10 (P (10))  
Precision at different document cutoff values n is the mean precision values when n relevant 
documents are retrieved. It is calculated according to Formula 3.3. 
 
r
rnrec )()(Pr =                               (3.3) 
 
Where n(r) – the number of relevant documents retrieved up to and including rank r. 
 
P (10) counts the number of relevant documents in the top 10 documents in the ranked list 
returned for a topic. This measure is closely correlated with users’ satisfaction in tasks, as high 
precision in top 10 documents can undoubtedly increase users’ satisfaction with system 
(Voorhees and Buckley, 2004). However, P (10) has a much larger margin of error associated 
with it than other measures. Therefore, it is not a powerful discriminator among retrieval 
methods and averages poorly.  
 
3.1.2.2 R-Precision (R-prec) 
R-Precision is the precision after R documents are retrieved where R is the number of relevant 
documents for the given topic. It has a much smaller margin of error than P (10), though a 
larger error than MAP. Baeza-Yates and Ribeiro-Neto (1999) claimed that it is useful to 
observe behaviors of a strategy for each individual query in an experiment.  
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3.1.2.3  Mean Average Precision (MAP) 
To evaluate the retrieval performance for strategies that run for several distinct queries, Average 
Precision, the average of the precision for a query at each recall level, is calculated according to 
Formula 3.4. 







)(Pr                    (3.4) 
 
Where N – the number of relevant documents retrieved for the topic; r – the rank of the 
retrieved relevant documents; Prec(r) – the number of relevant documents retrieved up to and 
including rank r calculated as in Formula 3.3 
 
Assuming the precision for relevant documents that are not retrieved to be zero, average 
precision is basically the mean of precision scores obtained after each relevant document is 
retrieved (Voorhees and Buckley, 2000). Average precision is based on much more information 
than either P (10) or R-precision, therefore it is a more powerful and more stable measure. 
Mean Average Precision (MAP) is calculated as the mean of all average precision values for a 
set of queries used in the evaluation. 
 
3.1.2.4 Binary Preference (bpref) 
Since the scores for P (10), R-precision, and MAP are completely determined by the ranks of 
the relevant documents in the result set, these measures make no distinction in pooled 
collections between documents that are explicitly judged as non-relevant and documents that 
are assumed to be non-relevant because they are not yet judged (Buckley and Voorhees, 2004). 
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Therefore, binary preference (bpref) was introduced to measure the effectiveness of a system 
on the basis of judged documents by depending only on the absolute number of relevant and/or 
judged non-relevant documents. It is called “bpref” because it uses binary relevance judgments 
to define the preference relation, in which any relevant document is preferred over any non-
relevant document for a given topic (Buckley and Voorhees, 2004). 
 
Consequently, bpref measures the average number of times non-relevant documents are 
retrieved before relevant documents. For a topic with R relevant documents, bpref is calculated 
according to Formula 3.5.                                                    




bpref 11        (3.5) 
 
Where r is a relevant document and n is a member of the first R judged non-relevant 
documents retrieved by the system. For example, a bpref of 80% means that 20% of non-
relevant documents are ranked above relevant documents, while a bpref of 100% means that all 
relevant documents appear before all non-relevant documents. 
 
3.2 TREC and Blog Track 
Text Retrieval Conference (TREC), co-sponsored by the National Institute of Standards and  
Technology (NIST) and U.S. Department of Defense, is an annual international conference for 
researchers in information retrieval areas to report their latest works and exchange ideas. For 
each track of TREC, NIST provides a collection of documents and a set of user queries (topics). 
The participating research groups run their own retrieval systems on the document collection 
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for the given query topics, and return to NIST a list of the retrieved top-ranked documents. 
NIST hires evaluators to judge the relevance of the top retrieved documents, and evaluates the 
results. TREC provides the infrastructure necessary for large-scale evaluation of text retrieval 
methodologies. In every annual cycle, TREC consists of a set of tracks (retrieval tasks), such as 
High Accuracy Retrieval from Documents (HARD), Question Answering, Enterprise, Blog etc. 
 
3.2.1 TREC Blog Track 
TREC began the Blog track from 2006. It aimed to explore the information seeking behaviors 
in the blogs. For this purpose, a new large-scale test collection, namely the TREC Blog06 
collection, has been created and used for 2006 – 2008 TREC tasks. In the first pilot run of the 
blog track, there were two tasks, the main task (opinion retrieval) and an open task. The opinion 
retrieval task focuses on a specific feature - the opinionated nature of many blogs (Iadh Ounis et 
al., 2006). The open task was introduced to allow participants the opportunity to influence the 
determination of a suitable second task for other features of blogs. 
 
3.2.2 Blog-06 Test Collection 
The collection of blogs, called Blog-06, was created by the University of Glasgow. It included a 
selection of “top blogs” provided by Nielsen BuzzMetrics (Nielsen BuzzMetrics, 2005) and 
supplemented by the University of Amsterdam. The University of Glasgow monitored the 
resulting 100,649 blog feeds over a period of 11 weeks from December 2005 to February 2006. 
During the period, XML feeds and the corresponding permalink documents were fetched and 
saved. The total number of permalink documents used in the TREC 2006 Blog Track is over 3.2 
million. Furthermore, the blogs in different topic categories accessible to the TREC assessors 
31 
were covered. Topics included news, sports, politics, health, etc. Table 3.1 shows the detailed 
statistics of the final Blog-06 test collection. 
Table 3.1: Details of the Blog-06 test collection and its corresponding statistics 
 
In addition, given the particular severity of spam in the blogs, a selection of assumed spam 
blogs was added to the collection to ensure that blog track participants had a realistic research 
setting (Iadh Ounis et al., 2006). This created a simulated “real world” environment for 
evaluation. 
 
3.2.3 Opinion Retrieval Task 
In the TREC 2006 blog track, the opinion retrieval task is to search for blog posts that express 
opinions about a given target. The target can be a “traditional” named entity, i.e. a name of an 
organization or a person, a concept, i.e. a type of technology, a product name, or an event (Iadh 
Ounis et al., 2006). Given the described topics, the retrieval task can be summarized as “What 
do people think about X”, where X is the target. In this case, the topic of the post is not 
necessary to be the same as the target, but an opinion about the target has to be present in the 
post or one of the comments to the post (Iadh Ounis et al., 2006). To be more specific, the 
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opinion retrieval task is to identify and rank the blog posts expressing an opinion regarding a 
given topic. 
 
In the opinion retrieval, only retrieving blog posts that contain the query terms is far from 
correct. It must uncover “explicit expression of opinions or the public sentiment towards the 
given topics showing a personal attitude, and exclude the ones that give formal definitions of 
the topics” (Iadh Ounis et al., 2006). Thus, to retrieve blog posts that contain opinions about the 
topics becomes the major challenge in opinion retrieval task. 
 
3.2.4 Topics 
A TREC topic is “a natural language statement of the information need” (D. Harman, 1994). 
The Blog-06 topics were selected by NIST from a donated collection of queries sent to 
commercial blog search engines during the time Blog-06 test collection was being collected 
(Iadh Ounis et al., 2006). The final 50 topics used in the opinion retrieval task followed the 
structure used in previous TREC test collections. Each topic consists of fixed segments, such as 
topic number, title, description, and narrative. An example of a topic is shown in Figure 3.1. 
 
Figure 3.1: Blog track 2006, opinion retrieval task, topic #871 
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The title fields of the topics directly came from the literal queries from the search query logs 
file (Iadh Ounis et al., 2006). Based on the titles, NIST assessors developed interpretations of 
what the searchers were originally looking for when the queries were submitted. And then, the 
assessors searched the Blog-06 test collection to see if blog posts with relevant opinions 
appeared in the collection and recorded the explanations of queries in the description and 
narrative fields of the topics (Macdonald and Ounis, 2006). 
 
3.2.5 TREC Evaluation 
Given the results file and a standard set of judged results, TREC_EVAL is a program designed 
to evaluate TREC results using the standard NIST evaluation procedures. TREC_EVAL has 
become the primary method for evaluating retrieval results (Voorhees and Buckley, 2000). 
There are two major input parameters in TREC_EVAL – the experiment results file and the 
TREC judgment results file. The experiment results file follows the format of “Topic_id Q0 
docno rank sim runtag” delimited by spaces, where Topic_id is the three digit topic number, (i.e. 
“851”); Q0 is an integer constant (i.e. “0”); docno is the permalink document number that can 
be found between <DOCNO> and </DOCNO> tags; rank is the rank at which the system 
returned the document, and is required to be an integer from 1 to 1000; sim is the system's 
similarity score; run_id is the run's identifier string.  
 
TREC_EVAL calculates the standard measures of system effectiveness by comparing the 
experiment results file and the relevance judgments file. It outputs values for different 
evaluation measures, such as MAP, GMAP, R-Prec, bprec, Precision at n documents (n=5, 10, 
15 …) etc for each topic, as well as averaged results for all topics. Figure 3.2 shows an example 
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of the TREC_EVAL output for 50 queries. Therefore, the results of TREC_EVAL become the 
indicator for the opinion retrieval performance. 
                                              
num_q           all 50 
num_ret         all 39782 
num_rel         all 12187 
num_rel_ret    all 8218 
map             all 0.3805 
gm_ap           all 0.2938 
R-prec          all 0.4097 
bpref           all 0.4361 
recip_rank      all 0.7962 
ircl_prn.0.00   all 0.8894 
ircl_prn.0.10   all 0.7084 
ircl_prn.0.20   all 0.6156 
ircl_prn.0.30   all 0.5707 
ircl_prn.0.40   all 0.4936 
ircl_prn.0.50   all 0.4092 
ircl_prn.0.60   all 0.3136 
ircl_prn.0.70   all 0.2254 
ircl_prn.0.80   all 0.1511 
ircl_prn.0.90   all 0.0963 
ircl_prn.1.00   all 0.0213 
P5              all 0.6760 
P10             all 0.6900 
P15             all 0.6760 
P20             all 0.6410 
P30             all 0.6013 
P100            all 0.4932 
P200            all 0.4151 
P500            all 0.2670 
P1000           all 0.1644 
Figure 3.2: An example of TREC_EVAL output 
 
In the example of TREC_EVAL, it calculates the total number of queries (num_q), total 
number of documents retrieved over all queries (num_ret), total number of relevant documents 
over all queries (num_rel), total number of relevant documents retrieved over all queries 
(num_rel_ret), MAP, Average Precision with Geometric Mean (gm_ap), R-prec, bpref, 
reciprical rank of top relevant document (recip_rank), Interpolated Recall - Precision Averages 
at k recall (ircl_prn.k, k = 0.00, 0.10, 0.20, …), and Precision at n documents (P@n, n=5, 10, 15 
…). 
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3.2.6 TREC Approach Evaluation Vs. User-based Evaluation 
Retrieval performance evaluation using TREC approach evaluation is a laboratory methodology. 
That means, the results are repeatable if the test collection, including topics, documents and 
relevance judgments, remain exactly the same. TREC approach evaluation tries to simulate the 
activity of real users in the controlled environment (Turpin and Hersh, 2001). With the fixed 
topics, documents and relevance judgments, researchers can mimic the “real world” retrieval 
system for large-scale test collections, but don’t need to worry about any human factors 
involved. Because of the stability of TREC approach evaluation, researchers can also tune the 
parameters in the retrieval system, monitor the changes in evaluation measures, and compare 
the effects of various parameters. Unlike user-based evaluation, in which users judge the set of 
documents one by one, TREC approach evaluation is a batch process, which compares 
thousands of retrieved documents with the relevance judgments file collectively as a whole and 
produces evaluation measures result by only one operation. Accordingly, the TREC approach 
evaluation can be completed in a short period of time. Therefore, TREC approach evaluation is 
always selected as the primary method for retrieval results evaluation (Voorhees and Buckley, 
2000). 
 
However, real world searching is more complex and human factors have to be taken into 
account. How real users judge a particular document for a specific topic varies because of their 
individual perspectives. Each user judgment for a specific document is unique. User-based 
evaluation methodology, which relies on the participation of real users in the experiment, is 
appropriate for designated tasks without a suitable test collection. Though user-based evaluation 
yields more realistic data about the system, only a relatively small number of users performing 
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limited number of tasks can be studied. Because of a large amount of time spent in recruiting 
users, conducting experiments, and analyzing results, it is more expensive than the TREC 
approach. Also, the results are unrepeatable and unstable because human factors are 
uncontrollable and most experiments are entirely unreplicable. A user may judge a document 
relevant now, but non-relevant two hours later, because of subtle sentiment changes. There are 
also many uncontrollable variables involved in opinion retrieval in practice. 
 
3.3 Blog Track Assessment Procedure 
There are 50 provided topics in Blog-06 Blog Track. Participants were allowed to submit up to 
five runs, including a compulsory automatic run using the title-only field of the topic. The track 
organizers encouraged participants to submit manual runs, since they are valuable for 
improving the quality of the test collection (Iadh Ounis et al., 2006). Each submitted run 
consisted of the top 1,000 opinionated documents retrieved for each topic. The retrieval units 
were the documents from the permanent links, to which Blog posts and comments related. 
Permalink is the essential element in opinion retrieval task, as most Blogs change regularly, and 
without a permanent link, the posts would be impossible to find later.  
 
After the submission, NIST organized the assessments for the opinion retrieval task. The 
relevance judgment of a document for a topic was only made by one assessor. Given a topic and 
a blog post, assessors were asked to judge the content of the blog post, which includes the 
content of the post itself and the contents of all comments to the post (Iadh Ounis et al., 2006). 
That is, if the relevant content was in the contents of blog post or in the contents of one of the 
comments, then the permalink is declared to be relevant. 
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Before assessing the blog post, NIST gave all assessors a working definition of subjective or 
opinionated content associated with a number of examples to assure they understood that a post 
has a subjective content. By the definition from NIST, a post has a subjective content if it 
contains an explicit expression of opinion or sentiment about the target, showing a personal 
attitude of the writer, rather than attempting to provide a formal definition about the target (Iadh 
Ounis et al., 2006). Take the NIST sample example of “Skype” for instance. Figure 3.3 shows 
an excerpt from an opinionated blog post, which contains explicit expression of opinion. 
 
           
Figure 3.3: An excerpt from an opinionated Blog post 
 
And Figure 3.4 shows an excerpt from an unopinionated post, which only gives functionalities 
of Skype without any personal attitude. 
             
Skype Launches Skype 2.0 Features Skype Video  
Skype released the beta version of Skype 2.0, the newest version of its software that 
allows anyone with an Internet connection to make free Internet calls. The software is 
designed for greater ease of use, integrated video calling, and . . .  
Skype 2.0 eats its young  
The elaborate press release and WSJ review while impressive don’t help mask the fact 
that, Skype is short on new ground breaking ideas. Personalization via avatars and ring-
tones. . . big new idea? Not really. Phil Wolff over on Skype Journal puts it nicely when 
he writes, “If you’ve been using Skype, the Beta version of Skype 2.0 for Windows won’t 
give you a new Wow! experience.” 
Figure 3.4: An excerpt from an unopinionated Blog post 
 
Based on the assessors’ knowledge, the assessments were asked to determine the documents by 




-1 Not judged. The content of the post was not examined due to offensive URL or header (such 
documents do exist in the collection due to spam).  
0 Not relevant. The post and its comments were examined, and do not contain any information 
about the target, or refer to it only in passing.  
1 Relevant. The post or its comments contain information about the target, but do not express 
an opinion towards it.  
2 Relevant - Negative Opinionated. It contains an explicit expression of opinion about the 
target, showing some personal attitude of the writer(s), and the opinion expressed is explicitly 
negative about, or against, the target.  
3 Relevant - Mixed Opinionated. Same as (2), but contains both positive and negative opinions. 
Posts with ambiguous, mixed, or unclear opinions were also considered as this scale. 
4 Relevant - Positive Opinionated. Same as (2), but the opinion expressed is explicitly positive 
about, or supporting, the target.  
 
To make sure the assessors have a clear definition for each category, a number of examples 
were given to illustrate the various evaluation labels above. After the assessment was complete, 




4.1 Introduction (Hypotheses) 
The basic research question of the project is whether the use of Kullback-Leibler Divergence 
(KLD) can improve performance of opinion retrieval. To answer this question, we first aimed at 
investigating different ways of using KLD to weight subjective adjectives around the query 
terms within the window of 30 words, as subjective adjectives have been proven to have 
positive correlation with subjectivity (Wiebe, Bruce and O’Hara1999; Bruce and Wiebe 2000). 
We used a manually constructed list of 1336 adjectives composed by Hatzivassiloglou and 
McKeown (1997) to identify the opinionated contents. In addition, to further extend the 
subjective lexicon from manually constructed list to automatic one, collocates of query term, 
which are words around the query term within the window of 30 words (30 words either side of 
the query term instance), were also considered. Over the course of the project four main 
hypotheses were examined and tested. 
 
Initially, assuming that KLD scores of subjective terms can statistically reflect the “goodness” 
of discrimination of terms towards the opinionated documents, we hypothesized that document 
ranking based on KLD scores of subjective adjectives can lead to performance improvement in 
opinion retrieval. The formal hypothesis statement is as follows: 
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Hypothesis 1:  Document ranking using KLD scores of subjective adjectives results in 
performance improvement in the opinion retrieval task compared to baseline 
systems. 
 
Based on the premise that topical subjectivity is mainly expressed by adjectives and KLD 
weighting function can determine terms that have made relevant documents divergent to the rest 
of the documents in the overall collection, we computed KLD scores of subjective adjectives by 
applying KLD weighting function to the subjective adjectives. As some adjectives are more 
likely to appear in relevant documents than non-relevant documents, KLD scores of subjective 
adjectives would be helpful to retrieve opinionated relevant documents. The detailed 
description of proposed method to explore and test this hypothesis is given in Section 4.5.1. 
 
Next, assuming KLD scores of subjective adjectives associated with position information could 
add distance information to KLD scores of subjective adjectives, we hypothesized that KLD 
scores based on different distances in the proximity of query term instance to each subjective 
adjective within the window of 30 may be helpful for opinion retrieval. The formal hypothesis 
statement is as follows: 
 
Hypothesis 2:  Document ranking using KLD scores of subjective adjectives calculated for each 
distance from a query term results in performance improvement in the opinion 
task compared to baseline systems. 
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As distances between the query term and subjective adjectives around it within the window of 
30 may be indicative of the “likelihood” of subjective adjectives expressing opinion about the 
query term, by adding the position information to the original KLD scores, we hope to achieve 
better performance in opinion retrieval. Section 4.5.2 presents the detailed method proposed for 
this hypothesis.  
 
Furthermore, we moved on to investigate whether KLD scores of subjective adjectives 
computed according to different topical categories can lead to performance improvement in 
opinion retrieval. As people use a variety of wordings to express opinions regarding a particular 
topic, we hypothesized that KLD scores of subjective adjectives corresponding to different 
topic categories may benefit opinion retrieval. The formal hypothesis statement is as follow: 
 
Hypothesis 3:  Document ranking using KLD scores of subjective adjectives calculated for each 
topic category results in performance improvement in the opinion retrieval task 
compared to baseline systems. 
 
By assuming that particular words are used to express opinions in a specific topic category 
more often than others, KLD scores of subjective adjectives were computed according to 
manually characterized and selected topic categories. The experiments were conducted 
separately corresponding to topic categories. The detailed description of the proposed method is 
discussed in Section 4.5.3. 
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In addition, besides the manually constructed lexicon (a dictionary of terms used for different 
subjects), i.e. the fixed list of 1336 adjectives composed by Hatzivassiloglou and McKeown 
(1997), we took into account subjective lexicon, which can be automatically extracted from the 
collection of documents. Collocates of query terms were used to construct the lexicon instead of 
the manually constructed list of 1336 adjectives. We hypothesized that KLD-weighted 
collocates may lead to performance improvements in opinion retrieval tasks. The formal 
hypothesis statement is as follows: 
 
Hypothesis 4:  Document ranking using KLD scores of collocates of query terms results in 
performance improvement in the opinion retrieval task compared to baseline 
systems. 
 
Collocates of query terms were automatically selected from words around the query terms 
within the window of 30. We hope that the proximity of query terms to collocates extracted 
from relevant documents could assist in retrieving more relevant documents contain subjective 
information about the query topic. 
 
 
4.2 Baseline Methods Selection 
4.2.1 BM25 & Parameters 
Robertson et al. (1994) first introduced the BM25 weighting formula and demonstrated that it 
worked very well in Okapi at TREC-3 (Robertson et al., 1994). Since then, BM25 has become a 
popular choice for scoring document relevance based on term frequency, document length, and 
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other collection statistics. Over the last decade, BM25 has consistently produced good results in 
TREC evaluations (Fan et al., 2004) and has been widely used in many research experiments. 
Therefore, it is recognized as the “strong” baseline in retrieval evaluation (Roussinov and Fan, 
2006). Due to its effectiveness in prior TREC evaluations, BM25 is used as one of the baselines 
in this study. 
 
The BM25 weighting formula consists of two tuning parameters: k1 and b, where k1 determines 
how much term weight reacts to increasing term frequency and b is the constant tuning factor, 
controlling the effect of document length on term weight. In practice, k1values in the range of 
1.2 - 2 are proven to be effective, and experiments in previous TRECs suggest the value of b 
around 0.75 gives better results.  
 
However, both parameters are query- and collection-dependent (Sparck Jones, et al., 1998). The 
best values of b and k1 may fluctuate corresponding to the test collections. The smaller values 
for b may work effectively for particular queries (Robertson and Walker, 1999). Bennett et al. 
(2008) also pointed out that if relevance information were available in advance, it would be 
possible to tune the BM25 function to further increase retrieval evaluations, such as MAP and 
P@10.  
 
Believing that values of b and k1 giving the best retrieval performance are query- and 
collection- dependent, a preliminary experiment was run to tune the two parameters. Based on 
the Blog-06 documents collection and query terms, we retrieved the top 1000 documents that 
were ranked by Okapi BM25 weighting function, with b = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.75 and 
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k1= 0.5, 0.75, 1, 1.2, 1.5, 1.75, 2, 2.5.  TREC_EVAL was then used to evaluate the retrieved 
documents, comparing the Blog-06 relevant judgment documents. Retrieval measures, such as 
MAP, R-Prec, bpref, and P@10 were then used to evaluate the results, which used different 
combinations of b and k1 for the experiment. Table A.1 in Appendix A shows the topical 
relevance evaluation results with different values of b and k1 using measures of MAP, R-Prec, 
bpref, and P@10.  
 
Because MAP is the most significant measure among the four, the highest score in MAP should 
indicate the best value of b and k1 for BM25 in the Blog-06 test collection. Based on the result, 
it shows that b = 0.1 and k1= 1.75 gave the highest score in MAP. As shown in Table A.1 in 
Appendix A, b = 0.1 and k1= 1.75 also scored the highest in R-Prec and bpref. 
 
To evaluate the opinion retrieval performance, TREC_EVAL was also used to evaluate the 
retrieved opinionated documents, comparing the Blog-06 relevant judgment documents. Table 
A.2 in Appendix A shows the opinion relevance evaluation results with different values of b 
and k1 using measures of MAP, R-Prec, bpref, and P@10. Similarly, MAP had the highest 
score with b = 0.1 and k1= 1.75. Based on the tuning experiment, we decided to use b = 0.1 and 
k1= 1.75 in this study, because they are more appropriate for Blog-06 documents collection 




4.2.2 Proximity-based Method 
With the goal to rank documents containing opinions about the concept expressed in the query, 
Vechtomova (2007) developed a novel method to calculate document scores based on the 
proximity of the query term instance to subjective adjectives within the window surrounding 
the query term.  
 
This method used a two-staged process to retrieve opinions from blogs. The first stage used 
BM25 to retrieve the top 1000 documents corresponding to the query term for initial document 
retrieval. With the hypothesis that subjective adjectives occur within a fixed-size windows 
around query term instances in a document was useful feature for finding opinion about the 
query term, in the second stage, the set of top 1000 documents retrieved from the first stage was 
re-ranked using the opinion-finding method, in which a list of 1336 subjective adjectives 
manually constructed by Hatzivassiloglou and McKeown (1997) was used to calculate the 
weighted term frequency (wf). The wf was calculated by the Formula 4.1 and 4.2. 
 



















                            (4.1) 
 
Where: c(ti) – the contribution of the ith instance of the query term t occurring in the document; 
distance(ti,aj) – distance in number of non-stop words between the ith instance of the query term 
t and subjective adjective a; p–constant, moderating the effect of the distance between ti and a; 
A – number of subjective adjectives within the span S before and after ti. 










Where: N – the number of instances of query term t in the document. After wf was calculated 
for a query term, its term weight in the document was calculated in the same way as in the 
BM25 formula, using wf instead of tf. The term weight was calculated by the Formula 4.3. 
 
 











Where: k1– the term frequency normalization factor, which moderates the contribution of the 
weight of frequent terms. NF – the same formula as in BM25. The value of k1= 1.2 is based on 
the standard BM25 optimal setting based on TREC results.  
 
In this proximity-based method, the results suggested that the presence of subjective adjectives 
close to any word from the query was a useful indicator of opinions expressed about the query 
concept (Vechtomova, 2007). To determine whether to treat a query as a phrase or single term 
in initial documents retrieval (the first stage) and opinion-based re-ranking (the second stage), 
experiments with different types of queries constructed from the topic titles, i.e. phrases and 
single terms, in different stages were conducted. The results demonstrated that better 
performance was obtained by using phrases in the initial documents retrieval (the first stage) 
and using single terms in the opinion-based re-ranking (the second stage). Take the query 
“mashup camp” (topic 925) as an example. Using “mashup camp” as a phrase in the first stage 
can bundle “mashup” and “camp” together to avoid unrelated documents containing two single 
terms, “mashup” and “camp”. While in the second stage, treating “mashup” and “camp” as two 
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single terms is likely to be more effective than a phrase, because people may use the head of a 
phrase to refer to the whole phrase in the later context. For instance, having said that “the 
mashup camp is very exciting”, people may use a single term “camp”, which is the head of the 
phrase “mashup camp”, to refer to this concept in the later development.  
 
 
4.3 Subjective Adjectives 
To determine whether a document contains opinions about a given topic, recognition of topical 
subjectivity in the document is needed. Topical subjectivity, by definition, must contain 
subjective contents towards the given topic. We assume that users normally want to find 
opinions about a single entity, such as a name of product, person, company, location or activity, 
etc. Such an entity is typically expressed as a noun, a noun phrase or a gerund (a noun derived 
from a verb, with -ing suffix). Because adjectives act as directed noun modifiers in noun 
phrases or in the context of nouns (Baker, 2003) and adjectives are positively correlated with 
subjectivity (Wiebe, Bruce and O’Hara1999; Bruce and Wiebe 2000), adjectives, to some 
extent, can be treated as the indicators of subjective contents towards the noun concept. Based 
on a statistical analysis of the assigned semantic classifications, Bruce and Wiebe (2000) 
provided support to show that adjectives are statistically significantly and positively correlated 
with subjectivity. Also, Wiebe (2000) showed that the presence of adjectives is useful for 
predicting subjectivity. Though the role played by adjectives may vary widely between 
languages, adjectives are considered as one of the major ways of expressing value judgment in 
English (Dixon and Aikhenvald, 2004).  
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In English, the most frequent usages of adjectives are attributive or predicative (Greenbaum, 
1996). Attributive usage is where a noun is immediately modified, typically premodified (i.e., 
“a beautiful portrait”), while predicative usage links the adjective to the subject with a copular 
verb such as "be" (i.e. "the portrait is beautiful"). The less frequent usages of adjectives include 
objective complements of verbs, such as "make" and "let" (i.e. "made the portrait beautiful"), 
resultative secondary predicates (i.e. "paint the portrait beautiful"), and degree phrases (i.e. “as 
beautiful as the portrait” (Rijkhoek, 1998; Baker, 2003). As shown in the example, “beaufiful” 
clearly expresses positive opinion from the author about the “portrait” with all the usages as an 
adjective. 
 
Lexicons of subjective adjectives can be created manually or automatically by various 
approaches. Yi et al. (2003) extracted 2500 subjective adjectives using machine learning 
techniques automatically. Based on information extracted from conjunctions between adjectives 
in a large corpus, Hatzivassiloglou and McKeown (1997) manually composed a list of 1336 
subjective adjectives, including 657 positive and 679 negative adjectives. The list of 1336 
adjectives created by Hatzivassiloglou and McKeown was used in this study. There also exist 
many automatic methods for subjective adjective mining that can be used instead (e.g. Wiebe, 
2000; Turney, 2002). 
 
4.4 Kullback-Leibler Divergence 
There exist many approaches to discriminate relevant from non-relevant documents based on 
the distribution of appropriate terms, terms that appear more in relevant documents than in the 
whole collection. Based on the assumption that the difference between the distribution of terms 
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in a collection of relevant documents and the distribution of the same terms in the whole 
document collection is an indicator of semantic difference (Carpineto et al., 2003), appropriate 
terms are more likely to appear in relevant documents than non-relevant documents. The 
discrimination between good and bad terms in query expansion based on distribution analysis 
has been extensively investigated (van Rijsbergen, 1977; van Rijsbergen et al., 1978) 
 
Kullback-Leibler (KL) divergence weighting function based on the appropriateness of a term by 
distribution analysis was proven to be a computationally simple and theoretically justified 
approach to weight candidate terms (Carpineto et al., 2003). Initially, KL divergence was a 
measure in statistics to quantify how close a probability distribution P is to a model (or 
candidate) distribution Q (Cover and Thomas, 1991). On top of the KL divergence measure, 
Carpineto et al. (2003) proposed a probabilistic method to assign scores to feedback terms 
based on their distribution in the pseudo relevant documents (R) and in the documents in the 
whole collection (C). Using the terms retrieved from the pseudo-relevant documents, the 
Kullback-Leibler divergence (KLD) score for each term was computed by the term-scoring 
function shown in Formula 4.5: 
 
                  KLDscore(t) = [PR(t)] * log[PR(t)/PC(t)]        (4.5) 
 
Where: PR(t) - the probability of the term t in the relevant (pseudo-relevant) document set; PC(t) 
- the probability of the term t in the whole collection.  
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The KLD weighting function was able to determine terms that have made the relevant 
documents divergent to the rest of the documents in the overall collection. A good 
discriminative term must have a great contribution to the difference between relevant 
documents and the rest of the collection. KLD scores were introduced to statistically reflect the 
“goodness” of discrimination of a term towards the collection of documents. A smaller KLD 
score of a term means that occurrence probability of the term in relevant document is closer to 
the occurrence probability of the term in the whole collection, that is, the term is not a 
discriminative one to distinguish relevant documents from the whole collection. While a larger 
KLD score for a term means that occurrence probability of the term in relevant document is 
either much bigger or smaller than that of the term in the whole collection, , showing that the 
term is discriminative. Apparently, in most cases, the KLD scores are fairly small, as most 
terms are indistinctive in a large collection of documents. 
 
In previous studies in information retrieval, KLD scoring and variants of the KLD weighting 
function have been used for selecting topic models for queries (Xu and Croft, 1999), for 
identifying relevant sentences (Kolla and Vechtomova, 2007) and for modeling term weight as 
deviation from randomness (Amati and van Rijsbergen, 2002). 
 
 In our methods, we computed the KLD scores of subjective adjectives in the top 1000 initially 
retrieved documents for each topic in the training dataset (Blog-06 documents collection). We 
then normalized the KLD scores of subjective adjectives, ranked the list of subjective adjectives 
by their normalized KLD scores and selected the adjectives with positive normalized KLD 
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4.5 Proposed Methods 
In this study, we propose four approaches to find documents that contain opinions about a 
specific topic represented by query term(s). These approaches are two-stage processes. In the 
first stage (initial documents retrieval), a collection of top 1000 documents was retrieved in 
response to the original query using topic-relevance ranking method. This stage was exactly the 
same for all four approaches. And in the second stage (opinion-based re-ranking), the retrieved 
documents from the first stage were re-ranked based on the aggregate of KLD scores of 
subjective adjectives occurrences. The KLD scores were calculated based on the collection of 
pseudo-relevant documents using different proposed methods. The detailed description of these 
methods will be discussed respectively in Sections 4.5.1, 4.5.2, 4.5.3, and 4.5.4. The 
calculations for KLD scores are different for the proposed methods. 
 
For all methods, in the first stage (documents retrieval), the top 1000 documents were retrieved 
using BM25 in response to the original query terms. Based on the documents relevance results 
comparison between single terms and phrases done by Vechtomova (2007), the best 
performance was obtained using phrases to retrieve the initial document set, and single terms 
for the subjectivity-based re-ranking. Therefore, in this study, query terms enclosed in quotes 
by the user were treated as phrases in the first stage, for example, “winter olympics” was treated 
as one single query term instead of “winter”, “olympics”, as well as “Steve jobs” instead of 
52 
“Steve”, ”jobs”. In the second stage, the top 1000 retrieved documents from the first stage were 
re-ranked using the following proposed methods. 
 
4.5.1 Method 1 – KLD Scores of Subjective Adjectives 
Knowing that people frequently use adjectives to express their subjective opinions, and that 
KLD measures the closeness of a term towards relevant documents, KLD scores of subjective 
adjectives can statistically reflect the “goodness” of the adjectives’ discrimination towards the 
opinionated documents. As some adjectives are more likely to appear in relevant documents 
than non-relevant documents, KLD scores of subjective adjectives would be helpful to retrieve 
opinionated relevant documents. For instance, the word “good” is likely to appear more in 
relevant documents than non-relevant documents, while the occurrence of the word “definitive” 
is likely to be the same in relevant or non-relevant documents, because people use “good” more 
often to express their opinions about a specific topic, while “definitive” is not a discriminative 
one to distinguish between relevant and non-relevant documents. Calculation of KLD scores for 
“good” and “definitive” shows that score of “good” is 1.48*10-4 (ranked as #1), while score of 
“definitive” is 4.36*10-8 (ranked as #892). This motivates our hypothesis that document ranking 
based on KLD scores of subjective adjectives can lead to performance improvement in opinion 
retrieval. 
 
In this method, a list of 1336 subjective adjectives manually composed by Hatzivassiloglou and 
McKeown (1997) was used for identifying opinionated contents. We calculated the KLD scores 
of subjective adjectives based on the Blog-06 relevance judgment file. According to the 5-point 
scale for the relevance judgment file: -1 – not judged; 0 – non-relevant; 1 – relevant; 2 – 
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relevant, negative opinion; 3 – relevant, mixed positive and negative opinion; 4– relevant, 
positive opinion, the relevant opinionated documents, which have been categorized as 2, 3, 4 in 
the relevance judgment file, were collected into a set called {O} and the documents, which have 
been judged as relevant or non-relevant and categorized as 0, 1, 2, 3, 4 in the relevance 
judgment file, were collected into a set called {All}. Then we calculated the occurrences of 
subjective adjectives around query term instances within a fixed-sized window of 30 for the two 
sets of documents, {O} and {All}. To be more specific, the pseudo-code for the calculation is 
as follows: 
For each subjective adjective A, A∈the list of 1336 adjectives { 
       For each query term t { 
   For the distance of 30 words before and after the query term q { 
  Calculate the occurrences of A in the set {O}, Freq{O}(A) 
  Calculate the occurrences of A in the set {All}, Freq{All}(A) 
  } 
       } 
} 
Figure 4.1: Pseudo-code for KLD calculation 
 
Moreover, regardless of the fixed-size span before and after the query terms, the total number of 
words in the windows around query term occurrences in the sets of {O} and {All} was also 
calculated respectively as totalFreq{O} and totalFreq{All}. The total number of query terms 
times 60 gave us an approximation of the total number of words around the query terms within 
the window of 30. Based on the KLD term-scoring function showed in Formula 4.5, the KLD 
score for subjective adjective A was calculated in Formula 4.6. 
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   KLDScore(A) = [P{O}(A)] * log[P{O}(A)/ P{All}(A)]   (4.6) 
 
Where P{O}(A) = Freq{O}(A) / totalFreq{O} and P{All}(A) = Freq{All}(A) / totalFreq{All}.
  
As KLD scores are normally very close to zero, the scores are too small to make significant 
impact on the term weighting. Thus, we normalized the KLD scores to make them more 
sensitive in the term weighting function. To normalize KLD scores, we simply divided all KLD 
scores by the maximum KLD score for all 1336 subjective adjectives as shown in Formula 4.7. 
 
    
maxKLD
 Score(A) KLD  (A) KLD =      (4.7) 
 
This made the normalized KLD scores spread within (-∞ , 1]. In all the proposed methods, we 
utilized the normalized KLD scores for document re-ranking. 
 
With a list of KLD scores of subjective adjectives, document re-ranking was performed by 
locating all instances of subjective adjectives around the query terms in the document and 
aggregating the KLD scores for subjective adjectives occurrences. To be more precise, in each 
document retrieved in response to original query terms, all instances of query terms and 
subjective adjectives were identified. For each occurrence of query term, we determined 
whether there were any subjective adjectives before or after the query term in the window of 30. 
If so, the KLD scores of subjective adjectives were added to c(ti) to calculate weighted term 
frequency (wf) value as specified in Formula 4.8. 
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                  (4.8) 
 
Where: c(ti) – contribution of the ith instance of the query term t to wf; KLD(Aj) – KLD score 
of the subjective lexical unit Aj, |J| – the number of subjective lexical units occurring in the 
window of 30 words around ti.  









Where: N – the number of instances of the query term t in the document. 
 
After wf was calculated for a query term, it was used in the standard BM25 formula (Sparck 
Jones, et al., 1998), which is given in Formula 2.5, in the same way as tf to calculate the Term 
Weight (TW) as shown in Formula 4.10. 
 





















All other parameters used in Formula 4.10 were exactly the same as in the BM25 document 
ranking function. Then the document Matching Score (MS) was calculated as the sum of 
weights of all query terms found in the document according to Formula 4.11. 
 







                               (4.11) 
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Where: |Q| is the number of query terms occurring in the document. Then the top 1000 
documents retrieved from the first stage were re-ranked based on the MS. 
 
4.5.2 Method 2– Position Information 
Motivated by research done by Skomorowski (2006), which computed the probability that an 
adjective modifies a noun at different distances between [-10, 10] using a training corpus, and 
calculated the document score as the sum of such probabilities of adjectives, we hypothesized 
that KLD scores according to different distances in the proximity of query term instance to each 
subjective adjective within the window of 30 may be helpful for opinion retrieval. By 
integrating different distances with KLD scores, document re-ranking based on KLD scores of 
subjective adjectives at different distances can capture both the position information and the 
divergence of subjective adjectives in relevant documents to the whole collection of documents. 
For example, for a sentence “I like the laptop because it is very good” in a document, the 
probability that “good” modifies “laptop” based on probability table computed by Skomorowski 
(2006) is 0.0156, which is at distance -5. However, as “good” is a heavily used opinionated 
adjective and is discriminative to distinguish between relevant or non-relevant documents, it 
should be more significant than other words in opinion retrieval though it is five words away 
from the query term “laptop” and contribute more to the document re-ranking. In this case, the 
KLD scores with position information would be helpful to boost the term weight of “good” in 
the document re-ranking. 
 
In this method, the training set of relevant documents for KLD scores calculation was the same 
as in method 1. The only difference was that position information was added when calculating 
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the occurrences of subjective adjectives around query terms instances within a fixed-sized 
window of 30 for the two sets of documents, {O} and {All}. The pseudo-code for the 
calculation is as follows: 
    
For each subjective adjective A, A∈the list of 1336 adjectives { 
       For each distance n, n∈[-30, 30] { 
   For each query term t { 
          Calculate the occurrences of A in the set {O} at distance n, Freq{O}n(A) 
          Calculate the occurrences of A in the set {All} at distance n, Freq{All}n(A) 
   } 
       } 
} 
Figure 4.2: Pseudo-code for KLD at distance n calculation 
 
Similarly as proposed method 1, totalFreq{O} and totalFreq{All} were calculated 
correspondingly for each distance. The total number of words around the query terms in the 
window of 30 was approximated by multiplying the total number of query terms occurrences by 
60. Based on the KLD term-scoring function shown in Formula 4.5, the KLD score for 
subjective adjective A at distance n was calculated according to Formula 4.12. 
 
            KLDScoren(A) = [P{O}n(A)] * log[P{O}n(A)/ P{All}n(A)]              (4.12)  
 
Where P{O}n(A) = Freq{O}n(A) / totalFreq{O} and  
P{All}n(A) = Freq{All}n(A) / totalFreq{All}. 
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Then, the normalized KLD scores were calculated as Formula 4.13. The maxKLDn was the 
maximum KLD score for all 1336 subjective adjectives at the distance n. 
 




 (A)Score KLD  (A) KLD =                            (4.13) 
 
For document re-ranking, we first determined the distance between an instance of the query 
term and the subjective adjectives around it within the windows of 30, and then looked up the 
KLD scores associated with the subjective adjectives at those distances. c(ti) was calculated 


















                (4.14) 
 
Where: KLDn (Aj) – KLD score of the subjective lexical unit Aj at distance n, |J| – the number 
of subjective lexical units occurring in the window of 30 words around ti. c(ti), the contribution 
of the ith instance of the query term t, was used to calculate wf value as shown in Formula 4.9. 
Instead of tf, wf was used in the standard BM25 formula (Sparck Jones, et al., 1998), in the 
same way as in Formula 4.10. Similarly, the matching scores of documents were calculated 
exactly in the same way as in Formula 4.11. 
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4.5.3 Method 3 - Topic Categories 
Inspired by the fact that wording is dependent on the object that one is expressing opinions 
about, we further extend to investigation whether KLD scores of subjective adjectives 
computed according to different topical categories can lead to performance improvement in 
opinion retrieval. For the list of 1336 subjective adjectives used in the document re-ranking, 
their occurrences in relevant documents were assumed to be the same across all the topics in the 
former proposed methods. However, people only use a fixed subset of subjective adjectives to 
express opinions regarding a particular category of topics. In this case, the KLD scores of 
subjective adjectives should vary from different categories of topics. For instance, “guilty” 
would be used more frequently in topics expressing opinions about a person, but seldom in 
topics about a product, while “compatible” would be used more often in the topics related to 
products, but rarely in topics related to a person. Therefore, assuming that particular words are 
used to express opinions in a specific category more often than others, KLD scores of 
subjective adjectives corresponding to different topic categories may benefit document re-
ranking. 
 
There are many Named Entity Recognition (NER) tools that can classify atomic elements 
(undividable words) into predefined categories automatically, such as Named Entity WordNet 
(Toral et al., 2008) and DRAMNERI (Toral, 2005). The precision of automatic categorization 
tools can reach 70%. In this research, to attain higher precision, we manually categorized topics 
into predefined categories - person, event, product, organization, media/art (TV show/ film/ 
book/ song/ album) and miscellaneous. Topics under each category for Blog-06 and Blog-07 
are presented in Appendix B. 
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The calculation of KLD scores of subjective adjectives was then conducted under query 
categories.  In more detail, we calculated the occurrences of subjective adjectives around query 
term instances in the window of 30 for the two sets {O} and {All} for each topic in the same 
way as proposed in method 1. The pseudo-code for the calculation of Freq{O}(A) and 
Freq{All}(A) was the same as shown in Figure 4.1. And then we summed up the Freq{O}(A) 
and Freq{All}(A)  for topics in the same category. So that, for a subjective adjective A within 
the query category QC, the occurrences of A 30 words before and after the query terms for {O} 
and {All} were Freq{O}QC(A) and Freq{All}QC(A), where Freq{O}QC(A) = ∑ Freq{O}T(A) 
and Freq{All}QC(A) = ∑ Freq{All}T(A),  T is the topic that the query term falls into, T∈QC. 
Similarly, the total number of words in the windows around query terms in the sets of {O} and 
{All} were calculated under query categories. That means, there is a unique pair of 
totalFreq{O}QC and totalFreq{All}QC for each category. Based on the KLD term-scoring 
function shown in Formula 4.5, the KLD score for subjective adjective A for query category qc 
was calculated according to Formula 4.15. 
 
                           KLDScoreqc(A) = [P{O}qc(A)] * log[P{O}qc(A)/ P{All}qc(A)]                          
(4.15) 
O}Q )/ ( lFreq{O}QC) and P{All}qc(A) = Freq{All}QC(A)/ 
otalFreq{All}QC).    
qc was 
e maximum KLD score for all 1336 subjective adjectives under the query category qc. 
 
Where P{O}qc(A) = Freq{ C(A tota
(t
 









  (A) KLD =                            (4.16) 
 into. c(ti) was calculated as Formula 4.17, replacing KLD(A) with 
LDqc (A) in Formula 4.8. 
 
 
For document re-ranking, we first determined which topic category the query term belongs to. 
And then we looked up the KLD scores of the subjective adjectives under the particular 
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 Where: KLDqc(Aj) – KLD score of the subjective lexical unit Aj under query category qc, |J| – 
the number of subjective lexical units occurring in the window of 30 words around ti. The 
contribution of the ith instance of the query term t, c(ti) was used to calculate wf value as shown 
in Formula 4.9. Substituting tf with wf, term weights for query terms were calculated in the 
standard BM25 formula (Sparck Jones, et al., 1998), in the same way as in Formula 4.10. 
Likewise, the 
Form
4.5.4 Method 4 - Collocates 
In the previous proposed methods, we used the list of 1336 subjective adjectives, which is a 
predefined and manually constructed lexicon, to identify opinionated contents. Collocates, 
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which are words strongly associated with the query terms in the corpus, can be automatically 
extracted from relevant documents as opinion targets. Take the document BLOG06-20060119-
067-0020907647 about topic #903 (”Steven Jobs”) for instance. Figure 4.3 is an excerpt from 
the text BLOG06-20060119-067-0020907647. It shows words in the windows of 30 
surrounding four occurrences of the query term “Steven Jobs”. As can be seen from the text, 
none of the subjective adjectives directly modify the query term. However, words around the 
query term, such as “review”, “links”, “reference”, “comments” and “learn” contain subjectivity. 
These words can express the author’s opinions about the query. Also, the expression of opinion 
is via collocates of different parts of speech. Therefore, collocates can be used to build the 
arning vocabulary for opinion detection. 
 
 
Figure 4.3: An excerpt from document BLOG06-20060119-067-0020907647 for topic #903 
le
The Top Ten Best (and Worst
 
There have been a lot of research on collocates extraction and query expansion using collocates 
(van Rijsbergen, 1977; Vechtomova et al., 2003). Meanwhile, in recent years, there has been a 
growing interest in using learning vocabulary for opinion retrieval. Yang et al.(2007) extracted 
) Communicators of 2005 | Main | Seeing Is Believing. Steve 
Jobs is #1, another great Job by Jobs at Macworld. We rated Steve Jobs as the #1 
Communicator of 2005 in our annual Ten Best and Worst list, and he did it again. For an in 
th reviewdep  of the presentation and impact,  
… 
Listed below are links to weblogs that reference Steve Jobs is #1: Comments I would like to 
extend my deepest congratulations to Steve Jobs for nabbing the top spot once again. Bu
then again, we must 
t 
learn that communication would not be effective if he did not have 
management skills that would give him this honor.  
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opinion terms by identifying high frequency terms from the positive blog training data (i.e. 
opinionated blogs) and excluding those that also have high frequency in the negative blog 
training data to generate the lexicon. By taking into account the proximity of words, such as “I”, 
“you”, “we”, and “us”, as well as the opinion indicator words such as “feel”, “like”, “hate” and 
“think”, Zhou et al. (2007) generated the learning vocabulary by extracting words around the 
redefined words within the windows of 20. 




Motivated by the use of collocates in IR research, we propose a method to explore opinion 
retrieval using collocates of the query terms, rather than simply using the fixed lexicon of 
subjective adjectives. Unlike query expansion, collocates are not explicitly added as additional 
terms to the query, but are used to calculate KLD scores for document scoring. We want to 
investigate whether collocates, which are proximate to the query terms within the windows of 
30 and extracted fro
re
 
In this method, collocates of query terms, which are words around the query terms within the 
windows of 30, are used to construct the lexicon instead of the manually constructed list of 
1336 adjectives. The procedure we used to select collocates is as follows: in the 1000 top 
documents retrieved in response to the original query terms, all terms surrounding instances of a 
query term within the windows of 30 are extracted. In cases where windows surrounding query 
term instances overlap, terms are extracted only once. Stop words and noise terms, such as 
“Mr.”, “www” and numbers, are manually eliminated. We construct a list of collocates 
containing 5319 words. To calculate the KLD scores, we apply the same procedure as discussed 
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in the proposed method 1 to the list of 5319 collocates, instead of the list of 1336 subjective 
adjectives. Similar to the calculation of KLD scores of subjective adjectives shown in Formula 
4.6, KLD scores of collocates were calculated according to Formula 4.18. For each collocate C, 
  KLDScore(C) = [P{O}(C)] * log[P{O}(C)/ P{All}(C)]   (4.18) 
here: P{O}(A) = Freq{O}(C) / totalFreq{O} and P{All}(A) = Freq{All}(C) / totalFreq{All}. 
according to Formula 4.19. The 
axKLD was the maximum KLD score for all 5319 collocates. 
 






Then, the normalized KLD scores of collocates were calculated 
m
maxKLD
 Score(C) KLD  KLD(C) =                   (4.19) 
KLD scores of collocates were added to c(ti) to as shown in Formula 4.20 to 
calculate wf. 
    
 
For document re-ranking, in each document retrieved in response to original query terms, all 
instances of query terms and collocates were identified. For each occurrence of a query term, 
we determined whether there were any collocates before or after the query term in window of 




















dard BM25 formula 
parck Jones, et al., 1998), in the same way as in Formula 4.10. Similarly, the matching scores 
of documents were calculated exactly in the same way as in Formula 4.11. 
 
Where: c(ti) – contribution of the ith instance of the query term t to wf; KLD(Aj) – KLD score 
of the collocates lexical unit Cj, |J| – the number of collocates lexical units occurring in the 
window of 30 words around ti. Then, instead of tf, wf was used in the stan
(S
Chapter 5  
Data and Experiment Setup 
 
5.1 Data 
In the experiment, we used Blog-06 test collection from TREC as the collection of documents 
(blogs). This collection has been created and used for 2006 – 2008 TREC Blog Tracks, though 
the topics have been changed annually. As shown in Table 3.1, Blog-06 test collection consists 
of 100,649 blogs, with the total uncompressed size of 148GB. The retrieval unit is a permalink 
document, or a blog post and its associated comments. The total number of permalink 
documents is 3.2 million. It is a large collection to simulate the real world environment for the 
experiment. 
 
Based on the same collection of documents, two sets of topics and relevance judgment results 
file, one from 06 Blog Track and the other from 07 Blog Track, were used for the purpose of 
training and testing. To be more specific, the calculation of KLD scores of subjective adjectives 
was run on topics and relevant judgment results file from 06 Blog Track, and the experiment 
testing was run on topics and relevant judgment results file from 07 Blog Track. Accordingly, 
the final experiment evaluation measures were calculated by comparing the experiment results 
and the Blog 07 relevance judgment results. There are 50 topics respectively in Blog06 and 
Blog07. The topics were diverse as they were selected by NIST from a donated collection of 
queries sent to commercial blog search engine.  
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The relevance assessment procedures are the same for Blog-06 and Blog-07. According to the 
5-point scale for the relevance judgment: -1 – not judged (due to the offensive language or 
subject of the document); 0 – non-relevant; 1 – relevant; 2 – relevant, negative opinion; 3 – 
relevant, mixed positive and negative opinion; 4 – relevant, positive opinion, documents are 
labeled as -1, 0, 1, 2, 3, or 4 for the given topics. Table 5.1 and Table 5.2 show the relevance 
assessments of documents for Blog07 and 07 relevance judgments. 
 
Relevance Scale Label Nbr. Of Documents 
Not Judged -1 0 
Not Relevant 0 47491 
Ad hoc-Relevant 1 8361 
Negative Opinionated 2 3707 
Mixed Opinionated 3 3664 
Positive Opinionated 4 4159 
Total - 67382 
Table 5.1: Relevance assessments of documents in Blog06 relevance judgment file 
 
Relevance Scale Label Nbr. Of Documents 
Not Judged -1 0 
Not Relevant 0 42434 
Ad hoc-Relevant 1 5187 
Negative Opinionated 2 1844 
Mixed Opinionated 3 2196 
Positive Opinionated 4 2960 
Total - 54621 
Table 5.2: Relevance assessments of documents in Blog07 relevance judgment file 
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5.2 Baselines  
5.2.1 Baseline 1 
The first baseline used in our evaluation experiments was the well-known BM25 document 
ranking function implemented in the Wumpus IR system (Büttcher et al., 2006). In our 
experiment, the run for this baseline is named “BM25”. BM25 is selected as the baseline 
because it has consistently demonstrated high performance results in TREC evaluations. BM25 
was also used for the first stage (documents retrieval) of our opinion retrieval algorithm. As 
different values of the parameters k1 and b (default values are 1.2 and 0.75, respectively) in 
BM25, contribute to different performance for different collections, before commencing the 
experiments, we evaluated BM25 with different values for k1 and b on Blog-06 collection. 
Comparisons between different values for k1 and b are shown in Table A.1 and A.2 in 
Appendix A respectively for topical relevance and opinion relevance evaluation results. As 
shown in the tables, b = 0.1 and k1 = 1.75 yielded the best performance results in MAP and 
were therefore, used in all the baselines and all runs in the evaluation experiments.  
 
5.2.2 Baseline 2 
The second baseline we used to evaluate the experiment performance was our implementation 
of BM25, counting only the instances of query terms co-occurring with subjective adjectives 
within the window of 30. That means, only query term instances which occurred within the 
window of 30 of subjective adjectives were counted towards term frequency in standard BM25. 










)(     (5.1) 
    
Where: |J| is the number of subjective adjectives occurring in the window of 30 words around ti.  
The calculation of document matching scores is the same as in standard BM25 (Sparck Jones, et 
al., 1998).  The detailed formulae for calculating document matching scores are described in 
Section 4.5.1. 
 
This baseline is named as “BM25op”. It is selected as baseline because it is comparable to our 
proposed methods, which use KLD score for document weighting. As you can see from 
Formula 5.1, in the BM25op, it assigned a constant weight of 1 to those query terms, which co-
occur with any subjective adjectives within a window of 30. That is, regardless of the 
significance of the subjective adjectives, their contributions to the document weighting are 
equally constant. While the integration of KLD scores of subjective adjectives reward the 
adjectives differently based on their ability to discriminate between relevant and non-relevant 
documents, KLD scores take into account the significance of each subjective adjective in 
document weighting. Thus, the comparison between BM25op and the reported methods using 
KLD scores can capture any relative benefit of KLD scores. Therefore, baseline 2 acts as a 
stricter baseline than baseline 1. 
  
5.3 Runs 
According to our four proposed methods, there are four evaluation experiments. In all 
experiments, we used user-defined phrases (text enclosed in double quotes) for the first stage 
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(initial documents retrieval). And for the second stage (opinion-based documents re-ranking), 
experiments were conducted with different types of queries constructed from the topic titles: 
single terms and phrases. Experimental runs tagged with “-s” mean using single terms for the 
second stage, while runs tagged with “-p” mean using phrases for the second stage. Also, 
experimental runs suffixed with “-all” represent all query terms in the document were counted, 
while experimental runs without suffixed of “-all” mean only query term instances which 
occurred within the fixed window were counted towards wf (weighted tf). 
 
For method 1, we conducted experiments to calculate KLD scores of subjective adjectives 
which co-occur with the query terms within the window of 30 and apply the KLD scores in 
weighting for document re-ranking. The runs tagged with “KLD” used KLD scores of 
subjective adjectives for document re-ranking as described in Section 4.5.1. Four runs were 
conducted: KLD-s, KLD-s-all, KLD-p, and KLD-p-all. 
 
Considering distances between query term and subjective adjective for each instance of co-
occurrence, method 2 calculated KLD scores of subjective adjectives based on their distance 
from the query terms and assigned KLD scores to subjective adjectives according to their 
positions accordingly. The runs tagged with “KLD-Dist” presented method 2 described in 
Section 4.5.2. Four runs were conducted: KLD-Dist -s, KLD-Dist -s-all, KLD-Dist -p, and 
KLD-Dist -p-all. 
 
For method 3, experiments were conducted to calculate KLD scores of subjective adjectives 
under predefined query categories. And then the assignment of KLD scores was based on 
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categories that the topic falls into. “KLD-QCat” denoted the runs for method 3 as discussed in 
Section 4.5.3. Four runs were conducted: KLD-QCat-s, KLD-QCat-s-all, KLD-QCat-p, and 
KLD-QCat -p-all. 
 
Further in method 4, we first extracted a list of 5319 collocates around the query terms within 
the window of 30, and calculated KLD scores of the list of collocates. There are two thresholds 
for the method – one used collocates with top 1000 KLD scores and the other used collocates 
with top 500 KLD scores. The runs tagged with “KLD-1000Col” and “KLD-500Col” 
corresponds to the method 4 described in Section 4.5.4 using the two thresholds. Eight runs 
were conducted: KLD-1000Col-s, KLD-1000Col-s-all, KLD-1000Col-p, KLD-1000Col-p-all, 
KLD-500Col-s, KLD-500Col-s-all, KLD-500Col-p, KLD-500Col-p-all. 
 
5.4 Architecture and Evaluations 
All scripts in the experiments are coded in Perl because of its advantage in text manipulation. 
Perl is a high-level, general-purpose, dynamic programming language. The powerful text 
processing facilities without arbitrary data length limits makes it the ideal language for 
manipulating text files.  
 
All our experiments are implemented under Wumpus IR system. Wumpus is an experimental 
search engine developed at the University of Waterloo (Büttcher et al., 2006). It is publicly 
available for download under the terms of the GNU General Public License (GPL). Wumpus 
not only allows multi-user access, but also supports file system indexing service that can 
automatically keep track of all changes in the documents and update the index accordingly. 
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Wumpus enables efficient search on large-scale text collections, which consist of many 
hundreds of gigabytes of text and dozens of millions of documents. Also, complicated structural 
queries can be implemented by Wumpus using generalized concordance lists (GCL) query 
language (Clarke et al., 1995). 
 
Taking into account that with the fixed topics, documents and relevance judgments, TREC 
approach can easily repeat the experiment, tune the parameters and be conducted regardless of 
human factors for large-scale test collections within a short period of time, we apply TREC 
approach for experiments evaluation. TREC_EVAL program is used to calculate the standard 
measures of system effectiveness by comparing the experiment results file and the relevance 
judgments file. In our experiments, we mainly focus on evaluation measures of MAP, R-Prec, 
bpref, and P@10 for all topics. There are two types of evaluations done in the experiments – 
topical relevance evaluation and opinion relevance evaluation. The topical relevance evaluation 
measures the performance of methods in retrieving documents which are about a specific topic, 
while the opinion relevance evaluation measures the performance of methods in retrieving 
opinionated documents, i.e. which express opinions about the given topic. In more detail, 
topical relevance evaluation compares experiment results with relevance judgment results that 
are categorized as relevant documents with the label of 1, 2, 3 or 4, according to the 5-point 
scale of the relevance judgment file, while opinion relevance evaluation compares experiment 
results with relevance judgment results that are categorized as opinionated relevant documents 




Result and Discussion 
 
6.1 Parameters Setting 
Based on the comparison between opinion finding with and without stemming on Blog-06 
datasets done by Vechtomova (2007), better results were obtained without stemming. Thus, 
stemming was not used in either baseline, or experimental methods. 
 
Different values for k1 and b with BM25 were evaluated on Blog-06 datasets. Topical relevance 
and opinion relevance evaluation results with different values of b and k1 using measures of 
MAP, R-Prec, bpref, and P@10 are shown respectively in Table A.1 and A.2 in Appendix A. 
As shown in the tables, b = 0.1 and k1 = 1.75 yielded the best performance and were therefore, 
used in all the baselines and all runs in the evaluation experiments.  
 
In the experiments, the window was defined as n words before and after the query term 
occurrence in text. If a subjective adjective appears within the window of the query term, it may 
indicate that the author expresses opinion about the query term. The reasons we chose to use 
fixed-size window instead of a natural language unit, such as a sentence, are as follows. First, 
adjectives may not directly modify the query terms, but words that are highly associated with 
the query terms, such as pronouns, features or parts of the query terms. For instance, “I love the 
movie Harry Porter, because it (its leading role) is very interesting”, the target of “interesting” 
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is “it” (pronoun) or “its leading role” (component), though the movie is the actual target. 
Secondly, using fixed-size window can avoid syntactic errors when splitting text into sentences, 
especially in blogs, where sentence construction is loose. Experiments for opinion re-ranking 
with different window sizes were evaluated using the proposed method 1 described in Section 
4.5.1 counting only query terms co-occurring with subjective adjectives within the windows of 
10, 20 and 30 using single terms and phrases for re-ranking respectively. Results are shown in 
Table 6.1 and 6.2. 
 
Topical Relevance Opinion Relevance Run Name 
MAP R-prec bpref P@10 MAP R-prec bpref P@10 
KLD-p-w10 0.2361 0.3414 0.3482 0.5840 0.1413 0.2398 0.2233 0.3520 
KLD-p-w20 0.2923 0.3836 0.3881 0.6713 0.1997 0.2812 0.2603 0.4550 
KLD-p-w30 0.3679 0.4126 0.4372 0.7120 0.2892 0.3430 0.3340 0.5540 
Table 6. 1: Results for runs using KLD-p with window sizes of 10, 20 and 30 
 
Topical Relevance Opinion Relevance Run Name 
MAP R-prec bpref P@10 MAP R-prec bpref P@10 
KLD-s-w10 0.2366 0.3421 0.3500 0.5850 0.1434 0.2400 0.2207 0.3420 
KLD-s-w20 0.2934 0.3840 0.3876 0.6720 0.2001 0.2833 0.2620 0.4500 
KLD-s-w30 0.3776 0.4209 0.4426 0.7320 0.3046 0.3573 0.3453 0.5760 
Table 6. 2: Results for runs using KLD-s with window sizes of 10, 20 and 30 
 
Results show that window size of 30 gives the best performance for both runs KLD-p and 
KLD-s. Therefore, window size of 30 was used in all the baselines and all runs in the evaluation 
experiments.  
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6.2 Results Analysis - Method 1 
By comparing evaluation results in Table 6.3 and 6.4, it can be seen that the use of phrases for 
document re-ranking gives better results than single terms. Also, when queries were treated as 
single terms for re-ranking, applying KLD scores only to query term instances which occur 
within the window of 30 of subjective adjectives performed better than applying KLD scores to 
all query terms, and contrarily, when queries were considered as phrases, applying KLD scores 
to all query terms gives better performance. 
 
Topical Relevance Opinion Relevance Run Name 
MAP R-prec bpref P@10 MAP R-prec bpref P@10 
BM25 (Baseline1) 0.3691 0.4162 0.4277 0.7020 0.2873 0.3487 0.3227 0.5220
BM25op-s (Baseline2) 0.3845 0.4235 0.4436 0.7260 0.3059 0.3550 0.3382 0.5600
KLD-s 0.3776 0.4209 0.4426 0.7320 0.3046 0.3573 0.3453 0.5760
KLD-s-all 0.3779 0.4224 0.4345 0.7040 0.2976 0.3497 0.3292 0.5400
Table 6.3: Evaluation Results for runs using KLD scores of subjective adjectives with single 
terms for re-ranking 
 
Topical Relevance Opinion Relevance Run Name 
MAP R-prec bpref P@10 MAP R-prec bpref P@10 
BM25 (Baseline1) 0.3691 0.4162 0.4277 0.7020 0.2873 0.3487 0.3227 0.5220
BM25op-p (Baseline2) 0.3793 0.4261 0.4451 0.7320 0.2996 0.3527 0.3370 0.5640
KLD-p 0.3679 0.4126 0.4372 0.7120 0.2892 0.3430 0.3340 0.5540
KLD-p-all 0.3706 0.4165 0.4337 0.6920 0.2906 0.3448 0.3284 0.5240
Table 6.4: Evaluation Results for runs using KLD scores of subjective adjectives with phrases 
for re-ranking 
 
With single terms for re-ranking, comparing the best run using KLD scores of subjective 
adjective with single terms, KLD-s, with BM25op-s (baseline 2), the performance dropped 
0.42% in MAP for opinion retrieval, but there is 2.9% improvement in P@10. Comparing with 
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BM25, KLD-s improved the performance of opinion retrieval by 6%. On the other hand, 
comparing the run using KLD scores of subjective adjectives with phrases used for re-ranking, 
KLD-p, with BM25op-p (baseline 2), we can observe 3.4% setback in MAP for opinion 
relevance, as well as a drop of 1.8% in P@10. In conclusion, KLD-s yields the best results 
(MAP = 0.3046) in opinion retrieval among all runs using KLD score for document re-ranking 
in experiments of method 1, but it cannot outperform BM25op. 
 
The difference between performance of method 1 and performance of baseline 2 is particularly 
important as it determines whether KLD scores of nearby subjective adjectives have benefit in 
adjusting the weights of query term instances for document re-ranking in opinion finding. The 
differences in average precision (opinion relevance) per topic between KLD-s and BM25op-s 
(baseline 2) runs are shown in Figure 6.1. 
 
 
Figure 6.1: Differences in average precision (opinion relevance) per topic between KLD-s and 
BM25op-s runs 
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Among the topics that were improved by the opinion re-ranking based on KLD scores of 
subjective adjectives around the query terms within the windows of 30 are: #909 Barilla, #934 
cointreau, #931 “fort mcmurray”, #911 “SCI FI CHANNEL”, # 949 ford bell, and #948 
sorbonne. Among the topics that dropped in performance are: #920 “andrew coyne”, #901 jstor, 
#910 “Aperto Networks”, #932 goobuntu, #924 “mark driscoll”, #902 “lactose gas” and #938 
“plug awards”. 
 
The experimental results show that all runs cannot achieve better performance than the 
corresponding baselines. KLD-s, KLD-s-all and KLD-p demonstrated statistically insignificant 
performance. T-test shows that the runs KLD-s (P = 0.052506), KLD-s-all (P = 0.280012), 
KLD-p (P = 0.878314) and KLD-p-all (P = 0.441646) were statistically insignificant compared 
to BM25op. 
 
Comparing with the Proximity-based method by Vechtomova (2007) discussed in Section 4.2.2, 
runs “Proximity-based-s” and “Proximity-based-p” were conducted with b=0.1 and k1=1.75, 
which are different from the performance tuning values (b=0.75 and k1=1.2) used in Proximity–
based method. Based on the same dataset, the evaluation results in Table 6.5 show that 
compared with Proximity-based-s, KLD-s has 1.8% improvement in MAP and 4.3% 
improvement in P@10 for opinion relevance. Also as shown in Table 6.6, compared with 
Proximity-based-p, KLD-p has 0.07% improvement in MAP and 1.5% improvement in P@10. 
In addition, KLD-p-all has improvement over Proximity-based-p by 0.5% in MAP. 
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Topical Relevance Opinion Relevance Run Name 
MAP R-prec bpref P@10 MAP R-prec bpref P@10 
Proximity-based-s 0.3701 0.4048 0.4383 0.6980 0.2993 0.3430 0.3391 0.5520
KLD-s 0.3776 0.4209 0.4426 0.7320 0.3046 0.3573 0.3453 0.5760
KLD-s-all 0.3779 0.4224 0.4345 0.7040 0.2976 0.3497 0.3292 0.5400
Table 6.5: Evaluation Results for runs using Proximity-based method and KLD scores of 
subjective adjectives with single terms for re-ranking 
 
Topical Relevance Opinion Relevance Run Name 
MAP R-prec bpref P@10 MAP R-prec bpref P@10 
Proximity-based-p 0.3627 0.4038 0.4366 0.6940 0.2890 0.3301 0.3312 0.5460
KLD-p 0.3679 0.4126 0.4372 0.7120 0.2892 0.3430 0.3340 0.5540
KLD-p-all 0.3706 0.4165 0.4337 0.6920 0.2906 0.3448 0.3284 0.5240
Table 6.6: Evaluation Results for runs using Proximity-based method and KLD scores of 
subjective adjectives with phrases for re-ranking 
 
The difference in performance of Proximity-based method and proposed method 1 (KLD) can be 
attributed to the use of KLD score. From the results, using KLD scores slightly outperformed the 
proximity-based method as the use of KLD in opinion-finding re-ranking gave more weights to 
terms that made the relevant documents divergent to the rest of the documents in the overall 
collection. 
 
6.3 Results Analysis - Method 2 
In the results shown in Table 6.7 and 6.8, all runs for method 2 gained improvement compared 
to the baseline 1, but dropped in performance compared with baseline 2. And it is obvious that 
applying KLD scores only to query term instances which occur within the window of 30 of 
subjective adjectives performed better than applying KLD scores to all query terms. 
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With single terms used for re-ranking, comparing KLD-Dist-s with BM25op-s (baseline 2), 
there is 0.8% drop in MAP for opinion retrieval, but 2.1% improvement in P@10. Compared 
with BM25 (baseline 1), KLD-Dist-s improved the performance of opinion retrieval by 5.7% in 
MAP and 9.6% improvement in P@10. On the other hand, with phrases used for re-ranking, 
comparing KLD-Dist-p with BM25op-p (baseline 2), we can observe 2.5% fall in MAP for 
opinion relevance, as well as 1.8% fall in P@10. 
 
Topical Relevance Opinion Relevance Run Name 
MAP R-prec bpref P@10 MAP R-prec bpref P@10 
BM25 (Baseline1) 0.3691 0.4162 0.4277 0.7020 0.2873 0.3487 0.3227 0.5220
BM25op-s (Baseline2) 0.3845 0.4235 0.4436 0.7260 0.3059 0.3550 0.3382 0.5600
KLD-Dist-s 0.3732 0.4170 0.4387 0.7220 0.3036 0.3542 0.3413 0.5720
KLD-Dist-s-all 0.3771 0.4236 0.4340 0.6980 0.2958 0.3493 0.3295 0.5340
Table 6.7: Evaluation Results for runs using KLD scores of subjective adjectives at different 
distances with single terms for re-ranking 
 
Topical Relevance Opinion Relevance Run Name 
MAP R-prec bpref P@10 MAP R-prec bpref P@10 
BM25 (Baseline1) 0.3691 0.4162 0.4277 0.7020 0.2873 0.3487 0.3227 0.5220
BM25op-p (Baseline2) 0.3793 0.4261 0.4451 0.7320 0.2996 0.3527 0.3370 0.5640
KLD-Dist-p 0.3644 0.4105 0.4339 0.7080 0.2919 0.3490 0.3335 0.5540
KLD-Dist-p-all 0.3699 0.4218 0.4334 0.6980 0.2899 0.3517 0.3301 0.5300
Table 6.8: Evaluation Results for runs using KLD scores of subjective adjectives at different 
distances with phrases for re-ranking 
 
Also, the performance of KLD scores associated with position did not show improvement from 
the original KLD method 1. This may be explained by the fact that KLD score calculation based 
on position to some extent restricted the KLD scores to a particular position, rather improving 
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the approximation of contributions of subjective adjectives in distinguishing between relevant 
documents and the rest of the collection.  
 
The differences in average precision (opinion relevance) per topic between KLD-Dist-s and 
BM25op-s (baseline 2) runs are shown in Figure 6.2. Among the topics that were improved by 
the opinion re-ranking based on KLD scores of subjective adjectives around the query terms 
within the windows of 30 are: #909 Barilla, #934 cointreau, #910 “Aperto Networks”, #918 
varanasi, #948 sorbonne, and #939 “Beggin Strips”. Among the topics that dropped in 
performance are: #938 “plug awards”, #920 “Andrew coyne”, #901 jstor, #931 “fort mcmurray”, 
#947 “sasha cohen” and #924 “mark driscoll”. 
 
 
Figure 6.2: Differences in average precision (opinion relevance) per topic between KLD-Dist-s 
and BM25op-s runs 
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The experimental results show that all runs achieved better performance than baseline1, but 
none of them achieved better performance than baseline 2. The runs KLD-Dist-s (P=0.646752) 
demonstrated statistically insignificant performance compared to BM25op-s. KLD-Dist-s-all 
(P=0.371746), KLD-Dist-p (P=0.6880417) and KLD-Dist-p-all (P=0.383421) also 
demonstrated statistically insignificant performance compared to BM25op-s. 
 
6.4 Results Analysis - Method 3  
By comparing evaluation results in Table 6.9 and 6.10, it can be seen that the use of single 
terms for document re-ranking gives better results than phrases. Also, it is worthy to point out 
that applying KLD scores to query term instances which occur within the window of 30 of 
collocates achieved better performance than applying KLD scores only to all query terms. 
 
Topical Relevance Opinion Relevance Run Name 
MAP R-prec bpref P@10 MAP R-prec bpref P@10 
BM25 (Baseline1) 0.3691 0.4162 0.4277 0.7020 0.2873 0.3487 0.3227 0.5220
BM25op-s (Baseline2) 0.3845 0.4235 0.4436 0.7260 0.3059 0.3550 0.3382 0.5600
KLD-QCat-s 0.3790 0.4166 0.4434 0.7340 0.3077 0.3637 0.3530 0.5820
KLD-QCat-s-all 0.3804 0.4214 0.4344 0.7000 0.2974 0.3551 0.3306 0.5280
Table 6.9: Evaluation Results for runs using KLD scores of subjective adjectives based on 
query categories with single terms for re-ranking 
 
Topical Relevance Opinion Relevance Run Name 
MAP R-prec bpref P@10 MAP R-prec bpref P@10 
BM25 (Baseline1) 0.3691 0.4162 0.4277 0.7020 0.2873 0.3487 0.3227 0.5220
BM25op-p (Baseline2) 0.3793 0.4261 0.4451 0.7320 0.2996 0.3527 0.3370 0.5640
KLD-QCat-p 0.3732 0.4104 0.4412 0.7220 0.3000 0.3604 0.3499 0.5680
KLD-QCat-p-all 0.3787 0.4252 0.4386 0.7100 0.2941 0.3555 0.3322 0.5240
Table 6.10: Evaluation Results for runs using KLD scores of subjective adjectives based on 
query categories with phrases for re-ranking 
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Comparing KLD-QCat-s with BM25op-s (baseline 2), there is a 0.6% improvement in MAP for 
opinion retrieval, as well as 4% improvement in P@10. Compared with BM25 (baseline 1), 
KLD-Qcat-s improved the performance of opinion retrieval for 7.1% in MAP and 11.5% in 
P@10. On the other hand, with phrases used for re-ranking, comparing KLD-Qcat-p with 
BM25op-p (baseline 2), we can observe 0.13% improvement in MAP for opinion relevance, as 
well as 0.7% in P@10. Also, compared with BM25 (baseline 1), KLD-Qcat-p improved the 
performance of opinion retrieval for 4.4% in MAP and 7.7% in P@10.  
 
 
Figure 6.3: Opinion relevance results in MAP by categories 
 
The opinion relevance performance of BM25, BM25op-s, KLD-s and KLD-Qcat-s in MAP by 
categories is presented in Figure 6.3. As can be seen from Figure 6.3, compared to BM25op-s 
(baseline 2), KLD-Qcat-s gained improvement in categories - “Event”, “Product”, “Media/Art” 
83 
and “Misc”. “Person” and “Organization” are the two categories that dropped in performance 
against “KLD-p”. The drop in “Organization” was due to topic #926 “hawthorne heights” and 
#948 sorbonne, while the drop in “Misc” was due to the topic #931 “fort mcmurray” and #942 
“lawful access”. 
 
The opinion relevance performance of BM25, BM25op-s, KLD-s and KLD-Qcat-s in P@10 by 
categories is presented in Figure 6.4. The average performance in categories “Product” and 
“Media/Art” is the same for BM25op-s (Baseline 2) and KLD-Qcate-s. Compared to BM25op-s, 
the biggest improvement by using KLD-Qcat-p was achieved by “Organization”, followed by 
“Misc”, “Person” and “Event”. 
 
 
Figure 6.4: Opinion relevance results in P@10 by categories 
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The experimental results show that KLD-Qcat-s and KLD-Qcat-p achieved better performance 
than the corresponding baselines. KLD-Qcat-s and KLD-Qcat-p demonstrated statistically 
insignificant performance. T-test shows that the runs KLD-Qcat-s (P= 0.745309) and KLD-
Qcat-p (P=0.538613) are statistically insignificant compared to BM25op-s and BM25op-p. Also, 
the runs KLD-Qcat-s-all (P=0.183234) and KLD-Qcat-p-all (P=0.536143) are statistically 
insignificant compared to BM25op respectively. 
 
6.5 Results Analysis - Method 4 
In the results shown in Table 6.11 and 6.12, all runs for method 4 dropped in performance 
compared to the BM25op (Baseline 2). The runs applying KLD scores all collocates around the 
query terms within the windows of 30 achieved improvement compared to BM25 (Baseline 1). 
Apparently, runs using single terms for document re-ranking achieved better results than 
phrases in all measures. Also, runs using the threshold of top 1000 KLD scores gave slightly 
better results than using the threshold of top 500 KLD scores using both single terms and 
phrases for re-ranking.  
 
Topical Relevance Opinion Relevance Run Name 
MAP R-prec bpref P@10 MAP R-prec bpref P@10 
BM25 (Baseline1) 0.3691 0.4162 0.4277 0.7020 0.2873 0.3487 0.3227 0.5220
BM25op-s (Baseline2) 0.3845 0.4235 0.4436 0.7260 0.3059 0.3550 0.3382 0.5600
KLD-1000Col-s 0.3168 0.3516 0.3976 0.6920 0.2430 0.2806 0.2920 0.5000
KLD-1000Col-s-all 0.3702 0.4117 0.4244 0.6980 0.2893 0.3456 0.3219 0.5280
KLD-500Col-s 0.3078 0.3508 0.3944 0.6580 0.2371 0.2751 0.2961 0.4820
KLD-500Col-s-all 0.3701 0.4119 0.4243 0.6960 0.2892 0.3457 0.3218 0.5260




Topical Relevance Opinion Relevance Run Name 
MAP R-prec bpref P@10 MAP R-prec bpref P@10 
BM25 (Baseline1) 0.3691 0.4162 0.4277 0.7020 0.2873 0.3487 0.3227 0.5220
BM25op-p (Baseline2) 0.3793 0.4261 0.4451 0.7320 0.2996 0.3527 0.3370 0.5640
KLD-1000Col-p 0.3120 0.3486 0.3953 0.6780 0.2372 0.2760 0.2881 0.4860
KLD-1000Col-p-all 0.3703 0.4226 0.4307 0.7040 0.2882 0.3493 0.3244 0.5220
KLD-500Col-p 0.3063 0.3496 0.3945 0.6460 0.2327 0.2707 0.2927 0.4620
KLD-500Col-p-all 0.3703 0.4231 0.4305 0.7040 0.2881 0.3493 0.3243 0.5220
Table 6.12: Evaluation Results for runs using KLD scores of collocates with phrases for re-
ranking 
 
With single terms used for re-ranking, comparing KLD-1000Col-s with BM25op-s (baseline 2), 
there is a big drop of 20.6% in MAP for opinion retrieval, and a drop of 10.7% in P@10. 
Compared with BM25 (baseline 1), KLD-1000Col-s dropped 15.4% in MAP for opinion 
retrieval. On the other hand, with phrases used for re-ranking, compared with BM25op-p 
(baseline 2), KLD-1000Col-p dropped 20.8% in MPA as well as 7.1% in P@10 for opinion 
relevance.  
 
The drop in performance using KLD scores of collocates around the query terms could be 
explained by the fact that collocates of query terms may consist of a number of noisy terms, 
which don’t contain opinions about the query terms. The experimental results show that all runs 
failed to achieve better performance than BM25op (Baseline 2), but all runs using KLD scores 
of all collocates around the query terms within the windows of 30 achieved slight improvement 
compared to BM25 (Baseline 1).  
 
The runs KLD-1000Col-s (P=0.005128) demonstrated statistically insignificant performance 
compared to BM25. And T-test shows that the runs KLD-1000Col-p (P=0.000853), KLD-
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500Col-s (P=0.003251) and KLD-500Col-p (P=0.00093) are statistically significant compared 
to BM25op correspondingly.  
Chapter 7  
Conclusion and Future Work 
 
 
In this thesis, four hypotheses were proposed to study the use of KLD scores of subjective 
adjectives and collocates in document re-ranking for opinion retrieval. Below are the 
conclusions for the four hypotheses. 
 
Hypothesis 1:  Document ranking using KLD scores of subjective adjectives results in 
performance improvement in the opinion retrieval task compared to baseline 
systems. 
 
The runs using KLD scores of subjective adjectives around the query terms within windows of 
30 outperformed BM25 (Baseline 1), but were not as good as BM25op (Baseline 2). The result 
of t-test analysis show the result is statistically insignificant. 
 
Hypothesis 2:  Document ranking using KLD scores of subjective adjectives calculated for each 
distance from a query term results in performance improvement in the opinion 
retrieval task compared to baseline systems. 
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The results analysis partially supports this hypothesis. The runs did not outperform BM25op 
(Baseline 2), though improved compared with BM25 (Baseline 1).  
 
Hypothesis 3:  Document ranking using KLD scores of subjective adjectives calculated for each 
topic category results in performance improvement in the opinion retrieval task 
compared to baseline systems. 
 
The results of analysis support this hypothesis.  The method of using KLD scores of subjective 
adjectives calculated for each topic category slightly improves the opinion retrieval 
performance compared with both baseline systems. The topics under categories “Event” and 
“Product” achieved improvement in opinion retrieval. This indicates that using KLD scores of 
subjective adjectives under topic category is recommended for the topics under categories 
“Event” and “Product”. 
 
Hypothesis 4:  Document ranking using KLD scores of collocates of query terms results in 
performance improvement in the opinion retrieval task compared to baseline 
systems. 
 
The experiment using KLD scores of collocates of query terms dropped in opinion retrieval 
performance compared to the baseline systems. Collocates of query terms are automatically 
selected from words around the query terms within the window of 30 did not prove to be 
helpful for opinion detection.  
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Future studies can extend this work in the following directions: 
- Opinion polarity.  The current work focuses on retrieving documents which contain any 
opinions about the input query. Opinion polarity (positive or negative) is outside of its scope. 
The polarity of subjective adjectives can be taken into account to retrieve documents that 
contain either positive, or negative opinions about the query target. 
 
- Inter-relationship between query terms and collocates.  As people may express opinions not 
only towards the targets directly, but also towards something related to the targets. For 
example, in the topic category “Product”, people may express opinions about special 
features or parts of the product, instead of the product itself. For the review of automobile 
model “Lexus RX” as example, opinions could be expressed on its specific features “fuel 
efficiency”, or components “wheels”. If we could identify these related concepts based on 
their relationships with the targets, it may be helpful for opinion retrieval. 
 
- Pronouns detection. A fixed-size window was used in this study to extract collocates of 
query terms. The purpose of doing this is to capture nearby words that contains opinions 
about the query terms. People frequently use pronouns to refer to the concepts they 
mentioned in the text earlier. More sophisticated linguistic-based methods can be used to 
detect co-reference using pronouns (anaphora) in texts. In computational linguistics, a 
number of anaphora resolution methods have been developed with the purpose of 
identifying which of the previously mentioned nouns or noun phrases a pronoun refers to. 




- More complicated query structures. The proposed methods are based on the assumption that 
users are searching for the opinion about all the concepts expressed in the query. However, 
queries may be more complex, for example, a query “What does Person X think about 
global warming?” The user is not interested in opinions about Person X, but about his/her 
views/attitudes towards global warming.    
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Appendices 
Appendix A: BM25 Parameters Evaluation Results 
k1 MAP 
0.5 0.75 1 1.25 1.5 1.75 2 2.5 
0.1 0.2970 0.2973 0.2978 0.2982 0.2987 0.2991 0.2989 0.2983 
0.2 0.2990 0.2995 0.3000 0.3008 0.3013 0.3014 0.3015 0.3013 
0.3 0.2993 0.2999 0.3006 0.3014 0.3017 0.3019 0.3018 0.3014 
0.4 0.2969 0.2975 0.2979 0.2989 0.2990 0.2993 0.2991 0.2987 
0.5 0.2934 0.2939 0.2946 0.2952 0.2956 0.2958 0.2958 0.2953 
0.6 0.2894 0.2898 0.2909 0.2915 0.2919 0.2919 0.2918 0.2914 
b 
0.75 0.2814 0.2819 0.2828 0.2834 0.2837 0.2839 0.2839 0.2834 
          
k1 R-Prec 
0.5 0.75 1 1.25 1.5 1.75 2 2.5 
0.1 0.3748 0.3764 0.3774 0.3788 0.3788 0.3797 0.3796 0.3795 
0.2 0.3748 0.3749 0.3768 0.3769 0.3780 0.3788 0.3787 0.3792 
0.3 0.3747 0.3752 0.3766 0.3771 0.3786 0.3788 0.3788 0.3790 
0.4 0.3735 0.3746 0.3752 0.3762 0.3775 0.3784 0.3788 0.3786 
0.5 0.3729 0.3736 0.3741 0.3743 0.3752 0.3750 0.3757 0.3751 
0.6 0.3715 0.3729 0.3729 0.3731 0.3734 0.3737 0.3735 0.3725 
b 
0.75 0.3645 0.3654 0.3670 0.3671 0.3682 0.3681 0.3683 0.3665 
          
k1 Bpref 
0.5 0.75 1 1.25 1.5 1.75 2 2.5 
0.1 0.4083 0.4087 0.4091 0.4091 0.4094 0.4096 0.4094 0.4090 
0.2 0.4094 0.4097 0.4099 0.4102 0.4106 0.4108 0.4110 0.4112 
0.3 0.4083 0.4088 0.4092 0.4096 0.4099 0.4104 0.4106 0.4105 
0.4 0.4062 0.4066 0.4067 0.4076 0.4076 0.4080 0.4082 0.4081 
0.5 0.4034 0.4039 0.4042 0.4048 0.4050 0.4056 0.4059 0.4057 
0.6 0.4001 0.4008 0.4015 0.4019 0.4022 0.4024 0.4025 0.4024 
b 
0.75 0.3940 0.3941 0.3942 0.3946 0.3950 0.3956 0.3959 0.3960 
 
k1 P10 
0.5 0.75 1 1.25 1.5 1.75 2 2.5 
0.1 0.6102 0.6102 0.6102 0.6102 0.6102 0.6122 0.6143 0.6122 
0.2 0.6245 0.6224 0.6224 0.6204 0.6224 0.6224 0.6306 0.6327 
0.3 0.6163 0.6143 0.6143 0.6143 0.6163 0.6163 0.6204 0.6204 
0.4 0.6020 0.6020 0.6020 0.6041 0.6061 0.6082 0.6061 0.6061 
b 
0.5 0.6041 0.6041 0.6082 0.6082 0.6082 0.6082 0.6082 0.6082 
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0.6 0.6122 0.6143 0.6163 0.6184 0.6184 0.6163 0.6163 0.6143 
0.75 0.6000 0.6020 0.6000 0.6000 0.6000 0.6020 0.6020 0.6041 
Table A.1: The Blog 06 topical relevance evaluation results with different values of 
b and k1 using measures of MAP, R-Prec, bpref, and P@10. 
 
k1 MAP 
0.5 0.75 1 1.25 1.5 1.75 2 2.5 
0.1 0.1956 0.1958 0.1961 0.1963 0.1966 0.1966 0.1962 0.1955 
0.2 0.1937 0.1940 0.1941 0.1946 0.1947 0.1944 0.1944 0.1939 
0.3 0.1909 0.1912 0.1913 0.1917 0.1917 0.1916 0.1913 0.1907 
0.4 0.1869 0.1872 0.1874 0.1878 0.1877 0.1876 0.1873 0.1866 
0.5 0.1827 0.1829 0.1831 0.1834 0.1834 0.1833 0.1831 0.1824 
0.6 0.1782 0.1783 0.1787 0.1790 0.1789 0.1787 0.1784 0.1778 
b 
0.75 0.1713 0.1713 0.1718 0.1721 0.1721 0.1721 0.1719 0.1713 
          
k1 R-Prec 
0.5 0.75 1 1.25 1.5 1.75 2 2.5 
0.1 0.2694 0.2694 0.2694 0.2694 0.2692 0.2694 0.2690 0.2691 
0.2 0.2674 0.2671 0.2671 0.2664 0.2665 0.2667 0.2675 0.2676 
0.3 0.2657 0.2653 0.2654 0.2652 0.2656 0.2661 0.2660 0.2662 
0.4 0.2631 0.2634 0.2630 0.2633 0.2639 0.2641 0.2637 0.2631 
0.5 0.2605 0.2608 0.2601 0.2595 0.2603 0.2609 0.2607 0.2603 
0.6 0.2589 0.2580 0.2577 0.2581 0.2587 0.2595 0.2594 0.2590 
b 
0.75 0.2536 0.2538 0.2539 0.2542 0.2548 0.2546 0.2545 0.2549 
          
k1 Bpref 
0.5 0.75 1 1.25 1.5 1.75 2 2.5 
0.1 0.2630 0.2631 0.2631 0.2630 0.2629 0.2628 0.2625 0.2621 
0.2 0.2606 0.2606 0.2606 0.2606 0.2605 0.2602 0.2602 0.2600 
0.3 0.2583 0.2583 0.2583 0.2583 0.2583 0.2581 0.2583 0.2574 
0.4 0.2552 0.2551 0.2553 0.2553 0.2552 0.2551 0.2548 0.2542 
0.5 0.2524 0.2522 0.2522 0.2520 0.2521 0.2520 0.2518 0.2511 
0.6 0.2488 0.2488 0.2488 0.2488 0.2486 0.2483 0.2479 0.2472 
b 
0.75 0.2434 0.2426 0.2425 0.2427 0.2426 0.2426 0.2425 0.2420 
          
k1 P10 
0.5 0.75 1 1.25 1.5 1.75 2 2.5 
0.1 0.4204 0.4204 0.4204 0.4224 0.4224 0.4245 0.4245 0.4245 
0.2 0.4327 0.4306 0.4286 0.4286 0.4286 0.4286 0.4347 0.4367 
0.3 0.4184 0.4184 0.4184 0.4184 0.4184 0.4184 0.4224 0.4224 
 
b 
0.4 0.3918 0.3918 0.3939 0.3939 0.3959 0.3980 0.3959 0.3959 
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0.5 0.3939 0.3939 0.3939 0.3939 0.3939 0.3939 0.3939 0.3918 
0.6 0.3837 0.3837 0.3837 0.3837 0.3837 0.3816 0.3816 0.3796 
0.75 0.3612 0.3612 0.3592 0.3571 0.3571 0.3592 0.3592 0.3571 
Table A.2: The Blog 06 opinion relevance evaluation results with different values of 




Appendix B: Query Categorization 
 
 
Person Event Product Organisation 




852:larry summers 853:state of the union 856:macbook pro 863:netflix 851:March of the Penguins 
859:letting india into 
the club? 
854:Ann Coulter 861:mardi gras 862:blackberry 866:Whole Foods 858:super bowl ads 865:basque 
855:abramoff bush 867:cheney hunting 879:hybrid car 877:sonic food industry 860:arrested development 
869:muhammad 
cartoon 
857:jon stewart 868:joint strike fighter 883:heineken 884:Qualcomm 864:colbert report 878:jihad 
870:barry bonds 887:World Trade Organization 885:shimano 882:seahawks 
872:brokeback 
mountain 889:scientology 
871:cindy sheehan  888:audi  875:american idol 890:olympics 
873:bruce bartlett  891:intel  876:life on mars 894:board chess 
874:coretta scott king  893:zyrtec  881:Fox News Report 896:global warming 
880:natalie portman  900:mcdonalds  886:west wing 898:Business Intelligence Resources 
892:Jim Moran    895:Oprah 899:cholesterol 
897:ariel sharon      





Table B.2: Query categories for Blog 07 topics





903:Steve Jobs 905:king funeral 901:jstor 910:"Aperto Networks" 911:SCI FI CHANNEL 902:lactose gas 
904:alterman 906:davos 909:Barilla 912:nasa 921:"Christianity Today" 918:varanasi 
908:"carrie 
underwood" 907:brrreeeport 932:goobuntu 915:allianz 928:"big love" 927:oscar fashion 
920:"andrew coyne" 913:sag awards 934:cointreau 916:dice.com  929:"brand manager" 
922:"howard stern" 914:northernvoice 939:"Beggin Strips" 917:snopes  931:fort mcmurray 
924:"mark driscoll" 923:challenger 
944:"Opera Software" 
OR "Opera Browser" 
OR "Opera Mobile" 
OR "Opera Mini" 
919:pfizer  933:"winter olympics" 
935:mozart 925:mashup camp 946:tivo 926:hawthorne heights  942:lawful access 
940:Lance Armstrong 936:grammys  930:ikea  943:censure 
941:"teri hatcher" 938:"plug awards"  937:LexisNexis  945:bolivia 
947:sasha cohen   948:sorbonne   
949:ford bell   950:Hitachi Data Systems   












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Appendix D: Top 100 Normalized KLD Scores of Collocates 
 
cartoons 1 
bush 0.995154 
war 0.991646 
us 0.910338 
film 0.867677 
border 0.839879 
muslim 0.814322 
netflix 0.740765 
audi 0.705298 
comment 0.696006 
danish 0.652928 
sheehan 0.648733 
brokeback 0.647777 
comments 0.604934 
movie 0.591175 
post 0.568068 
president 0.548525 
cindy 0.518638 
mountain 0.501882 
link 0.491 
quot 0.412105 
prophet 0.395567 
don 0.388597 
muhammad 0.384916 
only 0.380179 
email 0.344578 
alt 0.340224 
coulter 0.33814 
god 0.325541 
gay 0.300877 
cartoon 0.298175 
apple 0.295514 
abramoff 0.289216 
idol 0.282887 
point 0.274517 
editor 0.271386 
allah 0.261551 
ann 0.254146 
media 0.250802 
blog 0.234529 
movies 0.23366 
read 0.228739 
title 0.225418 
hunting 0.221191 
src 0.219423 
vice 0.217585 
blogger 0.216538
amp 0.209266
macbook 0.200902
google 0.199766
mac 0.188852
real 0.187344
blockbuster 0.18414
actually 0.175849
country 0.171523
paper 0.170478
democrats 0.168618
kill 0.166172
won 0.164899
republican 0.163573
son 0.161988
published 0.159181
world 0.159177
american 0.158974
content 0.150109
george 0.148397
TRUE 0.148131
mother 0.14639
spain 0.145952
republicans 0.141647
states 0.137487
europe 0.131899
else 0.128831
iraq 0.12492
fuck 0.122732
profile 0.122563
posten 0.119542
wing 0.119297
doing 0.119216
jyllands 0.114628
archive 0.114079
carrie 0.113796
please 0.112892
start 0.112645
soldiers 0.111876
king 0.109395
story 0.106084
night 0.106026
anti 0.105487
stewart 0.10341
thought 0.103323
feed 0.103249
clinton 0.102943
attack 0.10242
culture 0.101859
washington 0.100925
style 0.100326
wireless 0.100128
whole 0.098993
forces 0.097923
heath 0.096843
liberals 0.09452
underwood 0.094475
raquo 0.094233
permanent 0.093353
reply 0.093261
response 0.089705
enemy 0.089688
love 0.087464
white 0.086898
days 0.086125
FALSE 0.086036
color 0.085393
state 0.08422
target 0.083926
says 0.083834
guy 0.082422
dvds 0.080773
mean 0.080059
old 0.078435
trackback 0.078344
powerbook 0.07822
woman 0.078198
bomb 0.076641
feel 0.073836
mobile 0.073018
jon 0.072282
trying 0.072092
blank 0.071924
congress 0.071655
mohammed 0.071512
posted 0.071395
remember 0.071082
fight 0.069765
cowboy 0.069288
jake 0.069062
queue 0.068293
casey 0.068097
110 
public 0.067899 
speak 0.067038 
university 0.067006 
weekend 0.066746 
makes 0.066723 
blogs 0.066343 
saw 0.066255 
dead 0.06577 
reading 0.065671 
rest 0.065466 
customers 0.064995 
watch 0.06486 
book 0.062722 
started 0.062438 
colbert 0.060461 
texas 0.060023 
magazine 0.059869 
jihad 0.059798 
chess 0.059719 
cartoonists 0.058972 
camp 0.056468 
politics 0.056075 
great 0.055324 
opinion 0.055222 
protest 0.055125 
shows 0.054608 
women 0.054241 
customer 0.053923 
anger 0.053132 
cartoonist 0.052838 
second 0.052469 
guys 0.051101 
dtd 0.051071 
review 0.050413 
political 0.050389 
court 0.049912 
words 0.049174 
bob 0.048571 
article 0.048421 
everyone 0.047084 
hear 0.047068 
roger 0.047022 
racist 0.046625 
belief 0.046537 
thread 0.046238 
especially 0.04506 
pay 0.044552 
yes 0.044312 
haven 0.044228 
imac 0.04421 
path 0.043645
men 0.043493
nofollow 0.043482
non 0.042883
points 0.042572
purl 0.042205
thing 0.041851
katrina 0.04131
fair 0.040613
watching 0.040538
herself 0.040483
strict 0.040173
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