Abstract
Introduction
Recent advances in medical and biological recording techniques allow scientists to collect data from multiple sensors over long periods of time. We are particularly interested in multielectrode recordings of brain activity. Despite their complexity and variability, these large spatio-temporal datasets exhibit localized correlations, hence the structure in short time windows appears to be well organized and lowdimensional. The existence of such correlations suggests that we can organize these datasets based on features in these time windows. Our goal is to build tools that provide insight into the distribution of features in large spatio-temporal datasets and that enable navigation through these features instead through time series.
The general approach is illustrated in Fig. 1 . An experiment is recorded using spatially distributed detectors (Fig. 1A) . Recorded time series are aligned and divided into segments of equal length (Fig. 1B) . A feature detection test is applied to all spatial frames within a segment, and only segments containing a feature are further considered. In this example, the feature of interest is wave-like behavior, and segments that contain a wave are highlighted.
The dataset is then lifted to an abstract feature space by representing each extracted segment as a single point (Fig. 1C) . Standard dimension reduction and pattern recognition algorithms can be applied in the feature space, and new domain-specific algorithms for exploring and navigating through this space can be implemented (Fig. 1D) . The points can be color or shape mapped to other properties such as the starting time or the experimental condition.
To illustrate this technique, we consider wave features in synthetic data and multielectrode brain recordings. Synthetic datasets are used as a controlled environment for testing various parameter choices, while the multielectrode recordings provide a more realistic setting for the application of the method. We apply the lifting method to these datasets by choosing waves as features of interest and using a wave detection test to perform feature detection. We compare two different feature representations, wave direction and low-dimensional subspaces.
Feature detection and extraction followed by projection is often applied to gain insight into highdimensional data. For example, Dawson et al. [3] applied ISOMAP [11] projection to microarray expression data from a spinal cord injury dataset and colored the projected points by their experimental parameter values. Their features are vectors of gene expression values. Amato et al. [1] consider microarray time series data. They use non-linear PCA for feature extraction and probabilistic principal surfaces for projection. They project the time series of each gene to a point in a feature space and perform clustering in the feature space to find genes that have similar behavior. The first example uses spatial features, and the second example uses temporal features, while our work considers more complex spatiotemporal features.
Mutual Subspace Method techniques [13] are used in the video-based feature recognition domain [2, 4, 6] to lift analysis to spaces of spatiotemporal features. Our work follows these ideas but differs in the details of the application and the feature spaces.
The brain itself may represent information about objects using more abstract feature spaces. Kiani et al. [7] used multidimensional scaling projections of neural responses in populations of neurons to expose an apparently hierarchical abstract feature representation in monkeys.
The paper is organized as follows. Section 2 gives an overview of the lifting method, and section 3 describes its application to simulated data. Section 4 explores the application to experimental data. Section 5 offers discussion and concluding remarks.
The lifting method
The lifting method has following steps: 1) Find a mapping from the original space to an abstract feature space. 2) Define an appropriate distance metric in the feature space. 3) Simplify the structure through dimension reduction or clustering. 4) Navigate through features rather than through the space-time series. Each of these steps needs to be tailored to the particular problem being solved. In [12] we explored the effect of distance metric and projection technique (steps 2 and 3) on the result. This paper examines different feature representations (step 1) and introduces the concept of navigation through features (step 4).
1. Mapping to the feature space
Feature space representation is the crucial first step. Our data consists of time snapshots or frames of video, and each frame consists of a set of simultaneous measurements on a grid. A segment is a fixed number of consecutive frames. The features of interest are short duration waves. We detect segments that contain waves by computing PCA decomposition of a segment and applying the wave subspace test (see appendix) to detect whether the segment contains a wave. In this paper we compare the results from two feature representations of the segments containing waves.
The angle feature space uses the direction of wave propagation in the segment as the feature. The direction can be computed for a single frame by finding the direction of the average phase gradient of that frame. The phase gradients can be computed from the Hilbert transform of the time series [10] . The wave direction of a segment can be represented by the direction of a selected frame such as the middle frame or the frame with the maximum gradient magnitude. If the wave direction changes throughout the segment, a weighted average may give a better estimate. Angle direction features are easy to understand, but the computed direction is often sensitive to noise.
An alternative feature space, subspace feature space, is defined by representing a segment by a twodimensional subspace. The subspace is computed by finding the same spatial PCA decomposition as used in the wave subspace test and keeping the two most energetic PCA modes. Points in this feature space are two-dimensional vector spaces. PCA decomposition is resistant to Gaussian noise, therefore the subspace representation is a good complement to the wave direction representation for noisy data. 
Defining the distance metric
The distance between waves in angle feature space is defined as the absolute difference between the corresponding direction angles of the two features. Distances greater than p are subtracted from 2p and the result is normalized to lie between 0 and 1.
The choice of distance metric for the subspace feature space is less obvious. Much work has been done on methods for computing subspace distances [2, 4, 5, 6, 13] . Based on the results of [12] , we chose the largest principal angle-based distance metric, as it proved to be the most resistant to noise. Let A 1 and A 2 be points in the subspace feature space. The distance is defined as:
where s min is the smallest singular value of the matrix A 1 T A 2 . A i is the orthogonal matrix whose columns are the PCA eigenvectors of A i . The number of columns in A i is equal to the dimensionality of the subspace, and the number of rows corresponds to the number of detectors.
3. Low-dimensional projection
A simple way to analyze the structure of the feature space is to find a low-dimensional mapping, usually two-dimensional or three-dimensional, that preserves the relationships between the features. Because points in the feature space can be either vectors or vector spaces, we use dimension reduction algorithms that rely entirely on distances between pairs of points to compute the projections. In previous work we compared four different projection techniques, concluding that ISOMAP produced the best overall results [12] . For the reminder of this paper we will use ISOMAP to compute the low-dimensional projections of the feature space.
4. Navigation in the feature space
The feature space representation also provides a means of navigating features on different scales. The lower half of Fig. 1D schematically represents the distribution of feature properties by stacked bar charts. Data from a long experiment is divided into fixed time intervals whose length defines a "scale". Each stack within the chart shows the distribution of features in one interval. For the examples shown in this paper, we use navigation to examine the distance of features to a selected reference feature. Features are binned according to this distance, and the height of each stripe in a stack is proportional to the number of features in that time interval whose distances are in the corresponding range. The stripes are colored according to the mean range distance from the reference point, and the stripe corresponding to discarded segments in the interval is displayed in a neutral color. Bars can further be sorted based on properties of corresponding intervals to illustrate the changes of feature distribution over time. Alternatively, the bars can be sorted by other properties such as experimental condition to show variation in feature distribution by condition.
The user may also select a particular time interval of interest for more detailed viewing. The detailed time distribution in the selected interval is displayed using a horizontal color bar. The position of each stripe on the bar is determined by the position of the segment in the selected interval, and the color is based on the distance from the reference feature.
One can navigate on a more global scale by increasing the length of a time interval corresponding to a stack. It is also possible to use groupings other than time for stacks. Detailed navigation must then be adapted for the grouping strategy.
Application to simulated waves
We generated four simulated datasets consisting of overlapping waves moving in different directions across a 10×10 spatial grid of detectors by superposing time offsets of the basic wave form:
where A(t) is a Gaussian envelope amplitude function with mean m, variance s, and maximum amplitude 1. The direction of wave propagation, θ, is selected from the interval [0, 2p]. The parameters k x and k y are computed as cos(θ) and sin(θ), respectively. The parameters ω and ϕ control the speed of wave propagation and the phase offset, t represents time, and x and y are horizontal and vertical positions on the detector grid.
Dataset 1 has waves generated using m=50ms and s=30ms. The waves are centered 100ms apart, and adjacent waves overlap by approximately 60ms. The directions of wave propagation are uniformly distributed. Dataset 1 is used to explore the effects of feature detection parameter selection.
Three additional datasets, Dataset 2, Dataset 3 and Dataset 4, are used to test the navigation methods and feature space selection. These datasets have m=20ms and s=13ms and are centered 40ms apart. Dataset 2 has a uniform distribution of wave directions. Approximately 30% of segments of Dataset 3 do not contain waves. The waveless segments contain Gaussian noise modulated by the same Gaussian amplitude function with maximum amplitude 0.1. Dataset 4 has a preferred wave direction in each 1600ms time interval, and approximately 30% of segments are without waves. The preferred orientation is achieved by selecting angles from a normal distribution centered at the preferred angle with variance 0.2.
1. Feature spaces and distances
We consider two feature space representations, one using wave direction and the other using subspaces. In the simulated data, the direction can be directly retrieved as the θ value used to generate the wave or it can be computed by using the phase gradient. The subspaces are computed as described in section 2. 
2. Parameters of feature selection
To understand the effect of wave subspace test parameter selection, we apply the wave subspace test [9] for feature detection to Dataset 1. Fig. 3 displays the two-dimensional ISOMAP projections of the subspace features using different thresholds in the feature detection test. The mappings in the first column are computed using a very low threshold, which results in a stringent wave detection test. The resulting feature space does not have enough points to enable the algorithm to detect the underlying structure. On the other hand, applying the feature detection test with a high threshold, as used in the third column of Fig. 3 , identifies segments with lower correlations as waves. In this case, the feature space has too many noisy points for the algorithm to work properly. The second column illustrates a good threshold, resulting in a clear circular shape.
To test whether the projection correctly preserves wave direction, we computed the direction of each segment as the average phase gradient for the middle frame of that segment and used the computed direction as the colormap, as shown at the bottom of Fig. 3 . The smooth variation in point colors confirms that the mapping preserves directions and indicates a welldefined relationship between the angle feature spaces and the subspace feature spaces for this dataset.
The projections of angle features are similar to the projections of the subspace features and are not shown.
Navigation through long datasets
Mapping to a feature space collapses a set of data points to a single point, allowing efficient summary of large datasets. This paper illustrates navigation using a stacked bar chart strategy as explained in section 2.4, but other approaches are possible. We apply this navigation strategy to Dataset 2, Dataset 3 and Dataset 4 using non-overlapping segments of length 40ms. Each point in the lifted space represents 40μ10μ10 = 4000 values in the original space. Datasets 2 and 3, which contain a uniform distribution of wave directions, have a relatively uniform distribution of features in the angle navigation diagrams. In contrast, the navigation diagrams that use subspace distance only place segments that are very similar to the reference segment in the lower bins (dark red). The subspace navigation diagrams provide detailed information on the distribution of very similar features, while less similar features are shown in light yellow. The colormap can be adjusted to further resolve nearby features. Dataset 4 is dominated by waves traveling in similar directions within each major interval, which is clearly indicated in both navigation diagrams. However, because angle distance distinguishes between waves going in opposite directions, some segments that are marked as similar in the subspace navigation diagram do not show as such on the angle diagrams. If this behavior is not desired, a modified angle distance can be used (see section 3.1).
Application to brain recordings
We now consider data recorded in vivo from macaque motor cortex while the monkey performs multiple repetitions of an 8-direction center-out instructed-delay task [10] . These recordings are considerably more complex than the artificially generated waves of section 3. Responses are recorded at 20,000 frames/second by a surgically implanted 10×10 array of equally spaced microelectrodes and are then low-pass filtered to 1000 frames/second. Rubino et al. have shown that recorded signals have short duration overlapping waves in the beta frequency band (15-45Hz) and that these waves contain information about the target direction of the instructed arm movement. We apply the lifting method to detect and extract the waves and demonstrate the use of the reduced feature space to navigate these very long recordings.
The analysis of these datasets holds many challenges. Each trial has approximately 10×10×1000 values, and a typical experiment has 300 to 1000 trials, but data collection can occur over even longer time periods. The observed waves are of short duration (approximately 15ms), thus, the total number of detected features can be very large.
The significant variation in wave shape and amplitude complicates detection and determination of wave direction. In fact, the wave direction can vary significantly even within the same wave segment, as demonstrated by comparing the angle and weighted angle feature. The angle feature is computed using the direction of the average phase gradient in the middle frame of the segment. The weighted angle feature is computed as the weighted mean angle over all frames in the segment, with weights proportional to the magnitude of the average phase gradient for the corresponding frame. The angle and the weighted angle are virtually identical in the synthetic data, but these features can differ significantly in the multielectrode data. The left panel of Fig. 5 plots the angle vs. weighted angle distance for a reference wave in monkey Rx, while the right panel plots weighted angle distance vs. subspace distance for the same reference wave. The irregular shape of these plots indicates substantial variation in wave shape and the presence of noise. The subspace distance may be more informative, because it takes into account the wave shape of the entire segment. Time segment 31-45ms in the first trial is used as the reference wave. This segment is selected because its wave direction is in the preferred direction of the Rx dataset.
The left and middle panels of Fig. 6 show ISOMAP projections of the subspace feature space for monkey Rx and the right panel shows an ISOMAP projection of the subspace feature space for monkey Rs. The reference wave used in Fig. 5 , which is in the preferred direction for monkey Rx, is marked by a green dot in the left and middle panels. Points in the left panel are colored using the angle feature, and points in the middle and right panels are colored using the weighted angle feature. Only projections of segments from the first 10 trials are included in Fig. 6 to reduce clutter.
The projection reveals the existence of the preferred direction for this dataset, confirming the results of Rubino et al. [10] . Monkey Rs has a much broader distribution of wave directions, with two preferred directions that are approximately 180° apart. These preferred directions are both clustered at the upper right in the ISOMAP projection, shown in the right panel of Fig. 6 . The detailed view of the first trial reveals that the most energetic wave occurs at 106ms, which is consistent with the results reported in [10] . This maximal energy wave is not precisely aligned in the preferred direction. Notice also that the other waves in the trial have considerably less energy. An alternative navigation strategy is to use the distribution of wave energies rather than the distance from a reference feature. Fig. 8 shows a navigation diagram in which the distances for each trial are computed using the most energetic wave in that trial as the reference feature. The signal in the vicinity of the maximal energy wave carries the most information about the instructed movement direction. The bars below the left panel of Fig. 8 show that most of the waves in the first trial are not exactly aligned with the maximal energy wave. Fig. 9 displays the left panel of Fig. 7 on a coarser scale, with all trials corresponding to a single instruction direction combined in the same bar. Since the number of trials is not constant across the directions, the overall bar height was divided by the number of trials. As a result, the difference in overall height reflects the difference in the average number of waves per trial for that direction. To better illustrate the uneven length of time intervals used in Fig. 9 , we adjusted the width of each navigation bar to be proportional to the number of trials with the corresponding movement direction. For simplicity, waveless segments were not included in this diagram.
Discussion
This paper explores the use of feature spaces for analysis and navigation in complex spatio-temporal data. In particular, we examine two types of datasets. The first type of data is long and continuously recorded time series, illustrated by our simulated datasets in section 3. We compute the navigation diagrams for this type of data by dividing the series into successive time intervals of fixed length and computing the distances from the reference feature for all features in the interval. The navigation bars are sorted by the position of the corresponding time interval in the dataset, as illustrated in Fig. 4 . Continuous navigation diagrams reveal the temporal distribution of features in this type of data.
When the dataset consists of the multiple repetitions of an experiment, not necessarily recorded over consecutive periods of time, the navigation strategy has a different form. An intuitive choice for this type of data is to assign each trial to one interval, as described in Fig. 7 and Fig. 8 for the monkey data. Organization of these intervals for navigation purposes can vary. A possible organization groups experiments with similar experimental setup, as illustrated in Fig. 7 in which the intervals were organized by the direction of the instructed movement. This type of navigation reveals the difference in experimental response as a function of the specific parameter. 0°  45°  135° 180°  90°  225° 270° 315°  0°  45°  135°180°  90° 225° 270° 315° Figure 8 . Navigation using the most energetic wave in each trial as the reference wave. The colored bars show a detailed view of the first trial, as explained in Fig. 7 . The reference wave for the first trial is shown by the green arrow. Parameters and colormaps are as in Fig. 7 . Merging of successive intervals changes the scale of the navigation diagrams. The left panel of Fig. 7 shows a fine scale navigation of monkey subspace feature space, organized by the instructed arm movement. This diagram shows the strong presence of a preferred feature for this dataset, and suggests a uniform distribution over different directions. However, the uniform distribution is obvious from the coarser navigation diagram shown in Fig. 9 .
When performed in continuous navigation diagrams, the merging of intervals produces similar effects as changing the scale of wavelet analysis. Navigation on a coarser time scale can reveal global trends in feature distribution that might not be obvious from the detailed distribution of features.
