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SHUFFLE PRODUCTS FOR MULTIPLE ZETA VALUES AND
PARTIAL FRACTION DECOMPOSITIONS OF ZETA-FUNCTIONS OF
ROOT SYSTEMS
YASUSHI KOMORI, KOHJI MATSUMOTO, AND HIROFUMI TSUMURA
Abstract. The shuffle product plays an important role in the study of multiple zeta
values. This is expressed in terms of multiple integrals, and also as a product in a
certain non-commutative polynomial algebra over the rationals in two indeterminates.
In this paper, we give a new interpretation of the shuffle product. In fact, we prove
that the procedure of shuffle products essentially coincides with that of partial fraction
decompositions of multiple zeta values of root systems. As an application, we give a
proof of extended double shuffle relations without using Drinfel’d integral expressions
for multiple zeta values. Furthermore, our argument enables us to give some functional
relations which include double shuffle relations.
1. Introduction
Let N, N0, Z, Q, R and C be the set of natural numbers, nonnegative integers, rational
integers, rational numbers, real numbers and complex numbers, respectively.
The multiple zeta value (MZV) of depth N is defined by
(1) ζ(k1, k2, . . . , kN ) =
∑
m1>m2>···>mN>0
1
mk11 m
k2
2 · · ·m
kN
N
for k1, k2, . . . , kN ∈ N with k1 > 1, where k1+ · · ·+ kN is called its weight (see Zagier [41]
and Hoffman [14]). Researches on MZVs have advanced actively in this decade (see surveys
and related articles [6, 8, 16,19]).
It is known that the MZV can be expressed as a multiple integral, from which a lot
of interesting formulas among MZVs have been systematically obtained. Hoffman [15]
constructed an algebraic setup for the theory of MZVs as follows (see also [7]). Let
H = Q〈x, y〉 be the non-commutative polynomial algebra over Q in indeterminates x, y.
The monomial u1u2 · · · ud ∈ H, where each uj = x or y, is often called a “word”. Let H
1
and H0 be its subalgebras Q + Hy and Q + xHy, respectively. Let Z : H0 → R be the
Q-linear map defined by
(2) Z
(
xk1−1yxk2−1y · · · xkN−1y
)
= ζ (k1, k2, · · · , kN ) .
Then it is known that
Z(u1u2 · · · ud) =
∫
· · ·
∫
1>t1>···>td>0
ωu1(t1)ωu2(t2) · · ·ωud(td),(3)
where ωx(t) = dt/t and ωy(t) = dt/(1 − t). The right-hand side of (3) is often called the
Drinfel’d integral. Note that the connection between the Drinfel’d integrals and MZVs
was first noticed by Kontsevich (see [41]). By using this expression, several fascinating
relation formulas for MZVs have been obtained, for example, [5, 8, 17, 18, 33, 34] and so
on. In particular, it is a key fact that the product of two MZVs can be expressed as
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a sum of MZVs. Additionally, the associator relations for MZVs were discovered by
Drinfel’d [10], and the dimension of the Q-algebra generated by MZVs has been studied
(see Goncharov [12], Terasoma [37]).
For simplicity, we let zp = x
p−1y ∈ H1 (p ∈ N). It follows that {zp | p ∈ N} and 1 are
the generators of H1. On H1, the harmonic product ∗ is defined by
1 ∗ w1 = w1 ∗ 1 = w1,
zpw1 ∗ zqw2 = zp(w1 ∗ zqw2) + zq(zpw1 ∗ w2) + zp+q(w1 ∗ w2),
(4)
for any p, q ∈ N and w1, w2 ∈ H
1, and extended by Q-bilinearity. Here, zpw1 ∗ zqw2
is to be read as (zpw1) ∗ (zqw2), but we omit the parentheses. We will use the same
convention for x products. With respect to the harmonic product, it is known that H1
becomes a commutative algebra, H0 is its subalgebra, and the map Z defined by (3) is an
algebra-homomorphism, that is,
(5) Z(w1 ∗ w2) = Z(w1)Z(w2)
for w1, w2 ∈ H
0.
By repeated application of (4), we find that w1 ∗ w2 (w1, w2 ∈ H
0) can be written
as a linear combination of words in H0. We call this procedure the “harmonic product
procedure” (HPP) for w1 ∗ w2. For example, we have zp ∗ zq = zpzq + zqzp + zp+q from
definition (4). Hence, by (2) and (5), we obtain
(6) ζ(p)ζ(q) = ζ(p, q) + ζ(q, p) + ζ(p+ q).
Formulas of this type are sometimes called harmonic product relations.
On the other hand, the shuffle product x is defined by
1 x w1 = w1 x 1 = w1,
u1w1 x u2w2 = u1(w1 x u2w2) + u2(u1w1 x w2),
(7)
for w1, w2 ∈ H
1 and u1, u2 ∈ {x, y}, and extended by Q-bilinearity. This product was
originally studied by Reutenauer [35, 36]. Note that this product can be defined on H.
Similarly to the case of ∗, with respect to x, it is known that H1 becomes a commutative
algebra, H0 is its subalgebra, and the map Z is also an algebra-homomorphism, that is,
(8) Z(w1 x w2) = Z(w1)Z(w2)
for w1, w2 ∈ H
0 (see [17, Theorem 4.1]). Applying (7) repeatedly, we find that w1 x w2
(w1, w2 ∈ H
0) can be written as a linear combination of words in H0. We call this procedure
the “shuffle product procedure” (SPP) for w1 x w2. Combining (5) and (8), we obtain
(9) Z(w1 ∗ w2) = Z(w1 x w2).
Combining (9) with HPP for w1 ∗w2 and SPP for w1 xw2, we obtain non-trivial relations
for MZVs, which are called (finite) double shuffle relations.
In this paper, we give a new interpretation of SPP. From definition (7), for example, we
can obtain
zp x zrzq =
r−1∑
i=0
(
p− 1 + i
i
)
zp+izr−izq +
p−1∑
i=0
(
r − 1 + i
i
)
zr+i(zp−i x zq)(10)
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for p, q, r ∈ Z with p, r ≥ 2. On the other hand, we will later (see Section 3) prove that
ζ(p)ζ(r, q) =
r−1∑
i=0
(
p− 1 + i
i
) ∞∑
l,m,n=1
1
(l +m+ n)p+i(m+ n)r−imq
+
p−1∑
i=0
(
r − 1 + i
i
) ∞∑
l,m,n=1
1
(l +m+ n)r+ilp−imq
,
(11)
by considering the partial fraction decomposition. The left-hand side of (10) corresponds
to that of (11) via the Z-map (by (2), (8)). Also, the first sum on the right-hand side of
(10) corresponds to that on the right-hand side of (11) via the Z-map. So the second sum
on the right-hand side of (10) corresponds to that on the right-hand side of (11) via the
Z-map, and hence the following correspondence is plausible:
(12) Z(zr+i(zp−i x zq)) =
∞∑
l,m,n=1
1
(l +m+ n)r+ilp−imq
.
From this observation, we expect that there is an explicit correspondence between SPP
and partial fraction decompositions.
The main aim of this paper is to confirm this expectation. We will later confirm (12) and
will point out that the right-hand side of (12) is equal to a special value of the zeta-function
of the root system of A3 type (see Section 2) defined by the authors in [20,21,23,30]. As
a generalization of this fact, we will prove that each step of SPP can be realized as the
corresponding step of partial fraction decompositions of zeta-functions of root systems of
AN type.
In Section 2, we will briefly recall the definitions and results about zeta-functions of root
systems of AN type, and state the main results. More precisely, we will explicitly give the
form of each step of SPP (see Proposition 2.2), and will show that each step of SPP can be
realized as the corresponding step of partial fraction decompositions of zeta values of root
systems (see Theorem 2.3). An important point is that, in our argument in the following
sections, we use neither Drinfel’d integral expressions (3) for MZVs, nor the multiplicative
property (8) a priori. In particular, our argument includes a proof of (8) without using
Drinfel’d integral expressions. Consequently we give a proof of extended double shuffle
relations (see [18]) without using Drinfel’d integral expressions (see Theorem 2.6).
In Section 3, we will observe the cases of double and triple zeta values, and consider a
certain correspondence between SPP and partial fraction decompositions.
In Section 4, we will give the proofs of the results stated in Section 2.
The fact that SPP can be realized by partial fraction decompositions has an important
application. In fact, in Section 5, we will give some functional relations which include
double shuffle relations. Several years ago, the second-named author proposed the ques-
tion whether known relations for MZVs are valid only at integer points, or valid also
continuously at other points (see [29]). Harmonic product relations, such as (6), are valid
not only at integer points but also at any other complex points. This is clear because
harmonic product relations can be obtained by decompositions of infinite sums. Other
answers to the above question are given by several explicit functional relations proved
recently by the authors (see [21, 30, 31, 39]), and Bradley’s partition identities (see [9]).
Now in this paper, we establish that SPP can be described in terms of decompositions
of infinite sums. Therefore, as in the case of harmonic product relation, we can extend
double shuffle relations to functional relations which are valid at any complex points (see
Theorem 5.2).
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In Section 6, we remark that each step of SPP in the sense of (7) can be realized as the
corresponding step of partial fraction decompositions of zeta values of root systems.
2. Main results
First we briefly recall zeta-functions of root systems of AN type (for details, see [30],
and also [20,21,23]).
For the complex semisimple Lie algebra sl(N + 1) of AN type, the zeta-function of the
root system of AN type is defined by
ζN (s;AN ) = ζN (s; sl(N + 1)) =
∞∑
l1,l2,··· ,lN=1
N∏
i=1


N∏
j=i
(
N+i−j∑
k=i
lk
)−sij
 ,(13)
where s = (sij)1≤i≤j≤N ∈ C
(N+1)N/2 (see [30, (2.2)]). Note that MZV is a special value of
this function. In fact, from (13), we see that
(14) ζN (s11, s12, . . . , s1N , 0, 0, . . . , 0;AN ) = ζ(s11, s12, . . . , s1N ).
We give the following explicit examples of (13):
ζ1(s1;A1) = ζ(s1) =
∞∑
n=1
1
ns1
,
ζ2(s11, s12, s22;A2) =
∞∑
m,n=1
1
(m+ n)s11ms12ns22
,
ζ3(s11, s12, s13, s22, s23, s33;A3)
=
∞∑
l,m,n=1
1
(l +m+ n)s11(l +m)s12 ls13(m+ n)s22ms23ns33
,
ζ4(s11, s12, s13, s14, s22, s23, s24, s33, s34, s44;A4)
=
∞∑
l,m,n,h=1
1
(l +m+ n+ h)s11(l +m+ n)s12(l +m)s13 ls14
×
1
(m+ n+ h)s22(m+ n)s23ms24(n+ h)s33ns34hs44
.
(15)
Note that the orders of variables {sij} on the left-hand sides are different from those in
our previous papers [20, 21, 30]. Here, we adopt the order of variables corresponding to
that of MZVs.
Remark 2.1. In our previous work, we defined zeta-functions of root systems of not only
AN type but also anyXr type which we denote by ζN (s;XN ), whereX = A,B,C,D,E, F,G
(for details, see [20, 21, 23]). The origin of these functions goes back to Witten zeta-
functions which were studied by Witten [40] in connection with quantum gauge theory,
and essentially formulated by Zagier in [41]. For any semisimple Lie algebra g of Xr
type, the Witten zeta-function associated with g is a one-variable function defined by the
form K(g)sζN (s, s, . . . , s;Xr), where K(g) is a constant depending only on g (see [23,
Section 2]). In the 1950’s, Tornheim [38] first studied the value ζ2(d1, d2, d3;A2) for
d1, d2, d3 ∈ N, which is called the Tornheim double sum. Independently, Mordell [32]
studied the value ζ2(2d, 2d, 2d;A2) (d ∈ N). From the analytic viewpoint, the second-
named author [26] studied the multi-variable function ζ2(s1, s2, s3;A2) for s1, s2, s3 ∈ C
which is called the Mordell-Tornheim double zeta-function, denoted by ζMT,2(s1, s2, s3).
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He showed the meromorphic continuation of ζMT,2(s1, s2, s3), etc. Note that the function
2sζMT,2(s, s, s) coincides with the Witten zeta-function K(sl(3))
sζ2(s, s, s;A2) associated
with the Lie algebra sl(3) (see Witten [40], Zagier [41]). In [28], the second-named author
considered ζ2(s1, s2, s3, s4;B2) which can be regarded as a multi-variable version of the
Witten zeta-function of B2 type. As a generalization of these results, we generally defined
multi-variable zeta-functions ζN (s;XN ) of the root system of Xr type and studied their
properties in [20,21,23,30].
To state our main results, we first prepare the following proposition, which is a gener-
alization of (10) or (24) below. Note that the empty sum and the empty product are to
be understood as 0 and 1, respectively.
Proposition 2.2. For a, b ∈ N and p1, . . . , pa, q1, . . . , qb ∈ N,
zpa · · · zp1 x zqb · · · zq1
=
qb−1∑
τ=0
(
pa − 1 + τ
τ
)
zpa+τ (zpa−1 · · · zp1 x zqb−τzqb−1 · · · zq1)
+
pa−1∑
τ=0
(
qb − 1 + τ
τ
)
zqb+τ (zpa−τzpa−1 · · · zp1 x zqb−1 · · · zq1).
(16)
Consequently, SPP is performed by applying this proposition repeatedly. Then we can
see that only terms of the form
zrczrc−1 · · · zr1(zpazpa−1 · · · zp1 x zqbzqb−1 · · · zq1)
appear in SPP. Hence, from (16), we find that each step of SPP is expressed by
zrczrc−1 · · · zr1(zpa · · · zp1 x zqb · · · zq1)
=
qb−1∑
τ=0
(
pa − 1 + τ
τ
)
zrczrc−1 · · · zr1zpa+τ (zpa−1 · · · zp1 x zqb−τzqb−1 · · · zq1)
+
pa−1∑
τ=0
(
qb − 1 + τ
τ
)
zrczrc−1 · · · zr1zqb+τ (zpa−τzpa−1 · · · zp1 x zqb−1 · · · zq1).
(17)
For each term on the both sides, we can determine its image via the Z-map as follows.
Theorem 2.3. Let a, b ∈ N and c ∈ N0. For (pη) ∈ N
a, (qξ) ∈ N
b, (rσ) ∈ N
c,
Z
(
zrczrc−1 · · · zr1(zpazpa−1 · · · zp1 x zqbzqb−1 · · · zq1)
)
= ζa+b+c ({dij};Aa+b+c)(18)
holds under the assumption that the right-hand side of (18) is convergent, where
(19) dij =


rc+1−j (i = 1; 1 ≤ j ≤ c)
pa+b+c+1−j (i = 1; b+ c+ 1 ≤ j ≤ a+ b+ c)
qa+b+c+1−j (i = a+ 1; a+ c+ 1 ≤ j ≤ a+ b+ c)
0 (otherwise).
Furthermore each step of the shuffle product procedure (SPP) given by (17) can be realized
as the corresponding step of partial fraction decompositions (PFD) of zeta values of root
systems.
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Remark 2.4. Theorem 2.3 can be illustrated as the following commutative diagram of
procedures:
H0
Z
−−−−→ Zeta values of root systems
SPP
y yPFD
H0
Z
−−−−→ Zeta values of root systems
SPP
y yPFD
where SPP implies the step determined by (17) and PFD implies that of a certain partial
fraction decomposition which corresponds to SPP. The explicit correspondence between
SPP and PFD will be given in the proof of Theorem 2.3.
Remark 2.5. In Theorem 2.3, we only consider the case that the right-hand side of (18)
is convergent. We can explicitly state the condition of this case as follows: pa ≥ 2, qb ≥ 2
if c = 0; rc ≥ 2 if c ≥ 1.
Recall the algebra-homomorphism property (8) of Z with respect to x:
Z(w1 x w2) = Z(w1)Z(w2) (w1, w2 ∈ H
0).
This property has been proved by making use of Drinfel’d integral expressions for MZVs.
On the other hand, our argument in Section 4 includes a proof of (8) without using
Drinfel’d integral expressions for MZVs. We recall the regularized Z-map Zx : H1 → R[T ]
defined by
(20) Zx(w) =
{
T (w = y),
Z(w) (w ∈ H0),
where T is an indeterminate (see [18, Proposition 1]). As for Z and Zx , we obtain the
following.
Theorem 2.6. The algebra-homomorphism property of the Z-map with respect to x:
(21) Z(w1 x w2) = Z(w1)Z(w2) (w1, w2 ∈ H
0)
can be proved without using Drinfel’d integral expressions for MZVs, by only using the
partial fraction decompositions. Consequently, the extended double shuffle relation
(22) Zx(w1 ∗ w2 − w1 x w2) = 0 (w1 ∈ H
1, w2 ∈ H
0)
can be proved without using Drinfel’d integral expressions for MZVs.
Remark 2.7. In this paper, we realize MZVs as special values of zeta-functions of root
systems of AN type. It is possible that our theory is formulated without the terminology
of root systems. However this realization gives a new insight in the theory of MZVs, and
has some applications. For example, since AN ⊂ CN in the sense of [23, Theorem 5.2], it
is possible to realize MZVs as special values of zeta-functions of root systems of CN type,
and then, MZVs correspond to those with sα = 0 for all short roots α. In particular, the
well-known result
(23) ζ(2k, . . . , 2k) ∈ Q · pi2kN (k ∈ N)
for MZVs of depth N can be regarded as a generalization of Witten’s volume formula for
zeta-functions of root systems of CN type (see [24, Theorem 4.6]).
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3. Double and triple zeta values
In this section, we discuss double and triple zeta values. The results in this section are
included in our main theorem, but we insert this section so that the readers can easily
catch the essence of our idea from the description of these simple examples.
First we consider the double zeta case. From (7), we see that SPP for zp x zq gives
(24) zp x zq =
q−1∑
τ=0
(
p− 1 + τ
τ
)
zp+τzq−τ +
p−1∑
τ=0
(
q − 1 + τ
τ
)
zq+τ zp−τ ,
which is mapped to
Z(zp x zq) =
q−1∑
τ=0
(
p− 1 + τ
τ
)
ζ(p+ τ, q − τ) +
p−1∑
τ=0
(
q − 1 + τ
τ
)
ζ(q + τ, p − τ)(25)
via the Z-map for p, q ∈ Z with p, q ≥ 2. On the other hand, we know the following partial
fraction decomposition:
1
XαY β
=
β−1∑
τ=0
(
α− 1 + τ
τ
)
1
(X + Y )α+τY β−τ
+
α−1∑
τ=0
(
β − 1 + τ
τ
)
1
(X + Y )β+τXα−τ
(26)
as a relation for formal rational functions, which can be easily proved by induction (see,
for example, [13, (1.6)], [25]). From (26), we immediately obtain
ζ(p)ζ(q) =
q−1∑
τ=0
(
p− 1 + τ
τ
)
ζ(p+ τ, q − τ) +
p−1∑
τ=0
(
q − 1 + τ
τ
)
ζ(q + τ, p− τ).(27)
Comparing (25) and (27), we obtain
(28) Z(zp x zq) = ζ(p)ζ(q) = Z(zp)Z(zq).
The above argument implies the assertion in the double case of Theorem 2.6 and also
implies that the shuffle product (24) corresponds to the partial fraction decomposition
(26). Note that Euler already noticed the correspondence between (26) and (27) (see
Borwein et al. [4]).
Next we consider the triple zeta case which is a typical case of our investigation. Set-
ting (X,Y ) = (l,m + n) and (α, β) = (p, r) in the partial fraction decomposition (26),
multiplying the both sides by m−q, and then summing up with respect to l,m and n, we
obtain (11). Next we show (12). In fact, it follows from (24) that
zr+i(zp−i x zq) =
q−1∑
τ=0
(
p− i− 1 + τ
τ
)
zr+izp−i+τzq−τ
+
p−i−1∑
τ=0
(
q − 1 + τ
τ
)
zr+izq+τzp−i−τ .
(29)
The right-hand side of (29) is mapped to
q−1∑
τ=0
(
p− i− 1 + τ
τ
)
ζ(r + i, p − i+ τ, q − τ)
+
p−i−1∑
τ=0
(
q − 1 + τ
τ
)
ζ(r + i, q + τ, p− i− τ)
(30)
via the Z-map. On the other hand, setting (X,Y ) = (l,m) and (α, β) = (p − i, q) in the
partial fraction decomposition (26), multiplying the both sides by (l +m + n)−r−i, and
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then summing up with respect to l,m and n, we see that (30) is equal to the right-hand
side of (12). Therefore we see that (12) indeed holds, that is,
Z(zr+i(zp−i x zq)) =
∞∑
l,m,n=1
1
(l +m+ n)r+ilp−imq
= ζ3(r + i, 0, p − i, 0, q, 0;A3).
(31)
Hence we obtain the case (a, b, c) = (1, 1, 1) of (18) in Theorem 2.3. Moreover (31) implies
that the right-hand side of (10) is mapped to the right-hand side of (11) via the Z-map.
Therefore the left-hand side of (10) should be mapped to the left-hand side of (11) via
the Z-map, that is
Z(zp x zrzq) = ζ(p)ζ(r, q) = Z(zp)Z(zrzq).(32)
In Section 1, we assume (32) as a special case of (8), and deduce the correspondence of the
left-hand sides of (10) and (11). Here we proceed reversely to obtain (32) as a conclusion.
Hence the triple case in Theorem 2.6.
Remark 3.1. Arakawa and Kaneko [3] studied double shuffle relations for multiple L-
values by considering their own algebraic setup. For example, as a shuffle product relation,
it is shown that
L(p; a1)L(q; a2) =
q−1∑
τ=0
(
p− 1 + τ
τ
)
Lx(p + τ, q − τ ; a1, a2)
+
p−1∑
τ=0
(
q − 1 + τ
τ
)
Lx(q + τ, p− τ ; a2, a1),
(33)
where L(s; a) =
∑
m≥1 e
2piia/fm−s and
Lx(s1, s2; a1, a2) =
∞∑
m,n=1
e2piima1/fe2piina2/f
(m+ n)s1ns2
for f ∈ N and a, a1, a2 ∈ Z with 0 ≤ a, a1, a2 < f . Similarly to the above consideration,
it is clear that (33) can be deduced from (26). The definition of the shuffle product x for
multiple L-values is essentially the same as that for MZVs. Therefore we can see that SPP
for multiple L-values corresponds to that of partial fraction decompositions of multiple
L-functions of root systems studied in [21,22].
4. Proofs of main results
In this section, we will give the proofs of results stated in Section 2.
Proof of Proposition 2.2. We will prove this proposition by induction on a+ b ≥ 2. In the
case a+ b = 2, namely a = b = 1, the assertion implies (24).
Next we consider the case a + b > 2. In this case, we further use the induction on
pa + qb ≥ 2. In the case pa + qb = 2, namely pa = qb = 1, we have zpa = zqb = y. Hence,
by (7), we see that
zpa · · · zp1 x zqb · · · zq1
= zpa(zpa−1 · · · zp1 x zqb · · · zq1) + zqb(zpa · · · zp1 x zqb−1 · · · zq1),
which implies (16) in the case pa = qb = 1. Hence we have the assertion.
Now we consider the general case. Here we need to check the following three cases:
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(Case 1) pa = 1 and qb > 1,
(Case 2) pa > 1 and qb = 1,
(Case 3) pa > 1 and qb > 1.
First we consider Case 1. Since pa = 1, namely zpa = y, it follows from (7) that
zpa · · · zp1 x zqb · · · zq1
= z1(zpa−1 · · · zp1 x zqb · · · zq1) + x(z1zpa−1 · · · zp1 x zqb−1zqb−1 · · · zq1).
(34)
By the assumption of induction in the case of pa+qb−1, the second term on the right-hand
side is
x
qb−2∑
τ=0
z1+τ (zpa−1 · · · zp1 x zqb−1−τ zqb−1 · · · zq1) + xzqb−1(z1zpa−1 · · · zp1 x zqb−1 · · · zq1)
=
qb−1∑
ρ=1
z1+ρ(zpa−1 · · · zp1 x zqb−ρzqb−1 · · · zq1) + zqb(z1zpa−1 · · · zp1 x zqb−1 · · · zq1),
by putting ρ = τ + 1 in the first sum on the left-hand side and using xza = za+1. Hence,
by (34), we obtain (16) in Case 1. Similarly, we can obtain (16) in Case 2.
Now we consider Case 3. From (7) and the assumption of induction in the case of
pa + qb − 1, we have
zpa · · · zp1 x zqb · · · zq1
= x(zpa−1zpa−1 · · · zp1 x zqb · · · zq1) + x(zpa · · · zp1 x zqb−1zqb−1 · · · zq1)
= x
qb−1∑
τ=0
(
pa − 2 + τ
τ
)
zpa−1+τ (zpa−1 · · · zp1 x zqb−τzqb−1 · · · zq1)
+ x
pa−2∑
τ=0
(
qb − 1 + τ
τ
)
zqb+τ (zpa−1−τ zpa−1 · · · zp1 x zqb−1 · · · zq1)
+ x
qb−2∑
τ=0
(
pa − 1 + τ
τ
)
zpa+τ (zpa−1 · · · zp1 x zqb−1−τzqb−1 · · · zq1)
+ x
pa−1∑
τ=0
(
qb − 2 + τ
τ
)
zqb−1+τ (zpa−τzpa−1 · · · zp1 x zqb−1 · · · zq1).
(35)
Replace τ + 1 by τ in the second and the third sums on the right-hand side of (35), and
use the relation (
m+ n− 1
n
)
+
(
m+ n− 1
n− 1
)
=
(
m+ n
n
)
(m,n ∈ N)
in order to unite the first and the third sums, and the second and the fourth sums,
respectively. Then, noting xzp = zp+1, we obtain (16) in the case of pa + qb. Thus, by
induction, we complete the proof of Proposition 2.2. 
Proof of Theorem 2.3. For our assertion of the former part of Theorem 2.3, we first prove
that
ζa+b+c ({dij};Aa+b+c)
=
∑
l1,l2,...,la∈N
m1,m2,...,mb∈N
n1,n2,...,nc∈N
c∏
σ=1

 σ∑
ν=1
nν +
a∑
µ=1
lµ +
b∑
ρ=1
mρ


−rσ
a∏
η=1

 η∑
µ=1
lµ


−pη
b∏
ξ=1

 ξ∑
ρ=1
mρ


−qξ
,
(36)
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where
d1,a+b+c+1−j = rj−a−b (a+ b+ 1 ≤ j ≤ a+ b+ c),
d1,a+b+c+1−j = pj (1 ≤ j ≤ a),
da+1,a+b+c+1−j = qj (1 ≤ j ≤ b),
and dij = 0 otherwise. In fact, by replacing j by N +1− j on the right-hand side of (13),
we can see that
ζN ({sij};AN ) =
∑
l1,...,lN
N∏
i=1


N−i+1∏
j=1
(
i+j−1∑
k=i
lk
)−si,N+1−j
 .(37)
Comparing (36) and (37) with N = a+ b+ c, we see that mρ and nν correspond to la+ρ
and la+b+ν , respectively. Therefore we clearly obtain (36).
Now we prove
Z
(
zrczrc−1 · · · zr1(zpa · · · zp1 x zqb · · · zq1)
)
=
∑
l1,l2,...,la∈N
m1,m2,...,mb∈N
n1,n2,...,nc∈N
c∏
σ=1

 σ∑
ν=1
nν +
a∑
µ=1
lµ +
b∑
ρ=1
mρ


−rσ
a∏
η=1

 η∑
µ=1
lµ


−pη
b∏
ξ=1

 ξ∑
ρ=1
mρ


−qξ
(38)
by induction on a + b ≥ 2 (a, b ∈ N). We first consider the case a + b = 2, that is,
(a, b) = (1, 1). From (2) and (24), we have
Z(zrczrc−1 · · · zr1(zp1 x zq1))
=
q1−1∑
τ=0
(
p1 − 1 + τ
τ
)
Z
(
zrczrc−1 · · · zr1zp1+τzq1−τ
)
+
p1−1∑
τ=0
(
q1 − 1 + τ
τ
)
Z
(
zrczrc−1 · · · zr1zq1+τzp1−τ
)
=
q1−1∑
τ=0
(
p1 − 1 + τ
τ
) ∑
l,m
n1,...,nc
1{∏c
ξ=1
(∑ξ
ν=1 nν + l +m
)rξ}
(l +m)p1+τmq1−τ
+
p1−1∑
τ=0
(
q1 − 1 + τ
τ
) ∑
l,m
n1,...,nc
1{∏c
ξ=1
(∑ξ
ν=1 nν + l +m
)rξ}
(l +m)q1+τ lp1−τ
.
(39)
Using the partial fraction decomposition (26) with (X,Y ) = (l,m) and (α, β) = (p1, q1),
we see that the right-hand side of (39) coincides with
∑
l,m
n1,...,nc
1{∏c
ξ=1
(∑ξ
ν=1 nν + l +m
)rξ}
lp1mq1
.
This implies (38) in the case a+ b = 2.
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Next, we consider the general case. Mapping each side of (17) via the Z-map, we have
Z
(
zrczrc−1 · · · zr1(zpa · · · zp1 x zqb · · · zq1)
)
=
qb−1∑
τ=0
(
pa − 1 + τ
τ
)
Z
(
zrczrc−1 · · · zr1zpa+τ (zpa−1 · · · zp1 x zqb−τzqb−1 · · · zq1)
)
+
pa−1∑
τ=0
(
qb − 1 + τ
τ
)
Z
(
zrczrc−1 · · · zr1zqb+τ (zpa−τzpa−1 · · · zp1 x zqb−1 · · · zq1)
)
.
(40)
Using the assumption of induction, we find that the right-hand side of (40) is
=
qb−1∑
τ=0
(
pa − 1 + τ
τ
) ∑
l1,...,la−1
m1,...,mb
n0,n1,...,nc
c∏
σ=1

 σ∑
ν=1
nν + n0 +
a−1∑
µ=1
lµ +
b∑
ρ=1
mρ


−rσ
×

n0 + a−1∑
µ=1
lµ +
b∑
ρ=1
mρ


−pa−τ
a−1∏
η=1

 η∑
µ=1
lµ


−pη  b∑
ρ=1
mρ


−qb+τ
b−1∏
ξ=1

 ξ∑
ρ=1
mρ


−qξ
+
pa−1∑
τ=0
(
qb − 1 + τ
τ
) ∑
l1,...,la
m1,...,mb−1
n0,n1,...,nc
c∏
σ=1

 σ∑
ν=1
nν +
a∑
µ=1
lµ + n0 +
b−1∑
ρ=1
mρ


−rσ
×

 a∑
µ=1
lµ + n0 +
b−1∑
ρ=1
mρ


−qb−τ

 a∑
µ=1
lµ


−pa+τ
a−1∏
η=1

 η∑
µ=1
lµ


−pη
b−1∏
ξ=1

 ξ∑
ρ=1
mρ


−qξ
.
(41)
On the right-hand side, we rewrite n0 to la in the first part, and to mb in the sec-
ond part. Then, by using the partial fraction decomposition (26) of with (X,Y ) =(∑a
µ=1 lµ,
∑b
ρ=1mρ
)
and (α, β) = (pa, qb), we obtain (38). Thus we obtain the proof
of the former part.
The element zrczrc−1 · · · zr1(zpa · · · zp1 x zqb · · · zq1) is, if we first apply the step (17) of
SPP and then operate the Z-map, transformed to the right-hand side of (40). On the
other hand, the same element is transformed to the right-hand side of (38) via the Z-map,
and then to (41) by partial fraction decompositions. This implies that the diagram of
procedures in Remark 2.4 is commutative. Thus we obtain the latter part of our assertion.
We complete the proof. 
The explicit correspondence between SPP and the procedure of partial fraction decom-
positions is given in (41). It is to be emphasized that we can successfully formulate the
proof of Theorem 2.3, especially (38) and (41), because we have the framework of zeta-
functions of root systems defined by (13), which is larger than the framework of MZVs.
of Theorem 2.6. In the above proofs of Proposition 2.2 and Theorem 2.3, we only used
definition (2) and the linearity of the Z-map. Setting c = 0 in (38), we immediately obtain
(21), that is, (8). This is hence a proof of (8) without using Drinfel’d integral expressions
(3) for MZVs. On the other hand, Hoffman proved (5) without using (3) (see [15, Theorem
4.2]). Therefore the double shuffle relation (9) can be deduced without using (3). Lastly,
in [18], the regularized Z-map Zx is constructed from Z without using (3). Hence the
latter assertion of Theorem 2.6 follows. 
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5. Functional relations including double shuffle relations
As stated in Section 1, equation (9) is called the double shuffle relation for MZVs. Based
on this viewpoint and from the observations in the previous sections, we can give some
functional relations for zeta-functions of root systems of AN type which include double
shuffle relations. In this section we explain the principle of the method by illustrating the
triple and the quadruple cases in detail.
From Theorem 2.6, we can obtain (21), that is (8), by only using the partial fraction
decompositions. Therefore, for example, we see that (11) holds for p, r ∈ N with p, r ≥ 2
and q = s ∈ C with ℜ(s) > 1, namely
ζ(p)ζ(r, s) =
r−1∑
i=0
(
p− 1 + i
i
)
ζ(p+ i, r − i, s)
+
p−1∑
i=0
(
r − 1 + i
i
)
ζ3(r + i, 0, p − i, 0, s, 0;A3).
(42)
Similarly, we obtain the following.
Lemma 5.1. For p, u ∈ N with p, u ≥ 2 and s1, s2 ∈ C with ℜ(s1),ℜ(s2) > 1,
ζ(p)ζ(u, s2, s1) =
u−1∑
i=0
(
p− 1 + i
i
)
ζ(p+ i, u− i, s2, s1)
+
p−1∑
i=0
(
u− 1 + i
i
)
ζ4(u+ i, 0, 0, p − i, 0, s2, s1, 0, 0, 0;A4)
(43)
holds.
Proof. From (7), we obtain
zp x zuzrzq =
u−1∑
i=0
(
p− 1 + i
i
)
zp+izu−izrzq +
p−1∑
i=0
(
u− 1 + i
i
)
zu+i(zp−i x zrzq).
By (18) in Theorem 2.3 and (21) in Theorem 2.6, we have
ζ(p)ζ(u, r, q) =
u−1∑
i=0
(
p− 1 + i
i
)
ζ(p+ i, u− i, r, q)
+
p−1∑
i=0
(
u− 1 + i
i
)
ζ4(u+ i, 0, 0, p − i, 0, r, q, 0, 0, 0;A4),
where we have only used the partial fraction decompositions. Hence this holds for (q, r) =
(s1, s2) ∈ C
2 with ℜ(s1),ℜ(s2) > 1. 
It is known (see [1, 26,30]) that all functions on the both sides of (42) and (43) can be
meromorphically continued to the whole complex space. Hence (42) and (43) hold for all
s, s1, s2 ∈ C except for the singularities.
On the other hand, by considering the harmonic product (4), we obtain
ζ(p)ζ(r, s) = ζ(p, r, s) + ζ(r, p, s) + ζ(r, s, p) + ζ(p+ r, s) + ζ(r, p + s),(44)
and also
ζ(p)ζ(u, s2, s1) = ζ(p, u, s2, s1) + ζ(u, p, s2, s1) + ζ(u, s2, p, s1) + ζ(u, s2, s1, p)
+ ζ(p+ u, s2, s1) + ζ(u, p+ s2, s1) + ζ(u, s2, p+ s1).
(45)
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We know that (44) and (45) hold for not only integer points but also complex points,
from the original meaning of the harmonic product and the meromorphic continuation of
multiple zeta-functions (see [1, 2, 11,27,42]).
Combining (42) - (45), we obtain the following functional relations which really in-
clude double shuffle relations. This implies that the following formulas are answers to the
problem proposed by the second-named author (see Section 1).
Theorem 5.2. For p1, p2 ∈ N with p1, p2 ≥ 2,
p2−1∑
i=0
(
p1 − 1 + i
i
)
ζ(p1 + i, p2 − i, s1)
+
p1−1∑
i=0
(
p2 − 1 + i
i
)
ζ3(p2 + i, 0, p1 − i, 0, s1, 0;A3)
= ζ(p1, p2, s1) + ζ(p2, p1, s1) + ζ(p2, s1, p1) + ζ(p1 + p2, s1) + ζ(p2, p1 + s1)
(46)
and
p2−1∑
i=0
(
p1 − 1 + i
i
)
ζ(p1 + i, p2 − i, s2, s1)
+
p1−1∑
i=0
(
p2 − 1 + i
i
)
ζ4(p2 + i, 0, 0, p1 − i, 0, s2, s1, 0, 0, 0;A4)
= ζ(p1, p2, s2, s1) + ζ(p2, p1, s2, s1) + ζ(p2, s2, p1, s1) + ζ(p2, s2, s1, p1)
+ ζ(p1 + p2, s2, s1) + ζ(p2, p1 + s2, s1) + ζ(p2, s2, p1 + s1)
(47)
hold for all s1, s2 ∈ C except for the singularities.
Example 5.3. We set (p1, p2) = (2, 2) in (46). Then
ζ3(2, 0, 2, 0, s1 , 0;A3) + 2ζ3(3, 0, 1, 0, s1 , 0;A3)
= ζ(2, 2, s1)− 2ζ(3, 1, s1) + ζ(2, s1, 2) + ζ(4, s1) + ζ(2, 2 + s1).
(48)
From (26), we obtain
ζ3(a, 0, b, 0, c, 0;A3) =
c−1∑
i=0
(
b− 1 + i
i
)
ζ(a, b+ i, c− i)
+
b−1∑
i=0
(
c− 1 + i
i
)
ζ(a, c+ i, b− i).
Therefore, when s1 ∈ N, we can see that (48) gives the following double shuffle relation
for MZVs:
k−1∑
i=0
(1 + i)ζ(2, 2 + i, k − i) + 2
k−1∑
i=0
ζ(3, 1 + i, k − i)
+ ζ(2, k, 2) + kζ(2, k + 1, 1) + 2ζ(3, k, 1)
= ζ(2, 2, k) − 2ζ(3, 1, k) + ζ(2, k, 2) + ζ(4, k) + ζ(2, 2 + k) (k ∈ N).
(49)
In particular when k = 1, we have
6ζ(3, 1, 1) + ζ(2, 2, 1) = ζ(4, 1) + ζ(2, 3).
Similarly, combining (16), (18) and the harmonic product formulas, we can produce
functional relations for zeta-functions of the root system of AN type for any N , including
double shuffle relations.
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6. Concluding remarks
In the previous sections we understood that each step of SPP is given by (17). However,
the step (17) itself is actually obtained by applying repeatedly the fundamental shuffle
product relation (7):
u1w1 x u2w2 = u1(w1 x u2w2) + u2(u1w1 x w2)
for w1, w2 ∈ H1 and u1, u2 ∈ {x, y}. Now we will confirm that even this refined each
step of procedures of shuffle products can be realized as the corresponding step of partial
fraction decompositions of zeta values of root systems. For this confirmation, we consider
(7) for u1w1, u2w2 ∈ H
0, which implies the case (u1, u2) = (x, x), that is,
(50) xw1 x xw2 = x(w1 x xw2) + x(xw1 x w2).
First we need to describe Z(x(w1 x w2)) in terms of zeta values of root systems. More
generally we prepare the following lemma.
Lemma 6.1. Let a, b, r ∈ N. For (pη) ∈ N
a, (qξ) ∈ N
b,
Z
(
xr(zpazpa−1 · · · zp1 x zqbzqb−1 · · · zq1)
)
= ζa+b({dij};Aa+b)(51)
holds, where
(52) dij =


r (i = 1; j = 1)
pa+b+1−j (i = 1; b+ 1 ≤ j ≤ a+ b)
qa+b+1−j (i = a+ 1; a+ 1 ≤ j ≤ a+ b)
0 (otherwise).
Proof. Using (16) and (18), and noting xrzp = zp+r, we obtain
Z (xr(zpa · · · zp1 x zqb · · · zq1))
=
qb−1∑
τ=0
(
pa − 1 + τ
τ
)
Z(zpa+τ+r(zpa−1 · · · zp1 x zqb−τzqb−1 · · · zq1))
+
pa−1∑
τ=0
(
qb − 1 + τ
τ
)
Z(zqb+τ+r(zpa−τzpa−1 · · · zp1 x zqb−1 · · · zq1))
=
qb−1∑
τ=0
(
pa − 1 + τ
τ
) ∑
l1,...,la−1
m1,...,mb
n

n+ a−1∑
µ=1
lµ +
b∑
ρ=1
mρ


−pa−τ−r
×
a−1∏
η=1

 η∑
µ=1
lµ


−pη  b∑
ρ=1
mρ


−qb+τ
b−1∏
ξ=1

 ξ∑
ρ=1
mρ


−qξ
+
pa−1∑
τ=0
(
qb − 1 + τ
τ
) ∑
l1,...,la
m1,...,mb−1
n

n+ a∑
µ=1
lµ +
b−1∑
ρ=1
mρ


−qb−τ−r
×

 a∑
µ=1
lµ


−pa+τ
a−1∏
η=1

 η∑
µ=1
lµ


−pη
b−1∏
ξ=1

 ξ∑
ρ=1
mρ


−qξ
.
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On the right-hand side, we rewrite n to la in the first part, and to mb in the second part.
Then the right-hand side is equal to
∑
l1,...,la
m1,...,mb

 a∑
µ=1
lµ +
b∑
ρ=1
mρ


−r
a−1∏
η=1

 η∑
µ=1
lµ


−pη
b−1∏
ξ=1

 ξ∑
ρ=1
mρ


−qξ
×
{ qb−1∑
τ=0
(
pa − 1 + τ
τ
) a∑
µ=1
lµ +
b∑
ρ=1
mρ


−pa−τ  b∑
ρ=1
mρ


−qb+τ
+
pa−1∑
τ=0
(
qb − 1 + τ
τ
) a∑
µ=1
lµ +
b∑
ρ=1
mρ


−qb−τ

 a∑
µ=1
lµ


−pa+τ }
.
Using the partial fraction decomposition (26) with (X,Y ) =
(∑a
µ=1 lµ,
∑b
ρ=1mρ
)
and
(α, β) = (pa, qb), we have
Z
(
xr(zpazpa−1 · · · zp1 x zqbzqb−1 · · · zq1)
)
=
∑
l1,l2,...,la∈N
m1,m2,...,mb∈N

 a∑
µ=1
lµ +
b∑
ρ=1
mρ


−r
a∏
η=1

 η∑
µ=1
lµ


−pη
b∏
ξ=1

 ξ∑
ρ=1
mρ


−qξ
,
(53)
which coincides with ζa+b({dij};Aa+b) for {dij} determined by (52). This completes the
proof. 
From (50) and the linearity of Z, we obtain
(54) Z(xw1 x xw2) = Z(x(w1 x xw2)) + Z(x(xw1 x w2)).
On the other hand, in Theorem 2.6, we have already proved that
Z
(
xzpazpa−1 · · · zp1 x xzqbzqb−1 · · · zq1
)
= Z
(
xzpazpa−1 · · · zp1
)
Z
(
xzqbzqb−1 · · · zq1
)
(55)
without using Drinfel’d integral expressions for multiple zeta values. By the simple partial
fraction decomposition
1
Xα+1Y β+1
=
1
(X + Y )XαY β+1
+
1
(X + Y )Xα+1Y β
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with (X,Y ) =
(∑a
µ=1 lµ,
∑b
ρ=1mρ
)
, we obtain
Z
(
xzpazpa−1 · · · zp1
)
Z
(
xzqbzqb−1 · · · zq1
)
=
∑
l1,l2,...,la
m1,m2,...,mb
a−1∏
η=1

 η∑
µ=1
lµ


−pη  a∑
µ=1
lµ


−pa−1
b−1∏
ξ=1

 ξ∑
ρ=1
mρ


−qξ

 b∑
ρ=1
mρ


−qb−1
=
∑
l1,l2,...,la
m1,m2,...,mb
{ a∑
µ=1
lµ +
b∑
ρ=1
mρ


−1
a∏
η=1

 η∑
µ=1
lµ


−pη  b∑
ρ=1
mρ


−qb−1
b−1∏
ξ=1

 ξ∑
ρ=1
mρ


−qξ
+
∑
l1,l2,...,la
m1,m2,...,mb

 a∑
µ=1
lµ +
b∑
ρ=1
mρ


−1
 a∑
µ=1
lµ


−pa−1
a−1∏
η=1

 η∑
µ=1
lµ


−pη
b∏
ξ=1

 ξ∑
ρ=1
mρ


−qξ }
= Z
(
x(zpazpa−1 · · · zp1 x xzqbzqb−1 · · · zq1)
)
+ Z
(
x(xzpazpa−1 · · · zp1 x zqbzqb−1 · · · zq1)
)
,
(56)
where the last equality follows from Lemma 6.1. The combination of (55) and (56) im-
plies that the left-hand side of (54) can be, via Z
(
xzpazpa−1 · · · zp1
)
Z
(
xzqbzqb−1 · · · zq1
)
,
transformed to the right-hand side of (54). This shows that the diagram in Remark 2.4
is commutative in the sense that SPP implies the step given by (50). Therefore each
step of SPP given by (50) can be realized as the corresponding step of partial fraction
decompositions for zeta values of root systems.
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