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Chapter 1
Introduction
1.1 Background of This Dissertation
1.1.1 Transition of Factory Automation and Historical Background
In 1913, in the production process of T-type Ford, mass production through the use of an assembly
line was achieved. It achieved a substantial reduction of manufacturing cost by improving productivity,
and it attracted worldwide attention. Since then, the importance of automation in production processes
(i.e., factory automation) at the manufacturing site has been increased day by day [1]. The factory
automation is achieved by automatic machinery [2]. The required functions of automatic machinery is
diverse. For example, “Productivity,” “Flexibility,” “Adaptability,” and “Intelligence” shown in Fig. 1-1
have been required. The importance of them requirements has gradually changed with the historical
background. From the mid–20 th century when Japan entered the period of high economic growth,
automatic machinery began to popularize. In this era, “Productivity” was the most important from the
background of supply shortage society. Thereby, facilities that achieves mass production was required
in the manufacturing site. In this era, the products were bought if these were made. It was the most
important to achieve “Productivity” for the automatic machinery. However, as the product starts to
saturate due to the collapse of the bubble, the age of oversupply society had come. In this era, customers
gradually demanded quality and value for products, and it brought about diversification of products and
shortening of the development period. Hence, the requirements of factory automation had shifted from
mass production to high-mix low-volume production [3]. Due to this trend, automatic machinery was
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Fig. 1-1: Functions required for automatic machinery.
required to have “Flexibility” in addition to “Productivity.” In recent years, mass-customization has been
required with the advent of maturing society. Therefore, “Adaptability” like human’s manual task has
been required for automatic machinery in addition to “Productivity” and “Flexibility.” In addition, with
the development of information communication technology and data storage technology, the amount
of data that can be handled by an automatic machinery has increased drastically. Moreover, due to
the decrease in the number of workers, demands for labor-saving at the manufacturing site has been
further increasing. From such backgrounds, “Intelligence” of automatic machinery that moves machines
wisely has been needed. As an example of how automatic machinery has changed with the historical
background, a case of packaging machinery are described.
1.1.2 Achievement of Productivity by Mechanical System
As mentioned above, “Productivity” was the most important to achieve mass production in supply
shortage society. At the time, alternating current (AC) induction motors, large air cylinders, and direct
acting solenoids were widely used as actuators in general. In other words, servo motors had not de-
veloped. Automatic machinery in this era had the multiple working ends, the power of each working
end was covered by one AC induction motor. The trajectory of each working end could be designed
arbitrarily using various mechanisms such as a cam and link [4, 5]. Namely, automatic machinery in
this era was moved by a mechanical system (e.g., one AC induction motor and mechanism). Examples
– 2 –
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a. Four-link mechanisms. b. Cam mechanisms.
c. Crank piston mechanism. d. Geneva mechanism. 
Fig. 1-2: Examples of motion-transformation mechanism.
of motion-transformation-mechanism are shown in Fig. 1-2. The four-link mechanisms makes recipro-
cating motion from circular motion The cam mechanisms can make arbitrary trajectory for the working
end. The crank piston mechanism mechanism converts circular motion into linear motion. The geneva
mechanism can generate index actions from circular motion. Here, the stiffness of a system is expressed
as
κ =
∂F
∂x
, (1.1)
where κ, x, and F stand for stiffness, position, and force, respectively. The control stiffness κ of a me-
chanical system is approximately∞. Thereby, the position of each working end is determined uniquely
by the mechanical angle of the main axis which directly connects to an AC induction motor. In an ideal
mechanical system, the relationship of the angle of the main axis and each working end is expressed as

x1
x2
...
xn

 =


k1(θm)
k2(θm)
...
kn(θm)

 , (1.2)
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where xi(i = 1, 2, · · · , n), ki(•), and θm refer to working end positions, coordinate conversion functions,
and an angle of main axis, respectively. The subscript i denotes i–th working end. Since the mutual
positional relationship is guaranteed in an ideal mechanical system, there is no fear of mechanical contact
between the working ends. Therefore, the machinery will be possible to work faster according to increase
the angular speed of the main axis. This era is supply shortage society, when productivity is more
important than quality, and automatic machinery has also been required mass production of single kind
of product. The mechanical system mentioned above matched this requirement and spread widely.
1.1.3 Achievement of Flexibility by Position Control Using Servo Motors
In oversupply society, “Flexibility” is also required in addition to “Productivity.” Although the me-
chanical system has high speed property, it has no flexibility. For example, when changing the trajectory
by switching the target product, it is necessary to change the length of the link or to replace parts, which
takes time and labor. In this era, servo motors had been developed. In case of using servo motors, it
is easy to change the operation pattern necessary for product type switching by rewriting the trajectory
of position command value. Namely, the coordinate conversion functions ki(•) in (1.2) can be arbitrar-
ily changed. For this reason, the system using servo motors had high “Flexibility.” Since it matched the
market demand, it began to spread rapidly and widely. Servo motors was required to have positioning ac-
curacy and multi-axis synchronous performance. This is because that productivity and flexibility can be
achieved if servo motors that are easy to change trajectories can control like an infinite rigid mechanical
system. Therefore, various researches have been conducted to improve the performance of positioning
control. Ohnishi et. al. proposed a disturbance observer (DOB) [6,7]. The DOB can eliminate the effect
of disturbance, realizing to control position robustly. Tomizuka et. al. proposed zero phase error tracking
(ZPET) control [8]. By using the ZPET control, high performance of position control can be achieved.
Fujimoto et. al. expanded above methods to perfect tracking control [9]. By these methods, the position
can be controlled nearly perfect by eliminating the effect of disturbance and implementing feed-forward
controllers. Thanks to these researches, position control became possible with ultrahigh accuracy [10],
“Productivity” and “Flexibility” were achieved simultaneously.
1.1.4 Achievement of Adaptability by Force Control Using Servo Motors
As mentioned above, high accurate position control by servo motors evolved the automatic machinery.
However, there were problems in order to realizing mass customization. Since the ideal position control
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has infinite stiffness, it cannot adapt to changing in the position, size, and hardness of target products.
In other words, automatic machinery based on position control system requires strict management to
keep the quality of target products consistently constant. However, it is quite difficult to eliminate the
fluctuation of the target products due to various factors such as subtle changes in raw materials and
differences in producing areas, and differences in climate. Therefore, control technologies that adapts to
the fluctuation of the target products are indispensable for achieving mass customization.
Addition of force control element [11–13] is one of the effective solutions in order to overcome above
issues. The position control and the force control have duality relationships. The position control has
infinite stiffness, whereas the force control has zero stiffness. In other words, while position control is
a “position definite – force indefinite” system that moves to the desired location regardless of the target
product, the force control can be said to be “force definite – position indefinite” which completely follows
the target product. Therefore, force control can adapt to changing in the position, size, hardness of target
products. In order to achieve mass customization, it is necessary to integrate the position control and
the force control because both of tracking ability and adaptation ability are needed. Also, by expanding
position control and the force control structure, various advanced control methods are achieved such as
hybrid control [14], compliance (or impedance) control [15–18], and bilateral control [19–21]. All of
these control methods can be achieved based on acceleration control using the DOB. A motion-copying
system [22, 23] is one of effective integration methods of the position control and the force control
because it can save and reconstruct the fusion of the position control and the force control that are
unconsciously performed by human beings as motion data. Also, various methods of extending the
theory of a motion-copying system to adapt wisely to environmental fluctuations have been extensively
studied [24–31]. By using technologies such as the motion-copying system, work skills of experienced
engineers in the factory can be preserved and reproduced by machinery and robots; therefore it can be
an important fundamental technology for achieving mass customization.
1.2 Motivation of This Dissertation
1.2.1 Intelligentization of Automatic Machinery Toward Labor Saving
Currently, the demand for labor saving is increasing due to labor population shortage. In order to
achieving labor saving, not only extraction of human skills but also abstraction of knowledge are nec-
essary. By abstraction of human’s knowledge and extraction of human’s skills, it can be expected that
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Fig. 1-3: A conceptual view of skill extraction and knowledge abstraction.
intelligentization of automatic machinery and labor saving in the manufacturing site. Fig. 1-3 is the
conceptual view of skill extraction and knowledge abstraction of human. Experienced machine opera-
tors can recognize subtle changes in such target products and adjust machine parameters. However, the
adjustment is often based on heuristics, which can be said to be tacit knowledge. Therefore, quantitative
evaluation is difficult, and it is often not formalized. Furthermore, in recent years, such skilled workers
retire often in the absence of technology succession. Therefore, knowledge accumulated over the years
is lost. Against such a background, it is an important task to extract tacit knowledge of experienced
workers.
Also, the amount of applicable time-series data have been increased according to the development of
information and communication technology and evolution of sensing or storage devices. Thereby, it has
been envisioned to realize smart factory utilizing big data [32] in various countries and organizations,
such as industrie 4.0 [33], Society 5.0, Cyber Physical System (CPS) [34], Industrial Internet of Things
(IIoT) [35, 36], and Industrial Internet Consortium (IIC). Automatic machinery so far can not make
effective use of production data, been limited to detecting abnormality in each process and checking the
validity of quality. Now that data collection technology has developed, effective utilization of production
data is one of the innovative challenges for automatic machinery. By effectively using the big data, there
is a possibility that it can substitute for the tacit knowledge of experienced engineers. This makes it
possible to achieve the adaptability to the fluctuation of a target products and an environment, similar to
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the adjustment of experienced engineers.
One of the classical utilization methods of time-series data is system identification based on a regres-
sion equation [37–40]. This method can be called as model-based identification ones. In this method,
a system model for identification is designed in advance. After that, parameters for the model are fitted
based on a least-square method. The advantages of this method is obviously the system model and op-
timization process are simple. By using this method, the physical meaning of the identification result is
clear because this method is based on a pre-specified model. Hence, it is relatively easy to handle the
identification results, and it can be applied to design the controller of the target system by its synthesis.
However, the method is difficult to use because the structure of the model is needed in advance. In this
case, identification results cannot be declared optimally because they are based on a pre-specified model
and there is a possibility that the model does not match the actual one.
On the contrary, a data-based identification method is effective for unknown systems containing uncer-
tainty, nonlinearity, and time-varying elements because it does not need to design the model in advance
[41–46]. Therefore, it can achieve better input-output characteristics than the model-based method. Par-
ticularly, machine learning based on a neural network [45, 46] is well known as an effective method
to achieve input-output characteristic. Recently, it has been applied to various fields such as searching
algorithm, voice recognition software, and image processing technology. However, it is difficult to un-
derstand the physical meaning of the calculation process of the identification result. This is a big problem
in future society because it means that humans cannot understand a computer’s thread. There is a risk
that humans are used by machines. Human beings should always know the reason of an answer. There-
fore, understandability about the inside of the optimization result is required for a sustainable application
of big data. As mentioned above, there is a trade-off between adaptation against uncertain elements and
understanding of the identification results. In order to overcome this problem, this dissertation attempts
to establish both adaptation for uncertainty and understandability.
In this research, big data are used to achieve response to the target products and the environmental
fluctuation which is the subject of the automatic machinery. Fig. 1-5 shows the concept image of in-
telligentization of automatic machinery. In order to achieve intelligentization of automatic machinery, it
is necessary to recognize and design the system as a whole. In smart sensing process, technologies to
sense more valuable information more efficiently are needed. Even if a lot of information are collected, if
there are no values in that information, machine intelligence cannot be achieved. In the case of cooking,
it means to collect more good ingredients. Hence, smart sensing can be said to be an important tech-
– 7 –
CHAPTER 1 INTRODUCTION
Tacit knowledge Tacit knowledge Tacit knowledge
Formalization
Explicit knowledge
Formalization
Explicit knowledge
Formalization
Explicit knowledge
Layer of
 Machinery knowledge
Explicit knowledge
synthesization
Explicit knowledge
synthesization
Layer of 
Process knowledge
Explicit knowledge
synthesization
Layer of
Production line knowledge
To the upper layers
......
......
......
Fig. 1-4: Conceptual diagram of integration of formal knowledge.
nology responsible for the foundation of intelligent machines. Big data analysis process is the process
of analyzing the collected information and creating more valuable information. The collected data are
often simple time series data; however, it can generate more valuable data by performing information
processing according to the purpose. In the case of cooking, it is an important process like pretreatment.
Integrated modeling process means abstraction of the target system. It means extracting the dominant
physical law of the system based on the big data. In the case of cooking, it corresponds to making a
recipe. It is important to represent more essential parts more easily in integrated modeling process. In
intelligent control process, adaptive control is conducted based on the abstracted model and current infor-
mation of the target system. In the case of cooking, it means to cook. Through these series of processes,
intelligence of machines based on big data can be achieved. A machine with such intelligence can be
said to be a machine with skilled skills like an experienced technician. In this research, the process of
abstraction is regarded as the most important part in this series of flows. The calculation process (i.e.,
model abstraction) is made visible so that it can be extracted as formal intelligence that is understandable
by humans. Since formalized knowledge is immutable, even if a skilled technician retires, it will not be
lost. Also, since it is in a form that human can understand, there is no risk of losing knowledge. As de-
scribed above, transparency of thinking process is lost when using neural network based methods such as
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deep learning. Therefore, realization of abstraction is difficult. Conversely, model-based methods have
high transparency in the thought process. However, it is completely restricted to a predetermined model,
so abstraction with a high degree of freedom can not be performed. Also, modeling error increases for a
system whose model is unknown.
As the method to overcome this trade-off, this research proposes an element description method
(EDM) [47]. The EDM is one of optimization method. Because the EDM can estimate the system
model and parameter simultaneously, it can be applied to unknown systems containing uncertainty, non-
linearity, and time-varying elements. Moreover, since the identification result of the EDM is expressed
as the combination of elements, the identification result is understandable. By using the EDM, the iden-
tification results can be used for the synthesis of the target system thanks to the understandability. In
addition, the EDM can choose the kind of elements used for identification and size of an element matrix
arbitrarily according to the required specification. When limited elements are prepared, an approxima-
tion can be conducted. Also, the resolution of the element matrix can be set arbitrarily. Moreover,
identification results can be inherited in the next identification as initial population. The EDM is a op-
timization method based on genetic algorithm (GA) [48–50]. The GA has been widely researched in
various field. Since the GA is a meta-heuristic method [51, 52], it is easy to apply it to various applica-
tions such as multi-objective optimization; on the contrary it is difficult to prove the validity analytically
and optimality. Also, genetic programming (GP) [53–57] is researched as a meta-heuristic method. The
GP had been applied to various fields such as classification of data [53], automated synthesis of analog
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electrical circuits [54], and synthesizing of a proportional-integral-differential (PID) controller [55]. The
GP is one of the methods that does not need to determine the model in advance; however, it is inferior
to the expressibility of the system and the readability of the result. As a method of solving the disadvan-
tages, this dissertation proposes the EDM. Furthermore, it is possible to inherit, obtain and deepen the
obtained formal knowledge. Therefore, sustained knowledge growth becomes possible. Moreover, the
formal knowledge of the machine thus obtained can be obtained new knowledge by integrating with the
machine adjacent to that opportunity. By repeating the integration upstream in this way, it is possible to
extract aggregated formal knowledge for controlling the factory as a whole. Fig.1-4 shows the conceptual
diagram of the integration of formal knowledge. This symbiosis of human and machine, the realization
of human and machine are both revitalizing societies can be expected.
Here, explanations are given by taking packaging machinery [58] as an example about intelligenti-
zation of machinery and formalization of experienced engineers. Traditional packaging machinery was
driven by a single AC induction motor; the movement of the working tips was produced by geometric
conversion using mechanical components such as cams or links. The mechanical system using these
components is shown in Fig. 1-2. In Fig. 1-2, the main axis is rotated at the angular velocity ω, and
positions of working tips x1, x2, and x3 are actuated by using cams and links. Since the system ensures
the positional relationship between the working tips and other components, these machines were possible
to produce with very fast speed. Moreover, the system matched the historical background in which the
production speed was the most important. An example of machinery using mechanical systems is shown
in Fig. 1-6. This machinery can wrap 1,200 sheets of plate gum per minute. This high-speed property
is the advantage of mechanical systems. However, these types of machinery are designed on the premise
that the target products are always supplied with constant quality. Therefore, the productivity may be
remarkably deteriorated due to variations in products.
After that, the flexibility of the manufacturing machinery to achieve the high-mix low-volume pro-
duction was required. A mechanical system can do fast motion; on the other hand, when the trajectory
change of the tip is required, the system involves the replacement of mechanical parts. Consequently,
it takes a long time for adapting to the change. By the development of the technologies, servo motors
appeared next and it got attention as the means for overcoming the non-flexibility which was one of the
problems of mechanical systems. Position-trajectory control by servo motors became popular since it
can achieve an equivalent manner with the movement of mechanical systems. Nowadays, to achieve
precise motion, motion control technologies has been developed more and more. In the case of the sys-
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Fig. 1-6: Plate gum wrapping machinery (Tokyo automatic machinery works, Ltd.).
tem of position-trajectory control, the trajectory can be changed easily by only setting the value of data
register; this control system has the flexibility which mechanical systems does not have. As an example
of packaging machinery using servo motors, vertical fill form seal machine is introduced. Fig. 1-7 refers
to the vertical fill form seal machine. This machinery consists of a film reel part, tension bar part, former
part, vertical seal part, feed belt part, and horizontal seal part. A plurality of servo motors are used as
the power of the machine. This machinery can unwind the sheet of film wound on the reel, and package
the contents at the same time while molding the shape of the bag. This type of packaging machinery is
called a pillow packaging machinery because packaged products are shaped like pillows. There are var-
ious types of pillow packaging, such as self-standing, zipper attached, one with a series of several, with
punch holes for hanging. Since it is necessary to correspond to these plural kinds of packaging forms
with one packaging machinery as many as possible, various operation changes are required depending
on the kind. This motion change can be achieved by changing the locus commanded to the servo motors.
However, this system is difficult to control the force in contact with the object because servo motors are
controlled by position (or velocity) control. Position control systems are operated regardless of the state
of contacting environment; this may result in applying too much force on the object and breaking it.
Therefore, it is difficult to adapt to subtle changes in film and products. Actually, depending on the pro-
duction lot of the film, problems may arise such as film meandering or shift of the pattern of the bag. To
over come this problem, the force control by servo motors may become one of the solutions. In this dis-
sertation, force-position hybrid control based on a motion-copying system [22, 23] is introduced. Since
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force control is position indefinite, considering both contact and free motion, a hybrid control system of
position and force is desirable. A method to adapt to position variation, which is one of the problems in
hybrid control of position and force, is proposed. In addition, packaging machinery has been designed
and adjusted for many years based on empirical rules of experienced technicians. In order to satisfy de-
mands for labor saving due to the lack of labor population in recent years, intelligence of machines has
been required. This dissertation aims not only to achieve the intelligence of experienced technicians by
machinery, but also to abstract them. As a method to achieve it, the EDM is utilized. Here, abstraction is
defined as extracting important mathematical expressions in a certain system. Also, there is a possibility
that an important rule such as motion equations can be extracted from big data by the EDM. In addition
to using abstracted knowledge, it enables inheritance to next generation and inheritance to upper layers
and other systems, and achieves the operation of intelligence. Moreover, with the readability that hu-
mans can understand, the machine responds within the conditions set by humans, and according to the
answers, humans can think about the next setting, make it possible to perform interactive learning.
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1.3 Chapter Organization of This Dissertation
Fig. 1-8 shows the chapter organization of this dissertation. In Chapter 2, the EDM is proposed and
its basic principle is described. Firstly in Chapter 2, the basic principle is explained. Also, advanced
application methods are described. After that, case studies are shown. In the case 1, a first lag system
is abstracted by the EDM as a simple example. The case 2 introduces the automatic abstraction method
of a compensator for a reaction force observer (RFOB) [59] by the EDM. In addition, the automatic
designed of the RFOB is applied to a leak detect machine [60]. In Chapter 3, automatic control design
methods are described. At first, an automatic controller design method for a multi-mass resonant system
is introduced. Then, angular acceleration control of automatic machinery is described [61]. Angular
acceleration control is an important fundamental technology in this dissertation. Since most modern ma-
chinery use motion networks for motor control, communication delay occurs. In this Chapter, the effect
of this communication delay on an angular acceleration control system is considered. Then, an environ-
mental abstraction method for force control is shown in the case 3. In Chapter 4, automatic generation
of command trajectory using the EDM is described. Also, high-precision interpolation using a clothoid
curve is proposed [62]. For the intelligence of automatic machinery, it is important not only to abstract
knowledge, but also to extract skills. Thereby, a skill extraction method based on the motion-copying
system is described in Chapter 5. The motion-copying system is an innovative technology that can extract
human’s skills. However, there is a problem that stored motion can not be successfully reproduced if an
external environment is different between storage and reproduction. Time adaptive control is proposed
as the method to overcome this problem [30, 31]. Firstly, it is verified for a single degree of freedom
(SDOF) system, and then it is expanded to a multiple degrees of freedom (MDOF) system. In Chapter 6,
knowledge abstraction method based on the EDM is explained. The extraction of intelligence is verified
by a powder filling machine, because it is being adjusted based on the experience rule of experienced
engineers. The EDM abstracts knowledge such as experienced technicians as mathematical expressions.
Finally, Chapter 7 concludes this dissertation.
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Chapter 2
System Abstraction Based on Element Description
Method
2.1 Introduction of Chapter 2
Chapter 2 describes the fundamental principle of the EDM which is the core part of this dissertation.
The EDM can be applied to various purposes such as system abstraction, interactive control design,
automatic command generation. Chapter 2 introduces the abstraction of systems by EDM. In this disser-
tation, “abstraction” is defined as extracting the structure and parameters of the physical equations of the
system simultaneously. Generally, there are two methods to identify the system using time-series data:
one is model-based methods, and the other is data-based methods. Model-based methods are identifica-
tion methods based on regression equation such as an auto regressive with exogenous (ARX) model and
an autoregressive moving average (ARMA) model [37–40]. These type of methods have a merit that the
physical meaning of identification results is clear because it is identified based on a human-determined
model. However, it is difficult to apply it to a system whose model is unknown because the identifica-
tion result is restricted by a model decided in advance. Therefore, it is difficult to abstract a system by
model-based method. Moreover, the model-based method is generally represented by linear models, so it
is difficult to apply them to nonlinear models. In recent years, model-based methods extended to nonlin-
earities based on Wiener and Hammerstein have been studied [63, 64]. These methods can be applied to
nonlinear systems. However, because it is also based on a model, it is difficult to apply it to an unknown
system, and it is difficult to abstract a system. The data-based methods are identification methods based
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on machine learning such as a neural network [45, 46]. An advantage of these type of methods is that it
is not necessary to determine the model in advance; therefore, it can be applied to unknown systems with
high expression. However, it is difficult to interpret the physical meaning of the identification results.
Therefore, it is difficult to abstract a system by data-based method as well as model based method. For
example, in the case of a neural network, it is difficult to interpret the physical meaning because the
system is represented by neuron model and enumeration of weights. Hence, even if good input/output
characteristics are obtained, the system cannot be abstracted. In other words, there is a trade-off rela-
tionship between readability and expressibility in these two methods. On the contrary, the EDM of the
proposed method does not need to decide a model in advance; therefore it has high expressibility In
addition, it is also possible to interpret the physical meaning of the result because it is represented by
a combination of prepared models. By using the EDM, since automatic model generation and param-
eter fitting can be performed simultaneously, system abstraction can be achieved. The positioning of
the EDM is depicted in Fig. 2-1. Then, a guideline for proper use are described of the three methods:
model-based methods, data-based methods, and the EDM. When an accurate model of a target system is
known, model-based methods should be used. When an accurate model of a target system is unknown,
data-based methods or the EDM should be used. Moreover, when it is sufficient to obtain only good
input/output characteristics, data-based methods should be used. On the contrary, the EDM is should be
used when not only achieving the input/output characteristics, but also abstracting the physical model of
target system is required.
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Fig. 2-2: An unidirectional element matrix used for the EDM.
2.2 Hierarchical Abstraction Using Unidirectional Element Matrix
2.2.1 Unidirectional Element Matrix
The EDM can be roughly divided into two types: hierarchical abstraction based on an unidirectional
element matrix and overall abstraction based on a multidirectional element matrix. Firstly, the hierarchi-
cal abstraction using an unidirectional element matrix is introduced. In the EDM, a system is expressed
by an element matrix defined as a combination of simple elements. Fig. 2-2 shows the structure of the
unidirectional element matrix for the hierarchical abstraction. In Fig. 2-14, e and x express the element
and signal flow of horizontal directions, respectively. The subscripts stand for the address. The gray area
in Fig. 2-2 stands for the element matrix. n ∈ N and m ∈ N denote the row size of the element matrix
and column size of the element matrix, respectively. X and Y stand for the input signals for the system
and output signals from the system, respectively. The subscripts denote row and column numbers. Input
and output terminals stand for the interface of the element matrix. The input signal is input via the input
terminal, and output signal is outputted via the output terminal. Signal definitions of input and output can
be decided arbitrarily according to the purpose. As input and output data, usually discrete time data are
given. One time series data is associated with one terminal. The calculation is conducted sequentially
from the left top to the right bottom in the element matrix. The computation sequence equals to the
subscripts of e (i.e., the address of the element). The output value of each element is calculated from the
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Fig. 2-4: Calculation elements for unidirectional element matrix.
input value as follows:
xi+1,j = fi,j(xi,j). (2.1)
Each element of the unidirectional element matrix is expressed as a single-input and single-output sys-
tem. f(•) stands for the calculation function that prescribes input / output relation. The subscripts i and
j refer to the row and column of elements, respectively. The output value of each element is used for the
adjacent element as an input value. The type of the calculation functions fi,j are automatically selected
from the prepared elements. Examples of the elements are shown in Figs. 2-3 to 2-5. Fig. 2-3 expresses
basic elements to construct the element matrix structure. The basic elements define the flow of the signal.
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Algorithm 1 Calculation procedure of the unidirectional element matrix.
for j = 0 tom− 1 do
x0,j ⇐ Xj
end for
for j = 0 tom− 1 do
for i = 0 to n− 1 do
xi+1,j ⇐ xi+1,j = fi,j(xi,j).
end for
end for
for j = 0 tom− 1 do
Yj ⇐ xn,j
end for
Fig. 2-4 depicts the calculation elements. In Fig. 2-4, a and b refer to parameters used for calculation of
the element. z−• stands for shift operator. Fig. 2-5 stands for the nonlinear function elements. It is easy
to apply nonlinear functions defining them as an element. Moreover, various nonlinear elements can be
represented. The calculation algorithm is shown in Algorithm 1. As an example, a calculation method
of the first-order low-pass filter element (LPF) is explained. Firstly, the transfer function is discretized
by bilinear transformation as
Y (s) =
alpf
s+ alpf
X(s), (2.2)
s ← 2
Ts
1− z−1
1 + z−1
, (2.3)
y[q] =
alpfTs
2 + alpfTs
{
x[q] + x[q − 1]}+ 2− alpfTs
2 + alpfTs
y[q − 1], (2.4)
where alpf , Ts, and q ∈ N stand for the cut-off frequency of the low-pass filter, sampling time, and the
sampling number of discrete time signal, respectively. The above equation is applied as a function to the
actual discrete time signal. From the above, the calculation of the element is as follows:
xi+1,j [q] =
alpfTs
2 + alpfTs
[{
xi,j [q]
}
+
{
xi,j [q − 1]
}]
+
2− alpfTs
2 + alpfTs
xi+1,j [q − 1]. (2.5)
2.2.2 Chromosome Structure
The calculation of each element is conducted by a chromosome vector ek expressed as
ek =
[
ck , pk
]T
, (2.6)
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where ck and pk refer to the element code and the element parameter, respectively. The subscript k
denotes the address of the element calculated by
k = jn+ i. (2.7)
In the EDM, the element matrix is optimized by the GA [48–50]. Fig. 2-6 stands for the chromosome
structure used for the EDM. There are two chromosomes; one is an element code chromosome, the
other is a parameter chromosome. The element chromosome denotes the kind of elements. The param-
eter chromosome stands for the numerical value for element’s calculation. This type of chromosome is
needed because some elements in Figs. 2-3 to 2-5 use the parameters for their calculation. The parameter
of each element can be designed within the arbitrary range. Also, the number of the parameter in each
element can be increased arbitrary by modifying the chromosome structure.
As an example, the parameters of the first-order low-pass filter element alpf in (2.2) is calculated as
follows:
alpf = (p
max
lpf − pminlpf ) pk + pminlpf , (2.8)
where pmaxlpf , p
min
lpf , and pk refer to the maximum value used for the low-pass filter element, the minimum
value used for the low-pass filter element, and the random value ranged from 0 to 1, respectively. pmaxlpf
and pminlpf can be designed arbitrarily according to the kind of elements. Moreover, when the element
affects the calculation logarithmically, alpf is set logarithmically as
alpf = 10
(pmaxlpf −p
min
lpf ) pk+p
min
lpf . (2.9)
In addition, the phase compensator element (PC) has two parameters. These parameters are calculated
from the parameter chromosome by dividing the parameter into upper and lower bytes.
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Algorithm 2 Algorithm of off-line abstraction by the EDM.
Initialization ( )
Data Get ( )
while age ≤ Nmax × rep do
for cntr1 = 1 to Inum do
while t < tNsum do
Matrix Calculation
F⇐ F +f(t)
end while
F [cntr1] = Fit
end for
Ranking ( )
Selection ( )
Cross Over ( )
Increase/decrease Parameter ( )
Mutation ( )
Make New Age
if Nmax × rep ≤ age then
if continue = ”Yes” then
rep⇐ rep +1
end if
end if
end while
2.2.3 Optimization Procedure of Element Matrix
The element matrix is renewed to minimize or maximize a fitness value. The fitness value is calculated
by a fitness function as follows:
Γ =
1
Nsum
Nsum∑
q=1
√
y˜[q]2, (2.10)
y˜[q] = y[q]− yˆ[q], (2.11)
where Γ and Nsum express the fitness value and number of time-series data, respectively. The super-
scripts •˜ and •ˆ show the error value and estimated value, respectively. In other words, y[q] stands for
the real value and yˆ[q] refers to the calculated value by the element matrix. The fitness function is de-
signed arbitrarily according to the purpose. The algorithm of off-line abstraction by the EDM is shown in
Algorithm 2. In Algorithm 2,Nmax and Inum are the number of repetitions of one trial and number of in-
dividuals, respectively. Time-series data of input and output of a system are used for off-line abstraction.
In the initialization procedure, first individuals are generated. The number of individual Inum can be set
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Fig. 2-7: The probability of surviving.
arbitrarily. When there is advanced knowledge about a target system, the code and parameter of the first
individual are set by manual input. On the contrary, the code and parameter of the first individual are
set at random when a target system is unknown. It is also possible to combine the two setting methods.
In the data-get procedure, time-series data for abstraction are obtained. The time-series data consist of
input and output of a target system. In the matrix-calculation procedure, Algorithm 3 is conducted. In
the ranking procedure, each individual is ranked based on each fitness value. In the selection procedure,
individuals for next generation are stochastically selected. Individuals with better fitness value are set to
have a higher probability of surviving in the next generation. The rate of the probability can be arbitrarily
determined. For example, the probability function is calculated as
p(n) =
Inum − n
Inum!
, (2.12)
where p(n) means the survival probability, and the subscripts express the number of individual. Fig. 2-7
stands for the overview of the survival probability when the number of individuals is set to 8. When
the value of p is large, the probability of surviving to the next generation becomes large. In addition,
by using the “elite preservation strategy” to keep the best individuals as they are in the next genera-
tion as it is, the next generation will not become worse than the current generation. In Fig. 2-7, as
described above, in the selection process, individuals surviving the next generation are selected and
discarded. Then, the crossover procedure is conducted. In the crossover procedure, the occurrence of
crossover processing is stochastically determined whether or not crossover occurs based on the crossover
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Fig. 2-8: The crossover procedure.
rate. When the crossover occurs, the target individuals for crossover are selected. Moreover, the start-
ing and ending points of the crossover stochastically determined, probabilistically. The overview of
the crossover procedure is shown in Fig. 2-8. Chromosomes of excellent individuals are replaced by
crossover processing, and there is a possibility that more excellent individuals may be expressed. In the
increase/decrease parameter procedure, parameters of randomly chosen chromosomes are increased or
decreased. The chromosome selection to increase/decrease the parameters is conducted based on param-
eter increase/decrease rate ηid. This resembles a gradient descent method used for method such as neural
network. The point of this method that differs from the gradient descent method used for methods such
as neural network is not based on partial differentiation; however, parameters are increased or decreased
by trial-and-error in a point as with the gradient descent method. Therefore, this method may converge
to a local minimum. A valid process to avoid this is a mutation. In the mutation procedure, there are two
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Fig. 2-9: Overview of increase/decrease parameter and mutation process.
types of processing; one is element mutation and the other is individual mutation. The element mutation
means the mutation of the element code and element parameter. Based on the set of mutation rate of
element code ηcmut, elements are randomly rewritten with random numbers. In Similarly, parameters are
randomly rewritten with random numbers based on the set of mutation rate of parameter ηpmut. Mutation
rate of the element code and element parameter can be set independently. The individual mutation means
mutation of an individual. Based on the set of mutation rate of individual ηimut, individuals are entirely
rewritten with random numbers. The overviews of increase/decrease parameter and mutation process are
depicted in Fig. 2-9. From the viewpoint that the change in the type of the element greatly changes the
result and the change in the parameter finely adjusts the result, it is desirable to set the mutation rate as
follows
ηimut < η
c
mut < η
p
mut < ηid. (2.13)
By increasing the probability of mutation when the fitness value become constant, the possibility of
falling into a more local solution can be reduced. Through these processes, the individuals remaining in
the next generation are determined. The optimization is achieved by repeating the above process.
2.2.4 Hierarchical Abstraction Using Unidirectional Element Matrix
As one of the advantages of the EDM, the number of elements in the element matrix can be arbitrarily
changed, and the result of the abstraction can be given as the initial value of the next abstraction. By
utilizing this advantage, it is possible to hierarchically abstract the elements. In the unidirectional element
matrix, each line is independent and the physical meaning becomes clear because there is no vertical
connection of signals. The conceptual diagram of the hierarchical abstraction is depicted in Fig. 2-
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Fig. 2-10: Conceptual diagram of the hierarchical abstraction.
10. When performing hierarchical abstraction, the output of the element matrix uses the sum of the
values output from each row. In the first step, the first line extracts the most important elements for a
system because it expresses a system more accurately with few elements. In the next step, the result
extracted in the first step (line 1) is inherited and the next line is added. This will extract the next most
important elements. If retention of inherited results from the previous step is desired, it is designed
to update only the added rows. If it is desired to update the results inherited from the previous step
taking into account the mutual interaction, it is also possible to update the inherited rows together. It
is also possible to fix the structure of the inherited row and update only the parameters. As a result
of repeating such hierarchical abstraction, the abstracted systems are arranged in descending order of
importance. Therefore, the required accuracy can be aborted where the required accuracy is achieved,
and it is possible to extract the necessary and sufficient model. As the abstraction depth increases,
accuracy decreases while simplicity declines.
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Fig. 2-11: Overview of the interactive system designing based on the EDM.
2.2.5 Interactive Design Based on the EDM
It is possible to design a system interactively between human and machine by taking the advantage
of the characteristics of the EDM that the determination of the model is unnecessary and the physical
meaning of the obtained mathematical expression is possible. Fig. 2-11 shows the overview of the inter-
action system designing based on the EDM. In consideration of various possibilities, human can design
the EDM. If human has prior knowledge of the target system, human can define its prior knowledge as an
initial individual of the GA. If designer wants to completely based on a predetermined model structure,
code chromosomes are fixed to those set by designer and only parameters are fitted. If designer wishes
to partially based on a predetermined model structure, a part of the code chromosome is fixed to the one
set by designer and optimization is executed. By using this strategy, the results become expansion of
predetermined model structure designed by designer. By intentionally designing the window function, it
is possible to improve by targeting a specific area of the target input/output data. For example, in the first
layer, the weight of the area of the steady-state response is increased in order to eliminate the stationary
error, and in the second layer, the weight of the area of the transient response is increased in order to
improve the transient response. As a result, learning intended by designer can be performed. If the ele-
ments that would be needed to improve accuracy become clearly understood, efficient optimization can
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Fig. 2-12: The chromosome structure for the EDM with auto input selection.
be conducted by mixing that element into the chromosome by human at the time of generational change.
If only specific elements such as dead time elements are prepared, the system is represented only by the
elements decided by designer and the implementation is simplified. Through the interactive design, ma-
chine learning is achieved that enables effective use of human knowledge. Moreover, synergistic effect
of human knowledge and machine’s computing power can be expected.
2.2.6 Automatic Selection of Input Information
Furthermore, when a parameter with strong relevance to an evaluation function is unknown, automatic
selection by the EDM becomes possible by including parameters in the chromosome. Fig. 2-12 depicts
the chromosome structure including the automatic input selection function. In this case, the beginning
part of the code chromosome is used as a parameter selection chromosome. In addition, the parameter
chromosome is not used, and it is designed as a fixed value. Parameter chromosomes can also be designed
as weights for each parameter. By using automatically selecting input information, only parameters with
strong correlation with output are automatically extracted. The number of extracted parameters can be
arbitrarily set by the number of prepared chromosomes.
2.2.7 Design of Fitness Function
In addition, a window function Λ(q, l) can be designed as follows:
Γ =
1
Nsum
Nsum∑
q=1
√
y˜[q]2 · Λ(q, l), (2.14)
where l ∈ N refers to the number of generational changes. By designing the window function, it be-
comes possible to perform optimization that tends to converge to a local minimum and optimization that
emphasizes the response of a specific part. Examples of window function design are shown in Fig. 2-13.
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Fig. 2-13: Overview of window function design.
Fig. 2-13a shows the example of a time-dependent window function. As shown in Fig. 2-13a, the weight
can be designed based on the importance of a response area. By using the window function, it becomes
possible to optimize with emphasis on a specific area. Also, the window function can change by gener-
ation. Fig. 2-13b shows the example of a generation-dependent window function. The window function
is designed as the function of generation l. However, there is a possibility that the fitness value does not
converge to a specific result when the environment (i.e., the fitness function and the window function)
continues to change. Therefore, when a target system does not change, it is desirable that the window
function is finally fixed. Even using the methods described above, there is a possibility of converging to
stagnant local minimum. The reason for this is that if there is only one environment, only one gene that
is strong in that environment remains, and the species innovation depends only on mutation. Ideally, it
should evolve by crossing strong individuals surviving in various environments. Therefore, apart from
the environment used for final evaluation, prepare multiple environments so that strong individuals are
always left in each environment. This enables evolution that is rich in diversity and reduces the probabil-
ity of stagnating at a local minimum. There are various methods such as preparing a plurality of different
experimental results, dividing one experimental result into a plurality of sections, partial changing the
evaluation function.
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Fig. 2-14: A multidirectional element matrix used for the EDM.
2.3 Overall Abstraction Using Multidirectional Element Matrix
2.3.1 Multidirectional Element Matrix
Signal definitions of input and output can be decided arbitrarily according to the purpose. Then,
overall abstraction using a multidirectional element matrix by the EDM is introduced. Fig. 2-14 shows
the structure of the multidirectional element matrix. In Fig. 2-14, e, x, and y express the element, signal
flow of horizontal and vertical directions, respectively. The kind of elements and the matrix size can
be decided arbitrarily according to the purpose. When the size of the element matrix is set large, more
correct solution can be derived; however the result becomes complicated. On the contrary, when the size
of the element matrix is set small, simple result is abstracted. X and Y stand for the input signals for
the system and output signals from the system, respectively. The subscript denotes row numbers. In the
same way as the unidirectional element matrix, the calculation is conducted sequentially from the left
top to the right bottom in the element matrix. The computation sequence equals to the subscripts of e
(i.e., the address of the element). The output value of each element is calculated from the input value as
follows: [
xi+1,j
yi,j+1
]
=
[
f(x)i,j(xi,j , yi,j)
f(y)i,j(xi,j , yi,j)
]
. (2.15)
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Fig. 2-15: Basic elements for multidirectional element matrix.
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Fig. 2-16: Calculation elements for multidirectional element matrix.
Each element of the multidirectional element matrix is expressed as a two-input and two-output system.
f(x) and f(y) stand for the calculation function of horizontal and vertical directions, respectively. The
output value of each element is used for the adjacent element as an input value. The calculation algorithm
is shown in Algorithm 3. The type of the calculation functions f(x) and f(y) are automatically selected
from the prepared elements. Examples of the elements for the multidirectional element matrix are shown
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Fig. 2-17: Nonlinear function elements for multidirectional element matrix.
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Algorithm 3 Calculation procedure of element matrix.
for j = 0 tom− 1 do
x0,j ⇐ Xxj
end for
for i = 0 to n− 1 do
yi,0 ⇐ Xyi
end for
for j = 0 tom− 1 do
for i = 0 to n− 1 do
xi+1,j ⇐ f(x)i,j(xi,j , yi,j)
yi,j+1 ⇐ f(y)i,j(xi,j , yi,j)
end for
end for
for j = 0 tom− 1 do
Yxj ⇐ xn,j
end for
for i = 0 to n− 1 do
Yyi ⇐ yi,m
end for
in Figs. 2-15 to 2-18. Fig. 2-15 expresses basic elements to construct the element matrix structure. The
basic elements define the flow of the signal and make a structure like a block diagram. The structure
of the element matrix is designed to represent any block diagram. The structure of the block diagram
is represented by basic elements. The branch element (BR) is designed to express a take off point of
a block diagram, and the combination element (CM) is designed to express the summing point of a
block diagram. On the contrary, the elements in Figs. 2-16 to 2-17 are defined as a two inputs and
one output system. The reason is to clarify the role sharing of the elements that make up the structure
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Fig. 2-19: A representation of PID controller.
and the elements that perform the computation. Fig. 2-18 refers to special elements. The feedback
element can express a feedback loop. The parameter of the feedback element stands for the address of
a feedback target element. The output of the feedback element is inserted as input to the target element.
The plant element can express the plant of a system, such as an actuator. The plant is treated with fixed
chromosome. As an example, the representation of a PID controller with an element matrix is shown in
Fig. 2-19. The input/output definitions indicated by red arrows can be arbitrarily set by engineers.
2.4 Design Procedure of the EDM
Based on the above basic principle, this section describes the actual design procedure.
• Preparation of Input/output Data
In this dissertation, the EDM is implemented by off-line abstraction shown in Algorithm 2. Firstly,
input/output data is prepared for abstraction by the EDM. The number of samples of the in-
put/output data must be the same. Generally, time series data of the discrete time domain is used.
Spatial data and frequency domain data can also be used. Also, the EDM can be applied to on-
line abstraction. Algorithm 4 stands for the on-line abstraction algorithm. On-line optimization is
also basically the same as off-line optimization; however, data used for optimization are acquired
by a moving window by ring buffer. By this method, evolution following the changing plant is
achieved.
• Definition of Element Matrix
The number of elements of the element matrix used for the element description method is deter-
mined. Increasing the size of the matrix improves the accuracy; however, the readability deteri-
orates and the calculation load increases. In this dissertation, the number of columns is fixed to
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Algorithm 4 Algorithm of on-line abstraction by the EDM.
Initialization ( )
Renew Ring Buffer ( )
if t mod Tl = 0 then
for cntr1 = 1 to Inum do
for cntr2 = 0 to tsum do
Matrix Calculation
F⇐ F +f(cntr2)
end for
F [cntr1] = F
end for
Ranking ( )
Selection ( )
Cross Over ( )
Mutation ( )
Make New Age
end if
Element 
matrix
Element 
matrix
Element 
matrix
a. Single input b. Multi inputs c. Automatic selection
Fig. 2-20: Examples of input definition.
Element 
matrix
Element 
matrix
a. Single output 
Element 
matrix
b. Single output
    (Summed output) 
c. Multi outputs
Fig. 2-21: Examples of output definition.
about 3 to 6, and the number of rows is increased to determine the relationship between accuracy
and readability. The reason for the above is that the elements of one row can be sufficiently rep-
resented by elements of 3 to 6 columns, and they are designed based on the idea of how many
rows need to be prepared. In analogy with an approximate expression such as Taylor expansion,
the number of rows means the order of approximation, and the number of columns means approx-
imation accuracy per order. Increasing the number of elements too much decreases the readability
and makes it impossible to obtain the advantages of the EDM; therefore, it is desirable to keep the
number of elements within a certain range. Then, the type of the element matrix (unidirectional,
multidirectional) is selected. In the next, input and output are defined. Examples of input/output
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definition are depicted in Figs. 2-20 and 2-21. Thus, input and output can be freely defined by
engineers.
• Preparation of Selectable Elements
Then, selectable elements are prepared. Selectable elements can be arbitrarily prepared according
to a target system. Based on the fitness value, elements suitable for the expression of a system are
automatically selected by the GA from the prepared elements. On the contrary, no new elements
are created automatically. Therefore, it is possible to express a target system using only limited
elements.
• Design of Fitness Function
Since the element matrix is automatically optimized based on a fitness function, the design of
the fitness function is very important. The fitness function can be arbitrarily designed according
to the purpose of optimization. By weighting by a window function, it is also possible to focus
on some sections. In interactive design with hierarchical abstraction, engineers can redesign the
fitness function step by step.
• Generation of Initial Individuals
Then, it is necessary to generate an initial individual. The method of giving the initial individuals
is selected from two methods: random creation and manual input. Although it is common to give
initial individuals randomly, in the case where there is prior knowledge about a target system, the
initial individual design by manual input is effective. When hierarchical abstraction is performed,
the previous result is given as the initial value of the next learning.
• Optimization by the GA
After the above preparations, an optimization of structure and parameter of a target system using
GA is conducted. The method of abstraction is chosen from two methods: overall abstraction
and hierarchical abstraction. It is necessary to determine the occurrence probability of crossover,
mutation and parameter increase/decrease. In this dissertation, based on the design philosophy that
parameters become more optimal values after the structure of the element matrix is decided, the
mutation divides the incidence rate by parameter and structure. Thereby, the mutation probability
of the parameter and the increase/decrease probability of the parameter are set to be larger than the
mutation probability of the code. Optimization is terminated when the predetermined number of
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Fig. 2-22: Block diagram of system abstraction based on the EDM.
Fig. 2-23: A mechanical first-order lag system.
generations alternation is completed or when a predetermined fitness is obtained. After completion
of the process, analyze the chromosome and confirm the abstracted result. Based on this set of
design procedures, the system is abstracted.
2.4.1 Abstraction Example of First-order Lag System
In this section, an abstraction example using the EDM is described. The block diagram of system
abstraction using the EDM is shown in Fig. 2-22. The fitness function is calculated by
Γ =
1
Nsum
Nsum∑
q=1
√
y˜[q]2. (2.16)
It is possible to identify various systems by setting input and output to arbitrary physical quantities. In
this part, a first-order lag system is abstracted. An example of a mechanical first-order lag system is
shown in Fig. 2-23. Here, x1, F1, Me1, and De1 denote the displacement, force, mass, and viscosity,
respectively. The transfer function from force to displacement is expressed as
G(s) =
x1
F1
=
1
Me1s+De1
. (2.17)
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Table 2.1: Simulation parameters for abstraction of the first-order lag system.
Parameter Description Value
Me1 Mass of the system 2 kg
De1 Viscosity of the system 100 Ns / m
 0
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Fig. 2-24: Fitness response of the first-order lag system
The size of the element matrix is designed as 4×3. In this simulation, an overall abstraction is performed
using the multidirectional element matrix. Step force is applied to the system for abstraction. Table 2.1
shows the simulation parameters of the EDM for the first-order lag system. The simulation results are
shown in Figs. 2-24 to 2-26. The fitness responses are shown in Fig. 2-24. It can be confirmed that
the fitness value decreases according to generation change of the GA. Figs. 2-25 and 2-26 show the
velocity response and error of velocity responses between the designed model and estimated model,
respectively. It can be seen that the velocity response becomes almost same with the designed model by
20,000 th alternation of generations. Table 2.2 shows the abstracted model and parameters by the EDM.
The table layout corresponds with the element matrix. By analyzing Table 2.2, Fig. 2-27 is derived. The
abstraction result in Fig. 2-27 can be transformed as
Gˆ(s) =
1
1.898s+ 99.85
. (2.18)
The estimated system is almost same for an actual system. From this result, the basic performance of the
EDM was confirmed.
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Table 2.2: Abstraction result of the first-order lag system.
PP PP P LPF
Power gain Power gain Gain Low-pass filter
a1 = 2.537× 10
4
a2 = 8.877× 10
−8
a3 = 4.447 a4 = 5.260× 10
D P LPF I
Derivative Gain Low-pass filter Integral
a5 = 4.334 a6 = 5.634 a7 = 3.879× 10
−1
a8 = 1.987× 10
4
TH BR TH CM
Through Branch Through Combination
– – – –
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Fig. 2-27: Analysis of Table 2.2
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2.5 Hierarchical Abstraction of Compensator for RFOB Based on the
EDM
The necessity of the force analysis and control in automatic machinery has been gradually increased
according to the increase of the demand to adapt to the fluctuation of the target work as mentioned in
Chapter 1. In order to deal with delicate works, force control is necessary [12, 13, 59]. Also, a method
to analyze force response is required in order to asset the quality of the target work. Thereby, a force
detection method is important to achieve above purposes. There are roughly two methods to detect
force: one is to use a force sensor, the other is to use the RFOB. A force sensor has a merit that it can
measure the force nearly directly. However, the response frequency domain of a load-cell type is low
because the structure of the mechanical system is elastic. Also, a pieszo type and force balance type
are relatively expensive although it can detect high frequency domain force. On the contrary, the RFOB
has a merit that it can detect the force without additional sensors because it can estimate the force from
current information and position (velocity) information. Therefore, this method can implement force
control without increasing the cost of the machinery because these information are originally needed
for controlling motors. However, it is necessary to compensate disturbance such as coulomb friction,
viscosity and gravity because it can not detect force directly. In this dissertation, the RFOB is mainly
used in order to detect force information.
2.5.1 Basic Principle of RFOB
The block diagram of the RFOB is expressed as Fig. 2-28. Fenv, Fext, Fd, Fcmp,Mn, Ktn, Iref , x¨ref ,
and xres stand for the reaction force from environment, external force, disturbance force, compensation
force, nominal mass, nominal thrust constant, current reference, acceleration reference, and position re-
sponse, respectively. Qr(s) expresses the low-pass filter of the RFOB. The cut-off frequency of Qr(s)
can be designed separately from the cut-off frequency of the DOB [6,7]. In order to obtain pure reaction
force from an environment, it is necessary to compensate disturbance force Fd. Therefore, the accurate
calculation method of Fd is needed to design the RFOB. Then, estimated Fd can be used for compen-
sation force Fcmp. Here, calculation methods of Fcmp are introduced. As an example, external force is
expressed as
Fext = Fenv + Fg + Ffric, (2.19)
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Fig. 2-28: Block diagram of the RFOB.
Friction force Friction force
Velocity Velocity
a. Coulomb, viscous, and static friction. b. Stribeck friction  model.
Fig. 2-29: General friction models.
where Fg and Ffric refer to the gravity and frictional force, respectively. Thereby, in order to extract
reaction force from external force, a friction compensation method is needed. One of the calculation
method is model based identification. There are several kinds of friction models. Fig. 2-29 shows a
general friction model used widely. Fig. 2-29a. depicts a Coulomb, viscous, and static friction model
and Fig. 2-29b. depicts a Stribeck friction model [65, 66], respectively. Also, there is a LuGre model
[67,68] as more rigid friction model. The conceptual diagram of the LuGre mode is shown in Fig. 2-30.
The frictional force represented by the LuGre model is defined as
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Fig. 2-30: LuGre model.
Ffric = σ0z + σ1
dz
dt
+ σ2ν, (2.20)
where z, ν stand for the deflection of the bristles and relative velocity of moving part, respectively. σ0,
σ1, and σ2 are friction force parameters, which can be physically interpreted as the stiffness of the bristles
between two contact surfaces, damping coefficient of the bristles, and viscous coefficient, respectively.
The motion equation about z is represented as
dz
dt
= ν − |ν|
g(ν)
z, (2.21)
where g(ν) is the function indicating the Stribeck effect and is expressed as follows:
g(ν) =
FC + (FS − FC)e−(ν/νs)2
σ0
, (2.22)
where FC, FS, and νs stand for the Coulomb friction level, stiction force, and Stribeck velocity, respec-
tively. When ν is constant, z is in steady state as
zss = g(ν) sgn(ν). (2.23)
Also, the relationship between the velocity and the frictional force in the steady state is expressed as
Fss(ν) = σ0g(ν) sgn(ν) + σ2ν
= FC sgn(ν) + (FS − FC)e−(ν/νs)2 sgn(ν) + σ2ν. (2.24)
2.5.2 Real-time Disturbance Compensation by Environment Quarrier
Next, an environment quarrier (EQ) [69, 70] is introduced. In the model-based method previously
described, there is a limit to the expression of friction. Since the EQ does not require the model of
friction, compensation with high accuracy is possible. Moreover, because there is no need to perform
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Fig. 2-31: Overview of the EQ.
further identification, design time can be shortened. The EQ consists of a master system for contact and
a slave system for gravity/friction compensation. In each system, the DOB is implemented. Only the
master system contacts an environment, and the slave system moves in free motion. When compensation
for gravity/friction force is not done, the estimated value output from the DOB includes all external
forces. Both systems operate in the same structure and synchronously, and only the master system
contacts an environment; therefore, the external force of the master system is the external force of the
slave system and the reaction force from the environment. Focusing on this point, the reaction force from
the product can be obtained by
FˆMenv = Fˆ
M
ext − Fˆ Sext, (2.25)
where superscripts M and S stand for the master system and slave system, respectivelyɽBy using the
EQ, it becomes possible to compensate disturbance factors such as frictional force which are difficult to
identify with high accuracy and in real time. The conceptual diagram of the environmental qualities is
shown in Fig. 2-31, and the block diagram is shown in Fig. 2-32, respectively.
On the contrary, in order to achieve compensation using the EQ with high accuracy, synchronism be-
tween the master and slave systems becomes important. In order to improve the productivity, tracking
performance to the command trajectory is important. Mode transformation is performed by using a
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Fig. 2-32: Block diagram of the reaction force extractor by the EQ.
second-order quarry matrix Q2 to control two variables as follows:[
xCres
xDres
]
= Q2
[
xMres
xSres
]
=
1
2
[
1 1
1 −1
] [
xMres
xSres
]
, (2.26)
where the superscripts C and D express the common mode and differential mode, respectively. Each
of them corresponds to the response value of tracking performance and synchronism. By giving the
movement target value xCcmd and the synchronization target value x
D
cmd to the response value, the accel-
eration reference value x¨Cref , x¨
D
ref can be calculated. The acceleration reference value of each mode can
be converted to the acceleration reference value of each system by using the quadratic inverse matrix[
x¨Mref
x¨Sref
]
= Q−12
[
x¨Cref
x¨Dref
]
=
[
1 1
1 −1
] [
x¨Cref
x¨Dref
]
. (2.27)
Synchronization/trajectory tracking performance can be set independently by converting the sum mode
and difference into the mode space. The total block diagram of the EQ is shown in Fig. 2-33.
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Fig. 2-33: Total block diagram of the EQ.
2.5.3 Compensator Abstraction for RFOB by the EDM
By using an exact model such as the LuGre model, since highly accurate friction compensation can be
performed. It is possible to extract the reaction force accurately. However, such exact model has many
parameters and takes time and labor to implement. Therefore, in this chapter, an automatic design method
of the RFOB using the EDM is proposed. Fig. 2-34 depicts the block diagram of the automatic RFOB
compensator generation by the EDM. In Fig. 2-34, Iref , θres, and τˆext denote the current reference value,
angle response value, and estimated external torque, respectively. The actuator is moved by acceleration
control with the DOB. The element matrix in Fig. 2-34 shows the compensator for RFOB. This part is
expressed in Fig. 2-35. The input values can be set manually by arbitrary parameters or automatically by
the EDM. In this study, the input values are selected automatically using the EDM. In this case, the input
and the output of element matrix are designed as status information of an actuator and the compensation
torque for the RFOB, respectively. Since the DOB estimates whole disturbance of the system, it is
necessary to cancel disturbance other than reaction torque. The objective of the compensator generation
is to cancel these disturbances. The compensator is generated using free-motion response of the actuator.
At this time, it is desirable to move the motor so as to excite various disturbances. When the RFOB
works ideally, torque response of free-motion become always zero. Therefore, the fitness function is
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Fig. 2-34: Block diagram of the EDM for compensator abstraction.
+
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Fig. 2-35: An element matrix for compensator abstraction of RFOB.
defined as
Γrfob =
1
Nsum
Nsum∑
q=1
√
Fˆext[q]2, (2.28)
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Fig. 2-36: A powder filling machine.
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Fig. 2-37: Characteristics of the friction.
where Γrfob refers to the fitness value of compensator abstraction for the RFOB. Individuals with small
fitness values are more likely to survive in the next generation. By repeating the evolution, an equation
for calculating the compensation value for zeroing the estimated torque is automatically derived.
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Fig. 2-38: Time-series data for disturbance abstraction.
2.5.4 Experiments of Compensator Abstraction by the EDM
In this part, experiments are conducted in order to confirm the validity of the proposed method. The
experimental setup is shown in Fig. 2-36. This equipment is a powder-filling machine. The machine fills
powder by a screw shaft called auger. The auger is actuated by a servo motor. Also, the auger axis is
supported by bearings in order to reduce the fluctuation. The bearings are sealed to avoid contamination
of powder into the actuator. Thereby, friction due to seal parts and bearings exist. The characteristics
of the friction are depicted in Fig 2-37. In these experiments, the friction of the auger filling machine
are abstracted. The EDM is applied to generate the compensator of this system. The actuator is moved
by angle (angular velocity) control. In these experiments, manual designing method of compensator
and the proposed method are compared. The abstraction experiments are conducted for deriving the
compensator. Time-series data are prepared for abstraction. Fig 2-38 shows the time-series data for
abstraction. Four kinds of input signals, unwrapped angle, wrapped angle, angular velocity, angular
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Table 2.3: Identification results of the LuGre model.
Parameter Description Value
νs Stribeck velocity 0.988401 m/s
FC Coulomb friction level 7.02447× 10−8
FS Stiction force 3.88592× 10−7
z Deflection of the bristles 1.10486× 106 m
σ0 Stiffness of the bristles between two contact surfaces 0.0135702 N/m
σ1 Damping coefficient of the bristles 8.7536× 10−8 Ns/m
σ2 Viscous coefficient 3.74536× 10−7 Ns/m
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Fig. 2-39: Identification result of the LuGre model.
acceleration are prepared. A torque response is prepared as an output signal. The actuator is moved by
angular velocity control. The velocity step command was applied from 0 s to 10 s. Also, velocity charp
command was given after 10 s. The charp signal is designed as follows:
ωcmd = 20 π sin(2π × 0.5(t− 10)2). (2.29)
In this experiment, a conventional method which is explained in the later and the proposed method are
compared. In this dissertation, a friction compensator based on LuGre model [67, 68] is applied as
the conventional method. The LuGre model is known as a rigid friction model. In this experiment,
parameters of the LuGre model are calculated by the GA. Eq. (2.28) was used as the fitness function
for the identification of the LuGre model. The derived parameters are shown in Table 2.3. The torque
response using the LuGre model is shown in Fig. 2-39. The EDM is applied to abstract a fiction
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Table 2.4: The procedure from Steps 1 to 3.
Step Matrix size Initial individual data
Step 1 4× 2 Coulomb/viscous friction model 0 s – 10 s
Step 2 4× 3 Abstraction result in Step 1 0 s – 10 s
Step 3 4× 4 Abstraction result in Step 2 0 s – 10 s
Step 4 4× 5 Abstraction result in Step 3 0 s – 20 s
compensator. Firstly, time-series data from 0 s to 10 s was used to abstract angular velocity dependent
characteristics. The abstraction is conducted hierarchically as shown in Fig. 2-10. In Step 1, 4×2
element matrix was created. In addition, Coulomb friction/viscous friction, which is known to exist,
was given as an initial model. After that, in Steps 2 and 3, the number of rows of the element was
increased by one row. The procedure is expressed in Table 2.4. The fitness response in Steps 1 to 3 is
shown in Fig. 2-40. The torque response in Steps 1 to 3 is shown in Fig. 2-42. It is shown that the
expression ability of the model was improved by increasing the number of element matrix. In Step 1, it
can be seen that low-frequency components are represented. In Steps 2 and 3, spatially dependent terms
were extracted. Then, time-series data from 0 s to 20 s were used in Step 4 in order to extract angular-
acceleration-dependent terms. In Step 4, 4×5 element matrix was used. The fitness response in Step 4
is shown in Fig. 2-41. The torque response in Step 4 is shown in Fig. 2-43. The final abstraction result
is shown in Table 2.5. The block diagram of the abstracted compensator by the EDM is shown in Fig
2-44. a1 to a20 in Fig 2-44 refer to the parameters of each element. The subscripts express the address
of the parameter. In Fig. 2-44, the first and second lines show the term of Coulomb friction and viscous
friction, respectively. The third and fourth lines express the spatially-dependent friction. The fifth line
stands for the acceleration-dependent terms. In order to confirm the validity of the abstraction result by
the EDM, torque responses using another time-series data from abstraction phase were compared. The
command angular velocity is designed as follows:
ωcmd = 20 π sin(2π × 0.1t2). (2.30)
Signal flow in the element matrix of the EDM is shown in Fig. 2-45. Correspondence between signal
flow and element matrix promotes understanding of the function of each element. Comparison of the
torque responses is shown in Fig. 2-46. Enlarged view of Fig. 2-46 is depicted in Fig. 2-47. The black
and red lines show the torque response of the LuGre model and the EDM. The light blue line shows
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Fig. 2-42: Torque response in Steps 1 to 3.
actural torque response. It was confirmed that the EDM was able to more accurately express the actual
response value. Comparison of the root mean square (RMS) of the torque error is shown in Table 2.6. The
error value of the proposed method is smaller than that of the LuGre model. Therefore, the estimation
accuracy by the EDM is better than model-based method. Moreover, since it was possible to interpret
the physical meaning of the calculation formula for obtaining the response, it is more readable than the
data-based method such as a neural network. From these results, validity of the proposed method was
confirmed by the experiments.
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Table 2.5: Abstraction result of the RFOB compensator.
θ˙res P ATAN P TH
Velocity response Gain Arc tangent Gain Through
a1 = 2.30333 – a3 = 0.24359 –
θ˙res TH P ATAN LPF
Velocity response Through Gain Arc tangent Low-pass filter
– a6 = 0.00862 – a8 = 98.8933
θres P PLE TH COSA
Angle response Gain Phase-lead comp. Through Cosine wave (amp.)
a9 = 0.01016 a10 = 0.88240 – a12 = 0.02934
θres OFS P SINA TH
Angle response Offset Gain Sine wave (amp.) Through
a13 = 18.3333 a14 = 0.21033 a15 = 0.02304 –
θ¨res DT P SINP DT
Acc. response Dead time Gain Sine wave (phase) Dead time
a17 = 0.00217 a18 = 0.00012 a19 = 0.03895 a20 = 0.00154
Table 2.6: Comparison of torque error RMS.
Step Matrix size Unit
LuGre (conv.) 3.91211 Nm
EDM (prop.) 1.88654 Nm
– 52 –
CHAPTER 2 SYSTEM ABSTRACTION BASED ON ELEMENT DESCRIPTION METHOD
Element matrix
(friction model)
tan  (  )
-1
cos (  )
sin (  )
sin ( +    )
tan  (  )
-1
1
6
9
10
10
3
8
12
13
14 15
17 18 19
20
Coulomb friction
Viscous friction
Spatially-dependent 
friction
Acceleration-
dependent term
Spatially-dependent 
friction
Fig. 2-44: Abstracted compensator by the EDM.
-80
-40
 0
 40
 80
S
ig
n
al
-200
-100
 0
 100
 200
-2
-1
 0
 1
 2
-0.5
 0
 0.5
-80
-40
 0
 40
 80
S
ig
n
al
-80
-40
 0
 40
 80
-0.8
-0.4
 0
 0.4
 0.8
-0.8
-0.4
 0
 0.4
 0.8
-100
 0
 100
 200
 300
 400
 500
-100
 0
 100
 200
 300
 400
 500
S
ig
n
al
-4
 0
 4
 8
-1
 0
 1
 2
 3
 4
 5
-20
 0
 20
 40
 60
 80
 100
-0.04
-0.02
 0
 0.02
 0.04
-800
-400
 0
 400
 800
S
ig
n
al
-800
-400
 0
 400
 800
-0.05
 0
 0.05
 0.1
 0
 0.1
 0.2
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
-100
 0
 100
 200
 300
 400
 500
S
ig
n
al
-4
 0
 4
 8
 -0.1 -0.1
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
 0  2  4  6  8  10
Time [s]
Fig. 2-45: Signal flow of the EDM.
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Fig. 2-47: Enlarged view of Fig. 2-46.
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2.6 Packaging Leak Inspection Based on High-accuracy Force Detection
2.6.1 Necessity of Packaging Leak Inspection
In recent years, due to problems such as food poisoning and foreign body contamination, food safety
concerns and security awareness are attracting attention. Therefore, various quality inspections are con-
ducted in a food manufacturing process, and one of them is leak inspection. “Leak” means that the degree
of the sealing of a bag which is normally completely sealed by packaging is incomplete. When leak oc-
curs in food packaging, there are adverse effects such as moisture absorption and oxidation of grease due
to deterioration of taste and aroma and deterioration such as corruption caused by microorganism mold,
which is a factor that shakes the food safety and security of consumers. Also, if leak items flow outwardly
to the market, food makers will lose the brand image and cause large loss. Therefore, leak inspection
has been conducted at the food production site. There are two methods of leak inspection: one is “sam-
pling inspection” and the other is “all-product inspection.” Sampling inspection is a method to inspect
a product by extracting several products every predetermined number. Since this method cannot inspect
all products, defective products remains a possibility that flows out. On the contrary, an all-product in-
spection is a method to conduct inspections on all products, which is ideal because of higher safety than
a sampling inspection. Therefore, there is a demand for a leak inspection apparatus which can inspect all
products at the food production site. As an example, the production speed of a packaging line requiring
a leak inspection is generally 30 to 60 pieces per minute in snack confectionery industry. Therefore, in
order to achieve automation of all-product inspection, it is necessary to finish one inspection within 2
s. In addition, the installation space that can be used for the leak inspection process is limited in many
cases, meaning that a compact machinery is desired. However, there are no leakage inspection appara-
tuses that can comply with these demands in a small size, high precision and high speed, and automation
of all-product inspection has not progressed. Therefore, sampling inspection is usually conducted in
recent years. In some cases, bags produced are manually pushed to inspect all items; however it is not
easy to inspect with a short time of 2 s, and only obvious leak products such as holes with a few mm
open can be detected. The leak testing apparatus for all-product inspection which has been proposed so
far has the following problems. There is a method of sandwiching the product on a conveyor arranged
in parallel and inspecting it with a pressure sensor, and a method of setting the inside of the container
in a vacuum state and detecting the change in pressure requires 10 s or more for one inspection. Hence,
in order to conduct all-product inspection, it is necessary to arrange a plurality of inspection sections,
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and the apparatus becomes large sized. The method of filling a helium gas in bag and detecting gas
leak using a helium detector after packaging requires filling with helium gas, resulting in high running
cost. In a method of bringing a product into contact with a metal brush to which a voltage is applied and
detecting a leak by a change in electric potential, it is difficult to detect a hole at a position where a brush
cannot be contacted. In addition, it is necessary to contain much moisture inside. Therefore, it can only
be applied to limited products. In this section, a packaging leakage inspection machinery based on force
analysis is proposed. The proposed machinery detects a leak by analyzing the force information when
pushing the bag. By the proposed machinery, automation of all-product inspection and contribution to
food safety and security can be expected because leak inspection can be performed with high precision
and high speed in a limited installation space.
2.6.2 High-accuracy Force Detection
The overview of the leak detector is shown in Fig. 2-48. This machinery is commonly used for pack-
aging of snacks, breads, powder products, etc. The machine detects leaks in pillow packaged products
(hereinafter referred to as “products”) by pushing the product sent by a conveyor with a pusher. It is
possible to judge the presence or absence of a leak by extracting and analyzing the haptic information
during a pushing time. The pusher consists of a servo control system consisting of a linear motor, linear
guide, linear encoder, and end effector, and two control systems are installed for one machine. These two
control systems serve as one for inspection to contact with the product and the other for compensation
of gravity/friction to increase inspection accuracy. In this dissertation, the inspection system is defined
as the master system, and the compensation system is defined as the slave system. In each system of
master and slave, the DOB is implemented in order to control the system robustly. Also, the RFOB
for estimating the force externally applied to the system are installed, reaction force information from
the product can be extracted without a force sensor. Therefore, it is possible to simultaneously achieve
high-rigidity control required to achieve high-speed leakage inspection, and wide-band force detection
required to achieve highly accurate leakage inspection.
2.6.3 Leak Detection Based on Force Information
Then, a method of extracting information on the presence or absence of leak from the force informa-
tion of the product obtained is described. At the moment after the end effector contacts with a product,
the change of the reaction force due to the deformation of the film is larger than the change in the re-
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Fig. 2-48: Proposed leak detector.
action force due to the leak. Thereby, it is impossible to determine the leak in transient state. In this
study, a robust position control system with high control rigidity is achieved by the DOB; therefore, it is
possible to quickly create a stable state independent of the band of the environmental model of a product.
Products that are actually inspected differ in the amount of air enclosed, and the thickness is varied by
a few millimeters. In this research, it become possible to achieve an inspection which is hardly affected
by this variation using the time-derivative of the extracted reaction force. The time-derivative of the ex-
tracted reaction force for evaluating the leak detection is defined as equivalent jerk. The equivalent jerk
is calculated by time-derivative of the estimated reaction force as
F˙ =
g2j s
s2 + 2gjs+ g2j
Fˆenv, (2.31)
where F˙ and gj represent the equivalent jerk and cut-off frequency of the derivative, respectively. Prod-
ucts to be actually inspected differ in the amount of air sealed in each package. There are variations of
several mm in thickness; however by evaluating the equivalent jerk, discrimination that is not affected
by this thickness variation becomes possible. The presence or absence of leakage is determined from the
force information detected by the above method. Also, there are variations of the equivalent jerk, which
affects the discrimination accuracy of presence/absence of leak. Therefore, in order to confirm the va-
lidity of leak judgment, statistical evaluation is carried out. The accuracy of discrimination is evaluated
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Fig. 2-49: Overall view of prototype leak detector.
by a probability density function calculated from the average value and standard deviation of equivalent
jerks at a certain time, and it is evaluated as
Ψ(F˙ ) =
1√
2πσ
e−
(F˙−µ)2
2σ2 , (2.32)
where Ψ(•), µ, and σ stand for the probability density, the mean value, and the standard deviation,
respectively. By expressing using the probability density function, it is possible to evaluate the false
detection rate of good products and the error rate of leak products quantitatively.
2.6.4 Experiments of Real-time Disturbance Compensation by EQ
Experiments are conducted to confirm the performance of the leakage inspection apparatus. The
prototype of the leak detector is shown in Fig. 2-49. Firstly, the effectiveness of the EQ is confirmed.
A ramp command in the direction approaching the product is given to xCcmd, the end effector comes
into contact with a product, and when the reference reaction force is detected, the command is fixed.
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12 mm
60 mm
60 mm
Fig. 2-50: Shape of the end effector.
Table 2.7: Experimental parameters for the EQ.
Parameter Descriptions Value
Ktn Force coefficient 33 N/A
Mn Mass of motor 1.35 kg
gdis Cut-off frequency of the DOB 800 rad/s
gext Cut-off frequency of the RFOB 2000 rad/s
A commercially available snack confectionery product is prepared as a sample. After the elapse of 0.6
s, the ramp command in the separation direction is given and the end effector is again moved to the
original position. The experiment to analyze the response when performing the above operation and to
determine the presence or absence of leak is conducted. The position coordinates are defined as the stand
by position of an end effector as the origin (0 mm) and the approach direction as positive. In addition,
the end effector in contact with the product is made of the material SUS303 having the shape shown in
Fig. 2-50. Each parameter at the time of experiment is shown in Table 2.7. The RFOB output FˆMext when
the control command described above is given to the inspection apparatus with a reference reaction force
of 20 N. The EQ is evaluated by expressing the output of the quarrier FˆMenv by position-force coordinates
and comparing hysteresis characteristics. The results are shown in Fig. 2-51. Here, the range of 12 mm
to 20 mm is the section where the end effector and the product are in contact. From the results, it can
be seen that the output from the RFOB that is not compensated includes the steady-state gravity term of
about 5 N and the nonlinear element of the Coulomb friction force in the vicinity of 0 mm to 2 mm. On
the contrary, the output from the environmental qualifier that compensates in real time shows that these
external forces are canceled. From the above, the effectiveness of the EQ was confirmed.
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Fig. 2-51: Effect of friction compensation by the EQ.
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Fig. 2-52: Inspection unit of the prototype of leak detector.
2.6.5 Abstraction of Disturbance Compensator for Leak Detector Based on the EDM
Also, automatic abstraction of the compensator for the RFOB is confirmed. The inspection unit of
a prototype leak detector is depicted by Fig. 2-52. In this experiments, hierarchical abstraction using
the unidirectional element matrix and overall abstraction using the multidirectional element matrix are
compared with changing matrix size. The structure of the element matrix is designed as shown in Fig.
– 60 –
CHAPTER 2 SYSTEM ABSTRACTION BASED ON ELEMENT DESCRIPTION METHOD
-0.01
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0  1  2  3  4  5
P
o
si
ti
o
n
 [
m
]
Time [s]
Command
Response
-0.2
-0.1
 0
 0.1
 0.2
 0  1  2  3  4  5
V
el
o
ci
ty
 [
m
/s
]
Time [s]
-2 X 10
-6
 0
 0  1  2  3  4  5
A
cc
el
er
at
io
n
 [
m
/s
2
]
Time [s]
-1 X 10
-6
1 X 10
-6
2 X 10
-6
 10
 15
 20
 25
 30
 0  1  2  3  4  5
F
o
rc
e 
[N
]
Time [s]
a. Position b. Velocity
c. Acceleration d. Force
Fig. 2-53: Input data of the EDM for compensator abstraction of leak detector.
2-34. In order to abstract the compensator for the RFOB, measurement data are obtained by free motion.
Sinusoidal wave (1 Hz) is applied as position command in the experiment. The prepared data is shown in
Fig. 2-53. The fitness value for optimization used for abstraction of the disturbance compensator of the
RFOB is calculated by (2.28). In order to avoid convergence to the local solution as much as possible,
the mutation rate is designed as follows:
ηcmut = η
c,ini
mut +
Nsty
χc
, (2.33)
ηimut = η
i,ini
mut +
Nsty
χi
, (2.34)
where, Nsty and χcrepresent the current stagnant number of the GA and mutations increase coefficient,
respectively. The subscripts c, i, and ini refer to element code, individual, and initial value, respectively.
Table 2.8 shows the simulation parameters of the EDM for compensator abstraction of the leak detector.
In the experiments of overall abstraction, matrix size of the multidirectional element matrix is changed
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Table 2.8: Experimental parameters for compensator abstraction of the leak detector by the EDM.
Parameter Description Value
Ts Sampling time 0.001 s
Nnum Data number of time-series data 5000
Inum Number of individual 8
ηcross Crossover rate 0.7
ηc,inimut Basic value of mutation rate for element code 0.2
ηi,inimut Basic value of mutation rate for individual 0.06
ηpmut Mutation rate for parameter 0.4
ηidmut Parameter increase/decrease rate 0.7
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Fig. 2-54: Relationship between matrix size and calculation time.
from 1 × 1 to 5 × 5. In the experiments of hierarchical abstraction, matrix size of the unidirectional
element matrix is increased from 3× 1 to 3× 5. The calculation program is implemented based on C++
language. A laptop personal computer (VJP131B01N, VAIO) is used for performance verification of
the abstraction by the EDM. The CPU of the laptop personal computer is Core i7-4510U, and memory
size is 8 GB. A relationship between matrix size calculation time is shown in Fig. 2-54 when 20,000
times alternation of generations are performed. Firstly, a performance of overall abstraction using the
multidirectional element matrix is confirmed. A relationship between fitness value after 20,000 times
alternation of generations and matrix size is confirmed experimentally. Fig. 2-55 depicts the relationship
between fitness value after 20,000 times alternation of generations and matrix size. Fig. 2-55a shows the
average value of final fitness value when trials of optimization for 20,000 times alternation of generations
with each matrix size are made three times. From average value of this example, around the 3 × 3 and 5
× 2 became good fitness value on average. In the case of overall abstraction using the multidirectional
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Fig. 2-55: Relationship between matrix size and fitness value.
element matrix, it was confirmed that even if the matrix size was simply increased, the average value of
final fitness value would not be improved. Fig. 2-55b shows the minimum value of final fitness value
when trials of optimization for 20,000 times alternation of generations with each matrix size are made
three times. From Fig. 2-55b, it can be confirmed that 5 × 5 and 5 × 2 became the best fitness value.
A matrix with a large element size encompasses expressive power of a matrix with a small element
size. Therefore, the larger the element size, the higher the expressive ability. Hence, in the case of 5
× 5, the minimum value is the smallest. However, the possibility of falling into local optimum is also
increased, and the average value is considered to be smaller for 3 × 3. Since expressiveness increases as
the number of elements increases, this is an algorithm limit. Therefore, if improvement of the algorithm
can be achieved, the result of optimization is considered to be better as the matrix size is larger. On
the other hand, over learning is one of the problems, and it is one of the important issues to continue to
optimize. Discrimination between high-precision abstraction and over-learning is one of the important
issues in making decisions to end abstraction. In this result, it is desirable to design the number of all
abstraction elements in about 3× 3 considering the readability of the results and the stability of learning.
Then, a performance of hierarchical abstraction using the unidirectional element matrix is confirmed.
Fitness values of hierarchical abstraction is evaluated based on comparison with overall abstraction. Fig.
2-56 shows a comparison of fitness values of overall abstraction and hierarchical abstraction. From
Fig. 2-56, it can be seen that the fitness values of the hierarchical abstraction monotonously decreases
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Fig. 2-56: Comparison of fitness values of overall abstraction and hierarchical abstraction.
according to the number of rows. This is because it will never be exacerbated by the elite preservation
strategy. In addition, by increasing the number of elements to 3 × 3 or more, it became better than the
fitness value of the overall abstraction. From this result, it was confirmed that hierarchical abstraction
can achieve wasteful abstraction with a small number of elements.
Here, force responses of disturbance compensator are confirmed. Fig. 2-57 shows force response of
disturbance compensation using overall abstraction and hierarchical abstraction. In this confirmation,
waveforms of overall abstraction is a result using 5 × 5 matrix because it has smallest fitness value. In
addition to the final output from the element matrix, the output from each row is also depicted. Wave-
forms of hierarchical abstraction is the outputs of 3× 5 matrix (i.e., fifth hierarch). The output from each
row is also shown as well as overall abstraction. As it can be seen, hierarchical abstraction has a clean
hierarchical structure, and the output with high importance comes to the upper side. On the contrary,
overall abstraction, each row of the importance is not in order. Fig. 2-58 shows enlarged view of com-
pensation values outputted by overall abstraction and hierarchical abstraction that is indicated by orange
dotted line in Fig. 2-57. Comparing results of overall abstraction and hierarchical abstraction, the result
of hierarchical abstraction grasps the characteristics of the measured values well.
Then, abstraction results by the EDM are analyzed. Firstly, the result of the hierarchical abstraction
is shown. Table 2.9 is refers to the abstraction result of disturbance compensator using hierarchical
abstraction. The signal flow of each element is shown in Fig. 2-59. Considering the correspondence
between Table 2.9 and Fig. 2-59, understanding operation of each element is promoted. From these
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Fig. 2-57: Compensation values of each row of overall abstraction and hierarchical abstraction.
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Table 2.9: Abstraction result of disturbance compensator using hierarchical abstraction.
x˙res OFS LOG PP
Velo. Offset Logarithmic Power gain
a1 = 8.50× 10
1 – a3 = 5.04
x˙res SINA SGN P
Velo. Sine wave (amp.) Sign function Gain
a4 = 7.93× 10
−3
−− a6 = 1.83
xres LOG PP SINA
Pos. Logarithmic Power gain Sine wave (amp.)
– a8 = 5.82 a9 = 1.26
xres LOG P SINP
Pos. Logarithmic Gain Sine wave (phase)
– a11 = 4.03 a12 = 4.33× 10−1
x˙res D PLE INV
Velo. Derivative Phase-lead comp. Invert
a13 = 2.55× 10
−1
a14 = 4.22 –
results, equivalent transformation is conducted. Fig. 2-60 shows a result of equivalent transformation of
Table 2.9. Considering Fig. 2-60, it can be understood that the first line represents gravity and the second
line represents Coulomb friction, respectively. The third and fourth lines are considered to be spatially
dependent terms. It is possible to understand the spatial frequency from the gain before entering the
trigonometric function. In the fifth row, since the compensation value is large in the portion with large
acceleration, such as the beginning of movement, it is considered to be an acceleration-dependent term.
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Fig. 2-59: Signal flow of compensator using hierarchical abstraction.
In this way, the results obtained by the hierarchical abstraction are easy to interpret the physical meaning.
Then, the result of the overall abstraction is discussed. The abstraction result of disturbance compensator
using overall abstraction by 5×5 matrix is shown in Table . The signal flow of each element is shown
in Fig. 2-61. The first row is considered to represent the friction term. Since gravity is included in
this system, a term that contain constant value should be extracted. However, it could not obtain a line
whose output was constant in the whole abstraction. When adding the outputs of the second row and the
fifth row, values close to the gravity term are obtained. From this result, it was confirmed that overall
abstraction with a large matrix size may not be able to successfully isolate the elements of the true model.
Then, as a result of smaller matrix size, the result of matrix size 3×3 is analyzed. Fig. 2-62 stands for
the force response of disturbance compensation using 3×3 overall abstraction. The abstraction result is
shown in Table 2.11. The result of equivalent transformation of Table 2.11 is shown in Fig. 2-63. By
decoding the result, three compensators are derived: the cogging compensator, friction compensator, and
gravity compensator. From this result, a simple compensator of the RFOB was generated automatically
by overall abstraction. Based on these results, guidelines on how to properly use hierarchical abstraction
and overall abstraction are described. By using hierarchical abstraction, highly accurate models can be
abstracted, and interpretation of physical meanings is relatively easy. Therefore, the use of hierarchical
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Table 2.10: Abstraction result of disturbance compensator using overall abstraction.
xres FB HYS HYS PC INV
Pos. Feedback Hysteresis Hysteresis Phase compensator Invert
a1 = 3 a2 = 1.44× 10
−2
a3 = 8.55× 10
−2
a4 = 1.58× 10
2 –
b4 = 3.31× 10
−1 –
– P SINA OW OFS LPF
None Gain Sine wave One way Offset Low pass filter
a6 = 1.00× 10
1
a7 = 1.98× 10
−3 – a9 = 2.09 a10 = 3.17× 10−1
xres CM DZ ATN POW DT
Pos. Combine Dead zone Arc tangent Power Dead time
– a12 = 1.70× 10−2 – a14 = 9.70× 10−1 a15 = 2.17× 10
xres log INV P INV SINA
Pos. Logarithmic Invert Gain Invert Sine wave
– – a18 = 4.96 – a20 = 9.42× 10−1
– HPF SGN I TH log
None High pass filter Sign function Integral Through Logarithmic
a21 = 1.06× 10
2 – a23 = 9.85× 10−11 – –
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Fig. 2-61: Signal flow of compensator using overall abstraction.
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Fig. 2-62: Force response of disturbance compensation using 3×3 overall abstraction.
abstraction is desirable; however, it spends a little time. If time-consuming abstraction is required, overall
abstraction should be used. In the case of overall abstraction, it is desirable not to increase the number
of elements unnecessarily. Because good results are obtained and relatively easy to understand physical
meanings, it is effective to use about 3×3 element matrix.
2.6.6 Experiments of Leak Detection
Then, experiments are conducted to determine the presence or absence of leak based on the obtained
haptic information. Samples with no leakage and specimens with pinholes with the diameter of 0.5 mm
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Table 2.11: Abstraction result of friction of the leak detector.
xres BR P SIN
Position response Branch Gain Sine wave
– a2 = 1.66× 102 –
x˙res OS SGN BR
Position response Offset Sign function Branch
a4 = −4.79× 10
−4 – –
– OS ATN OS
– Offset Arc tangent Offset
a7 = 2.98× 10
−1 – a9 = 2.17× 10
cogging compensation
Element matrix
+
1.66   10 2
sin( )
sgn( )
4.79   10 -4
2.98   10 -1 2.17   10 
+
+
+
+
+
atan( )
+
+
+
+
sin( )
sgn( )
+
+
21.99
+
+
+
+
friction compensation
gravity compensation
1.66   10 2
Equivalent
transformation
Fig. 2-63: Abstraction result of disturbance compensator using 3×3 overall abstraction.
are prepared, and reaction force estimates are compared. It is difficult to manually detect a pinhole with
the diameter of 0.5 mm at a speed equivalent to 30 pieces per minute, and if this detection becomes
possible, a leak inspection apparatus with industrial value can be realized. The time when the reaction
force response value reaches 60 N is handled as the trigger to start the inspection. Position response and
force response are shown in Fig. 2-64. There is no clear difference in the response of reaction force due to
the presence or absence of leak. Here, in order to clearly grasp the phenomenon of leakage, the reaction
force information is time-differentiated and converted into an equivalent jerk. The converted waveform
is shown in Fig. 2-65. From Fig 2-65, it can be seen that a clear difference appears in the waveforms
depending on the presence or absence of leak between 0.2 s and 0.6 s by calculating equivalent jerk.
By converting the reaction force information into the equivalent jerk, it became possible to judge the
presence or absence of leak. In the subsequent experiments, the accuracy of the judgment when judging
the presence or absence of leak at 0.5 s was verified.
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Fig. 2-64: Experimental results of leak detection.
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Fig. 2-65: Comparison of equivalent jerks.
Here, the experiments are conducted in order to confirm whether or not the presence or absence of a
leak can be detected even when individual differences such as differences in the amount of air sealed in
products occur. Three types of specimens with different enclosures in air are prepared, and the equivalent
jerk at 0.5 s time point is measured in a state without leakage and a pinhole with the diameter of 0.5 mm
opened. The results are shown in Table 2.12. From the experimental results, it was confirmed that the
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Table 2.12: Results of equivalent jerk.
Sample Thickness [m]
Equivalent jerk [N/s]
No leak Leak
1 0.0294 −5.430 −9.380
2 0.0347 −5.908 −9.391
3 0.0289 −5.122 −10.36
Table 2.13: Statistics of equivalent jerk.
Sample Average [N/s] Standard deviation [N/s]
No leak −5.090 0.263
Leak −10.174 0.383
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Fig. 2-66: Probability density of equivalent jerk.
presence or absence of leakage can be discriminated even when the bag thickness is different.
Then, in order to confirm the repeatability of leak detection, statistical evaluation is conducted. Sam-
ples with no leakage and specimens with the pinholes are prepared one by one, and the equivalent jerk
values at 0.5 s are compared. Each individual is measured 20 times, and the probability distribution is
calculated from the average value and the standard deviation. The results are shown in Table 2.13 and
Fig. 2-66. When the threshold is set at 8 N/s shown in the figure, the false detection rate of non-defective
products becomes 1.443 × 10−14 from the probability density, and the misperception rate of leak item
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becomes 7.261× 10−17, respectively. Therefore, it was confirmed that it can be detected with sufficient
accuracy.
2.7 Summary of Chapter 2
Chapter 2 described the fundamental structure of the EDM. By using the EDM, model and parameters
of a target system can be abstracted simultaneously. Therefore, determination of the model in advance
is not needed. Also, the hierarchical abstraction method can extract important physical laws in order.
The accuracy of the model is determined based on abstraction depth by using the hierarchical abstraction
procedure. Since there is a trade-off between the simplicity and accuracy of the abstraction result, it is
necessary to decide the abstraction depth based on accuracy requirement of target application. By using
the EDM, it is abstracted with a necessary and sufficient model. In addition, the abstraction result is
understandable because it is expressed by the combination of simple elements. As a result, abstracted
results can be inherited to different systems, so that knowledge can be utilized. The validity of the pro-
posed hierarchical abstraction based on the EDM was confirmed by generating the compensator for the
RFOB of powder filling machine. The disturbance compensator was generated precisely by hierarchical
abstraction of the EDM. In addition, when abstraction in a short time is required, overall abstraction is
effective. By overall abstraction, it is possible to abstract systems collectively. If the matrix size is made
too large, the possibility of falling into a local solution increases due to the constraints of the algorithm.
Futhermore, the readability of the abstraction result decreases. Therefore, it is preferable not to increase
the matrix size beyond necessity. The validity of the proposed overall abstraction based on the EDM was
confirmed by generating the compensator for the RFOB of leak detector. In the experiment of abstraction
using the leak detector, it was led that the size of about 3×3 is reasonable. An experimental comparison
of hierarchical abstraction and overall abstraction was also conducted. As a result, it was confirmed that
it is desirable to use hierarchical abstraction when abstraction precision and readability are required. On
the other hand, when system abstraction in short time is required, it is confirmed that overall abstraction
is effective.
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Chapter 3
Interactive Control Design Based on Element
Description Method
3.1 Interactive Control Design for a Multi-mass Resonant System
3.1.1 Overview of Control Generation of Multi-mass Resonant System
In this section, interactive control design using the EDM is described. As mentioned in chapter 2,
it is possible to abstract system interactively between human and machine by taking advantage of the
characteristics of the EDM that the determination of the model is unnecessary and the physical meaning
of the obtained mathematical expression is possible. By performing interactive control design using the
EDM, a synergistic effect of human knowledge and machine’s computing power can be expected. In
this study, position controller for a multi-mass resonant system is created by the EDM. Fig. 3-1 shows
the overview of a multi-mass resonant system. Precise position control method of a multi-mass resonant
system is one of the important technologies for automatic machinery. There are various conventional
researches to control a multi-mass resonant system precisely. A notch filter is one of the most famous
methods to reduce a resonant vibration [71]. This method is used for various industrial machine because
the structure is simple. Similarly, a phase compensator is used to stabilize a resonant system [72].
Resonant ratio control [73] is one of the famous methods categorized as a phase compensator. One of the
problems of the controller designing for a multi-mass resonant system is that a design process becomes
complex when a number of mass increases. Moreover, it is difficult to decide the order of the model. A
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Actuator
Fig. 3-1: Overview of a multi-mass resonant system.
multi-mass resonant system is generalized as Figs. 3-6 to 3-5. Here,mi, i ∈ N is defined as
mi ,
1
Mis2
, (3.1)
where Mi denotes mass of i-th mass. As s Figs. 3-6 to 3-5, multi-mass resonant system is generated
usingGa andGb. From Figs. 3-6 to 3-5,Ga andGb are generated based on continued fraction as follows:
• Single-mass system
G1,1a (s) = k1, (3.2)
G1,1b (s) = m1. (3.3)
• 2-mass resonant system
G2,2a (s) =
m1
1 +m1k1
, (3.4)
G2,2b (s) =
k2
1 + k2m2
. (3.5)
• 3-mass resonant system
G3,3a (s) =
k2
1 + k2
m1
1 +m1k1
, (3.6)
G3,3b (s) =
m2
1 +m2
k2
1 + k2m2
. (3.7)
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• 4-mass resonant system
G4,4a (s) =
m2
1 +m2
k2
1 + k2
m1
1 +m1k1
, (3.8)
G4,4b (s) =
k3
1 + k3
m2
1 +m2
k2
1 + k2m2
. (3.9)
• general formula of N -mass resonant system
– In case of even number (N = 2n, n ∈ N)
GN,Na (s) =
mN
2
1 +mN
2
kN
2
1 + kN
2
mN
2
−1
1 +mN
2
−1
. . .
, (3.10)
GN,Nb (s) =
kN
2
+1
1 + kN
2
+1
mN
2
+1
1 +mN
2
+1
kN
2
+2
1 + kN
2
+2
. . .
. (3.11)
– In case of odd number (N = 2n+ 1)
GN,Na (s) =
kN+1
2
1 + kN+1
2
mN+1
2
−1
1 +mN+1
2
−1
kN+1
2
−1
1 + kN+1
2
−1
. . .
, (3.12)
GN,Nb (s) =
mN+1
2
1 +mN+1
2
kN+1
2
+1
1 + kN+1
2
+1
mN+1
2
+1
1 +mN+1
2
+1
. . .
. (3.13)
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2-Mass resonant system
Fig. 3-2: Block diagram of a 2-mass resonant system.
3-Mass resonant system
Fig. 3-3: Block diagram of a 3-mass resonant system.
4-Mass resonant system
Fig. 3-4: Block diagram of a 4-mass resonant system.
N-Mass resonant system
Fig. 3-5: Block diagram of an N-mass resonant system.
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Controller Actuator
Multi-mass-resonant system
Element
matrix
RFOB
Fig. 3-6: Block diagram of automatic controller design for a multi-mass resonant system.
Table 3.1: Simulation parameters of the EDM for controller synthesis.
Parameter Description Value
Ts Sampling time of controller 0.0005 s
Ps Calculation period of plant 0.0001 s
le Distance of each mass point 0.05 m
Ke Stiffness between each mass 10,000 N/m
De Damper between each mass 50 Ns/m
Me Weight of each mass point 0.05 kg
Mm Weight of motor mover 0.1 kg
A wave system [74] is one of the effective methods to deal with a high-order multi-mass resonant
system. A vibration control by the wave model suppresses up to the high-order vibration with a simple
implementation. However, when a deviation occurs in the primary resonance frequency, it is difficult
to compensate because the frequencies of higher-order plants and compensator become different. Fur-
thermore, it is difficult to compensate if the high-order resonance point is not a real number multiple of
the primary resonance frequency. Fig. 3-6 depicts a block diagram of automatic controller design for
a multi-mass resonant system. As the input vector, the load-side position command, the motor position
response value, and the estimated disturbance value of the motor are given to the element matrix. The
controller designing for a high-order multi-mass resonant system by the EDM is one of the effective
method because it can create controllers automatically even if the target system is complicated. In addi-
tion, by using hierarchical abstraction, the performance of the controller can be arbitrarily determined.
Figs. 3-2 to 3-4 are generalized equivalent transformation of a multi-mass resonant system. In this study,
a 5-mass resonant system is applied as the high-order multi-mass resonant system. Table 3.1 refers to
simulation conditions.
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Fig. 3-7: Window function of Step 1.
3.1.2 Example of Interactive Control Design of Multi-mass Resonant System
In this study, position control of a 5-mass resonant system is considered. Position command is ap-
plied by a modified sine wave [75] which is generally used in automatic machinery. Since the modified
sine wave is possible to calculate the infinite-order derivatives, it is effective to verify the feed-forward
controller. The position controller is synthesized by hierarchical abstraction using the EDM. The fitness
function is designed as
Γreso =
1
Nsum
Nsum∑
q=1
Λ(q) ·
√
(xcmd[q]− xl[q])2. (3.14)
As selectable inputs, the position command value xcmd, motor position response xm, position error xerr,
RFOB disturbance estimated value Fˆext, non-dimensional speed of modified sine (dimensionless differ-
ential value of position command) Vcmd, dimensionless acceleration of modified sine (the dimensionless
second-order differential value of the position command) Acmd are prepared.
Step 1 : Suppression of Vibration
In Step 1, element matrix is designed as 3× 1 matrix, and a simple proportional controller is prepared
as the initial individual of the EDM. In addition, the window function in Step 1 is designed as
Λ(q) =


10, 000 (q < 0.05Ts )
0 (0.05Ts ≤ q < 0.1Ts )
10, 000 (0.1Ts ≤ q),
(3.15)
where Ts denotes sampling time of time-series data. The window function in Step 1 is depicted in Fig. 3-
7. This window function is designed to eliminate steady-state error. Fig. 3-8 denotes fitness response of
Step 1. It turns out that fitness decreases according to evolution. The position response in the process of
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Fig. 3-8: Fitness response of Step 1.
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Table 3.2: The chromosome of the final individual in Step 1.
xerr P HPF PLA
Position error Gain High-pass filter Phase-lag comp.
a1 = 7.6325× 107 a2 = 99501.6 a3 = 0.0281555
evolution is shown in Fig. 3-9. Since the initial individual is a simple proportional controller, vibrations
are generated; however it can be confirmed that the vibration is subsided by learning by the EDM in the
final individual. Each mass response of 40,000 th generation in Step 1 is shown in 3-10. The chromosome
of the final individual is shown in Table 3.2.
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Fig. 3-11: Window function of Step 2.
Step 2 : Improvement of Transient Response
In Step 2, element matrix is designed as 3× 2 matrix. The initial individual of Step 2 is given by the
abstraction result of Step 1. The window function in Step 2 is designed as
Λ(q) =


10, 000 (q < 0.05Ts )
200(qTs − 0.05) (0.05Ts ≤ q < 0.1Ts )
10, 000 (0.1Ts ≤ q),
(3.16)
The weight of transient response area is increased from Step 1 in order to improve transient response.
The window function in Step 2 is depicted in Fig. 3-11. To keep the result of the abstraction in Step
1, the mutation and crossover processing applies only to the second line in Step 2. On the contrary, in
consideration of the interaction between the parameters of the first row and the second row, the parameter
shift processing is applied to all elements. Fig. 3-12 denotes the fitness response of Step 2. It can be
seen that fitness by the evolution is decreasing. Fig. 3-13 stands for the position responses in the final
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Fig. 3-12: Fitness response of Step 2.
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Fig. 3-13: Position response of Step 2.
Table 3.3: The chromosome of the final individual in Step 2.
xerr P HPF PLA
Position error Gain High-pass filter Phase-lag comp.
a1 = 3.56451× 107 a2 = 96309 a3 = 0.0250167
x˙cmd I POW D
Velocity command Integral Power Derivative
a4 = 8.14329× 10−11 a5 = 0.570767 a6 = 1.53306× 10−5
individual of Steps 1 and 2. From the position responses, it can be confirmed that the response of the
transient response is improved by the evolution of the EDM. The chromosome of the final individual is
shown in Table 3.3.
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Fig. 3-14: Window function of Step 3.
Step 3 : Suppression of Overshoot
Then, 3× 3 elements are applied in Step 3. The initial individual in Step 3 is given by the abstraction
result of Step 2. In Step 3, in order to eliminate the overshoot of the transient response, the value of the
window function in the section where the overshoot occured is set to be large.
Λ(q) =


10, 000 (q < 0.05Ts )
200(qTs − 0.05) (0.05Ts ≤ q < 0.064Ts )
5, 000 (0.064Ts ≤ q < 0.1Ts )
10, 000 (0.1Ts ≤ q),
(3.17)
The window function in Step 3 is depicted in Fig. 3-14. As in Step 3, in order to keep the result of the
abstraction in Steps 1 and 2, the mutation and crossover processing was applied only to the third-line in
Step 3. Also, in consideration of the interaction between the parameters of the first row and the second
row, the parameter shift processing is applied to all elements. Fig. 3-15 expresses the fitness response of
Step 3. It can be seen that fitness by evolution is decreasing. Fig. 3-16 depicts the position response. It
can be confirmed that the amount of overshoot is reduced by learning of the EDM. The chromosome of
the final individual is shown in Table 3.4.
Step 4 : Adaptability to Parameter Variation
Here, the case where the parameter of the load is varied is verified with respect to the controller
obtained in Step 3. Table 3.5 stands for the parameter variation in Step 4. In this verification, the weight
of the mass point was changed. Fig. 3-17 shows the fitness response of Step 4. It can be seen that the
fitness by evolution is decreasing. The position response of Step 4 is shown in Fig. 3-18. In the case of
using the controller synthesized in Step 3, the response speed of the transient response was deteriorated
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Fig. 3-15: Fitness response of Step 3.
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Fig. 3-16: Position response of Step 3.
Table 3.4: The chromosome of the final individual in Step 3.
xerr P HPF PLA
Position error Gain High-pass filter Phase-lag comp.
a1 = 2.92864× 107 a2 = 94769.1 a3 = 0.0293921
x˙cmd I POW D
Velocity command Integral Power Derivative
a4 = 1.22124× 10−10 a5 = 0.632433 a6 = 6.15971× 10−6
xerr D PLE TH
Position error Derivative Phase-lead comp. Through
a7 = 0.000873454 a8 = 0.0274136 –
due to the change in the mass. On the contrary, the controller which synthesized in Step 4 improved
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Table 3.5: Parameter variation in Step 4.
Parameter Description Step 1 – 3 Step 4
Mm Weight of motor mover 0.1 kg 0.1 kg
M2 Weight of mass 2 0.05 kg 0.1 kg
M3 Weight of mass 3 0.05 kg 0.07 kg
M4 Weight of mass 4 0.05 kg 0.05 kg
M5 Weight of mass 5 0.05 kg 0.03 kg
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Fig. 3-17: Fitness response of Step 4.
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Fig. 3-18: Position response of Step 4.
the transient response according to the load fluctuation. These validations showed the effectiveness of
controller design by the EDM.
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Fig. 3-19: Block diagram of feedback compensator abstraction for multi-mass resonant system.
3.1.3 Automatic Design of Feedback Compensator Based on the EDM
This section describe a automatic design of stabilized feedback compensator of multi-mass resonant
system using the EDM. The automatic design is conducted based on frequency characteristics. The con-
trol design method described in previous section, feedback controller and feed-forward controller were
generated simultaneously. In this section, an independent design method of feedback controller is pro-
posed. A feedback controller is generated to stabilize the system based on frequency characteristics.
The block diagram of the proposed method is shown in Fig. 3-19. This block diagram is expressed in
frequency domain. In an evaluation part in Fig. 3-19, gain characteristics of loop transfer function, sen-
sitivity function, and complementary sensitivity function are calculated. Moreover, fitness is evaluated
based on fitness function. The fitness function is expressed as
Γfb =
1
Nmax
Nmax∑
q=1
√
Λ
[
ξdes − 20 log10
∣∣Gsys{ω[q]}∣∣]2, (3.18)
Λ =
{
Λ1
ω (0 < 20 log10
∣∣Gsys{ω[q]}∣∣
1
ω 20 log10
∣∣Gsys{ω[q]}∣∣ ≤ 0 , (3.19)
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a. Gain b. Derivative c. Integral
h. Phase-lag compensatorg. Phase-lead compensatorf. High-pass filtere. Low-pass filter
d. Dead time
PLA
P D I
PLEHPFLPF
DT
i. Notch filter
NCF
j. Wave model
WAV
Fig. 3-20: Elements for automatic designing of stabilized feedback compensator.
where ξdes, Λ, Glp(•), and ω(q) denote the desired gain characteristics, the weighting factor, the loop
transfer function, and exponentially increasing frequency, respectively. Then, the following input values
in the frequency domain is considered as
u1(ω) =
A+ jB
C + jD
, (3.20)
where A ∈ R, B ∈ R, C ∈ R, and D ∈ R represent the real component of the numerator, the imaginary
component of the numerator, the real component of the denominator, and the imaginary component of
the denominator, respectively The calculation formula on the complex plane of the frequency transfer
function of each element shown in Fig. 3-20 is as follows:
• Derivative (jω)
y(ω) =
−Bω + jAω
C + jD
(3.21)
• Integral
(
1
jω
)
y(ω) =
A+ jB
−Dω + jCω (3.22)
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• First-order low-pass filter
(
g
jω+g
)
y(ω) =
gA+ jgB
Ca−Dω + j{Cω +Da} (3.23)
• First-order high-pass filter
(
jω
jω+g
)
y(ω) =
−Bω + jωA
Ca−Dω + j{Cω +Da} (3.24)
• Phase compensator
(
a+jbω
a+jω
)
y(ω) =
Aa−Bbω + j{Abω +Ba}
Ca−Dω + j{Cω +Da} (3.25)
• Notch filter
(
s2+a2
s2+a
b
s+a2
)
y(ω) =
Aa2 −Aω2 + j{Ba2 −Bω2}
Ca2 − Cω2 − abDω + j
{
a
bCω −Dω2 +Da2
} (3.26)
• Dead time (e−jTω)
y(ω) =
A cos(−Tω)−B sin(−Tω) + j{A sin(−Tω) +B cos(−Tω)}
C + jD
(3.27)
• Wave model
(
e−jTω
1+e−j2Tω
)
y(ω) =
A cos(−Tω)−B sin(−Tω) + j{A sin(−Tω) +B cos(−Tω)}
C cos(−2Tω)−D sin(−2Tω) + C + j{C sin(−2Tω) +D cos(−2Tω) +D} (3.28)
In addition, the following input values in the frequency domain is defined as
u2(ω) =
E + jF
G+ jH
, (3.29)
where E ∈ R, F ∈ R, G ∈ R, andH ∈ R represent the real component of the numerator, the imaginary
component of the numerator, the real component of the denominator, and the imaginary component of
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Fig. 3-21: Bode diagram of feedback com-
pensator generation based on loop transfer
function.
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Fig. 3-22: Fitness response of feedback
compensator generation based on loop
transfer function.
the denominator, respectively From u1(ω) and u2(ω), summing calculation is expressed as
u1(ω) + u2(ω) =
A+ jB
C + jD
+
E + jF
G+ jH
=
AG−BH + CE −DF + j(AH +BG+ CF +DE)
CG−DH + j(DG+ CH) . (3.30)
From the above preparation, optimization of a feedback controller based on the frequency domain by the
EDM is implemented.
Firstly, a feedback controller is generated based on loop transfer function. In the case of loop transfer
function, desired gain characteristics ξdes is set to 0. In order to avoid the gain from becoming larger
than 0, Λ1 is set to larger than 1. In this simulation, Λ1 is set to 1000. Simulation results feedback
compensator generation based on loop transfer function are shown in Fig. 3-21. The fitness response of
is shown in Fig 3-22. According to evolution, it was confirmed that the gain characteristic approached
zero. From this result, it was confirmed that EDM can be used for optimization of loop transfer function.
Then, a feedback controller is generated based on complementary sensitivity function. The weighting
factor of fitness function is designed as follows:
Λ =
{
Λ2
ω (ξdes < 20 log10
∣∣Gsys{ω[q]}∣∣
1
ω 20 log10
∣∣Gsys{ω[q]}∣∣ ≤ ξdes , (3.31)
In the case of complementary sensitivity function, low pass characteristics is desired for gain character-
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Fig. 3-23: Optimization results of complementary sensitivity function (columns increasing ).
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Fig. 3-25: Optimization results of complementary sensitivity function (square increasing ).
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Fig. 3-26: Fitness response of feedback compensator optimization based on complementary sensitivity
function.
istics ξdes. Therefore, ξdes is designed as follows:
ξdes =
∣∣∣∣∣
(
gdes
jω + gdes
)12∣∣∣∣∣ , (3.32)
where gdes refer to desired cut-off frequency of complementary sensitivity function. The size of element
matrix is changed in three ways: the first is from 1 × 1 to 4 × 1 (columns increasing), the second is
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Fig. 3-27: Feedback compensator extracted by the EDM based on complementary sensitivity function.
from 1 × 1 to 1 × 4 (rows increasing), and the third is from 1 × 1 to 4 × 4 (square increasing). In this
optimization, gdes is set to 2000. The fitness response complementary sensitivity function optimization
is shown in Fig. 3-26. Optimization results of complementary sensitivity function are shown in Figs.
3-23 to 3-25. The light blue lines in Figs. 3-23 to 3-25 show complementary sensitivity function when
the feedback gain equal to 1. From Figs. 3-23 to 3-25, it was confirmed that EDM can be used for
optimization of complementary sensitivity function. It was confirmed that the fitness value was effec-
tively improved when the number of columns was increased. This is because the order of the transfer
function increases. Moreover, it can be confirmed that the convergence of 4 × 4 fitness has not ended.
In addition, abstraction results are confirmed. Fig. 3-27 depicts the feedback compensator extracted
by the EDM based on complementary sensitivity function The numbers above each element stands for
parameter of the element. As the size of the matrix increases, it turns out that the order of feedback
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Fig. 3-29: Simplified feedback compensator abstracted by the EDM.
compensator increases which makes it difficult to implement. Then, in order to simplify the implemen-
tation, abstraction was performed by preparing only dead time for the element. In this way, a simplified
feedback compensator is extracted. The comparison of optimization results between high-order model
and simplified model is shown in Fig. 3-28. The red line shows the result of simplified model. Fig. 3-29
depicts a simplified feedback compensator abstracted by the EDM. From these results, it was confirmed
that a simplified feedback compensator easy to implement can be abstracted by EDM.
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3.2 Acceleration Control of Automatic Machinery via Motion Network
In this section, acceleration control of an automatic machinery is described. As mentioned in the pre-
vious section, the position control and force control are the most important control structure for motion
control. An ideal position (velocity) control system has infinity control stiffness because it is the system
to actuate arbitrary position (velocity) regardless of disturbances. It can be called as a position (velocity)
determinate-force indeterminate system. On the contrary, an ideal force control system has zero infinity
control stiffness because it is the system to actuate with arbitrary force regardless of position. It can be
called as a force determinate-position (velocity) indeterminate system. They have duality relationship.
By expanding position control and force control, various advanced controls can be achieved, such as
hybrid control [14], compliance (impedance) control [15–18], and bilateral control [19–21]. All of these
control methods are achieved based on the acceleration control. The conceptual diagram of acceleration
control and its expansion are depicts in Fig. 3-30. By including a wide-bandwidth acceleration control
system in the inner loop, various control systems can be constructed. The control method in this disserta-
tion is also based on acceleration control. Firstly, the effectiveness and the basic principle of acceleration
control are described. Next, a case where an attempt was made to achieve an acceleration control system
of automatic machinery by using a general DOB is described. Since most recent automatic machinery is
driven through the motion network, there is communication delay in the control system. Hence, it leads
the problems in the case that the acceleration control system is installed for the automatic machinery.
From this reason, the method to install the acceleration control under time delay is described. Finally,
how to incorporate the acceleration control system into the machine and its design guidelines are ex-
plained. In this section, velocity control is shown as an example. An the acceleration control of a linear
motion system and angular acceleration control of a rotational motion system are collectively called as
“acceleration control.” Similarly, position control of a linear motion system and a angle control of a
rotational motion system are collectively called as “position control,” velocity control of a linear motion
system and angular velocity control of a rotational motion system are collectively called as “velocity
control,” and force control of a linear motion system and a torque control of a rotational motion system
are collectively called as “force control,” respectively.
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Fig. 3-30: Conceptual diagram of acceleration control and its expansion.
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Fig. 3-31: Block diagram of an acceleration control using the DOB.
3.2.1 Acceleration Control Using DOB
As mentioned in the previous part, various control systems with high accuracy can be achieved by an
acceleration control system. An ideal acceleration control system is a system whose the transfer function
from the acceleration reference value to the acceleration response value is 1. The acceleration control
system can be achieved by implementing the DOB. Fig. 3-31 shows block diagram of acceleration
control using the DOB. In Fig. 3-31, d, ξ, and Q1(s) refer to the disturbance, sensing noise, low-pass
filter of the DOB, respectively. The superscripts •¨ and •˜ express second derivative of time and sensing
value, respectively. The subscripts ref, res, and n denote the reference value, response value, nominal
value, respectively. Figs. 3-32 and 3-33 stand for the equivalent transformation of Fig. 3-31. The loop
transfer function is expressed as
La1(s) =
Q1(s)
1−Q1(s)α, (3.33)
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Fig. 3-32: Equivalent transformation of Fig. 3-31.
d
1
1
Fig. 3-33: Equivalent transformation of Fig. 3-32.
where
α ,
Kt
Ktn
Mn
M
, (3.34)
ǫm ,
M
Mn
, (3.35)
ǫk ,
Kt
Ktn
. (3.36)
From Fig. 3-33, the acceleration error and acceleration response are expressed as follows:
x¨err =
1
1 + Q1(s)1−Q1(s)α
x¨ref −
Q1(s)
M
1 + Q1(s)1−Q1(s)α
d− Q1(s)
1 + Q1(s)1−Q1(s)α
ξ
=
1−Q1(s)
1−Q1(s) +Q1(s)αx¨ref −
{
1−Q1(s)
}Q1(s)
M
1−Q1(s) +Q1(s)αd−
{
1−Q1(s)
}
Q1(s)
1−Q1(s) +Q1(s)αξ, (3.37)
x¨res =
1
1−Q1(s)
α
1 + Q1(s)1−Q1(s)α
x¨ref −
1
M
1 + Q1(s)1−Q1(s)α
d+
Q1(s)
1−Q1(s)
α
1 + Q1(s)1−Q1(s)α
ξ
=
α
1−Q1(s) +Q1(s)αx¨ref −
{
1−Q1(s)
}
1
M
1−Q1(s) +Q1(s)αd+
Q1(s)α
1−Q1(s) +Q1(s)αξ. (3.38)
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Acceleration Control without the DOB
Here, the case that Q1(s) is set to 0 is considered. This means the case without the DOB. (3.37) and
(3.38) are rewritten as
x¨err = x¨ref , (3.39)
x¨res = αx¨ref − 1
M
d. (3.40)
From (3.39) and (3.40), disturbance and nominal error affect acceleration reference when the DOB is not
implemented. These equations mean open-loop control of acceleration.
Acceleration Control with Ideal DOB
On the contrary, the case thatQ1(s) is set to 1 is considered. This means the case with the ideal DOB.
x¨err = 0, (3.41)
x¨res = x¨ref + ξ. (3.42)
From (3.41) and (3.42), the influence of disturbance is eliminated when Q1(s) is set to 1. Hence, the
effectiveness of disturbance rejection by the DOB is confirmed. However, a sensing noise affects accel-
eration response.
Acceleration Control with Actual DOB
In actual case, influence of a sensing noise cannot be ignored. Therefore, Q1(s) is set as a low-pass
filter as
Q1(s) =
gdis
s+ gdis
, (3.43)
where gdis stands for the cut-off frequency of the low-pass filter. From (3.43), (3.37) and (3.38) are
rewritten as
x¨err =
s
s+ gdisα
x¨ref −
s
s+gdis
gdis
M
s+ gdisα
d−
s
s+gdis
gdis
s+ gdisα
ξ, (3.44)
x¨res =
(s+ gdis)α
s+ gdisα
x¨ref − 1
M
s
s+ gdisα
d− gdisα
s+ gdisα
ξ. (3.45)
The Bode diagrams from each input to x¨err and x¨res are shown in Fig. 3-34. It can be seen that if
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Fig. 3-34: Bode diagram of closed loop transfer function when gdis is changed.
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Fig. 3-36: Acceleration response when T1 and T2 are changed.
gdis is increased, higher-frequency disturbance is rejected. On the contrary, since the noise sensitivity is
increased by increasing gdis, it is susceptible to noise. By deciding gdis according to the target system, an
acceleration control system can be constructed. In the case of actual DOB, Fig. 3-33 can be transformed
to Fig. 3-35. This block diagram indicates that the DOB works as an equivalent PI controller in the
acceleration control system. The acceleration response of the simulation is shown in Fig. 3-36. In this
simulation, 10 rad/s2 step command is given from 0.5 s. The disturbance torque is applied from 1 s.
From this result, the influence of the disturbance in the acceleration control system is removed by the
DOB, and as the value of gdis is set large, the disturbance was immediately removed. On the contrary,
the noise sensitivity from ξ become higher due to increasing of gdis. It is known as trade-off between a
sensitivity function and a complementary sensitivity function [76].
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Fig. 3-37: Overview of control system using motion network.
3.2.2 Acceleration Control via Motion Network
Overview of Control System for Automatic Machinery
As mentioned in Chapter 1, general automatic machinery is worked by servo motors. Initial servo
motors had transmitted commands and response values by pulse signals and analog signals. Although this
method allows information to be exchanged immediately, there is a disadvantage that the wiring becomes
complicated and there are few information that can be shared. In recent years, with the development of
information and communication technology, delivery of information of motion by communication, which
can exchange a lot of information by wire saving, has become popular. Fig. 3-37 shows the overview of
the control system through the motion network. Various methods are available depending on the vender,
such as EtherCAT [77], Powerlink [78], and Mechatrolink [79] as a method of communication of servo
motors. However, when motion information is exchanged by communication, a delay occurs. In this
dissertation, the influence of the motion communication delay when constructing an acceleration control
system is analyzed.
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Fig. 3-38: Block diagram of acceleration control system via motion network.
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Fig. 3-39: Equivalent transformation of Fig. 3-38.
Acceleration Control via Motion Network
The block diagrams of acceleration control system with the DOB via motion network are shown in
Figs. 3-38 and 3-39. In these figures, T1 and T2 refer to delay time of the forward path and delay time of
the return path, respectively. The influence of communication delay of motion network is expressed as
ǫk = e
−T1s, (3.46)
ǫm =
1
e−T2s
. (3.47)
The loop transfer function is expressed as
La2(s) =
Q1(s)
1−Q1(s)αe
−(T1+T2)s. (3.48)
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Table 3.6: Parameters for stability analysis (changing T1 and T2).
Parameter Description Value
Ts Sampling time 500× 10−6 s
gdis Cut-off frequency of the DOB 600 rad / s
From Fig. 3-39, the acceleration error and acceleration response are expressed as follows:
x¨err =
1
1 + Q1(s)1−Q1(s)αe
−(T1+T2)s
x¨ref −
Q1(s)
M e
−T2s
1 + Q1(s)1−Q1(s)αe
−(T1+T2)s
d
− Q1(s)e
−T2s
1 + Q1(s)1−Q1(s)αe
−(T1+T2)s
ξ
=
1−Q1(s)
Da2(s)
x¨ref −
{
1−Q1(s)
}Q1(s)
M e
−T2s
Da2(s)
d−
{
1−Q1(s)
}
Q1(s)e
−T2s
Da2(s)
ξ, (3.49)
x¨res =
1
1−Q1(s)
αe−T1s
1 + Q1(s)1−Q1(s)αe
−(T1+T2)s
x¨ref −
1
M
1 + Q1(s)1−Q1(s)αe
−(T1+T2)s
d
+
Q1(s)
1−Q1(s)
αe−(T1+T2)s
1 + Q1(s)1−Q1(s)αe
−(T1+T2)s
ξ
=
αe−T1s
Da2(s)
x¨ref −
{
1−Q1(s)
}
1
M
Da2(s)
d+
Q1(s)αe
−(T1+T2)s
Da2(s)
ξ, (3.50)
Da2(s) = 1−Q1(s) +Q1(s)αe−(T1+T2)s. (3.51)
Stability Analysis of Acceleration Control System
Then, stability of an acceleration control system is analyzed. In this analysis, T1 and T2 are assumed
as same value as T1 = T2 = nTs. Here, Ts stands for sampling time of the controller. The Nyquist
diagram when n is varied from 0 to 5 are shown in Fig. 3-40. Parameters of this analysis is shown in
Table 3.6. From Fig. 3-40, even when ideal acceleration feedback can be made, the system becomes
unstable when there is a time-delay of 3 cycles or more. On the contrary, the system becomes stable in
the case that there is no time-delay. Therefore, the time-delay of the motion network has a fatal influence
on the stability of the acceleration control system. The acceleration response when a step input is given
is shown in Fig. 3-41. Fig. 3-42 shows the Nyquist diagram of the loop transfer function with normal
DOB in the case of changing the cut-off frequency of the DOB. In this figure, delay time of motion
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Fig. 3-40: Stability analysis of acceleration control under time delay when T1 and T2 are changed.
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Fig. 3-41: Acceleration response when T1 and T2 are changed.
network T1, T2 are set to 2Ts. The cut-off frequency of the low-pass filter used in the DOB is changed
from 200 to 1,400 rad/s. From Fig. 3-42, it can be seen that the cut-off frequency can only be increased
up to 400 due to the influence of the delay of the motion network. Therefore, in order to increase the
bandwidth of acceleration control system, it is necessary to decrease the influence of the time-delay of
motion network. Then, characteristics of the closed loop are analyzed in the case of (3.43). From (3.56)
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Fig. 3-42: Stability analysis of acceleration control under time delay when gdis is changed.
and (3.60), the acceleration error and acceleration response are rewritten as follows:
x¨err =
s
da2(s)
x¨ref −
(
1− gdiss+gdis
)gdis
M e
−T2s
da2(s)
d−
(
1− gdiss+gdis
)
gdise
−T2s
da2(s)
ξ, (3.52)
x¨res =
(s+ gdis)αe
−T1s
da2(s)
x¨ref −
s
M
da2(s)
d+
gdisαe
−(T1+T2)s
da2(s)
ξ, (3.53)
da2(s) = s+ gdisαe
−(T1+T2)s. (3.54)
Bode diagrams from each input to x¨err and x¨res are shown in Fig. 3-43. From these results, it can be
seen that the time-delay affects the high-frequency domain.
Delay Compensation the DOB
As described above, the bandwidth of the acceleration control system is significantly lowered due
to the time delay of the motion network. Therefore, in order to achieve an acceleration control system
with an automatic machinery, a method capable of increasing the bandwidth is required even when the
motion network is used. The delay-compensation-type DOB is shown in Figs. 3-44 and 3-45. Each
signal in the DOB (i.e., total motor output force and acceleration force) is synchronized by the time
delay compensation. The loop transfer function is expressed as
La3(s) =
Q1(s)
1−Q1(s)e−T3sαe
−(T1+T2)s. (3.55)
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Fig. 3-43: Bode diagram of closed loop transfer function under time delay when gdis is changed.
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Fig. 3-44: Block diagram of acceleration control system via motion network.
From Fig. 3-45, the acceleration error and acceleration response of the closed loop system are expressed
as
x¨err =
1
1 + Q1(s)
1−Q1(s)e−T3s
αe−(T1+T2)s
x¨ref −
Q1(s)
M e
−T2s
1 + Q1(s)
1−Q1(s)e−T3s
αe−(T1+T2)s
d
− Q1(s)e
−T2s
1 + Q1(s)
1−Q1(s)e−T3s
αe−(T1+T2)s
ξ
=
1−Q1(s)e−T3s
Da3(s)
x¨ref −
{
1−Q1(s)e−T3s
}Q1(s)
M e
−T2s
Da3(s)
d
−
{
1−Q1(s)e−T3s
}
Q1(s)e
−T2s
Da3(s)
ξ, (3.56)
x¨res =
1
1−Q1(s)e−T3s
αe−T1s
1 + Q1(s)
1−Q1(s)e−T3s
αe−(T1+T2)s
x¨ref −
1
M
1 + Q1(s)
1−Q1(s)e−T3s
αe−(T1+T2)s
d
+
Q1(s)
1−Q1(s)e−T3s
αe−(T1+T2)s
1 + Q1(s)
1−Q1(s)e−T3s
αe−(T1+T2)s
ξ
=
αe−T1s
Da3(s)
x¨ref −
{
1−Q1(s)e−T3s
}
1
M
Da3(s)
d+
Q1(s)αe
−(T1+T2)s
Da3(s)
ξ, (3.57)
Da3(s) = 1−Q1(s)e−T3s +Q1(s)αe−(T1+T2)s. (3.58)
Then, the characteristics of the closed loop are analyzed in the case of (3.43). From (3.56) and (3.57),
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Fig. 3-45: Equivalent transformation of Fig. 3-44.
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Fig. 3-46: Stability analysis of acceleration control under time delay with compensator when T1 and T2
are changed.
the acceleration error and acceleration response are rewritten as follows
x¨err =
s+ gdis − gdise−T3s
da3(s)
x¨ref
−
(
1− gdiss+gdis e−T3s
)gdis
M e
−T2s
da3(s)
d−
(
1− gdiss+gdis e−T3s
)
gdise
−T2s
da3(s)
ξ, (3.59)
x¨res =
(s+ gdis)αe
−T1s
da3(s)
x¨ref −
s+gdis−gdise
−T3s
M
da3(s)
d+
gdisαe
−(T1+T2)s
da3(s)
ξ, (3.60)
da3(s) = s+ gdis − gdise−T3s + gdisαe−(T1+T2)s. (3.61)
Bode diagrams from each input to x¨err and x¨res are shown in Fig 3-47. Stability in high-frequency
domain is improved by the delay compensation. Therefore, the effectiveness of the delay compensator is
confirmed.
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Fig. 3-47: Bode diagram of closed loop transfer function under time delay when gdis is changed.
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Fig. 3-48: Block diagram of velocity control via motion network.
3.2.3 Velocity Control of Automatic Machinery via Motion Network Based on Accelera-
tion Control
In this subsection, a design method about velocity control via motion network is described. Fig. 3-48
shows the block diagram of velocity control via motion network. It contains the acceleration control
system that is described in the previous subsection in a minor loop. The equivalent block diagram is
derived as Fig. 3-49. When the disturbance d and sensor noise ξ are ignored, the block diagram can be
rewritten as Fig. 3-50. From Fig. 3-48, the loop transfer function is expressed as follows:
Lvelo(s) =
C(s)Q2(s)αe
−(T1+T2)s{
1−Q1(s)e−T3s + αQ1(s)Q2(s)e−(T1+T2)s
}
s
. (3.62)
Also, Q2(s) is designed as follows:
Q2(s) =
gd
s+ gd
, (3.63)
where gd stands for the cut-off frequency of the pseudo-differentiator. Then, design guidelines of con-
troller C(s) is considered. Firstly, simple proportional control is described. The proportional controller
of velocity is designed as follows:
C(s) , Kv, (3.64)
where Kv refers to the proportional gain of velocity controller. In order to analyze the stability of the
velocity control system, Nyquist diagram is used. The case of normal DOB is shown in Fig. 3-51. In this
Nyquist diagram, the delay times T1 and T2 are gradually changed to large value. The system becomes
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Fig. 3-50: Equivalent transformation of Fig. 3-49.
Real axis
-3
Im
ag
in
ar
y
 a
x
is
-2 -1 0 1
-2
-1
0
1
2
T1 = T2 = 0 to 5Ts 
Fig. 3-51: Stability analysis of velocity control under time delay when T1 and T2 are changed.
unstable due to the increase of delay time. The velocity response in the case using the normal DOB when
T1 and T2 are changed is shown in Fig. 3-52. It can be seen that the velocity response diverges when
the time delay set to 2Ts. The Nyquist diagram of velocity control system using the delay-compensation
DOB is shown in Fig. 3-53. The system keeps stability even if the time delay becomes large. However,
as the delay time increases, the system is gradually becoming unstable. The cause of this destabilization
is because of the time delay of the plant. The velocity response in the case using the delay-compensation
DOB when T1 and T2 are changed is shown in Fig. 3-54. The response becomes oscillatory when the
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Fig. 3-52: Velocity response under time delay by the normal DOB when T1 and T2 are changed.
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Fig. 3-53: Stability analysis of velocity control under time delay with compensator when T1 and T2 are
changed.
time delay set large. The closed loop transfer function is derived as follows:
G1(s) =
KvP (s)
1 +KvPn(s)Q2(s)e−(T1+T2)s
e−T1s. (3.65)
Since the characteristic polynomial of (3.65) contain the time delay, it is causing instability of the sys-
tem. As designing methods of controllers for systems including dead time, a Smith predictor [80] and a
communication disturbance observer (CDOB) [81] are known. In this dissertation, a Smith predictor is
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Fig. 3-54: Velocity response under time delay by the delay compensation DOB when T1 and T2 are
changed.
applied to stabilize the time-delay system. A Smith predictor is designed as follows:
C2(s) ,
Kv
1 +Kv(1−Q2(s)e−(T1+T2)s)Pn(s)
, (3.66)
Pn(s) = P(s) =
α{
1−Q1(s)e−T3s + αQ1(s)Q2(s)e−(T1+T2)s
}
s
. (3.67)
When T3 = T1 + T2 and α = 1 are assumed, Pn(s) is rewritten as follows:
Pn(s) = P(s) =
1
s− (1−Q2(s))Q1(s)e−(T1+T2)ss
. (3.68)
Block diagram in the case of using the Smith predictor is shown in Fig 3-55. The closed loop transfer
function is calculated by
G2(s) =
KvP (s)
1 +KvPn(s)−KvPn(s)Q2(s)e−(T1+T2)s +KvP(s)Q2(s)e−(T1+T2)s
e−T1s
=
KvP (s)
1 +KvPn(s)
e−T1s. (3.69)
It can be seen that the time delay of the characteristic polynomial has disappeared by the Smith predictor.
A Nyquist diagram in the case of using the Smith predictor is shown in Fig 3-56. From the Nyquist
diagram, it can be seen that the system becomes stable by the Smith predictor. The velocity response
in the case using the delay-compensation DOB with Smith predictor when T1 and T2 are changed is
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Fig. 3-55: Block diagram of velocity control via motion network with Smith predictor.
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Fig. 3-56: Stability analysis of velocity control under time delay with the Smith predictor when T1 and
T2 are changed.
shown in Fig. 3-57. When the cut-off frequency of Qs is set to large enough, the plant P (s) can be
assumed 1s . In this simulation, plant model in the Smith predictor is implemented as
1
s for simplicity.
From this simulation result, it can be seen that the system becomes stable by the Smith predictor and
the delay-compensation DOB. Parameters for the analysis of velocity control are shown in Table 3.7.
Then, the feed-forward controller F (s) is considered. From (3.69), an ideal feed-forward controller can
be designed as follows:
x˙res
x˙ref
=
{
1 +
F (s)
C2(s)
}
KvP (s)
1 +KvPn(s)
e−T1s = e−T1s. (3.70)
Therefore,
F (s)
C2(s)
=
1
KvPn(s)
, (3.71)
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Fig. 3-57: Velocity response under time delay by the delay-compensation DOB with the Smith predictor
when T1 and T2 are changed.
Table 3.7: Parameters for stability analysis of velocity control under time delay.
Parameter Description Value
Ts Sampling time 500× 10−6 s
gdis Cut-off frequency of the DOB 600 rad/s
gd Cut-off frequency of pseudo-differentiator for velocity calculation 10,000 rad/s
Kv Velocity proportional gain 200
is the condition of ideal feed-forward controller design. From (3.71), F (s) is designed as follows:
F (s) =
s2
s+Kv −KvQ2(s)e−(T1+T2)s
. (3.72)
By using these control methods, precise velocity control can be achieved even if there is a round trip time
delay.
3.2.4 Automatic Controller Design Under Time-delay Based on the EDM
Here, the velocity controller is designed automatically by the EDM. The block diagram of automatic
generation of velocity controller is depicted as Fig. 3-58. The fitness function for the EDM is defined as
follows:
Γtd =
1
Nsum
Nsum∑
q=1
√{
x˙cmd(q)− x˙res(q)
}2
, (3.73)
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Fig. 3-58: Block diagram of automatic controller generation by the EDM.
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Fig. 3-61: Velocity response using the EDM con-
troller.
where Γtd and Nsum express the fitness value and number of the time-series data, respectively. The
element matrix of the EDM is designed as Fig 3-59. Inputs of the element matrix are selected from
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Fig. 3-62: Velocity controller abstracted by the EDM.
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Fig. 3-63: Equivalent transformation of Fig. 3-62.
θerr or θ¨ref . Fig. 3-60 depicts the fitness response of automatic velocity controller design under time
delay. The response of angular velocity after evolution for 200,000 times is shown in the Fig. 3-61. It
was confirmed that the transient response of the angular velocity was improved. The combination of the
element matrix of 200,000 generations is shown in Fig. 3-62. The equivalent conversion of Fig. 3-62
leads to Fig. 3-63.
3.2.5 Experiments of Velocity Control via Motion Network
In order to confirm the proposed method, experiments are conducted. Fig. 3-64 shows the experimen-
tal setup. A servo motor SGMGV-30A (Yaskawa Electric) implemented in a powder filling machinery
is used for experiments. The servo motor is controlled via Mechatrolink III. The step response of each
control method is compared. The velocity command is set to 2 π rad/s from 0.04 s. Table 3.8 shows
parameters for the experiment of velocity control via motion network. The experimental result is shown
in Fig. 3-65. It can be seen that the proposed method suppresses vibration and obtains a better response.
Therefore, the effectiveness of the proposed method was confirmed by experiments.
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Fig. 3-64: Experimental setup using motion network.
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Fig. 3-65: Velocity responses via motion network in experiment .
3.3 Model-based Force Control Considering Unknown Environment
The schematic of position control and force control is shown in Fig. 3-66. It is a well-known fact
that the performance of a force control system depends on the impedance of a contacting environment.
This figure indicates the force control system includes environmental impedance in its transfer function.
Hence, in order to obtain good response of force, recognition of the environmental impedance is im-
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Table 3.8: Parameters for experiment of velocity control via motion network.
Parameter Description Value
Ts Sampling time 500× 10−6 s
g1 Cut-off frequency of the DOB 400 rad / s
g2 Cut-off frequency of velocity calculation 400 rad / s
Kv Velocity proportional gain 200
Jn Nominal value of inertia 0.005 kg m
2
Ktn Nominal value of torque constant 0.848 Nm / A
Controller
+
Plant
(Ideal position output)
Position contorl system
(               )
(Indefinite force)
(Ideal force input) (force response)(Indefinite position)
(             )
Force contorl system
0
Affected by the environment
Environment
Unknown
(Ideal position input)
Controller
+
Plant Environment
Unknown
Fig. 3-66: Comparison with position control and force control.
portant. Admittance feed-forward control based on the environmental impedance is one of the effective
methods to control the force precisely. In this section, the necessity of environment identification in a
force control system is explained. The block diagram of a force control system using admittance feed-
forward control is shown in Fig. 3-67. Assuming the ideal condition, the filter value of a system can be
expressed as follows
Gdis(s) = 0, (3.74)
Gext(s) = 1, (3.75)
M = Mn, (3.76)
C(s) = Cp, (3.77)
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Fig. 3-67: Block diagram of force control with feed-forward controller.
where Gdis(s), Gext(s), M , C(s) and Cp refer to the high-pass filter of the DOB, the low-pass filter of
the RFOB, mass of plant, force controller and proportional gain, respectively. The subscript n expresses
as the nominal value. The transfer function of this system is given by
Fenv
Fcmd
=
CpZe(s)
{
s2 + CpZen(s)
}
CpZen(s)
{
s2 + CpZe(s)
} , (3.78)
Ze(s)=Des+Ke, (3.79)
Zen(s)=Dens+Ken, (3.80)
where Fenv, Fcmd, Ze, De and Ke stand for the reaction force from environment, command force, envi-
ronmental impedance, damper coefficient, and spring coefficient, respectively. The subscript cmd, res,
e and n refer to the command value, response value, value of actual environment, and value of nominal
environment, respectively. From (3.78), when the nominal environmental impedance equal to actual en-
vironmental impedance, the transfer function of system becomes 1. Therefore, perfect tracking of force
control can be achieved. However, since the environmental impedance is unknown and the parameters
vary, identification of the environmental impedance for feed-forward control is indispensable. Hence,
the instantaneous identification method of environmental impedance is needed to control contact force
precisely.
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3.3.1 Recursive Least-square Method
A major identification method of environmental impedance is the recursive least-square method [82].
The recursive least square method is widely used for on-line identification purpose. The recursive least
square method is calculated as
P(k+1) =
1
µ
{
P(k) +
P(k)m(k+1)m
T
(k+1)P(k)
µ+mT(k+1)P(k)m(k+1)
}
, (3.81)
zˆ(k+1) = zˆ(k) +
P(k)m(k+1)
µ+mT(k+1)P(k)m(k+1)
ǫ, (3.82)
ǫ = fenv(k+1) −mT(k+1)zˆ(k), (3.83)
m(k) = [xe(k) x˙e(k)]
T , (3.84)
where P and µ stands for the coefficient matrix and forgetting factor, respectively. By using this method,
environmental impedance can be identified. However, this method has a trade-off between the identifi-
cation speed and noise sensitivity. Moreover, it spends time to apply because there are a lot of design
elements.
3.3.2 Instantaneous Identification Considering Rotation Center of Impedance Plane
In this section, instantaneous identification of an environment considering rotation center of impedance
plane is proposed. Overview of the proposed identification method is shown in Fig. 3-68. E(k) stands
for the existing range of true value. In this study, the environmental impedance is assumed as spring and
damper model
Fenv(k) = De(k)x˙e(k) +Ke(k)xe(k), (3.85)
ze(k) = [Ke(k) De(k)]
T , (3.86)
where xe expresses as deformation length of an environment. The subscript (k) defines sampling number
of control. By considering the environmental parameters on impedance plane, stiffness and damper
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Fig. 3-68: Concept diagram of the proposed method.
coefficients are derived by
K˜e(k+1) =
Fenv(k)x˙e(k+1) − Fenv(k+1)x˙e(k)
xe(k)x˙e(k+1) − x˙e(k)xe(k+1)
, (3.87)
D˜e(k+1) =
Fenv(k+1)
x˙e(k+1)
− xe(k+1)
x˙e(k+1)
K˜e(k+1), (3.88)
z¯e(k) =
1
n
k∑
q=k−n
z˜e(q), (3.89)
zˆe(k+1) =
{
z¯e(k) − zˆe(k)
}
α+ zˆe(k), (3.90)
where n and α refer to the mean number and convergence coefficient, respectively. The superscript •˜,
•¯ and •ˆ refer to intersection value, the value of center of gravity and estimated value. (3.89) stands for
the moving center of gravity of intersection value. When the system has noise, the noise influence is
decreased by setting n and α. Next, it is shown that the estimate value converges to true value in ideal
condition. In the case of ideal condition, n and α set 1. The environmental impedance can be estimated
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as
K˜e(1) =
Fenv(0)x˙e(1) − Fenv(1)x˙e(0)
xe(0)x˙e(1) − x˙e(0)xe(1)
=
x˙e(0)xe(1) − xe(0)x˙e(1)
x˙e(0)xe(1) − xe(0)x˙e(1)
Ke(1)
+
x˙e(0)x˙e(1) − x˙e(0)x˙e(1)
x˙e(0)xe(1) − xe(0)x˙e(1)
De(1)
= Ke(1), (3.91)
D˜e(1) =
De(1)x˙e(1) +Ke(1)xe(1)
x˙e(1)
− xe(1)
x˙e(1)
Ke(1)
= De(1). (3.92)
The proposed method can estimate the true value of impedance until 2 scan in ideal condition. Then,
influence of a low-pass filter using force sensing is considered. In actual situations, force information is
obtained via a low-pass filter. The influence of the low-pass filter is considered in this section. Consider-
ing the low-pass filter, (3.87) and (3.88) are expressed as
K˜ lpfe(k+1) =
GdisFenv(k)x˙
lpf
e(k+1) −GdisFenv(k+1)x˙lpfe(k)
xlpfe(k)x˙
lpf
e(k+1) − x˙lpfe(k)xlpfe(k+1)
, (3.93)
D˜lpfe(k+1) =
GdisFenv(k+1)
x˙lpfe(k+1)
−
xlpfe(k+1)
x˙lpfe(k+1)
K˜ lpfe(k+1), (3.94)
whereGdis refers to the low-pass filter. The superscript lpf expresses modified value in order to consider
the influence of the low-pass filter. By setting x˙lpfe(k) and x
lpf
e(k) as
xlpfe(k) = Gdisxe(k), (3.95)
x˙lpfe(k) = Gdisx˙e(k), (3.96)
the influence of the low-pass filter can be suppressed. Also, in order to apply to real situations, sensing
noises and disturbances (e.g., friction force and nominal error) must be considered. In real situations,
external force can be expressed as
Fext = Fenv + w, (3.97)
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wherew defines the noise and disturbance except the reaction force from an environment. The estimation
error can be expressed as
Ke(k) = K˜e(k) +∆Ke(k), (3.98)
De(k) = D˜e(k) +∆De(k). (3.99)
(3.87) and (3.88) are redefined as
K˜e(k+1) =
Fenv(k) − Fenv(k+1)r
xe(k) − xe(k+1)r
+
w(k) − w(k+1)r
xe(k) − xe(k+1)r
= Ke(k+1) +
w(k) − w(k+1)r
xe(k) − xe(k+1)r
, (3.100)
∆Ke(k+1) =
w(k) − w(k+1)r
xe(k) − xe(k+1)r
, (3.101)
∆De(k+1) =
w(k+1)
x˙e(k+1)
− xe(k+1)
x˙e(k+1)
∆Ke(k+1), (3.102)
r =
x˙e(k)
x˙e(k+1)
. (3.103)
In order to analyze the proposed method, r is assumed nearly equal 1 (i.e., acceleration ≃ 0).
∆Ke(k+1) =
w(k) − w(k+1)
xe(k) − xe(k+1)
=
w(k) − w(k+1)
xe(k) − (x˙e(k)∆t+ xe(k))
=
w(k) − w(k+1)
x˙e(k)∆t
, (3.104)
∆De(k+1) =
xe(k)(w(k) − w(k+1)) + x˙e(k)w(k)∆t
x˙2e(k)∆t
. (3.105)
Therefore, the estimation error becomes small in the case that x˙e is large and xe is small. The above
condition is consistent with the conditions immediately after contact. Since the impedance should be
obtained immediately after the contact, the performance of the proposed method is consistent with the
request. From the above reason, the parameter α is set as
α = 1− e−
∣
∣
∣
∣
x˙e(k)
xe(k)
∣
∣
∣
∣
β
, (3.106)
where β defines sensitivity gain.
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Table 3.9: Common parameter for the simulations of impedance identification.
Parameter Descriptions Value
Ts Control period 10
−4 s
Ps Plant calculation period 10
−6 s
Kp Proportional gain 90000
Kd Differential gain 600
gdis Cut-off frequency of the DOB 1000 rad/s
gext Cut-off frequency of the RFOB 1000 rad/s
x˙cmd Velocity command 0.1 m/s
Flim Limited force 10 N
xini Initial position 0.001 m
β Sensitivity gain of the proposed method 0.01
n Average number of intersection points 10
Kini Estimation initial value of stiffness 1000 N/m
Dini Estimation initial value of viscosity 20 Ns/m
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Fig. 3-69: Simulation results with changing µ.
3.3.3 Simulations of Impedance Identification
In this part, simulations are conducted in order to verify the performance of the proposed method. In
this study, the proposed method is compared with an recursive least square method as a conventional
method.
Simulation Setup of Impedance Identification
This part explains simulation conditions. Simulation is implemented by Visual Basic. In order to
evaluate the proposed method quantitatively, optimal setting of the simulation parameter is important.
P(0) and µ in recursive least square method affects the performance of the identification speed and noise
sensitivity. In order to generate the system noise w, uniform distribution noise is added to the position
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Fig. 3-70: Simulation results with changing σ.
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Fig. 3-71: Simulation results of Simulation 2.
response value using “rnd” function of Visual Basic. This noise assumes the sensing noise of a position
sensor. The range of noise is set ±10−8 m. In this simulation, the initial value of coefficient matrix P(0)
is designed as
P0 =
[
σ 0
0 σ
]
. (3.107)
The actuator is moved by position control. Position command is applied as
xcmd = x˙cmdt. (3.108)
In order to contact to environments, the output force is limited by
Fref =
{
Flim (Flim < Fref)
−Flim (−Flim > Fref) . (3.109)
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Table 3.10: Parameters of conventional method for the simulations of impedance identification.
Sim. No. σ µ Ke De
Sim. 1. 1 1040 0.4→ 0.999 20000 400
Sim. 1. 2 100 → 1060 0.9 20000 400
Sim. 2 1040 0.9 1000 200
In simulation 1, the identification speed and noise sensitivity are compared between the proposed
method and conventional method. The optimal parameter of the conventional method is confirmed si-
multaneously in this simulation. In simulation 2, influence of environmental impedance value is con-
firmed. The common parameters of simulations are shown in Table 3.9. Parameters of the conventional
method for simulations of impedance identification are shown in Table 3.10.
Simulation Results of Impedance Identification
Figs. 3-69 and 3-70 show the results of simulation 1. When the value of µ is set as large value,
noise sensitivity becomes low, and the identification speed becomes slow. On the contrary, the value
of µ is set as small value, the noise sensitivity becomes high, and the identification speed becomes
fast. The identification speed of the conventional method becomes faster, by increasing σ. However,
the identification speed converged from σ set 1020. Fig. 3-71 shows the results of simulation 2. The
proposed method estimates the impedance faster than the conventional method with common condition.
Therefore, validity of the proposed method is verified.
3.3.4 Experiments of Impedance Identification
In this part, in order to confirm the validity of the proposed method, experiments are conducted.
Experimental Setup of Impedance Identification
Fig. 3-72 shows the experimental setup of impedance identification. In this study, a single actua-
tor system is used. The environments are shown in Fig. 3-73. In the experiments, the position ramp
command was applied as well as simulations. Parameters for the experiments are shown in Table 3.11.
Experimental Results of Impedance Identification
Fig. 3-74 shows the position and force response of the experiments. Figs. 3-75 and 3-76 show the
identification results of rubber block and tennis ball. The parameters of the conventional method are
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Linear motor
EnvironmentLinear encoder
Fig. 3-72: Experimental setup of impedance identification.
a. Rubber block b. Tennis ball
Fig. 3-73: Environments for impedance identification.
Table 3.11: Parameters for the experiments of impedance identification.
Parameter Description Value
Ts Control period 10
−4 s
Kp Proportional gain 10000
Kd Differential gain 200
gdis Cut-off frequency of the DOB 1000
gext Cut-off frequency of the RFOB 1000
x˙cmd Velocity command 0.04 m/s
Flim Limited force 10 N
β Sensitivity gain of the proposed method 0.01
n Mean number of the proposed method 10
Kini Estimation initial value of stiffness 1000 N/m
Dini Estimation initial value of viscosity 20 Ns/m
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Table 3.12: Parameters of the conventional method for experiment.
No. σ µ
Conv. 1 1040 0.9
Conv. 2 1020 0.999
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Fig. 3-74: Actuator responses in the experiments.
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Fig. 3-75: Experimental results of rubber block.
shown in Table 3.12. The parameters of Conv. 1 are the same as optimal parameter in simulation. How-
ever, using this parameter, viscosity cannot be identified. From the above reason, the parameter of Conv.
2 is modified. By using the parameter of Conv. 2, viscosity can be identified. Each method can estimate
the stiffness of contact objects immediately. The proposed method estimated the viscosity about 0.8 s;
on the other hand, the conventional method spend a time until estimating viscosity. Moreover, viscosity
identification result of the proposed method increases gradually. It is expected that this phenomenon is
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Fig. 3-76: Experimental results of tennis ball.
caused by low-speed state. Therefore, the identification of the proposed method should be stopped in
low-velocity area.
3.4 Model Generation and Parameter Identification Using the EDM
3.4.1 Principle of Impedance Abstraction
In this part, an environmental identification method using the EDM is proposed. There are roughly
two methods how to use the environment characteristics. One is a model-based method (white-box
modeling), and the other is a data-based method (black-box modeling). The mainstream method of en-
vironmental identification is parameter identification using a least-square method [37]. This method is
one of the model-based methods. This method can identify environmental impedances according to the
designed model. However, this method needs to decide the model of an environment before identifica-
tion. Thus, it is difficult to apply the method to an environment whose model is unknown. As another
approach, black-box modeling method has been researched [41–44]. Neural network, fuzzy logic, and
the method based on database can achieve input-output characteristics. However, physical meaning of
target systems is difficult to understand. Komada et. al. proposed a robust force control method based on
an environment observer [83]. This method can attain target following performance adapting to variation
of environment. However, since the external force estimated by environmental observer contains several
term of force, this method is difficult to know the environmental model from estimated force. Although
this method uses simple spring model for feed-forward controller, more precise model should be applied
for delicate control. On the contrary, a physical model and its parameter can be estimated simultaneously
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Fig. 3-77: Block diagram of environmental identification by the proposal.
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definition
Fig. 3-78: Element matrix for environmental identification using 3 × 3 matrix.
by using the EDM. Therefore, model definition in previous is not required. In addition, physical mean-
ing of target environment is understandable by element description. It may be possible to discover a new
physical property of an environment. The block diagram of environmental identification is shown in Fig.
3-77. The environment behaves as a function between position (or velocity) and force
F = g(x). (3.110)
Thus, position information is an input, and force information is an output for the element matrix in the
case of environmental identification. Fig. 3-78 shows force calculation by the element matrix. This
figure shows a case of using 3 × 3 matrix. In this case, the fitness function is designed as
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Table 3.13: Common parameter for simulations of impedance abstraction.
Parameter Descriptions Value
T s Control period 10
−4 s
Kp Proportional gain 10000
Kd Differential gain 500
M Mass of actuator 0.3 kg
Kt Force coefficient 0.24 N/A
xini Location of environment 0.0 m
Ke Environmental stiffness 2000 N/m
De Environmental viscosity 500 Ns/m
xst Stroke of positioning 0.001 m
tini Waiting time 0.2 s
tmv Moving time 0.2 s
F˜ res = Fˆ res − F res, (3.111)
Γide =
1
T
T∑
t=0
F˜ res
2, (3.112)
where F˜ res, Fˆ res, F res, and T stand for the error force, estimated force, actual force, and total time
of motion, respectively. When the value of the fitness function F is small, it is evaluated as a better
individual. In this part, simulations and experiments are conducted in order to verify the performance of
the proposed method using known environment.
3.4.2 Simulation of Impedance Abstraction
Simulation Setup of Impedance Abstraction
This section explains the simulation conditions. The simulation is implemented by C Language. In
this simulation, the actuator is moved by position control. The position command is applied as
xcmd =


0 (t < tini)
H
(
t−t ini
tmv
)
x st (tini ≤ t < t ini + tmv)
xst (tini + tmv ≤ t)
, (3.113)
where xst,H , tini, and tmv stands for the stroke distance, a function of cam curve, starting time of posi-
tioning, and moving time of positioning, respectively. The kind of cam curve is set as the distorted sine
curve. Also, a PD controller is used as the position controller. In this simulation, environment is given
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Table 3.14: Common parameters for the GA.
Descriptions Value
Population size 8
Crossover rate 0.7
Mutation rate for element code 0.2
Mutation rate for element parameter 0.2
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Fig. 3-79: Fitness variation in simulation.
as a spring-damper model as
Ze = Des +Ke, (3.114)
where Ze,De, and Ke refer to environmental impedance, environmental viscosity, and environmental
stiffness, respectively. Parameters for the simulation are shown in Table 3.13. The common parameters
for the GA are shown in Table 3.14.
Simulation Results of Impedance Abstraction
The fitness value of simulation is shown in Fig. 3-79. By increasing the number of evolution, fitness
value became small. The force response of the simulation is shown in Fig. 3-80. In Fig. 3-80, graph
legends stand for the number of evolution. By 1000 times of evolution, the actual response and estimated
response became almost the same. From these figures, the effect of the evolution can be confirmed. Fig.
3-81 shows the element matrix of final individual. The lower number of each block refers to parameters
used for the calculation of each block. Then, by decrypting each element of Fig. 3-81, the block diagram
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Fig. 3-81: Final individual of the simulation.
of Fig. 3-82 can be derived. This estimated model of environment matches to actual model used in the
simulation. Therefore, validity of the proposed method can be verified.
3.4.3 Experiments of Impedance Abstraction
In order to verify the performance of the proposed method, experiments are conducted.
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Fig. 3-82: Equivalent block diagram of Fig 3-81.
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Fig. 3-83: Experimental setup for impedance abstraction.
Experimental Setup
Fig. 3-83 shows the experimental setup. In this study, a single actuator system is used. This sys-
tem consists of a linear motor, a linear encoder, and an end effector. The linear motor contacts to an
environment. Environments used in the experiment are shown in Fig. 3-84. The actuator is moved by
position control. In order to achieve high-stiff control, the DOB is implemented. In the experiments, the
position command applying to the actuator is designed sine wave command (2 Hz). Parameters for the
experiments are shown in Table 3.15. In this experiments, the reaction force from the environment is
acquired by the RFOB. From the position response and the force response, identification is conducted.
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a. Spring b. Sponge
Fig. 3-84: Environments for the experiments of impedance abstraction.
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Fig. 3-85: Force response with increasing evolution (spring).
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Fig. 3-86: Fitness variation in the experiment (spring).
Experimental Results
Fig. 3-85 shows the force response of the experiments using spring with increasing evolution. The
fitness variation is shown in Fig. 3-86. From these figures, the actual response and estimated response
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Fig. 3-88: Equivalent block diagram of Fig. 3-87.
Table 3.15: Common parameter for experiments of impedance abstraction.
Parameters Descriptions Value
T s Control period 10
−4 s
Kp Proportional gain 10000
Kd Differential gain 200
gdis Cut-off frequency of the DOB 500 rad/s
gext Cut-off frequency of the RFOB 500 rad/s
Mn Nominal mass of actuator 0.7 kg
Ktn Nominal force coefficient 33.0 N/A
xini Location of environment 0.0 m
became almost the same by 850 times of evolution. Fig. 3-87 shows the final individual of spring
identification. By decoding Fig. 3-87, a simple spring model shown in Fig. 3-88 can be derived.
Fig. 3-89 shows the force response of experiments using sponge with increasing evolution. The fitness
variation is shown in Fig. 3-90. The identification error becomes small by increasing the evolution
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Fig. 3-90: Fitness variation in the experiment (sponge).
number. The identification result is kept constant after 1,000 times of evolution. Fig. 3-91 shows the
final individual of sponge identification, and Fig. 3-92 shows the equivalent block diagram of Fig. 3-91.
Oscillation of real force response is well expressed by the identification result. On the contrary, small
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Fig. 3-92: Equivalent block diagram of Fig. 3-91.
error is remained as shown in the enlarged view in Fig. 3-89. To overcome this error, designing of an
element is needed suitable for environment description. From these experiments, validity and limits of
the proposed method are confirmed.
3.5 Summary of Chapter 3
In Chapter 3, the interactive control design method was described. The machine responds based on
initial individuals and fitness functions designed by human. Based on the answers derived by the ma-
chine, humans design the initial individuals and the fitness function. By repeating this process to deepen
the abstraction depth, it is possible to design a desired controller interactively. The effectiveness of the
proposed method was confirmed by the controller design of the multi-mass resonant system, the time
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delay system, and force control system. In addition, automatic design of feedback conmensator was
proposed by the EDM in frequency domain. The feedback compensator was generated based on gain
characteristics of loop transfer function or complementary sensitivity function. Also, the identification
method of unknown environment for motion control was proposed. Firstly, impedance identification
method of environment was proposed considering impedance plane. Next, abstraction method of envi-
ronment was described. The proposed method can estimate a physical model and its parameter using the
EDM. General identification methods needed to decide a physical model of target in advance. On the
contrary, the proposed method can generate a physical model of an environment, and it can identify its
parameter simultaneously. The proposed method has a merit that the physical meaning of identification
result is understandable according to element description. Moreover, the proposed method can treat a
nonlinear system and multiple-input and multiple-output (MIMO) system easily. By using the proposed
method, an ideal controller for contact task can be designed based on an environmental model and its
parameter. It may be possible to discover a new physical property of an environment.
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Command Generation Using Element Description
Method and Clothoid Curve
Command value generation technique is one of the most important technologies for automatic ma-
chinery. Basically, automatic machinery and industrial robots keep repeating motions all the time based
on preset command values. Therefore, depending on the command value generated, the productivity
and yield of the factory change dramatically. Generally, a machine designer manually designates the
command value. For example, in the operation of the working tip of a machine, elements such as coor-
dinates, velocity, and time, determined from the requested operation of the entire machine are taken as
boundary conditions, and the curve connecting the points is connected by a cam curve based on trigono-
metric function [75] or polynomial spline. For industrial robots, manual designation by an operator using
a teaching pendant is common. However, it is difficult to ensure optimality of curves used for setting
and interpolating each coordinate. Also, since the designer manually designs the curves, it takes time
and labor. In this dissertation, an automatic command generation method using the EDM is proposed In
addition, an interpolation method using the clothoid curve is proposed as an example of the command
value generation method of the automatic machinery. By using the proposed methods, it is expected to
ensure optimality of command value design and shortening design time.
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Actuator
Beam
Fig. 4-1: Overview of the beam system.
4.1 Automatic Command Generation Using EDM for Beam System
4.1.1 Command Generation Method for Beam System
In this subsection, automatic command generation using the EDM is proposed. By placing the el-
ement matrix to the generation of the command values can be applied to a variety of command value
generation problems. Here, as an example, the maximizing control of the tip velocity assuming a hitting
operation using a beam [84] is conducted. A schematic view of the beam is shown in Fig. 4-1. In this
verification, the beam is approximated as a multi-mass resonant model for simplicity. In this verification,
consideration is made using 5-mass resonant system. The block diagram of automatic command gener-
ation using the EDM for multi-mass resonant system is depicted in Fig. 4-2. Here, t, xcmd, xref , xm,
xtip, Fref , Fact, and, Fl denote time, position command, position reference, position response of actua-
tor, position response of tip, force reference, actuation force, and load force, respectively. The transfer
functions C(s), P (s), and L(s) represent position controller, actuator, and multi-mass resonant system,
respectively. The superscripts •ˆ and •˙ refer to estimated value and time-differential value, respectively.
t is prepared as input of element matrix. Also, learning is done with the goal of maximizing the velocity
of the tip at a certain time. The objective function is defined as follows:
maximize Γhit(xcmd) = x˙tip(thit, xcmd),
subject to |Fref | ≤ Flim,
xmin ≤ xcmd ≤ xmax,
where Γhit, thit, Flim, xmin, and xmax stand for the fitness value of command generation, the time of
hitting, force limitation, minimum position, and maximum position, respectively. Here, although the
velocity at a certain time is optimized, it is also possible to optimize the velocity at a certain spatial
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Fig. 4-2: Block diagram of automatic command generation using the EDM for multi-mass resonant
system.
Table 4.1: Simulation parameters for velocity maximization.
Parameter Description Value
thit Time of hitting 0.2 s
Flim Maximum value of output force 15 N
xmax Maximum value of position command 0.1 m
xmin Minimum value of position command −0.1 m
Mm Weight of motor mover 0.3 kg
Ml Total mass of load 0.2 kg
Kl Stiffness of load 1000 N/m
Dl Viscosity of load 50 Ns/m
position.
4.1.2 Simulation of Automatic Command Generation
In this validation, tip velocity at 0.2 s is maximized. In simulation 1, parameters shown in Table. 4.1
are used. When there is no restriction on force or velocity, there is no need to conduct optimization. This
is because that equal acceleration motion become the optimal solution. Hence, a limit value of force and
velocity that can be output is defined. In order to confirm the optimality of synthesis results, simulation
1 was put into effect 3 times by the same condition. The fitness response of simulation 1 is shown in Fig.
4-3. Since the results converged to almost the same value for all three times, it is considered that values
close to optimum are obtained.
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Fig. 4-3: Fitness response of beam system in simulation 1.
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Fig. 4-4: Position response of beam system in simulation 1.
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Fig. 4-5: Velocity response of beam system in simulation 1.
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Fig. 4-6: Position response of beam system in simulation 2.
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Fig. 4-7: Velocity response of beam system in simulation 2.
Fig. 4-4 refers to the position response of simulation 1. Fig. 4-5 denotes velocity response of simu-
lation 1. It was confirmed that the velocity was controlled to increase at the time point of 0.2 s. Since
overshoot occurs at the position due to the force limit value, it is necessary to set a limit value in antici-
pation of the overshoot amount. Next, from the parameters of the Table. 4.1, simulation 2 is performed
when only the damper constant is changed to 5 Ns/m. Fig. 4-6 expresses position response of simulation
2. Fig. 4-7 depicts velocity response of simulation 2. In the simulation 2, a beam behaves like a spring
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Fig. 4-8: Position response of beam system in simulation 3.
Time to evaluate
-2
-1
 0
 1
 2
 0  0.1  0.2  0.3
-30
-20
-10
 0
 10
 20
 30
V
el
o
ci
ty
 [
m
/s
]
F
o
rc
e 
[N
]
Time [s]
Fig. 4-9: Velocity response of beam system in simulation 3.
because the damper constant is made smaller. Therefore, it can be seen that the vibration is excited by
the response. From Fig. 4-7, it can be seen that the force reference value is negative from around 0.18 s
in order to make use of the bending of the beam. Then, from the parameters of the Table. 4.1, simulation
3 is performed when only the minimum and maximum value of position command are changed to−0.02
m and 0.02 m. Figs. 4-8 and 4-9 show the position and velocity response of simulation 3, respectively.
When shortening the movable range, you can see that you have entered back swing action after moving
in the positive direction once to bounce beam’s stretches.
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4.2 Spatio-temporal Interpolation Using Clothoid Curve
4.2.1 Overview of Interpolation Technology
The processing technology, which is a fundamental technology that supports the manufacturing in-
dustry, has made remarkable progress in recent times. The position control technology [8–10] is be-
ing widely researched to improve the processing quality. In particular, computerized numerical control
(CNC) [85–87] systems are widely used to manufacture products, such as machining centers, 3D print-
ers, chip mounter, laser process machines, painting robots, and welding robots. The key technology of
the CNC system is the interpolation technology that connects the desired start and stop points. Fig. 4-10
shows the overview of the CNC system interpolation. The interpolation methods can be separated into
two groups based on its purpose. The first group represents the case of obtaining a smooth approximate
curve of the point group, except starting and ending points (e.g., Bezier spline, B-spline [86, 87], and
NURBS [88].) These methods have merits of easily designing a smooth curve from a large amount of
point data. The other group is the case of obtaining a smooth curve connecting the point to another
point in the point group (e.g., linear, circular [89, 90], algebraic function [91], and clothoid [62, 92, 93]
interpolation). These methods can easily design the smooth curve from a small amount of point data by
manual entry. These methods each have a merit. Therefore, selective usage depending on the application
is necessary. This chapter focuses on the latter method. These methods are required in the case of setting
only important path points.
A clothoid interpolation is one of the most effective methods among these approach because it can
connect the spatial points with a smooth curve by only setting path points and tangential angle on the
points. On the contrary, the other methods are difficult to simultaneously achieve arbitrary point and
tangent angle. Hence, discontinuous points or approximate points are generated. Since the clothoid
curve can continuously change curvature, it can apply easily to nonholonomic system [94]. Moreover the
time function can be independently designed because the clothoid curve can directly define the tangential
velocity as a time function. Therefore, the synthesis between time and space can easily be achieved. This
chapter deals with an interpolation method using a clothoid curve from these reasons. The clothoid curve
has one problem that cannot be analytically expressed [95]. The curve also needs to be calculated for
having a numerical solution. Hence, the discretization error of the clothoid curve should be considered
to achieve a more precise task. A few studies have considered the discretization error of the clothoid
curve [96]. Accordingly, the discretization error is suppressed by increasing the calculation resolution
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Fig. 4-10: Overview of interpolation in industrial applications.
because the clothoid curve is a spatial function. However, the calculation resolution of the clothoid curve
is limited by the sampling time of the controller and the tangential velocity of the actuator in the actual
case of application to equipment.
This study proposes a clothoid interpolation based on an iterative true-value prediction. This method
can immediately estimate a true value of the clothoid curve by pinching integration and Aitken accel-
eration, thereby suppressing the discretization error of the clothoid curve. A smooth interpolation can
be achieved using the proposed method even in the case, where the calculation resolution is limited.
Furthermore, the DOB and a feed-forward controller are implemented to control the clothoid curve. The
robust acceleration control can be achieved because the DOB suppresses the system disturbance. The
feed-forward controller enhances the position tracking ability. Meanwhile, the feed-forward commands
are calculated from the information on the clothoid curve and the tangential velocity. The trajectory
can be completely controlled based on the clothoid interpolation using the DOB and the feed-forward
controller thereon. Thus, the high-quality processing of precise tasks can be expected.
4.2.2 Spatial Interpolation Using Clothoid Interpolation
Clothoid Curve Definition
A clothoid curve is a spatial function smoothly connecting a point to another point. A spline on the
polar coordinates is expressed as follows:
p = p0 +
∫ qe
0
udq, (4.1)
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where p, q, qe,and u denote the position vector, curve length from p0 to p, total curve length from p0 to
pn, and unit vector of the tangential angle, respectively. The integral of q means spatial integration with
respect to the tangent length. The subscript 0 refers to the starting point. The u of the clothoid curve in
a three-dimensional space is defined as follows:
u = EjαEkβ =


cosα cosβ
sinα cosβ
− sinβ

 , (4.2)
where Ejα and Ekβ denote the rotation matrices around the j axis (i.e., z axis) and the k axis (i.e., y
axis), respectively. The rotation angles α and β are calculated as follows:
α = a0 + a1q + a2q
2, (4.3)
β = b0 + b1q + b2q
2, (4.4)
where a0, a1, a2, b0, b1, and b2 denote coefficients of clothoid curve, respectively. Meanwhile, the u of
the clothoid curve in a two-dimensional space is defined by the following equation:
u = ejφ. (4.5)
The rotation angle φ is calculated as follows:
φ = φ0 + c1q + c2q
2, (4.6)
where φ0, c1, and c2 denote the initial angle, initial curvature, and half of the value of the scaling factor,
respectively. This study considers the interpolation method on a two-dimensional space for simplicity
because the issue about the discretization error is common in spite of its dimension. In addition, the
clothoid interpolation can apply to several equipment such as laser processor, pick and place manipulator,
and chip mounter. These machines can use the simple interpolation method for the z axis command.
Clothoid Interpolation Calculation
Fig. 4-11 shows a curve on the polar coordinates. The differential value of φ is then given as follows:
cv =
dφ
dq
= c1 + 2c2q, (4.7)
cu =
d 2φ
dq2
= 2c2 = const., (4.8)
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n
Fig. 4-11: A curve on polar coordinate.
where cv and cu denote the curvature and the reduction ratio, respectively. The normalized displacement
is then defined as follows:
Q ,
q
h
(0 ≤ Q ≤ 1), (4.9)
where h denotes the length of the interpolation curve connecting two points. Subsequently, p and φ are
redefined as follows using (4.9):
p = p0 + h
∫ 1
0
ejφdQ, (4.10)
φ = φ0 + φvQ+ φuQ
2, (4.11)
where φv and φu represent the normalized initial curvature and the half value of the normalized scaling
factor, respectively. Fig. 4-12 shows the clothoid curve, where λ, ψ, and l denote the chord-arc ratio, the
view angle, and distance between p0 and p1, respectively. The chord-arc ratio λ and the view angle ψ
herein are defined as follows:
p1 − p0 = λhej(φ0+ψ). (4.12)
The interpolation method using the clothoid curve [62,92,93] is described in this section. The tangential
angle herein is continuously designed using the clothoid curves. The clothoid interpolation can set an
arbitrary coordinate and arbitrary tangent angle at the points to pass through. From (4.11), the tangential
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Fig. 4-13: Fundamental clothoid.
angle of the ending point φ1 is calculated as follows:
φ1 = φ0 + φv + φu. (4.13)
Solving the equation analytically is impossible because the clothoid curve is defined in terms of Fresnel
integrals [95]. Accordingly, φv and φu are derived by a search algorithm shown in algorithm 1. Fig.
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Algorithm 5 Searching method for φv and φu
while e > a do
φv ⇐ s
φu ⇐ φ1 − φ0 − φv
for i = 0 to n− 1 do
m ⇐ 1n
q ⇐mi
φ ⇐ φ0 + φvq + φuq2
dx⇐m cosφ
dy⇐m sinφ
x ⇐ x+ dx
y ⇐ y + dy
end for
ψres ⇐ tan−1 yx
λ⇐
√
x2 + y2
if (ψres ≤ ψn) ∧ (ψres > ψn) then
i ⇐ 12 i
s⇐ spre
e⇐ |ψn − ψres|
else
spre ⇐ s
s ⇐ s+ i
end if
ψpre ⇐ ψres
end while
4-13 shows the fundamental clothoid. In Fig. 4-13, φ0 and φ1 are set to 0 and
pi
4 , respectively, and φv
is set from −23π to π. φv and φu can be obtained using the search algorithm by setting φ0 and φ1 as the
boundary conditions. The curve size is affected only by h. Also φ0, φ1, φv, and φu are not affected by
the curve size. Hence, the clothoid curve in the actual scale can be obtained as follows:
λ =
l
h
. (4.14)
Consequently, the clothoid curve connecting the points can be obtained. Fig. 4-13 indicates that λ also
means chord length of the fundamental clothoid.
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4.2.3 Temporal Interpolation Using Minimum Jerk Model
Binding of Time and Space
The curve becomes spatially smooth when the clothoid function is used. However, the curve does
not have the temporal smoothness. Designing the time length of the trajectory is necessary for the time
smoothness. The merit in using the clothoid curve is that the tangential angle and velocity are obvious
and can be directly controlled. The tangential velocity is expressed as follows:
q˙(t) =
√
x˙2(t) + y˙2(t). (4.15)
Accordingly, q˙(t) should be set as a constant value when constant velocity is required. Furthermore, q(t)
should be given by a smooth curve such as a cam curve [5] or a spline curve [97], when a smooth motion is
required. The position trajectory herein is generated by the minimum jerk model [98]. The interpolation
method using the minimum jerk model is explained as follows. The cost function of minimum jerk model
on SDOF is expressed as
C =
∫ 1
0
d3Q(t)
dt3
dT =
∫ 1
0
L dT, (4.16)
where S and T refer to the normalized position and normalized time, respectively. The position and time
were normalized for simplification in this study. The normalized values are expressed as follows:
Q(T ) =
q(t)
h
, (4.17)
T =
t
th
, (4.18)
th = te − ts, (4.19)
where te and ts denote the end point time and start point time, respectively. The normalized velocity
V (T ), normalized acceleration A(T ), and normalized jerk J(T ) are calculated as follows using the
above mentioned values:
V (T ) =
dQ(T )
dT
, (4.20)
A(T ) =
dV (T )
dT
, (4.21)
J(T ) =
dA(T )
dT
. (4.22)
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Furthermore, velocity v(t), acceleration a(t), and jerk j(t) are calculated as follows:
v(t) =
h
th
V (T ), (4.23)
a(t) =
h
th2
A(T ), (4.24)
j(t) =
h
th3
J(T ). (4.25)
The Euler equation is expressed as follows:
d3
dt3
( ∂L
∂x′′′
)
= 0 (4.26)
d6x
dt6
= 0, (4.27)
where x refers to position. The boundary conditions are represented as follows:
V (0) = v0, V (1) = v1, (4.28)
A(0) = a0, A(1) = a1, (4.29)
where subscripts 0 and 1 denote the starting and ending values, respectively. The spline function is
expressed as follows using these boundary conditions:
Q(T ) = k0+k1T+k2T
2+k3T
3+k4T
4+k5T
5, (4.30)
V (T ) = k1 + 2k2T + 3k3T
2 + 4k4T
3 + 5k5T
4, (4.31)
A(T ) = 2k2 + 6k3T + 12k4T
2 + 20k5T
3, (4.32)
where k0 to k5 are calculated as follows:
k0 = 0, (4.33)
k1 = V0, (4.34)
k2 =
A0
2
, (4.35)
k3 = −3
2
A0 +
1
2
A1 − 6V0 − 4V1, (4.36)
k4 = −3
2
A0 −A1 + 7A1 + 8V0, (4.37)
k5 = −1
2
A0 +
1
2
A1 − 3V0 − 3V1. (4.38)
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The time-position trajectory based on minimum jerk model is generated by using above mentioned equa-
tions. The position, velocity, and acceleration can be continuously tracked for each point using the
minimum jerk model. However, the discretization error occurs depending on the tangential velocity
and sampling time because a clothoid curve solution cannot be analytically expressed. Therefore, the
discretization error in the numerical calculation must be considered in the implementation phase.
4.2.4 Control Method of Clothoid Interpolation Considering Discretization Error
Command Generation with True Value Estimation
(4.1) and (4.6) can be re-defined as follows in the discrete space:
p(u) = p(0) +
n∑
k=0
ejφ(k)∆q, (4.39)
φ(k) = φ(0) + c1q(k) + c2q
2(k), (4.40)
q(k) = ∆qk, (4.41)
∆q =
h
n
, (4.42)
where k and n denote the sampling counter and the division number, respectively. A normalized clothoid
in the discrete space is given as follows:
S(−)n ,
n−1∑
k=0
ej{c1( kn )+c2( kn )2}∆q. (4.43)
The true value of the clothoid curve Str can be calculated as follows:
Str = lim
n→∞
S(−)n . (4.44)
However, the calculation volume increases with an increase in the number of divisions n. A normalized
clothoid curve in the discrete space using the future value is expressed as follows:
S(+)n ,
n∑
k=1
ej{c1( kn )+c2( kn )2}∆q. (4.45)
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Fig. 4-14: Overview of true value estimation.
The curve can then be more accurately calculated using numerical integration with a smaller volume of
calculation by pinching as follows:
S(m)n ,
S
(−)
n + S
(+)
n
2
=
n∑
k=1
ej{c1( k+0.5n )+c2( k+0.5n )2}∆q. (4.46)
A value closer to the true value can be calculated using (4.46). This calculation method is similar to
the trapezoidal integration. The overview of true value estimation is depicted in Fig. 4-14. In addition,
the Aitken acceleration method [99] is applied to estimate the true value more quickly. The Aitken
acceleration method is an acceleration method used to rapidly estimate the convergence value by defining
another series from one series. The acceleration method to predict convergence value of the sequence is
described. The sequence is defined as follows:
sn = α+ Cγ
n, n ∈ N, (4.47)
where α, C, and γ stand for the convergence value of the sequence, unknown coefficient, and known
coefficient, respectively. From (4.47), α is obtained by deleting C as follows:
α =
sn+1 − γsn
1− γ . (4.48)
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From (4.48), a new sequence zn can be defined as follows:
zn ,
sn+1 − γsn
1− γ . (4.49)
This method is known as Richardson acceleration method. In addition, the case of γ is unknown is
considered.
From (4.47), γ is expressed as
γ =
sn+2 − sn+1
xn+1 − xn . (4.50)
Therefore, zn can be defined as follows:
zn ,
snsn+2 − s2n+1
xn+2 + sn − 2sn+1 . (4.51)
This method is known as Aitken acceleration method. The true value estimation using the Aitken accel-
eration method is given by the following equation:
S(m)n (K + 1) =
S
(m)
n+1(K)S
(m)
n−1(K)− S(m)2n (K)
S
(m)
n+1(K) + S
(m)
n−1(K)− 2S(m)n (K)
, (4.52)
whereK is the counter of the series using the Aitken acceleration method. The true value of the clothoid
curve can be quickly estimated using (4.52).
Control Structure of the Spatio-temporal Spline
Fig. 4-15 shows the block diagram of the control system for the spatio-temporal spline, where, x,Cp,
Cv,M ,Kt, and Ze refer to the position vector and position controller, velocity controller, mass, force
coefficient, and impedance matrices, respectively. The subscripts cmd, res, and n refer to the command,
response, and nominal values, respectively. x is defined as
x , [x, y]T , (4.53)
The DOB [6,7] is implemented herein to achieve the disturbance suppression performance. The transfer
function of the x axis system in which the DOB is implemented, is given as follows:
Px(s) =
xres
x¨ref
=
s
s+ gdis
1
s2
, (4.54)
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Fig. 4-15: Block diagram of feed-forward control.
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Fig. 4-16: Acceleration control system. Fig. 4-17: Acceleration vector.
where Px(s) and gdis stand for the transfer function of the plant with the DOB and cut-off frequency
of the DOB, respectively. The acceleration control plant model is obtained if the cut-off frequency of
the low-pass filter in the DOB is assumed as to be infinite. Px(s) can then be represented by a simple
second-order integration in the form shown in Fig. 4-16. The DOB is implemented on the y axis as well
as the x axis.
The feed-forward control is applied to achieve a precise trajectory tracking with an arbitrary tangential
velocity. The feed-forward controller has three command values: position, velocity, and acceleration
commands. The acceleration vector can be obtained as follows:
a(t)ejφa(t) = q˙(t+∆t)ejφ(t+∆t) − q˙(t)ejφ(t), (4.55)
where a(t) and φa stand for the absolute value of the acceleration vector and the angle of the acceleration
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vector, respectively, which are expressed as follows:
a(t) = 1∆t
[
q˙(t+∆t) cos
{
φ(t+∆t)− φa(t)
}
+q˙(t) cos
{
φ(t)− φa(t)
}]
, (4.56)
φa(t) = tan
−1
{
q˙(t+∆t) sinφ(t+∆t)+q˙(t) sinφ(t+pi)
q˙(t+∆t) cosφ(t+∆t)+q˙(t) cosφ(t+pi)
}
, (4.57)
The acceleration vector is shown in Fig. 4-17. The transfer function from xcmd to xres in this control
system is expressed as follows:
Gx(s) =
xcmd
xres
= 1, (4.58)
Gy(s) =
ycmd
yres
= 1, (4.59)
where superscripts x and y refer to the x and y components, respectively. Obtaining a superior character-
istic of the position response is possible from the above equations. An accurate trajectory tracking can be
achieved by combining the spatio-temporal spline, the DOB, and feed-forward control. Fig. 4-18 shows
the utilization flow of the spatio-temporal spline. Accordingly, nt, T , and D
T stand for the temporal
section number, normalized time, and coefficient matrix, respectively.
An instance of clothoid interpolation is introduced in this section. Table 4.2 shows the boundary
conditions for the spatial interpolation. The clothoid function values are calculated from these param-
eters, as listed in Table 4.3. Fig. 4-19 represents the calculated curve of the spatial interpolation. The
solid arrows shows the velocity vector and the dotted arrow shows the acceleration vector, respectively.
Meanwhile, Table 4.4 lists the boundary conditions for the temporal interpolation. Fig. 4-20 illus-
trates the calculated curve of the temporal interpolation. This curve has a constant velocity section and
an acceleration–deceleration section. The spatio-temporal spline can be obtained from synthesizing of
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Table 4.2: Boundary conditions of spatial interpolation.
Coordinates
φ
x y
point 1 0 m 0 m 0 rad
point 2 0.010 m 0.010 m 0 rad
point 3 0.025 m 0.010 m 0 rad
point 4 0.025 m 0.020 m 34π rad
point 5 0.015 m 0.030 m 34π rad
point 6 0.005 m 0.025 m −16π rad
point 7 0.010 m 0.015 m 13π rad
point 8 0.035 m 0.035 m 0 rad
these interpolations. Fig. 4-21 shows the designed spatio-temporal spline.
4.2.5 Simulations of Spatio-temporal Interpolation
The validity of the iterative true value prediction is confirmed in this section. Table 4.5 presents the
setting parameters. Fig. 4-23 shows the simulation results of the true value estimation indicating that
the estimated value converges to the true value in approximately 10 scans using the proposed method.
– 159 –
CHAPTER 4 COMMAND GENERATION USING ELEMENT DESCRIPTION METHOD AND
CLOTHOID CURVE
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
 0 0.5  1.0  1.5  2.0 3.0
 0
 0.05
 0.1
 0.15
L
en
g
th
 [
m
]
V
el
o
ci
ty
 [
m
/s
]
Time [s]
  Length
Velocity
Spatial points
Temporal points
 2.5
Fig. 4-20: An instance of temporal interpolation.
Table 4.3: Calculated values of spatial interpolation.
φv φu h
section 1 4.68 rad −4.68 rad 0.01504 m
section 2 0.00 rad 0.00 rad 0.01500 m
section 3 4.54 rad −2.19 rad 0.01295 m
section 4 0.00 rad 0.00 rad 0.01414 m
section 5 2.80 rad −0.45 rad 0.01428 m
section 6 0.72 rad 0.32 rad 0.01171 m
section 7 6.08 rad −5.56 rad 0.03538 m
Hence, the proposed method can immediately estimate the true value of the clothoid curve. The error of
the clothoid curve is then evaluated. Fig. 4-24 demonstrates the error evaluation results of the clothoid
curve. Table 4.6 presents the simulation parameters. The tangential velocity q˙ is varied from 0.005 to
0.1. The accurate results can be obtained using the proposed method, regardless of the tangential velocity
setting. A precise trajectory tracking can be expected when the proposed method is used.
4.2.6 Experiments of Spatio-temporal Interpolation
The experiments were conducted as explained below to confirm the validity of the proposed method.
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Table 4.4: Boundary conditions of temporal interpolation.
T S V A
time 0 0 0 0 0
time 1 0.2 0.1 1 0
time 2 0.6 0.5 1 0
time 3 0.8 0.9 1 -10
time 4 1 1 0 0
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Fig. 4-21: Spatio-temporal interpolation using the proposed method.
Table 4.5: Simulation conditions of true value estimation.
Parameter Description Value
φ0 Tangential angle in starting point 0 rad
φ1 Tangential angle in ending point
pi
4 rad
φv Normalized initial curvature 0
n Division number 0→ 1000
Experimental Setup
A gantry machine, in which four actuators are mounted, is used in the experiments. Fig. 4-26 shows
the experimental setup. Each actuator comprised a linear motor, a linear guide, and a linear encoder.
Only actuators 1–3 are used for the x–y table system because this research focused only on x–y plane
trajectory design. Actuators 1 and 2 are controlled in a modal space [100]. Transformation from actual
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Fig. 4-22: Overview of simulation.
Table 4.6: Simulation conditions of error evaluation.
Parameter Description Value
φ0 Tangential angle in starting point
pi
6 rad
φ1 Tangential angle in ending point
pi
2 rad
φv Normalized initial curvature 0
h Length of curve 0.1 m
Kmax Series number of Aitken 10
space to modal space is achieved by a quarry matrix. The modal transformation of position information
in 2-degree-of-freedom system is expressed as[
xc
xd
]
= Q2
[
x1
x2
]
, (4.60)
Q2 =
1
2
[
1 1
1 −1
]
, (4.61)
where, Q2 stands for the second-order quarry matrix. The subscripts, c, d, 1, and 2 refer to information
of common mode, differential mode, actuator 1, and actuator 2, respectively. In the same way, the modal
transformation of force information in 2-degree-of-freedom system is calculated by[
fc
fd
]
= Q2
[
f1
f2
]
. (4.62)
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Fig. 4-23: Simulation result of true value estimation.
The differential mode is controlled by force control, while the force command in the differential mode
is set to 0 N. The common mode is controlled by position control, while the position command in the
common mode is set as the y axis command. The force of differential mode and the position of common
mode mean torsional force and center of gravity position, respectively. The command value is used
the spline shown in Fig. 4-21. The experiments are conducted by using RT-Linux. Accordingly, the
controller’s sampling time is 0.1 ms. The experimental parameters of spatio-temporal interpolation are
shown in Table 4.7. Firstly, the effectiveness of command value generation by true-value prediction,
which is the main proposal of this dissertation, is confirmed. Then, the validity of the feed-forward
control is evaluated in comparison with the general conventional method. PD control without the DOB
(PD), Cross-coupled Control (CCC) [101], PD control with the DOB (PD + DOB), and the proposed
feed-forward control with the DOB (Proposal) are compared in the experiments. The block diagram of
the CCC is shown in 4-25.
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Fig. 4-24: Error evaluation of clothoid curve.
Fig. 4-25: Block diagram of the CCC.
Effectiveness of the True Value Prediction
In this section, the effectiveness of the true-value prediction is confirmed. True-value prediction is
used for command generation of control. To evaluate its effect, the error with the true value of the
clothoid curve is compared. The command value is the clothoid curve of section 1 in Fig. 4-19. In case
study 1, tangential velocity is set to constant value. The result of the case study 1 is depicted in Fig.
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Fig. 4-26: Experimental setup of spatio-temporal interpolation.
4-27. In the case study 1, the tangential velocity and sampling time Ts are set to 0.5 m/s and 0.001 s,
respectively. The black line in Fig. 4-27 means true value of clothoid curve (i.e., the case of very slow
tangential velocity). The proposed method coincided with the true value, even when the resolution of
calculation is low. Case study 2 is conducted to make sure the case that the tangential velocity is changed.
The result of the case study 2 is shown in Fig. 4-28. The acceleration of the case study 2 is set to 30
m/s2. The initial tangential velocity and sampling time are set to 0 m/s and 0.001 s, respectively. As
in the case study 1, the proposed method could predict the true value also in the case study 2. From this
results, effectiveness of the true value prediction was confirmed.
Experimental Results of Spatio-temporal Interpolation
Fig. 4-29 shows the position tracking result. The contour following response with PD, CCC, and PD
+ DOB had a certain error. On the other hand, the contour following response with the proposed feed-
forward control was almost equal to the command value. Also, in order to evaluate the errors, position
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Fig. 4-28: Comparative verification of command values (constant acceleration).
errors of each axis were compared. Figs. 4-30 and 4-31 present the experimental results of the position
response on each axis. These figures indicated that the proposed method had few errors. Meanwhile, the
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Table 4.7: Experimental parameters of spatio-temporal interpolation.
Parameter Description Value
Kp Position P gain for PD controller 10000 rad/s
Kd Position D gain for PD controller 200 rad/s
Cp Position gain for FF controller 10000 rad/s
Cv Velocity gain for FF controller 200 rad/s
gdis Cut–off frequency of DOB 400 rad/s
gpd Cut–off frequency of pseudo derivative 5000 rad/s
gv Cut–off frequency of velocity calculation 10000 rad/s
Kmax Series number of Aitken 10
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Fig. 4-29: Experimental results of trajectory tracking.
responses of PD, CCC, and PD + DOB had an error at the moments of acceleration and deceleration. Fig.
4-32 presents the tangential velocity response. Overshoots occurred at the moments of acceleration and
deceleration in the case with the response of PD, CCC, and PD + DOB. Fig. 4-33 shows a comparison
of velocity errors. The validity of the proposed method was confirmed because the proposal error was
smaller than the PD, CCC, and PD + DOB.
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Fig. 4-31: Experimental results of y-axis position response.
4.3 Summary of Chapter 4
Chapter 4 proposed the command generation system of a servo system using the EDM and the clothoid
curve. Firstly, the command generation method using the EDM was confirmed. By using the beam sys-
tem as an example, the EDM can be applied to command value generation of servo systems. A command
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Fig. 4-33: Comparison of tangential velocity errors.
value to maximize the tip velocity of the beam system at the desired time was generated by the EDM.
The proposed method can be used for various applications by designing the fitness function according
to the target system. Also, this chapter proposed the high-accuracy interpolation method using clothoid
curve considering the discretization error caused by the integration of the discrete-time function. Since
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the analytical solution of the clothoid curve can not be obtained, the method for predicting the true value
is needed. The calculating resolution of the clothoid curve was determined by the tangential velocity and
the sampling time. Hence, the discretization error of the numerical calculation must be considered. The
discretization error was eliminated by the iterative true-value prediction. The proposed method can im-
mediately estimate the true value of the clothoid curve by pinching integration and Aitken acceleration.
In addition, the DOB and the feed-forward controller were implemented to follow the trajectory accu-
rately. Consequently, the proposed method made it possible to move an arbitrary position trajectory at an
arbitrary tangential velocity. In conclusion, the improvement in product quality in industrial applications
can be expected when the proposed method is used.
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Skill Extraction Based on Motion-copying System
As shown in Fig. 1-3, not only the abstraction of knowledge but also the extraction of skills is nec-
essary in order to achieve skilled machinery. In this chapter, a skill extraction method based on motion-
copying system is described. One of the most effective methods that control contact force precisely
is motion reproduction based on a motion-copying system [22, 23]. Since this approach does not re-
quire the model of an environment, there is no need to identify the environmental impedance like a
model-based approach. Therefore, precise force control can be achieved for various environments. The
time-adaptation control [30, 31] for motion reproduction is proposed for adapting to variations of envi-
ronmental location and toward advanced manufacturing process. The proposed method has the highest
priority on eliminating force error by lowering the priority on time correspondence, the reproducibility of
contact motion is improved. Concretely speaking, the proposed method matches the force response value
with its command under contact motion, by introducing a difference between save time and reproduction
time. By using this method, even when the environmental location is changed, it is possible to reproduce
the same reaching velocity at the moment of first contact. Then, the force error in the reproduced motion
is suppressed immediately. In recent years, not only production speed, but also product quality must be
ensured in a manufacturing site. In an actual manufacturing site, because materials are natural objects,
properties, such as the size of an object, are different in different lots. Therefore, a control method that
can adapt to variations of environmental location is effective for achieving high-quality manufacturing.
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5.1 Introduction of Chapter 5
This section focuses on the use of position/force hybrid control. The position/force hybrid control is
one of effective methods which can contact to an environment with high accuracy. The position/force
hybrid control is composed of two phases: Bilateral control [19–21] and motion reproduction [24–30].
In the bilateral control, position and force are converted into acceleration so that those can be handled
comprehensively. Bilateral control can save both position and force responses input by an operator.
The position/force hybrid control follows these trajectories in the motion reproduction. Since the force
information is included in the saved motion data and those can be reproduced, it is possible to conduct
the contact motion which was difficult to be realized in a position control system.
However, in the conventional position/force hybrid control, it is difficult to execute the saved motion
accurately when the environmental location of the motion reproduction is different from that in the
bilateral control. For example, when the size of target object is deviated, equivalent location of contacting
surface is changed and the error of the force control occurs in the contacting motion. Therefore, the
objects should always be ensured to have constant size by the quality control. However, in many cases
like natural feedstock, it is not always easy to maintain constant size. Thus, while maintaining high-speed
movement enabled by method such as the conventional position control, the control with dexterity that
can respond to the change in the object is needed. Therefore, several methods to address this problem
have been proposed [24–30]. These methods can adapt to environmental location error. Tsunashima
et.al. proposed a method based on acceleration information [24]. This method can adapt the changing of
environment position because acceleration information does not depend on the initial position. Moreover,
Tsunashima et.al. proposed a position-compensation method [26]. The compensation value of position
calculated from force error information. Yajima et.al. proposed a method based on velocity information
[27]. In this method, since differential mode is based on velocity information, the DC component of
position response is ignored. Miyagi et.al. proposed a bandwidth-based method [28]. This method can
divide motion data into free motion and contact motion by bandwidth information. These methods have
the merit that motion reproduction time is same with saved motion. However, in these studies, velocity
and force errors occur in the moment of first contact, because these methods have priority on the same
finishing time of motion reproduction. In contact motion, reducing the force error is more important than
correspondence of the finishing time between saved data and reproduced motion. Actually, accuracy
is more required than production speed in production site. A method by time-scaling has also been
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Fig. 5-1: Overview of the position/force hybrid control.
proposed [29]. This method can reduce force error by changing the speed of reproduction time. However,
velocity and force errors still occur in the moment of first contact, because it is the method based on
position information. Also, this method spends time before suppressing force error, because it changes
the speed of reproduction time.
In this section, time-adaptation control is proposed for force error suppression. The method has the
highest priority on eliminating force error; by lowering the priority on the time correspondence, the
reproducibility of the contact motion is improved. By using this method, even when the location of
the environment is changed, it is possible to reproduce the same reaching velocity at the moment of
first contact. Then, force error in motion reproduction is suppressed immediately. The proposal in this
dissertation will be expected to achieve dexterous motion for the production of high-quality products in
the manufacturing site.
5.2 Position/Force Hybrid Control
In this section, the position/force hybrid control is introduced. Overview of the position/force hybrid
control is shown in Fig. 5-1.
5.2.1 Bilateral Control
The control system is composed of two actuators and an acceleration-based bilateral control [19–
21] is implemented. An actuator that contacts with human is called a master system, and another one
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that contacts with environment is called a slave system. In order to achieve acceleration control with
robustness, the DOB is implemented in the master and slave systems. Also, the RFOB is implemented
in each system. The external force can be estimated by the RFOB. The bilateral control has two control
goals as follows:
xMres − xSres = 0, (5.1)
FMext + F
S
ext = 0. (5.2)
The subscripts M and S represent the master system and the slave system, respectively. The (5.1) and
(5.2) represent synchronization and reproduction of action-reaction law, respectively. In order to achieve
the bilateral control, the systems are controlled in modal space. To transform values from real space to
the modal one, the Hadamard matrix [102] is used as follows:
H2 =
1
2
[
1 1
1 −1
]
. (5.3)
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By using the Hadamard matrix, the position and force information is transformed into the modal space
as follows: [
xC,svres
xD,svres
]
= H2
[
xM,svres
xS,svres
]
, (5.4)
[
FC,svext
FD,svext
]
= H2
[
FˆM,svext
Fˆ S,svext
]
, (5.5)
where the subscripts C, D and sv represent the common mode, differential mode and saved value in
the bilateral control, respectively. In the modal space, position response in differential mode and force
response in common mode are controlled. The former is controlled by position regulator to attain (5.1).
The latter is controlled by force servoing to attain (5.2). These controllers are described as follows
x¨C,svref = −CfFC,svext , (5.6)
x¨D,svref = −Cp(s)xD,svres = −
(
Kp +
sgpd
s+ gpd
Kd
)
xD,svres , (5.7)
where Cf , gpd,Kp andKd denote the force gain, cut-off frequency of derivative controller, proportional
gain and derivative gain of position regulator, respectively. The reference values of acceleration in real
space is calculated by inverse Hadamard transformation as follows[
x¨M,svref
x¨S,svref
]
= H −12
[
x¨C,svref
x¨D,svref
]
. (5.8)
Accordingly, bilateral control between the master and slave systems is conducted. Fig. 5-2 shows the
block diagram of bilateral control. An environmental impedance is modeled by spring and damper as
Ze(s) = Des+Ke, (5.9)
where De and Ke represent the damping coefficient and the stiffness, respectively. In bilateral control,
time-series data of position, velocity and force responses are stored.
5.2.2 Motion Reproduction
In the motion reproduction, there is only one actuator in which acceleration control is implemented.
The other actuator is replaced by the saved master data. Three control goals for the motion reproduction
– 175 –
CHAPTER 5 SKILL EXTRACTION BASED ON MOTION-COPYING SYSTEM
are expressed by
xS,svres (tld)− xS,ldres (t) = 0, (5.10)
F S,svext (tld)− Fˆ S,ldext (t) = 0, (5.11)
tld − t = 0, (5.12)
where the subscript ld means the reproduced value. In order to achieve the perfect motion reproduction,
these equations always must be established. Eqs. (5.10) and (5.11) mean the reproduction data of
positions and force correspond to the saved one, respectively. Eq. (5.12) means the flow of time bilateral
control and motion reproduction is same. tld denotes
tld = t+ tsf , (5.13)
tld ∈ [t strld , t finld ], (5.14)
where the superscripts str and fin denote the starting time and finishing time of motion, respectively.
The subscript sf stands for shifting time of motion reproduction. Moreover, tsf should be constant for a
period of the contact motion.
5.3 Time-adaptation Control in SDOF System
This section describes the proposed method of time-adaptation control. The conventional motion re-
production can reproduce the motion completely, when there is no change in the location of environment.
Since the correspondence of both position and force at the same time is physically impossible, when the
environmental location is changed, it is necessary to prioritize the control goal. In the case of contact
motion, the most important factor is reducing the force error between saved data and loaded data. How-
ever, most of the previous researches have priority on the finishing time of motion reproduction whose
objective is shown in (5.12). Therefore, velocity error and force error occur in starting time of contact.
5.3.1 Principle of Time-adaptation Control
The proposed method has the highest priority on eliminating force error. Since the approaching ve-
locity to the object is the important factor for force in the moment of first contact, the objective shown in
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(5.10) is modified as
v resS,sv(tld)− v resS,ld(t) = 0, (5.15)
where v expresses velocity. Overview of the proposed method is shown in Figs. 5-3 and 5-4. In Figs.
5-3 and 5-4, Fth denotes threshold value for time adaptation. Then, the superscript err stands for error
value.
Fig. 5-3 shows the case when the distance between the actuator and environment is short. When the
distance is short, reaction force appears faster than the time in saved data. Therefore, force error becomes
positive when the saved action force applied by human F extS,sv is negative. When the force error exceeds
Fth, a time-adaptation controller works to suppress the force error. Fig. 5-4 shows the case when the
– 177 –
CHAPTER 5 SKILL EXTRACTION BASED ON MOTION-COPYING SYSTEM
Work Space
H
2
-1
Modal Space
Environment
Slave System
with DOB and RFOB
Motion
Data Memory
H
2
2
Time-adaptation
Controller
H
Fig. 5-5: Block diagram of the proposed motion reproduction in SDOF system.
Time-adaptation
Algorithm
Time-adaptation Controller
Fig. 5-6: Block diagram of the time-adaptation control in SDOF system.
distance is long. In this case, the force error becomes negative conversely. When the force error is less
than −Fth, a time-adaptation controller works to suppress the force error.
The block diagram of the time-adaptation control is shown in Fig. 5-5. Concretely speaking, the
time-adaptation controller shifts the time of motion reproduction data according to the force error. Fig.
5-6 shows the structure of the time-adaptation. In Fig. 5-6, gt means the cut-off frequency of the low-
pass filters for time adaptation. A time-adaptation algorithm is shown in Fig. 5-7. In Fig. 5-7, a and
ts denote hysteresis coefficient and sampling time, respectively. This coefficient is set more than 0, less
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Fig. 5-7: Structure of the time-adaptation algorithm.
Table 5.1: Parameter values used for simulations.
Parameters Descriptions Value
Ts Sampling time 0.0001 s
Ktn Nominal force coefficient 33.0 N/A
Mn Nominal mass 0.5 kg
Khump Proportional gain of virtual human 1000
Khumd Differential gain of virtual human 20
Cf Force gain 5
gdis Cut-off frequency of the DOB 5000 rad/s
greac Cut-off frequency of the RFOB 5000 rad/s
gt Cut-off frequency of time-adaptation 100 rad/s
Fth Threshold of time-adaptation controller 0.1 N
Ke Environmental stiffness 5000 N/m
De Environmental damping coefficient 500 Nɾs/m
than 1. Therefore, the time-adaptation loop is continued until force error |F extC,ld | is suppressed less than
|Fth × a |. By using this algorithm, force error is suppressed immediately.
In the time-adaptation control, the value of shifting time must converge in accordance with the chang-
ing length of environmental location. In the case of containing large impact force or large velocity noise,
the shifting time may not converge to optimal value. In the former case, the impact force can be reduced
by a low-pass filter in Fig. 5-6. The force information passed this filter F cmpD is used only to shift
loading-time. Therefore, it does not affect to sensitivity of position/force hybrid control. It only affects
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Fig. 5-8: Saved data of position (simulation) in SDOF system.
to the response of time shift to adapt environmental location change. In the latter case, the velocity error
can be reduced by the pseudo-differentiator for velocity response calculation. The low-pass filter of the
pseudo-differentiation can reduce the noise of velocity.
5.3.2 Simulations in SDOF System
Simulation Setup in SDOF System
In order to verify the validity of the proposed method, simulations are conducted. The simulation
program is implemented by Visual Basic. In bilateral control phase, operational force by human is gen-
erated using an additional virtual motor connected to the master system. For the virtual motor, position
PD controller is implemented, and following trajectory command xcmd is applied
xcmd =


0.02
t
1.5
(0 ≤ t < 1.5)
−0.02 t− 1.5
1.5
+ 0.02 (1.5 ≤ t ≤ 3)
. (5.16)
Also, in the motion reproduction phase, the location of an environment is changed to three positions:
same as the bilateral control phase, 3 mm nearer than the bilateral control phase, and 3 mm further than
the bilateral control phase. Parameter values used for the simulations are shown in Table 5.1.
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Fig. 5-9: Saved data of force (simulation) in SDOF system.
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Fig. 5-10: Position response in reproduction (simulation) in SDOF system.
Simulation Results in SDOF System
The simulation results are shown in Figs. 5-8 to 5-11. Figs. 5-8 and 5-9 show the saved motion data.
Figs. 5-10 and 5-11 show the motion reproduction results by using the proposed method. From Figs.5-9
and 5-11, since the waveform shapes of force responses are the same, motion reproduction is achieved
perfectly. In the proposed method, the gradients of position variations are same for all cases, as shown
in the circled area in Fig. 5-10. Therefore, in Fig. 5-11, impact forces are same even when the location
of the environment is changed.
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Fig. 5-11: Force response in reproduction (simulation) in SDOF system.
5.3.3 Experiments in SDOF System
In this section, the validity of the proposed method is confirmed by experiments. In this dissertation,
the velocity-based method [27], time-scaling method [29] and the proposed method are compared.
Experimental Setup in SDOF System
Fig.5-12 shows the experimental setup in a SDOF system. There are two systems: the master system
and slave system. Each system consists of a linear motor, a linear guide and a linear encoder. In bilateral
control phase, a human operator manipulates the master system, and the slave system contacts with
an environment. In the motion reproduction phase, only the slave system is used. The location of
environment is changed to 5 mm further and 5 mm nearer than the bilateral control phase. Parameter
values of the proposed method used for the experiments are shown in Table 5.2. Parameter values of the
time-scaling method used for the experiments are shown in Table 5.3.
Experimental Results in SDOF System
Figs. 5-13 and 5-14 show the results that the environmental location is further and nearer, respectively.
There are two contact motions. In the contact motion, it is most important to have the same force response
with the saved data for the task achievement. The influence of the location change appears at the time of
the first contact. The force error does not occur in any method at second contact, because the adaptation
is completed in first contact.
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Fig. 5-12: Experimental setup of SDOF system.
Table 5.2: Parameters of the time-adaptation control in SDOF system.
Parameters Descriptions Value
Ktn Nominal torque coefficient 40 N/A
Mn Nominal mass 0.3 kg
Kp Proportional gain 10000
Kd Differential gain 200
Cf Force gain 5
gdis Cut-off frequency of the DOB 1000 rad/s
greac Cut-off frequency of the RFOB 1000 rad/s
gv Cut-off frequency of pseudo-differentiation for velocity calc. 1000 rad/s
gt Cut-off frequency of time-adaptation 50 rad/s
Fth Threshold of time-adaptation controller 0.1 N
a Hysteresis coefficient 0.5
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Fig. 5-13: Experimental results (environmental location +5 mm) in SDOF system.
The comparison of force responses at the moment of first contact is shown in Fig. 5-15. In Fig. 5-15,
time axis is fitted to compare the waveforms of forces. From Fig. 5-15, it turns out that the waveform
of reproduction force becomes the most similar with the saved data in the case of the proposed method.
The conventional methods have force error at the moment of the first contact. Therefore, it is able to say
that the accurate motion reproduction is achieved by the time-adaptation control and the validity of the
proposed method is verified.
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Fig. 5-14: Experimental results (environmental location −5 mm) in SDOF system.
Table 5.3: Parameters of the time-scaling method.
Parameters Descriptions Value
Ktn Nominal torque coefficient 40 N/A
Mn Nominal mass 0.3 kg
Kp Proportional gain 10000
Kd Differential gain 200
Cf Force gain 5
gdis Cut-off frequency of the DOB 1000 rad/s
greac Cut-off frequency of the RFOB 1000 rad/s
ghpf Cut-off frequency of position compensation 40 rad/s
k Feedback gain of time-scaling 0.001 m/s2
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Fig. 5-15: Comparison of force responses.
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Fig. 5-16: Overview of motion loading in MDOF system.
5.4 Time-adaptation Control in MDOF System
In this section, the time-adaptation control in an MDOF system is introduced [31]. This method can
contact to an environment by separately controlling force and position in the desired axes. The proposal
can be achieved by hybrid-spatial value that mixed position and velocity information. Fig. 5-16 shows
the overview of motion loading in an MDOF system. The motion-loading system is actuated based on
human’s saved motion data. The human’s motion data are stored by the motion-saving system.
5.4.1 Motion-saving System in MDOF System
The motion-saving system is based on bilateral control [19–21]. In order to achieve bilateral control,
acceleration control based on the DOB is constructed. Bilateral control can divide human action force
and environment reaction force. These forces are estimated by the RFOB [59]. Here, control goals of
motion-saving system are as follows:
xMres − xSres = 0, (5.17)
fMext + f
S
ext = 0, (5.18)
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Fig. 5-17: Block diagram of motion-saving system.
where x and F denote the position vector and force vector on the Cartesian coordinate, respectively.
This dissertation discusses about the motion in the work space. In order to achieve the control goals
(5.17) and (5.18), the systems are controlled in the modal space. There are two modes in the modal
space: common mode and differential mode. Transformation to the modal space from the work space is
calculated by transformation matrix T as follows:
T2 =
1
2
[
I I
I −I
]
, (5.19)
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Fig. 5-18: Block diagram of motion-loading system.
where I is the unit matrix. By using the transformation matrix, the position and force information are
transformed to modal space shown as:[
x
C,sv
res
x
D,sv
res
]
= T2
[
x
M,sv
res
x
S,sv
res
]
, (5.20)
[
f
C,sv
ext
f
D,sv
ext
]
= T2
[
fˆ
M,sv
ext
fˆ
S,sv
ext
]
. (5.21)
The position value is controlled by position regulator. The force value is controlled by force servoing.
These controllers are described as follows:
x¨
C,sv
ref = Cff
C,sv
ext , (5.22)
x¨
D,sv
ref =
(
Kp +
sgpd
s+ gpd
Kd
)
xD,svres , (5.23)
where Cf , Kp, gpd andKd express the force gain, proportional gain, cut-off frequency of derivative and
derivative gain of position regulator, respectively. The subscript ref represents reference value. By using
these controllers, the acceleration reference values can be calculated in the modal space. The reference
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Fig. 5-19: Block diagram of motion-loading system with time adaptation.
values of acceleration in work space are calculated by the inverses transformation matrix as follows:[
x¨
M,sv
res
x¨
S,sv
res
]
= T−12
[
x¨
C,sv
res
x¨
D,sv
res
]
. (5.24)
Accordingly, the bilateral control is achieved. The block diagram of the motion saving in an MDOF
system is shown in Fig. 5-17. In Fig. 5-17, Ze(s) stands for environmental impedance. In the motion-
saving system, time-series data are stored as the human’s motion data: such as position, velocity and
force information.
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Fig. 5-20: Block diagram of time-adaptation control.
5.4.2 Motion Loading in MDOF System
In the motion-loading system, only the slave system is used. The master system is replaced by saved
human’s data. The control goals of the motion loading are expressed by
xS,svres (tld)− xS,ldres (tld) = 0, (5.25)
−fS,svext (tld) + fˆS,ldext (tld) = 0, (5.26)
tld − t = 0. (5.27)
Here, tld denotes as (5.14). The block diagram of the motion loading in an MDOF system is shown in
Fig. 5-18.
5.4.3 Time-adaptation Control in MDOF System
Then, the time-adaptation control in an MDOF system is proposed. The control goals of the time-
adaptation control in an MDOF are as
Sx˙S,svres (tld)− Sx˙S,ldres (t) = 0, (5.28)(
I − S
)
xS,svres (tld)−
(
I − S
)
xS,ldres (t) = 0, (5.29)
−SfS,svext (tld) + SfˆS,ldext (t) = 0, (5.30)
tld − t = 0, (5.31)
where v and S denote the velocity vector and selection matrix. When the environment location is
changed from the saved one, the normal direction force on the environment contact surface is impor-
tant. The selection matrix is designed as a diagonal matrix so that elements are more than zero less than
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1. Because the importance is different by each axis, it is necessary to define this selection matrix. When
an element is set to zero, this axis controls the position information. On the contrary, when a element
is set to 1, this axis control the velocity information. Namely, this element stands for the axis that the
force is important for contact task. Therefore, the force information on this axis is used for calculating
the shift time. In the case of the calligraphy robot shown in Fig. 5-16, the most important thing is Z-axis
force. Therefore, the selection matrix is designed as follows:
h =

 hxhy
hz

 = S

 x˙xx˙y
x˙z

+ (I − S)

 xxxy
xz

 , (5.32)
S =

 0 0 00 0 0
0 0 1

 , (5.33)
where h denotes the vector of spatial-hybrid value. The subscripts x, y and z express X-axis value,
Y-axis value, and Z-axis value, respectively. By using the selection matrix S, arbitrary time-adaptation
control can be achieved in anMDOF system. The block diagram of the motion-loading system with time-
adaptation in an MDOF system is shown in Fig. 5-19. The block diagram of time-adaptation controller
in an MDOF system is shown in Fig. 5-20.
5.4.4 Experiments in MDOF System
In order to verify the validity of the proposed method, experiments are conducted. In the experiments,
the hitting task was conducted. In the case of the hitting task, the force of Z-axis and the position of X-Y
plane are important. Therefore, the selection matrix (5.33) can be designed same with the calligraphy
task.
Experimental Setup in MDOF System
Fig. 5-21 shows the experimental setup in the MDOF system. Maseter and slave systems have three
degrees of freedom. Z axis movement is achieved by a linear motor. X-Y plane movement is achieved
by parallel-link mechanism and two direct-drive motors. The transformation from the joint plane to the
work plane is calculated by direct kinematics and Jacobian matrix expressed by
x = G(q), (5.34)
f = J−Taco τ , (5.35)
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Fig. 5-21: Experimental setup of MDOF system.
where q and τ denote the angle-information vector and torque vector, respectively. As the end effector,
a rubber (Fig. 5-22) is set at the front end of the Z-axis on the slave system. In this experiment, contact
motion is saved as shown in Fig. 5-23. During the experiments, the slave system contacts to the environ-
ment three times. At the first contact, soft pushing is saved. At the second, hard pushing is conducted.
Finally, fluctuation contact is input. Parameters of the time-adaptation control in the MDOF system are
shown in Table 5.4.
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Fig. 5-22: End effector for experiment of MDOF system.
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Fig. 5-23: Procedure of contact in MDOF system.
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Fig. 5-24: Environmental location in experiments of MDOF system.
Experimental Results in MDOF System
The motion loading are conducted with the saved data that is described above. In these experiments,
two situations are compared; one is that the environment is located at the same place as the saved phase,
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Table 5.4: Parameters of the time-adaptation control in MDOF system.
Parameters Descriptions Value
Kp Proportional gain 10000
Kd Differential gain 200
Cf Force gain 3.5
gdis Cut-off frequency of the DOB 100 rad/s
greac Cut-off frequency of the RFOB 100 rad/s
gt Cut-off frequency of time-adaptation (Master) 5000 rad/s
Fth Threshold of time-adaptation controller 0.4 N
a Hysteresis coefficient 0.5
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Fig. 5-25: Experimental results in same location with the conventional method.
and the other is the case where the location is inclined. These locations are shown in Fig. 5-24. Also,
two control methods are compared; position-based motion loading as the conventional method and the
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Fig. 5-26: Experimental results in same location with the proposed method.
proposed method. Figs. 5-25 to 5-28 show the experimental results. In the case of same location, position
and force errors are very small, then precise tack can be reproduced. From this figure, it can be confirmed
that good results can be obtained in any method. On the other hand, the result in the case of different
location from saved mode is discussed in the following. In this case, it turns out that the conventional
method has large force error. Fig. 5-30 shows the comparison of force waveform. At the first contact,
large reaction force is generated from environment, because the actuator tries to push the environment
even after contact. Conversely, the actuator cannot reach to the environment at the third contact, because
the contact surface is further than the saved one. Fig. 5-29 shows the time-shift response. In the proposed
method, force waveform is same as the saved shape, therefore it is confirmed that the accurate contact
motion was achieved.
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Fig. 5-27: Experimental results in different location with the conventional method.
5.5 Summary of Chapter 5
In Chapter 5, the time-adaptation control for motion reproduction was proposed for adapting to vari-
ations of environmental location. The proposed method has the highest priority on eliminating force
error, and the reproducibility of the contact motion was improved. By using the propose method for
manufacturing site, objects will be processed by the same force even when the location of environment
is different. Thus, improvement of productivity is expected. Firstly, the validity of the proposed time-
adaption control was confirmed in the SDOF system. Then, the time-adaption control was expanded to
the MDOF system. In order to decide the most important information for target task, the select matrix
was designed in the MDOF system.
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Fig. 5-28: Experimental results in different location with the proposed method.
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Fig. 5-29: Time-shift response.
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Chapter 6
Knowledge Abstraction Based on Element
Description Method
6.1 High-accuracy Powder Filling Control Based on the EDM
6.1.1 Powder Filling Machine
In our lives, a wide variety of powders are distributed in various fields such as foods, medicines and
paints. “Filling technology” is required to fill a container with a predetermined amount of powder when
flowing powder. In the food industry, when delivering powder, the content amount is specified in the
package and it is necessary to fill the contents so that it is not less than the content amount. Inevitably,
variations occur in the filling amount of the powder. Therefore, when filling is performed, the average
filling amount is set to be larger by taking the variation into consideration. In recent years there has
also been a background of rising raw material costs, etc. In order to reduce the overfilling amount,
improvement of filling accuracy is strongly desired. Various powders are also used as raw materials
for industrial products, and when the filling amount of powder varies at the time of manufacture, the
quality of the product changes, and therefore high-precision powder filling technology is required. In
this chapter, for the purpose of improving the filling accuracy in an auger-type powder filling machine,
visualization of the powder physical properties and control based thereon were carried out.
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Structure of Auger-type Powder Filling Machine
The structure of an auger-type powder filling machine is shown in Fig. 6-1. The auger-type filling
machine is a device which encloses a spiral screw (auger) with a casing called funnel and discharges
powder and granular material by rotational movement of the auger. The agitator is a device which
agitates the powder in the hopper and promotes the entry of the powder into the auger while keeping
the state of the powder as uniform as possible. The high-speed agitator rotates synchronously with the
auger by the auger motor and the low-speed agitator is structured to be able to rotate independently by
the low-speed agitator motor. In general, the charged amount of the powder is set by the rotation amount
of the auger and is driven by position control in accordance with a predetermined angle, angular velocity,
and angular acceleration designed in advance. However, with respect to powder, the physical properties
of the powder change gradually due to various factors such as difference in such as changes in external
environments, variations of physical properties of raw materials, and daily differences of manufacturing
processes. Since the filling amount varies depending on the change, the sensory evaluation by a skilled
worker and the fine adjustment of the machine parameters based on it are required at present. Although
a method has been proposed in which the fluidity index and the floodability index are calculated from
powder parameters such as angle of repose, angle of spatula, degree of agglomeration and degree of
compression, and the state of powder is quantitatively grasped based on the index. Since it takes time to
perform one measurement, it is difficult to grasp the powder physical properties that change frommoment
to moment, and the current situation is generally used for powder quality control and the like. In this
dissertation, powder physical properties based on force information during powder filling is measured,
and improved control of powder-filling accuracy by performing control based on it is proposed.
In general, the charged amount of the powder is set by the rotation amount of the auger and is driven by
position control in accordance with angle, angular velocity, and angular acceleration designed in advance.
This is the control based on the premise that the state of the powder is always constant. However,
with respect to powder, the physical properties of the powder change gradually due to various factors
such as difference in such as physical properties of raw materials, change in external environment, and
variation in manufacturing process. Hence, the sensory evaluation by a skilled technician and the fine
adjustment of the machine parameters based on it are required at present. There is also a method of
feeding back the weight in real time, and by using this method, it is possible to fill the powder with high
accuracy. However, since it takes time to perform one filling operation, the production speed becomes
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Fig. 6-1: Structure of auger-type powder filling machine.
slow. Therefore, in this dissertation, a new method to estimate the state of the powder and control
the rotation amount of the motor is proposed. By using the proposed method, filling accuracy can be
improved without decreasing production speed.
6.1.2 Visualization of Powder Loading
Detection of Powder Load Torque
When extracting the load of the powder with the auger-type powder filling machine, the sensing by the
force sensor or the torque sensor increases the risk of contamination, which is undesirable. Therefore,
in this research, the load torque estimation is performed by using the RFOB. Since the RFOB does not
need to use an additional sensor, it is possible to extract the powder load information without increasing
the risk of contamination. The external torque for the auger motor and the low-speed agitator motor is
calculated as
τext = τl + τfric + τv, (6.1)
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where τext, τl, τfric, and τv represent the external torque, load torque, friction torque, viscous torque,
respectively. The auger-type powder filling machine is sealed to the shaft so as to prevent entry of powder
into the motor section and mixing of grease in the motor section into the powder. Therefore, friction
torque and viscous torque are generated, which affects the powder load torque estimation accuracy. In
order to implement the RFOB with high accuracy, it is necessary to estimate the values of τl and τv with
high accuracy. Therefore, the DOB was implemented on the auger-type powder filling machine, and the
disturbance estimated value in free motion without powder in the hopper, the friction torque, viscous
torque was identified by the following model
τˆfric = Asgn(ω), (6.2)
τˆv = Dmω. (6.3)
Based on this identification result, it is possible to calculate the compensation value τˆl and τˆv of the
RFOB. The block diagram of the RFOB is as shown in Fig. 2-28.
6.1.3 High Precision Filling Control Based on Powder Physical Properties
The amount of powder charged in the auger-type powder filling machine is expressed as
Wp = ηρ
∫ T
0
ωresdt× π(D − d)2(H − h), (6.4)
where Wpɼη, ρ, ω, D, d, H , and h represent the filling amount g, filling efficiency, powder density
g/m3, funnel inner diameter m, auger inner diameter m, auger pitch m, flight thickness m, respectively.
SinceD, d, andH are the fixed parameters, ω and T are the configuration parameters variations in filling
amount are caused by the nominal errors of η and ρ. In other words, to improve the filling accuracy, it is
found that it is a problem to design ω and T which estimates the nominal errors of η and ρ, and cancels
them. Here, the product of η and ρ are defined as filling coefficientK.
K , ηρ. (6.5)
Then, D, d, H , and h can be summarized as follows:
V , π(D − d)2(H − h), (6.6)
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where Vm3 refer to the output volume per auger revolution. From the above equations, (6.4) can be
simplified using the filling coefficientK as follows:
Wp = V K
∫ T
0
ωresdt = V Kθn. (6.7)
Since D, d, H , and h are the fixed machine parameters, ω and T are set parameters, V and θn rad are
known parameters. In other words, it can be seen that the variation of the filling amount W occurs due
to an error between the nominal value ofK and the actual value as follows:
Wp +∆W = V (Kn +∆K)θn, (6.8)
where Kn and ∆K represent the nominal values and error value of the filling coefficient, respectively.
Therefore, in order to improve the filling accuracy, it is necessary to estimate the error∆K and calculate
the corrected amount of rotation ∆θ rad. The compensation calculation is expressed as
Wp = V (Kn +∆K)(θn +∆θ). (6.9)
By modifying the equation (6.9), the corrected amount of rotation is derived as follows:
∆θ =
∆K
Kn +∆K
θn. (6.10)
Therefore, filling control with high accuracy can be achieved by predicting the error of the filling coeffi-
cient.
6.1.4 High-precision Filling Control Based on Regression Analysis
Single regression analysis
Firstly, as a method of predicting the filling coefficient, a method based on a single regression anal-
ysis is explained. As an example, a single regression analysis using agitator torque information τaji is
described here. The estimation formula of the filling coefficient K using the agitator torque τaji as an
explanatory variable is shown as
Kˆ = βˆ1τaji + βˆ0, (6.11)
where β1 and β0 are the slope and DC component of the regression line, respectively. The regression
line is calculated from the time series data of τaji and V by calculating the filling coefficient Vi from the
– 204 –
CHAPTER 6 KNOWLEDGE ABSTRACTION BASED ON ELEMENT DESCRIPTION METHOD
auger rotation amount θi at the time of filling and the filling amountWi. The regression coefficients are
calculated as
βˆ1 =
Sxy
Sxx
, (6.12)
Sxy =
N∑
i=1
(xi − x¯)(yi − y¯), (6.13)
Sxx =
N∑
i=1
(xi − x¯)2, (6.14)
βˆ0 = y¯ − βˆ1x¯, (6.15)
where N , x, y, Sxy, and Sxx denote the number of data, an explanatory variable , the objective variable,
the covariance of τaji and K, and the variance of τaji, respectively. In this case, x and y refer to τaji and
V , respectively. By substituting ∆K = Kn − Kˆ into (6.10) expression, the corrected rotation amount is
obtained.
Multiple Regression Analysis
By extending the above-mentioned method to multivariate and performing correction by multiple
regression analysis, further improvement in filling accuracy is expected. Assuming that the number
of parameters used for multiple regression analysis is p, the estimation of the filling coefficient K by
multiple regression analysis is as follows:
Kˆ =
p∑
j=1
βˆjxj + βˆ0. (6.16)
Here, βˆj and xj represent the partial regression coefficients and explanatory variables, respectively.
Firstly, the covariance matrix of each parameter is derived.
S =


S11 S12 · · · S1p S1y
S21 S22 · · · S2p S2y
...
...
. . .
...
...
Sp1 Sp2 · · · Spp Spy
Sy1 Sy2 · · · Syn Syy

 , (6.17)
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Sjj =
∑
(xji − x¯j)2, (6.18)
Sjk = Skj =
∑
(xji − x¯j)(xki − x¯k), (6.19)
Syy =
∑
(yi − y¯)2, (6.20)
Sjy = Syj =
∑
(xji − x¯j)(yi − y¯). (6.21)
By using the inverse matrix of the covariance matrix, the partial regression coefficients are derived as
follows: 

βˆ1
βˆ2
...
βˆp

 = S−1


S1y
S2y
...
Spy

 , (6.22)
βˆ0 = y¯ −
p∑
j=1
βˆnx¯n. (6.23)
Here, variable selection is made to increase the reliability of the regression equation. The variable reduc-
tion method is used for variable selection. The residual sum of squares of the regression equation Se, the
coefficient of determination R2, and the unbiased variance Ve are calculated as follows:
Se =
N∑
i=1
(Ki − Kˆi)2, (6.24)
R2 = 1− Se
Syy
, (6.25)
Ve =
Se
n− p− 1 . (6.26)
The standard deviation and t value of the partial regression coefficient are
SEj =
√
S−1jj Ve, (6.27)
tj =
βˆj
SEj
. (6.28)
Then, exclude the explanatory variable that minimizes |tj | from the explanatory variable, and derive the
regression equation again. Repeat this process and finally finish the regression analysis when all |tj |
becomes 2 or more. Estimate the filling factor using the regression equation at that time, and calculate
increase/decrease time ∆θ.
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Fig. 6-2: Block diagram of high precision filling control based on the EDM.
6.1.5 High Precision Filling Control Based on the EDM
In this part, high precision powder filling based on the EDM is proposed. Fig. 6-2 depicts a block
diagram of high precision filling control based on the EDM. In this control, time series data for each trial
is handled. The input data to the element matrix are automatically selected from parameters related to
powder filling. In this section, overall abstraction using multidirectional element matrix is applied. The
sum of the outputs from the element matrix is treated as the estimated filling coefficient.
6.1.6 Experiments of Powder Filling
Experimental Machine
In order to confirm the validity of the proposed method, experiments are conducted. Fig. 6-4 shows
the experimental setup. Soybean flour is used as a sample, and the target weight of filling is set 300
g. The method of extracting the state value used for predicting the filling coefficient will be described
below. Parameters of the GA for powder filling system are shown in Table 6.1.
Load Torque of Powder
In order to extract load torque of the sample powder, the RFOB is implemented. Fig 6-3 shows the
block diagram of the RFOB. τˆload,Q2(s),D, and Fc refer to the load torque of powder, cut-off frequency
of the low-pass filter for the RFOB, viscosity coefficient, and coulomb friction, respectively. Then, the
maximum value of load torque τmax(N) and the mean value of load torque τmean(N) are calculated as
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Fig. 6-3: Block diagram of the RFOB for powder filling machine.
follows:
Ncyc ,
Tcyc
Ts
, (6.29)
τmax(N) = max
NcycN≤n≤Ncyc(N+1)
τˆload(Tsn), (6.30)
τmean(N) =
1
Ncyc
Ncyc∑
n=1
τˆload
{
Ts(NcycN + n)
}
, (6.31)
whereNcyc, Tcyc, Ts, andN stand for the sampling number per one filling cycle, total time of one filling
cycle, sampling time, and trial number of filling, respectively.
Viscosity and Equivalent Inertia of Powder
In this study, the viscous term and the inertia term of the powder is focused as powder physical
properties that affect the filling accuracy. Based on the powder load torque estimated by the RFOB
and the motor angle obtained from the encoder, the viscosity term and the inertia term of the powder
were extracted using the recursive least squares method. The viscosity and equivalent inertia of powder
are calculated using the angular velocity response and load torque. The relationship among the angular
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velocity, load torque, viscosity, and equivalent inertia are expressed as follows:
τload = Jpω˙res +Dpωres, (6.32)
z = [Dp Jp]
T . (6.33)
The recursive least square method was applied as follows to extract the above powder physical properties.
P(k+1) =
1
µ
{
P(k) +
P(k)m(k+1)m
T
(k+1)P(k)
µ+mT(k+1)P(k)m(k+1)
}
, (6.34)
zˆ(k+1) = zˆ(k) +
P(k)m(k+1)
µ+mT(k+1)P(k)m(k+1)
ǫ, (6.35)
ǫ = τload(k+1) −mT(k+1)zˆ(k), (6.36)
m(k) = [ωres(k) ω˙res(k)]
T , (6.37)
where P and µ represent the coefficient matrix and forgetting factor, respectively. The recursive least
squares method makes it possible to visualize successively varying powder physical properties, which
was conventionally difficult. From time-seriesDp and Jp,Dmax(N),Dmean(N), Jmax(N), and Jmean(N)
are calculated using (6.30) and (6.31).
Start Angle and Rest Time
The start angle of auger and agitator in starting time is recorded. Also, break time from previous filling
motion is saved. By the method described above, the following state variables are prepared.
xaug(N) =
[
τaugmax(N) τ
aug
mean(N) D
aug
max(N) D
aug
mean(N)
Jaugmax(N) J
aug
mean(N) θ
aug
ini (N) T
aug
rest (N)
]T
, (6.38)
xagi(N) =
[
τagimax(N) τ
agi
mean(N) D
agi
max(N) D
agi
mean(N)
Jagimax(N) J
agi
mean(N) θ
agi
ini (N)
]T
, (6.39)
where, x, θini, and Trest express parameter vector, the start angle, and rest time, respectively. The super
scripts aug and agi refer to the auger parameters and agitator parameters, respectively. The actual filling
coefficient K is estimated from these parameters. In this study, constant rotation amount (13 rev.) as
the conventional method 1, the filling coefficient prediction by multiple regression analysis (MRA) as
the conventional method 2, and the filling coefficient prediction by the EDM as the proposed method are
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Fig. 6-4: Experimental machine.
Table 6.1: Parameters of the GA for powder-filling system.
Description Value
Population size 8
Crossover rate 0.7
Mutation rate for element code 0.2
Mutation rate for element parameter 0.2
compared. The prediction equation is calculated using time-series data. Actual filling coefficient can be
calculated after filling motion using revolution amount ans powder weight,
K(N) =
W (N)
θnV
. (6.40)
6.1.7 Experimental Result of Powder Filling
The regression equation of the filling coefficient estimation by MRA was derived as follows:
Kˆ(N) = 38.7τaugmean(N)− 0.00203θagiini (N) + 20.0. (6.41)
The explanatory variables were selected by Stepwise regression. Also, prediction equation of the filling
coefficient by the EDM was estimated. The results of the optimization by the EDM is shown in Tables
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Fig. 6-5: Extracted model for powder filling machine by the EDM.
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Fig. 6-6: Fitness response of the EDM for powder filling machine.
6.2. From these results, Fig. 6-5 is derived as prediction procedure. Fig. 6-6 shows fitness value response
of the EDM. It can be seen that the fitness value decreases with the number of evolution.
Fig. 6-7 expresses comparison of filling weight. The mean value µ and the standard deviation σ are
calculated from Fig. 6-7. Table 6.3 shows the comparison of filling accuracy estimation. From Table 6.3,
it can be seen that standard deviation of the proposed method is the smallest in these methods. Therefore,
the validity of the proposed method was confirmed.
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Table 6.2: Abstraction results of powder filling system.
τaugmean COS P P
Mean torque (auger) Cosine wave Gain Gain
– a2 = 4.95 a3 = 5.07
Trest P SIN POW
Rest time Gain Sine wave Power
a4 = 5.35× 103 – a6 = 3.06
θagiini TANH POW IN
Initial angle (agitator) Hyperbolic tangent Power Invert
– a8 = 7.63× 107 –
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Fig. 6-7: Comparison of filling weight.
Table 6.3: Comparison of filling accuracy.
Method µ [g] σ [g]
conv. 1 314.14 10.12
conv. 2 311.33 9.47
prop. 303.23 7.90
6.2 Summary of Chapter 6
Chapter 6 introduced the high-precision powder filling method. The powder-filling machine was used
as an example of machines that are being adjusted by skilled worker and knowledge of experts. The con-
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trol was achieved by adaptation control based on filling coefficient prediction. The prediction equation
was derived by the EDM. Since the EDM can deal with nonlinear function, it can also be applied to a
system containing many nonlinear elements such as powder. Also, it becomes possible to extract skilled
worker’s knowledge by mathematical formula. The proposed method can give the abstracted intelli-
gence as the initial value of the next learning even when the raw material and surrounding environment
change or when the target powder changes. By using the proposed method, inheritance of intelligence in
industrial machinery was achieved.
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This dissertation proposed system abstraction based on the EDM. There are two general optimization
methods; one is a model-based method and the other is a data-based method. Although the physical
meaning of the model-based method is obvious, there is a problem that the result is restricted to a prede-
termined model. The data-based method is not limited to the model because there is no need to determine
the model in advance; however, there is a problem that interpretation of the physical meaning is diffi-
cult. Since the proposed EDM does not need to determine a model in advance, it is not subject to model
constraints, and it is also possible to interpret the physical meaning of the result obtained. Therefore, it
is possible to extract an important governing equation in the target system, and the system is abstracted.
This suggests the possibility to formalize knowledge, which was regarded as tacit knowledge of human.
Furthermore, since the obtained result can be given as the initial value of the next optimization, it is pos-
sible to inherit sustainable knowledge. In addition, it is shown that interactive design is possible based on
the characteristics that human intention can input and physical meaning of the result is understandable.
Chapter 2 described the basic principle of the EDM. The structure and parameters of the system can be
optimized simultaneously. By including an input parameter in a gene, it is possible to extract only impor-
tant parameters from a plurality of parameters. Also, it is possible to optimize the system including the
plant by expressing the plant as a fixed gene. Since elements can be designed freely, nonlinear elements
and time-varying elements can also be handled. Moreover, since input and output to the system can be
arbitrarily designed, it can be applied to a system with multiple inputs and multiple outputs. Basically,
the EDM was divided two ways; one is hierarchical abstraction using an unidirectional element matrix,
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the other is overall abstraction using a multidirectional element matrix. By hierarchical abstraction, it
is possible to abstract from important mathematical expressions sequentially. This makes it possible to
arbitrarily choose simplicity and accuracy. On the contrary, it is difficult to prove analytical optimality
because it is a metaheuristic method based on the GA. The EDM was applied to automatic generation of
the RFOB compensator in Chapter 2. In order to extract reaction force from environments, disturbance
force excluding reaction force must be compensated. There are roughly two compensation methods to
extract compensation force; one is model-based method, and the other is data-based method. Generally,
model structure must be decided in previous when the model-based method is applied. Therefore, the
compensator is constrained by the predetermined model structure, and it is difficult to apply to unknown
system. Also, the EQ is introduces as data-based method. In the EQ, compensation force is derived by
slave actuator. The EQ has merits that it is not necessary to determine model and identify parameters of
the disturbance force. However, there are disadvantages that the installation space of the slave system
is necessary and the cost of the machine raises. On the contrary, the EDM can apply to unknown sys-
tem, and slave system is not needed. The validity was confirmed by experiments using a powder-filling
machine and leak detector. The compensation accuracy of the EDM was better than LuGre model that
is known as strict model of friction. Moreover, it was confirmed that it was possible to understand the
physical meaning of the result, and the model was extracted in order from the most important one by
the hierarchical abstraction. The performances of the hierarchical abstraction and the overall abstraction
were compared experimentally using leak detector. It was confirmed that due to the restriction of the
algorithm, overall abstraction with large matrix size tends to fall into local solution. On the contrary, it
was shown that more optimal values can be derived from steady abstraction progressing step by step in
the hierarchical abstraction.
In Chapter 3, the EDM was applied to automatic control designing. Firstly, the controller generates a
multi-mass resonant system is attempted. EDM can give human intention to the machine such as initial
individual, window function design, and type of individual to prepare. Furthermore, since it is possible
to interpret the physical meaning of the answer led by the machine, it enables interactive design. By
performing the hierarchical abstraction Interactively, controllers having the effect of stabilization, track-
ing performance, and overshoot reduction were independently extracted. In addition, it was confirmed
that even if the inertia fluctuated, responsiveness was recovered by learning again. Also, the stability im-
provement by the EDM was applied in frequency domain. The characteristic of feedback compensator is
evaluated based on gain characteristics of a loop transfer function and complementary sensitivity func-
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tion. It was confirmed that frequency characteristics close to desired characteristics can be obtained by
using a high-order feedback compensator. Furthermore, a feedback compensator which is very easy to
implement was derived by dead time elements. From these results, it was shown that the sensitivity func-
tion/complementary sensitivity function can be brought close to arbitrary characteristics by automatically
designing the feedback compensator using EDM. Furthermore, since the feedback compensator gener-
ated by EDM can interpret the physical meaning, it is easy to derive the inverse system, and it is also
possible to design a feed-forward controller that improves the command tracking performance. Then,
the acceleration control method via motion network was proposed. Since acceleration control is a fun-
damental part of various control structures, it can be said that it is one of the most important control
techniques for automatic machines. In addition, since most of the actuators used in the automatic ma-
chines are controlled via the motion network, it is necessary to consider the delay of the motion network
in the control design of the automatic machinery. In this dissertation, it was pointed out that the delay
of the motion network adversely affects the acceleration control system, making the acceleration control
system unstable. As a method to overcome this problem, an example of control design by compensation
the DOB and Smith compensator was proposed. By the proposed method, it was possible to design
control of various applications based on acceleration control even when delay of motion network exists.
Then, the force control method based on impedance model of environment was described. The EDM
is effective method for environment identification because it does not require pre-determined model and
the result by the EDM is understandable.
Chapter 4 described an automatic command generation method using the EDM. Firstly, an automatic
generation of command values to excite resonance of a beamwas verified. Also, even when the constraint
condition such as the movable range is changed, the command value corresponding to it was generated.
This confirmed that EDM can be used for automatic generation of command values. Furthermore, a
spatio-temporal interpolation method based on model-data synthesis was proposed. The interpolation
was achieved by clothoid curve and minimum jerk model. Since the clothoid curve cannot solve ana-
lytically, numerical solution is used for interpolation. However, discretization error become larger when
the resolution is low. To overcome this problem, the interpolation method using pinching integration and
Aitken acceleration were proposed. By using the proposed method, the true value of the clothoid spline
was calculated even if the tangential velocity is large. Also, tracking control is achieved precisely by the
DOB and feed-forward controller. The validity of the proposed method was confirmed by experiments.
Spatial interpolation and temporal interpolation were designed independently by the proposed method.
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Therefore, easy and accurate interpolation could be achieved.
In Chapter 5, skill extraction based on a motion-copying system was proposed. In order to achieve a
skilled machinery, not only knowledge abstraction, but also skill extraction of skilled worker is impor-
tant. It is known that one of effectives methods to extract the skill is motion-copying system. By using
the motion-copying system, human behavior can be preserved and reproduced. This saved data is the ex-
tracted human skill. However, there is a problem that it is difficult to reproduce with high precision when
the environmental positions at the time of storage and reproduction are different. As a solution to this
problem, the time adaptive control was proposed. With the time adaptive control, it can instantaneously
adapt to environmental position fluctuations. The effectiveness of time adaptive control was confirmed by
comparison with the conventional method in the experiment. In addition, time adaptive control has been
extended to multiple degrees of freedom. When extending to multiple degrees of freedom, a selection
matrix is needed to determine the value to be input to the time adaptation.
Knowledge abstraction based on the EDM was described in Chapter 6. As an application, powder-
filling machine was used. The powder-filling machine has been adjusted based on skills and knowledge
of experienced engineers for a long time. As described above, by using the proposed method, it became
possible to achieve both abundant expressibility like neural network and readability of result like model
based method. In addition, since the proposed method can perform learning hierarchically, it is possible
to extract models in the order of dominant ones in the system. Therefore, by terminating learning at the
time when a sufficient model is obtained, the system can be abstracted. The abstracted model can be
succeeded also to the next abstraction so that maintenance and development of knowledge is possible.
Furthermore, the proposed method can be applied not only to system abstraction but also to automatic
design of controllers and automatic generation of command values. By using the proposed method,
solving the lack of technical tradition and sustainable development of people and machinery can be
expected.
In the future, the proposed EDM is a technology that can be expected to develop into various applica-
tions. In mechanical design, it is possible to develop automatic design of mechanisms such as cams and
links to achieve a desired tip trajectory. When applied to the design of electronic circuits, there is a pos-
sibility that automatic circuit design can be realized by preparing the characteristics of parts as elements.
If applied to the thermal system, it is considered that physical equations such as heat conduction and
diffusion can be abstracted automatically. In control design of robots, it is possible to abstract Jacobian
matrix of parallel-link robot and multi-degree-of-freedom robot which makes coordinate transformation
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complicated. It can be expected to be applied to process control like a large chemical plant. In this way,
it can be applied to various systems according to the design of the evaluation function. Furthermore,
since models and parameters can be abstracted at the same time, there is a possibility of obtaining new
motion equations using big data. In actual manufacturing sites, abstract knowledge and skills of experi-
enced technicians will be implemented. In the actual sites, there are very many cases where adjustment
and judgment are made based on experience rules of experienced technicians. By achieving automatic
machinery with knowledge and skills like experienced technicians by the EDM, sustainable symbiosis
between human beings and machinery as well as labor savings at the manufacturing site will be expected.
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