We prove a null space property for the uniqueness of the sparse solution vectors recovered from a minimization in q quasi-norm subject to multiple systems of linear equations, where q ∈ (0, 1]. Furthermore, we show that the null space property for the setting of the sparse solution vectors for multiple linear systems is equivalent to the null space property for the standard minimization in q quasi-norm subject to one linear system. This answers the questions raised in [Foucart and Gribonval'09, [15] ].
Introduction
Recently, one of the central problems in the compressed sensing for the sparse solution recovery of under-determined linear systems has been extended to the sparse solution vectors for multiple measurement vectors (MMV). That is, letting A be a sensing matrix of size m × N with m N and given multiple measurement vectors b (k) , k = 1, · · · , r, we are looking for solution vectors x (k) , 1, · · · , r such that
and the vectors x (k) , k = 1, · · · , r are jointly sparse, i.e. have nonzero entries at the same locations and have as few nonzero entries as possible. Such problems arise in source localization (cf. [21] ), neuromagnetic imaging (cf. [11] ), and equalization of sparse communication channels (cf. [12, 14] ).
A popular approach to the compressed sensing problem for multiple measurement vectors (MMV) is to solve the following optimization: 
where x (k) = (x k,1 , · · · , x k,N ) T for all k = 1, · · · , r and · q is the standard q norm for q ≥ 1 and p ≥ 1. Clearly, it is a generalization of the standard 1 approach for the sparse solution. That is, when r = 1, one finds the sparse solution x solving the following minimization problem: minimize
x ∈ R N { x 1 : subject to Ax = b},
where
is the standarduasi-norm. Such a minimization problem (3) has been studied for many years. See, e.g. [7] and [16] and references therein. In the literature, there are also several studies for various combinations of p ≥ 1 and q ≥ 1 in (2) . See, e.g., references [12] , [9] , [21] , [23] - [24] .
In particular, the well-known null space property (cf. [13] and [18] ) for the standard 1 minimization has been extended to this setting (2) for multiple measurement vectors. In [3] , the following result is proved. Theorem 1.1 Let A be a real matrix of m × N and S ⊂ {1, 2, · · · , N } be a fixed index set. Denote by S c the complement set of S in {1, 2, · · · , N }. Let · be any norm. Then all x (k) with support x (k) in S for k = 1, · · · , r can be uniquely recovered using the following
if and only if for all vectors (u
where N (A) stands for the null space of A.
In [15] , Foucart and Gribonval studied the MMV setting when r = 2, q = 2, p = 1. They gave another nice explanation of the problem of MMV. When r = 2, one can view that the sparse solution x
(1) and x (2) are two components of a complex solution y = x (1) + ix (2) of Ay = c with c = b
(1) + ib (2) . Then they recognize that the null space property for Ay = c for complex solution is the same as the null space property for Ax = b for real solution. That is, we have Theorem 1.2 Let A be a matrix of size m × N and S ⊂ {1, · · · , N } be the support of the sparse vector y. The complex null space property: for any u ∈ N (A), w ∈ N (A) with (u, w) = 0,
where u = (u 1 , u 2 , · · · , u N ) T and w = (w 1 , w 2 , · · · , w N ) T is equivalent to the following standard null space property: for any u in the null space N (A) with u = 0,
The researchers in [15] proved the above Theorem 1.2 and then raised two questions. One is to extend their result from r = 2 to any r ≥ 3 and the other one is what happen when q = 2 and p < 1. These motivate us to study the joint sparse solution recovery.
As the study of the 1 minimization in (3) was generalized to the following p setting:
for a fixed number p ∈ (0, 1], where
is the standarduasi-norm. See, e.g. [18] , [8] and [16] . We may consider a joint recovery from multiple measurement vectors via
for all 0 < p ≤ 1, where
Note that when
which is the joint sparsity of the solution vectors x (k) , k = 1, · · · , r. Thus, the minimization in (9) makes sense. In fact, the minimization (9) has an advantage over the minimization in (2) . See Remark 3.1 in Section 3.
In this paper we mainly prove the following Theorem 1.3 Let A be a real matrix of m × N and S ⊂ {1, 2, · · · , N } be a fixed index set. Fix p ∈ (0, 1]. Then all x (k) with support x (k) in S for k = 1, · · · , r can be uniquely recovered using (9) if and only if for all vectors (u
Furthermore, the null space property (10) is equivalent to the following condition: for any vector z ∈ N (A) with z = 0,
That is, it is enough to check (11) for all z ∈ N (A) in order to see the uniqueness of the joint sparse solution vectors. This significantly reduces the complexity of verification of (10) . Also, our results extend the results in Theorem 1.1 from any norm to some quasi-norm. These results completely answer the questions raised in [15] .
The paper is organized as follows. In addition to the Introduction above, we shall prove the main results in the next section. Finally, we end the paper with some remarks in §3, where we explain that the proof in [15] can not be extended to prove the second part of the main results in Theorem 1.3.
The Proof of Theorem 1.3
We divide the proof of Theorem 1.3 into two parts. The first part is to show that (10) is an if and only if condition for the uniqueness of the joint sparse solution vectors. The proof is a straightforward generalization of the arguments in [19] . We spell out the detail as follows.
Let x (k) , k = 1, · · · r be the joint sparse solution vectors of the minimization (9) with the assumption that the support of each
in N (A) with an assumption that they are not simultaneously zero, we easily have, for 0 < p ≤ 1,
since 0 < p ≤ 1. By the property (10), we have
But the support of the vectors
So x (k) , k = 1, · · · r are the unique solution to the minimization problem (9) . For the converse, assume that there are vectors u (1) , · · · , u (r) in N (A) which do not satisfy (10) . Let us say u (1) , · · · , u (r) are in N (A) which are not all zero vectors satisfying
We can choose x (k) ∈ R N such that the entries of x (k) restricted on S are equal to those of u (k) , and the remaining entries are zeros. Then for multiple measurement vectors
which contradicts with the uniqueness of the recovery of the new measurement vectors
This finishes the proof of the first part.
To explain the ideas of our proof for the second part of Theorem 1.3, i.e. the equivalence between (10) and (11), we start with r = 2. We introduce the following p-perimeter of a polygon which is a generalization of the standard perimeter of a convex polygon in [22] . Definition 2.1 (p-perimeter) For any p > 0, the p-perimeter of a polygon P ∈ R 2 with edges e 1 , e 2 , · · · , and e m , denoted Perimeter p (P) is defined as
Typically, if P = convexhull{(a, 0), (b, 0), (a, )} is a polygon in R 2 , then when → 0, P reduces to P 0 = [a, b] which is a digon in R. Then Perimeter p (P 0 ) = 2|b − a| p which is different from the common sense. But this is the convention we shall adopt here and thereafter.
We are able to obtain the following lemma for the generalized p-perimeter.
Lemma 2.1 (The p-perimeter of polygon under linear map) For any 2 × n matrix M with columns c 1 , c 1 , · · · , c n ∈ R 2 , we have
Proof. By the singular value decomposition, there exist a 2 × 2 orthonormal matrix U , an n × n orthonormal matrix V and a 2 × n diagonal matrix Λ with non-negative singular values λ 1 and λ 2 on its main diagonal, such that M = U ΛV T . Let M := ΛV T . We first show that if we have (16) for M , i.e.
where c 1 , c 2 , · · · , c n are the columns of M , then (16) also holds for M = U M for any orthonormal matrix U . Indeed, an orthonormal transformation preserves the geometric features including the length of the edges of a polygon,
Moreover, we also have c k 2 = U c k 2 = c k 2 . So (16) holds for M . Next, we show that (17) is true for M = ΛV T . For the orthonormal matrix V T =:
T is a composition of permutations, reflections, and/or rotations, hence
n is also an n-cube obtained by a rigid body motion of the n-cube
To get the q-perimeter of a polygon, we just need to find its vertices. The set of vertices of the n-cube
and then that of the n-cube
n is a polygon with vertices
Summing the p-length of the edges between the adjacent vertices, in which only one component of the 's differs, we have
On the other hand, if c 1 , c 1 , · · · , c n are the columns of ΛV T , then
With a substitution of (20) in (19), we have finished the proof. Next we need more notations to describe our results. Let S ⊂ {1, 2, · · · , N } be an index set. For any matrix B ∈ R 2×N , B S stands for the submatrix of B consisting of the columns whose indices are in S. Similar for B S c , the submatrix of B with column indices in S c , the complement of
s }. Now we are ready to state the following Lemma 2.2 (Comparison theorem) Let S ⊂ {1, 2, · · · , N } be an index set with |S| = s. Given 0 < q ≤ 1 and a matrix B ∈ R 2×N , if
Proof. Let B =: (b i,j ) 2×N , and without loss of generality we can assume S := {1, 2, · · · , s}. We show (22) holds for s = 1 first.
If s = 1, by the assumption of Lemma 2.2,
for all (x, y) ∈ R 2 \ {0}. As we explained above, when s = 1, [−1, 1] is a digon and
and by Lemma 2.1, we have
in (23) and applying the Cauchy-Schwarz inequality, we have
Thus the claim (22) for s = 1 follows. For the case when s ≥ 2, we have
for all (x, y) ∈ R 2 \ {0} by the assumption. 
for all unit vector ξ ∈ S 1 . Taking the integral of (27) on S 1 , we have
Note that S 1 | ·, ξ | q dξ is a rotation invariant function from the perspective of integral geometry (cf. [1] , [2] , and [20] ). Then
By Lemma 2.1, we complete the proof of Lemma 2.2 We are now ready to prove the second part of Theorem 1.3 in case r = 2. That is, we need to show that the real null space property: for any z ∈ N (A) with z = 0,
is equivalent to the complex null space property: for any (v, w) in (N (A)) 2 \(0, 0), T be a matrix in R 2×N . Without loss of generality, we may assume that v and w are linearly independent. For any real numbers x, y, z = xv + yw is in N (A), the null space property (30) implies (21) for all x, y with (x, y) = (0, 0). The conclusion of Lemma 2.2 together with Lemma 2.1 imply the null space property (31).
It is obvious from (31) to (30). See [3] for the case when p = 1. These complete the proof for r = 2. We now generalize our arguments to the setting r > 2.
It is easy to see that Definition 2.1 and Lemma 2.1 can be generalized to r-polytopes for all r ≥ 3.
We can also generalize the proof of Lemma 2.2 to obtain a general comparison theorem for any matrix B ∈ R r×N for r ≥ 3. Specifically, we will have
for
) and all vector ξ in the unit (r − 1)-sphere S r−1 .
Analogously to the case of r = 2, taking the integral of (32) on S r−1 , we have
Using the fact that S r−1 | ·, ξ | p dξ is a rotation invariant function from the perspective of integral geometry (cf. [1] , [2] , and [20] ), we get
The remaining arguments are similar to the case r = 2. We leave the detail to the interested reader. All the above discussion form a proof of the second part of the results in Theorem 1.3.
Remarks
We have the following remarks in order.
Remark 3.1 The p minimization proposed in (9) is better than (2) in the sense that as long as p is small enough, the minimizer of (9) is the joint sparse solution satisfying (1) . The reason can be found in [16] when r = 1, the setting of single measurement vectors. For r > 1, the arguments in [16] can be adapted. We give a brief explanation here. Let
We use the Frobenius norm, i.e.,
Also, let
be the (2, p)-norm for matrix X when p ≥ 1. Note that X 2,p is a quasi-norm for 0 < p < 1. For any positive integer s with 1 ≤ s ≤ N , let α s and β s be the best constants such that
where X 0 stands for the sparsity of the matrix X or the joint sparsity of vectors x 1 , · · · , x r , i.e., the cardinality of the index set {j, |x 1,j | + · · · + |x r,j | = 0, j = 1, · · · , N }. As in [16] , we let
Theorem 3.1 For any measurement matrix A, if there is a positive integer s such that
then the minimizer of (9) is the joint sparse solution satisfying (1) for p > 0 small enough.
Proof. We mainly follow the procedure in that of Theorem 3.1 in [16] . It is easy to see that X F ≤ X 2,1 and X 2,1 ≤ X 2,p for p ∈ (0, 1]. Let X * be the minimizer of (9) and X be the joint sparse solution satisfying (1) . Then each column of V = X − X * is in the null space of A. The step 1 of the proof of Theorem 3.1 in [16] implies
where V = V S + V S c is a decomposition of V and V S is the matrix with the same size of V whose entries are zero for all row indices in S c and entries in S are the entries of V . Now we use the step 2 of the proof of Theorem 3.1 in [16] . Since
which implies that V S = 0 if µ < 1. That is, X * = X if µ < 1. To have µ < 1, we need
Therefore, let us choose t = s + 1 and p sufficiently small so that the above inequality holds when γ 2s+2 is finite. In this case, we have V S = 0 or X * is a joint sparse solution satisfying (1). [16] can be generalized for q ≥ 1, but not for 0 < q < 1. Let us first recall one of key ideas in the proof of their results. They first show that if (x, y)B S 1 < (x, y)B S c 1
Remark 3.2 The Foucart and Gribonval method in
for all (x, y) ∈ R 2 \ {(0, 0)}, then
holds. Using the dual spaces and the Hahn-Banach theorem, they further showed that the 1-perimeters of the convex polytopes
if these polytopes C S and C S c satisfy (36). By Lemma 2.1, we can conclude the second part of the results in Theorem 1.3 when r = 2 and p = 1.
In general, (36) holds if
for some p ≥ 1 and for all (x, y) ∈ R 2 \ {(0, 0)}, due to the convexity of the function t → t p when p ≥ 1. Then the relation (36) on convex polytopes allows one to compare their perimeters. However, this method becomes infeasible for the case of 0 < p < 1 when (36) doesn't necessarily hold even if (37) holds for some 0 < p < 1 and for all (x, y) ∈ R 2 \ {(0, 0)}. A counter example in which their method becomes infeasible is given as follows. Let p = 
for all (x, y) ∈ R 2 \ {(0, 0)}. Equivalently, we need to show that |1601 cos θ + 1600 sin θ| 
for all θ ∈ [0, 2π]. Let us plot the function f (θ) := |500 cos θ + 720 sin θ| + |1100 cos θ + 900 sin θ| − |1601 cos θ + 1600 sin θ| (42) Figure 1 : The graph of f (θ) shows that f (θ) > 0. P P P P P P P P P h h h h h h h h h h h h h h h h h h P P P P P P P P P 
