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Abstract
Signal processing on graph is attracting more and more attentions. For a graph signal
in the low-frequency subspace, the missing data associated with unsampled vertices
can be reconstructed through the sampled data by exploiting the smoothness of the
graph signal. In this paper, the concept of local set is introduced and two local-set-
based iterative methods are proposed to reconstruct bandlimited graph signal from
sampled data. In each iteration, one of the proposed methods reweights the sampled
residuals for different vertices, while the other propagates the sampled residuals in their
respective local sets. These algorithms are built on frame theory and the concept of
local sets, based on which several frames and contraction operators are proposed. We
then prove that the reconstruction methods converge to the original signal under certain
conditions and demonstrate the new methods lead to a significantly faster convergence
compared with the baseline method. Furthermore, the correspondence between graph
signal sampling and time-domain irregular sampling is analyzed comprehensively, which
may be helpful to future works on graph signals. Computer simulations are conducted.
The experimental results demonstrate the effectiveness of the reconstruction methods in
various sampling geometries, imprecise priori knowledge of cutoff frequency, and noisy
scenarios.
Keywords: graph signal processing, irregular domain, graph signal sampling and
reconstruction, frame theory, local set, bandlimited subspace.
1 Introduction
1.1 Signal Processing on Graph
In recent years, the increasing demands for signal and information processing in irregular
domains have resulted in an emerging field of signal processing on graphs [1, 2]. Bringing
a new perspective for analyzing data associated with graphs, graph signal processing has
found potential applications in sensor networks [3], image processing [4], semi-supervised
learning [5], and recommendation systems [6].
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An undirected graph is denoted as G(V, E), where V denotes a set of N vertices and E
denotes the edge set. If one real number is associated with each vertex, these numbers of all
the vertices are collectively referred as a graph signal. A graph signal can also be regarded
as a mapping f : V → R.
There has been lots of research on graph signal related problems, including graph filtering
[7, 8], graph wavelets [9, 10, 11, 12], uncertainty principle [13], multiresolution transforms
[14, 15], graph signal compression [16], graph signal sampling [17, 18], parametric dictionary
learning [19], graph topology learning [20], and graph signal coarsening [21].
1.2 Motivation and Related Works
Smooth signals or approximately smooth signals over graph are common in practical appli-
cations [2, 6, 8, 22], especially for those cases in which the graph topologies are constructed
to enforce the smoothness property of signals [20]. Exploiting the smoothness of a graph
signal, it may be reconstructed through its entries on only a part of the vertices, i.e. samples
of the graph signal.
In this work, we develop efficient methods to solve the problem of reconstructing a
bandlimited graph signal from known samples. The smooth signal is supposed to be within
a low-frequency subspace. Two iterative methods are proposed to recover the missing entries
from known sampled data.
There has been some theoretical analysis on the sampling and reconstruction of bandlim-
ited graph signals [23, 24, 25, 26]. Some existing works focus on the theoretical conditions
for the exact reconstruction of bandlimited signals. The relationships between the sampling
sets of unique reconstruction and the cutoff frequency of bandlimited signal space are es-
tablished for normalized Laplacian [23] and unnormalized Laplacian [25, 26], respectively.
Recently, a necessary and sufficient condition of exact reconstruction is established in [18].
In order to reconstruct bandlimited graph signals from sampled data, several methods have
been proposed. In [6] a least square approach is proposed to solve this problem. Further-
more, an iterative reconstruction method is proposed and a tradeoff between smoothness
and data-fitting is introduced for real world applications [17].
The problem of signal reconstruction is closely related to the frame theory, which is
also involved in other areas of graph signal processing, e.g., wavelet and vertex-frequency
analysis on graphs [11]. Based on windowed graph Fourier transform and vertex-frequency
analysis, windowed graph Fourier frames are studied in [27]. A spectrum-adapted tight
vertex-frequency frame is proposed in [28] via translation on the graph. These works focus
on vertex-frequency frames whose elements make up over-representation dictionaries, while
in the reconstruction problem the frames are always composed by elements centering at the
vertices in the sampling sets.
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1.3 Contributions
In this paper, to improve the convergence rate of bandlimited graph signal reconstruction,
iterative weighting reconstruction (IWR) and iterative propagating reconstruction (IPR) are
proposed based a new concept of local set. As the foundation of reconstruction methods,
several local-set-based frames and contraction operators are introduced. Both IWR and IPR
are theoretically proved to uniquely reconstruct the original signal under certain conditions.
Compared with existing methods, the condition of the proposed reconstruction methods is
easy to determine by local parameters. The correspondence between graph signal sampling
and time-domain irregular sampling is analyzed comprehensively, which will be helpful to
future works on graph signals. Experiments show that IWR and IPR converge significantly
faster than available methods. Besides, experiments on several topics including sampling
geometry and robustness are conducted.
The rest of this paper is organized as follows. In Section 2, some preliminaries are
introduced. In Section 3, some important definitions are introduced and some related frames
based on local sets are proved. In Section 4, two local-set-based reconstruction methods
IWR and IPR are proposed and their convergence behavior is analyzed, respectively. Section
5 gives more detailed analysis on local sets. Section 6 shows the relationship between graph
signal sampling and time-domain irregular sampling and Section 7 presents some numerical
experiments.
2 Preliminaries
2.1 Graph Laplacian and Bandlimited Graph Signals
The graph Laplacian is extensively exploited in spectral graph theory [29] and signal pro-
cessing on graphs [1]. For a undirected graph G(V, E), its Laplacian is
L = D−A,
where A is the adjacency matrix of the graph and D is a diagonal degree matrix with the
diagonal elements as the degrees of corresponding vertices.
The Laplacian is a real symmetric matrix, and all the eigenvalues are nonnegative.
Supposing {λk} are the eigenvalues, and {uk} are the corresponding eigenvectors, the graph
Fourier transform is defined as the expansion of a graph signal f in terms of {uk}, as
fˆ(k) = 〈f ,uk〉 =
N∑
i=1
f(i)uk(i),
where f(i) denotes the entry of f associated with vertex i. Similar with classical Fourier
analysis, eigenvalues {λk} are regarded as frequencies of the graph, and fˆ(k) is regarded
as the frequency component corresponding to λk. The frequency components associated
3
with smaller eigenvalues can be called low-frequency part, and those associated with larger
eigenvalues is the high-frequency part.
For a graph signal f ∈ RN on a graph G(V, E), f is called ω-bandlimited if the spectral
support of f is within [0, ω]. That is, the frequency components corresponding to eigenvalues
larger than ω are all zero. The subspace of ω-bandlimited signals on graph G is a Hilbert
space called Paley-Wiener space, denoted as PWω(G) [23].
In this paper, we consider the sampling and reconstruction of bandlimited signals on
undirected and unweighted graphs. Suppose that for a bandlimited graph signal f ∈
PWω(G), only {f(u)}u∈S on the sampling set S ⊆ V are known, the problem is to ob-
tain the original signal f from the sampled data.
2.2 Frame Theory and Signal Reconstruction
The problem of signal sampling and reconstruction is closely related to frame theory.
Definition 1 (frame and frame bound) A family of elements {fi}i∈I is a frame for a
Hilbert space H, if there exist constants 0 < A ≤ B such that
A‖f‖2 ≤
∑
i∈I
|〈f , fi〉|2 ≤ B‖f‖2, ∀f ∈ H,
where A and B are called frame bounds.
Definition 2 (frame operator) For a frame {fi}i∈I , frame operator S : H → H is de-
fined as
Sf =
∑
i∈I
〈f , fi〉fi.
One may readily read that AI  S  BI for H, where I denotes the identity operator
and AI  S means that S−AI is positive semidefinite. Consequently, S is always invertible
and its inverse could be expanded into series in some special cases. For instance, one has
f = S−1Sf = µ
∞∑
j=0
(I− µS)jSf ,
where µ is a scalar satisfying ‖I − µS‖ < 1. This inspires that f could be iteratively
reconstructed from any initial point f (0) by
f (k+1) = µSf + (I− µS)f (k)
= f (k) + µS(f − f (k)), (1)
with the error bound satisfying
‖f (k) − f‖ ≤ ‖I− µS‖k‖f (0) − f‖.
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Obviously, recursion (1) cannot be entitled reconstruction because the original signal to
be recovered is involved in the iteration. However, it provides a prototype for practical
methods, which will be discussed in section 4.
The parameter µ, which could be deemed as a step-size, determines the convergence rate.
If one chooses µ = 1/B, then ‖I − µS‖ ≤ 1 − A/B < 1, and the error bound of iteration
(1) will shrink with the exponential of (1− A/B). A better choice is µ = 2/(A+ B), then
‖I− µS‖ ≤ (B −A)/(B +A), which leads to a faster convergence rate [30].
2.3 Bandlimited Graph Signal Reconstruction
There are many useful theoretical results 1 on the problem of bandlimited graph signal
sampling and reconstruction. A concept of uniqueness set is firstly introduced in [23].
Definition 3 (uniqueness set) [23] A set of vertices S ⊆ V(G) is a uniqueness set for
space PWω(G) if it holds for all f ,g ∈ PWω(G) that f(u) = g(u), ∀u ∈ S implies f = g.
According to this definition, any f ∈ PWω(G) could be uniquely determined by its
entries on a uniqueness set S. As a consequence, f may be exactly recovered if the sampling
set is a uniqueness set. Readers are suggested to refer to [23], [6], and [18] for more details
on uniqueness set.
The following theorem demonstrates that a set of graph signals related to a uniqueness
set becomes a frame for PWω(G), which is a quite important foundation of our work.
Theorem 1 [23] If the sampling set S is a uniqueness set for PWω(G), then {Pω(δu)}u∈S
is a frame for PWω(G), where Pω(·) is the projection operator onto PWω(G), and δu is a
δ-function whose entries satisfying
δu(v) =
1, v = u;0, v 6= u.
A method called iterative least square reconstruction (ILSR) is proposed to reconstruct
bandlimited graph signals in [17] as the following theorem.
Theorem 2 [17] If the sampling set S is a uniqueness set for PWω(G), then the original
signal f can be reconstructed using the sampled data {f(u)}u∈S by ILSR method,
f (k+1) = Pω(f (k) + JTJ(fdu − f (k))), (2)
where J denotes the downsampling operator and fdu is the downsampled signal.
ILSR is derived from the method of projection onto convex sets (POCS). Its convergence
is proved using the fixed point theorem of contraction mapping.
1 It is necessary to notice that some of the theoretical results are based on normalized Laplacian. However,
similar results can be easily obtained for Laplacian, which is mainly used in this work.
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3 Local-Set-Based Frame and Contraction
In this section, the concept of local set is firstly proposed. Based on local sets, we define
an operator named local propagation and prove its contraction. Then several local-set-
based frames are introduced, as the theoretical foundation of the proposed methods in next
section.
3.1 Local Sets
Definition 4 (local sets) For a sampling set S on graph G(V, E), assume that V is divided
into disjoint local sets {N (u)}u∈S associated with the sampled vertices. For each u ∈ S,
denote the subgraph of G restricted to N (u) by GN (u), which is composed of vertices in N (u)
and edges between them in E. For each u ∈ S, its local set satisfies N (u) 3 u, and the
subgraph GN (u) is connected. Besides, {N (u)}u∈S should satisfy
N (u) ∩N (v) = ∅, ∀u, v ∈ S andu 6= v,
and ⋃
u∈S
N (u) = V.
We further define
Nmax = max
u∈S
|N (u)|,
to denote the maximal size of local sets, where | · | denotes cardinality.
For a given sampling set, there may exist various divisions of local sets. We will see in the
next section that different divisions may lead to different theoretical bounds in recovering
bandlimited signals. To describe the property of local sets, two measures are proposed in
Definition 5 and Definition 6, which are useful in the following analysis.
Definition 5 (maximal multiple number) Denote
T (u) = SPT(GN (u))
as the shortest-path tree of GN (u) rooted at u. For v connected to u in T (u), Tu(v) is the
subtree which v belongs to when u and its associated edges are removed from T (u). The
maximal multiple number of N (u) is defined as
K(u) = max
(u,v)∈E(T (u))
|Tu(v)|,
where E(T (u)) is the edge set of graph T (u).
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Figure 1: Illustrations of an example graph G, sampling set S = {2, 9, 10, 11}, and one
of the divisions of local sets {N (2),N (9),N (10),N (11)}. The shortest-path tree of N (2)
and its subtrees of T2(1), T2(3), T2(4) are highlighted to give more details. In this case,
|N (2)| = 8 and the subtrees have 1, 3, and 3 vertices, respectively. Therefore, K(2) = 3
and it is easy to check that K˜(2) = |N (2)| − dN (2)(2) = 8− 3 = 5.
Remark 1 By the definition of K(u), it is ready to check that
K(u) ≤ |N (u)| − dN (u)(u) ≤ |N (u)| − 1, (3)
where dN (u)(u) is the degree of u in the subgraph GN (u). For simplicity, one may introduce
an approximation for easy calculation of K(u) by
K˜(u) = |N (u)| − dN (u)(u). (4)
The definitions above are intuitively illustrated in Fig. 1.
Definition 6 (radius) The radius of N (u) is the maximal distance from u to any other
vertex in GN (u), which is denoted as
R(u) = max
v∈N (u)
dist(v, u).
According to the definitions, one may see that the two measures are local and only
determined by the subgraph of local sets. The two local measures are helpful in establishing
the conditions of some important results in this paper, which will be shown in the following
subsections.
3.2 Local Propagation and Contraction
Utilizing the introduced maximal multiple number and radius, we further propose an oper-
ation to propagate energy to one’s local set.
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Definition 7 (local propagation) For a given sampling set S and associated local sets
{N (u)}u∈S on a graph G(V, E), the local propagation G is defined by
Gf = Pω
(∑
u∈S
f(u)δN (u)
)
(5)
=
∑
u∈S
f(u)Pω
(
δN (u)
)
, (6)
where δN (u) denotes the δ-function of set N (u) with entries
δN (u)(v) =
1, v ∈ N (u);0, v /∈ N (u).
As its name shows, operation G first propagates the energy locally and evenly to the
local set that each sampled vertex belongs to, and then projects the new signal to be ω-
bandlimited, please refer to (5). These two steps could be merged into one, by a bandlimited
local propagation of Pω
(
δN (u)
)
, please refer to (6). Local propagation, which provides a
fast solution to adequately fill all unknown entries by sampled data, makes the proposed
local-set-based reconstruction feasible.
As an important theoretical foundation, the following lemma gives the condition that
(I−G) is a contraction mapping.
Lemma 1 For a given set S and associated local sets {N (u)}u∈S on a graph G(V, E),
∀ω < 1/Q2max, the operator (I−G) is a contraction mapping for PWω(G), where
Qmax = max
u∈S
√
K(u)R(u). (7)
Proof The proof is postponed to 9.1.
For a given sampling set, there may exist various divisions of local sets. We will see in the
next section that different divisions may lead to different theoretical bounds in recovering
bandlimited signals.
3.3 Weighted Frame
Based on the definition of local set, we could prove that the weighted lowpass δ-function
set is a frame for PWω(G) and estimate its bounds.
Lemma 2 For a given sampling set S and associated local sets {N (u)}u∈S on a graph
G(V, E), ∀ω < 1/Q2max, {Pω(δu)}u∈S is a frame for PWω(G) with bounds (1−γ)2/Nmax and
1, where Qmax is defined in (7) and
γ = Qmax
√
ω. (8)
Proof The proof is postponed to 9.2.
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One may notice that Theorem 3.2 of [25] also implies that {Pω(δu)}u∈S is a frame for
PWω(G). However, the assumptions and approaches in this work are quite different from
those in the above reference. Furthermore, base on the proposed local sets, we study the
relation between sampling set and whole vertices, and clarify the frame bound exactly.
Beyond Lemma 2, we further explore the weighted lowpass δ-functions is also a frame
for PWω(G) by appropriate weights.
Lemma 3 For a given sampling set S and associated local sets {N (u)}u∈S on a graph
G(V, E), ∀ω < 1/Q2max, {
√|N (u)|Pω(δu)}u∈S is a frame for PWω(G) with bounds (1− γ)2
and (1 + γ)2, where Qmax and γ are defined in (7) and (8), respectively.
Proof The proof is postponed to 9.3.
Bandlimited graph signals can be iteratively reconstructed using a frame for PWω(G),
but the frame bounds play critical roles on the convergence rate. By given appropriate
weights to the elements in a frame, a new frame is obtained with a sharper bounds estima-
tion, which may lead to a faster convergence. The related algorithms will be proposed in
section 4.
3.4 Local Set Frame
To end up this section, we present a general theoretical result which may inspire further
study on frame-theory-based graph signal processing.
Proposition 1 For a given sampling set S and associated local sets {N (u)}u∈S on a graph
G(V, E), ∀ω < 1/Q2max, {Pω(δN (u))}u∈S is a frame for PWω(G) with bounds (1 − γ)2 and
Nmax, where Qmax and γ are defined in (7) and (8), respectively.
Proof The proof is postponed to 9.2.
In fact local propagation is not a standard frame operator, because two signal sets
{Pω(δu)}u∈S and {Pω(δN (u))}u∈S are involved. However, under the same condition with
the contraction of operator (I−G), both sets can be proved to be frame, and either of
them can be used to reconstruct the original signal by the corresponding frame operator.
All frames discussed in this section are listed in Table 1.
4 Iterative Reconstruction Algorithms
In this section, ILSR is represented in the frame-based framework. Then two novel methods
IWR and IPR are proposed with theoretical analysis of convergence. Discussions on the
three methods are also included in this section.
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Table 1: The frames in space PWω(G),∀ω < 1/Q2max, and their bounds.
Frame Lower bound Upper bound
{Pω(δu)}u∈S (1− γ)2/Nmax 1
{√|N (u)|Pω(δu)}u∈S (1− γ)2 (1 + γ)2
{Pω(δN (u))}u∈S (1− γ)2 Nmax
4.1 Iterative Least Square Reconstruction
In this subsection, we will represent ILSR, which is proposed in [17] in the form of (2), into
frame-based framework.
According to Definition 2 and Lemma 2, frame operator associated with frame {Pω(δu)}u∈S
is
Sf =
∑
u∈S
〈f ,Pω(δu)〉Pω(δu). (9)
For f ∈ PWω(G), one has Pω(f) = f and yields
〈f ,Pω(δu)〉 = 〈Pω(f), δu〉 = 〈f , δu〉 = f(u).
Consequently, frame operatior (9) is reduced to
Sf =
∑
u∈S
f(u)Pω(δu). (10)
Utilizing (10) in (1), one may read that the original signal, whose unsampled values are
never needed in the iterative reconstruction, could be exactly recovered from its entries on
a uniqueness set. The reformulated ILSR method is displayed in Table 2.
4.2 Iterative Weighting Reconstruction
Using the weighted frame, an algorithm named iterative weighting reconstruction (IWR) is
proposed in Proposition 2 and its convergence is proved.
Proposition 2 For a given sampling set S and associated local sets {N (u)}u∈S on a graph
G(V, E), ∀f ∈ PWω(G), where ω < 1/Q2max, f can be reconstructed by the sampled data
{f(u)}u∈S through the IWR method in Table 3, with the error bound satisfying
‖f (k) − f‖ ≤
(
2γ
1 + γ2
)k
‖f (0) − f‖,
where Qmax and γ are defined in (7) and (8), respectively.
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Table 2: Iterative Least Square Reconstruction.
Input: Graph G, cutoff frequency ω, sampling set S,
sampled data {f(u)}u∈S ;
Output: Interpolated signal f (k);
Initialization:
f (0) = Pω
(∑
u∈S
f(u)δu
)
;
Loop:
f (k+1) = f (k) + Pω
(∑
u∈S
(f(u)− f (k)(u))δu
)
;
Until: The stop condition is satisfied.
Proof The proof is postponed to 9.4.
The idea of IWR is to attach different weights to sampled vertices. The weights for
vertex u is larger if its local set N (u) has more vertices, in other words, the vertex u is
more isolated or the region around u has a lower sampling density. On the contrary, if the
sampled vertices in a region are very dense, less importance is allocated to them.
Corollary 1 In Lemma 3 and Proposition 2, Qmax can be replaced by Q˜max, which is defined
as
Q˜max = max
u∈S
√
K˜(u)R(u).
According to (3), for any u ∈ S we have K˜(u) ≥ K(u), and then Q˜max ≥ Qmax. In fact,
K(u) is not easy to obtain for each given subgraph GN (u). However, K˜(u) is convenient to
get and Q˜max is a practical choice, even though the bound is not as accurate.
Proposition 2 is a natural generalization of Theorem 2 after ILSR is rebuilt on frame
theory and {√|N (u)|Pω(δu)}u∈S is proved to be a frame in Lemma 3.
4.3 Iterative Propagating Reconstruction
Iterative propagating reconstruction (IPR) is proposed as the result of the contraction of
the local propagation operator.
Proposition 3 For a given sampling set S and associated local sets {N (u)}u∈S on a graph
G(V, E), ∀f ∈ PWω(G), where ω < 1/Q2max, f can always be reconstructed by its samples
{f(u)}u∈S through the IPR method in Table 4, with the error bound satisfying
‖f (k) − f‖ ≤ γk‖f (0) − f‖,
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Table 3: Iterative Weighting Reconstruction.
Input: Graph G, cutoff frequency ω, sampling set S,
neighbor sets {N (u)}u∈S , sampled data {f(u)}u∈S ;
Output: Interpolated signal f (k);
Initialization:
f (0) =
1
1 + γ2
Pω
(∑
u∈S
|N (u)|f(u)δu
)
;
Loop:
f (k+1) = f (k) +
1
1 + γ2
Pω
(∑
u∈S
|N (u)|(f(u)− f (k)(u))δu
)
;
Until: The stop condition is satisfied.
where Qmax and γ are defined in (7) and (8), respectively.
Proof The proof is postponed to 9.5.
Other than basic frame operators in ILSR and IWR, IPR is based on the contraction of
the local propagation operator, in which two frames are involved. Strictly speaking, IPR
is not a frame-based method. IPR is closed related to local sets, which is one of the main
contributions of this work.
Remark 2 Similar to Proposition 2, Qmax can also be replaced by Q˜max in Lemma 1 and
Proposition 3, which is more practical to obtain.
Since 2γ
1+γ2
> γ when 0 < γ < 1, the theoretical guarantee of IPR decays faster than
that of IWR. When γ approaches to 1, the two theoretical guarantees are close to each
other.
4.4 Intuitive Explanation of Three Algorithms
As illustrated in Fig. 2, the differences among ILSR, IWR, and IPR lie in the way of their
dealing with the residuals at the sampled vertices. In each iteration the sampled residual∑
u∈S(f(u)−f (k)(u))δu is directly projected onto the ω-bandlimited space PWω(G) in ILSR.
In IWR, the sampled residuals are multiplied by weights |N (u)| and then projected onto
the low-frequency space. For IPR, the sampled residuals are copied and assigned to the
vertices in the corresponding local sets and then the projection procedure is conducted.
Because of the weighting or propagating procedure, for each step the increment of IWR
or IPR is larger than that of ILSR. It may intuitively explain why the proposed two algo-
rithms both converge faster than ILSR. Besides, it is easy to see from Fig. 2 that the graph
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Table 4: Iterative Propagating Reconstruction.
Input: Graph G, cutoff frequency ω, sampling set S,
neighbor sets {N (u)}u∈S , sampled data {f(u)}u∈S ;
Output: Interpolated signal f (k);
Initialization:
f (0) = Pω
(∑
u∈S
f(u)δN (u)
)
;
Loop:
f (k+1) = f (k) + Pω
(∑
u∈S
(f(u)− f (k)(u))δN (u)
)
;
Until: The stop condition is satisfied.
signal composed of the propagated residuals seems closer to a low-frequency signal than the
weighted residual, which means that the increment of IPR remains more than that of IWR
after the projection to the low-frequency subspace. It may explain why IPR converges even
faster than IWR.
4.5 Discussions
According to Proposition 2 and 3, the estimated convergence bounds of IWR and IPR are
related to the cutoff frequency and the topology of local sets. Adequately estimating the
cutoff frequency of the raw signal may accelerate the convergence of reconstruction. For
given S and {N (u)}u∈S , the maximal multiple number and radius are to be calculated.
Consequently, Qmax is determined. Therefore, a smaller known ω leads to a smaller γ, then
sharper error bounds of convergence are obtained for both IWR and IPR, which may lead
to a faster convergence. The choice of local sets also affects the convergence performance,
which will be discussed in the following section.
In the local-set-based methods IWR and IPR, the theoretical maximal cutoff frequency,
below which the raw signal could be recovered, is much easier to obtain. For given sampling
set S and associated local sets {N (u)}u∈S , the maximal multiple number and radius can
be obtained locally, then Qmax and the cutoff frequency are easy to be determined. It is
quite different from that of uniqueness-set-based ILSR, where the sampling set are required
to be a uniqueness set of specific cutoff frequency. The conditions for uniqueness set are
determined by global measures such as eigenvalues, as shown in [23] and [6], which is rather
difficult to obtain in large-scale problems. However, according to Lemma 2, the condition
of ILSR can also be modified into a local-set-based one, which can be locally determined,
although the global condition may provide a sharper estimation.
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Figure 2: Illustration of the iterations of the three algorithms. Compared with ILSR, IPR
needs to assign the residuals on the sampled vertices to the vertices in the local set, while
IWR needs to multiply the residuals on the sampled vertices by different weights.
Besides, in each iteration of ILSR and IWR, all the vertices only use information asso-
ciated with themselves, while data has to be transmitted from the sampled vertices to their
neighbors in IPR method. As a result, the former two methods may be easier applied in
potential distributed scenario [31].
5 Discussions on Local Sets
To accelerate the convergence of signal reconstruction algorithms, a weighting (in IWR)
or propagating (in IPR) procedure is introduced in the existing algorithm ILSR. Both the
procedures are based on a division of the graph, i.e., local sets. In this section, we will
firstly show two special sampling set and local sets, then discuss the choice of local sets for
general cases.
5.1 Special Sampling Set and Local Sets
If the sampling set S = V, then |N (u)| = 1, K(u) = 0, and Qmax = 0. According to
Proposition 2 and Proposition 3, any f satisfying ω <∞ can be reconstructed by IWR and
IPR, which is a natural result.
Another extreme case is the sampling set S contains only one vertex and the corre-
sponding local set is all the vertices in the graph. In this case, only constant signals can be
reconstructed from the sampled data, which means that only one discrete frequency ω = 0
can satisfy the condition ω < 1/Q2max. It is easy to understand because only the signals
with the same value for all the vertices can be reconstructed from only a single sample.
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The analysis above is always true no matter which vertex is chosen as the sampled one.
Therefore, the following corollary gives an estimation of the smallest positive eigenvalue of
a graph.
Corollary 2 For a graph Laplacian, its smallest positive eigenvalue λmin satisfies
λmin ≥ max
u∈V(G)
1
K(u)R(u)
,
where K(u) and R(u) are defined in Definitions 5 and 6, respectively, in which the local set
contains all the vertices of graph G, i.e., GN (u) = G.
5.2 On the Evaluation of Local Sets
According to the sufficient condition in Proposition 2 and 3, a sampling set and the asso-
ciated local sets with a smaller Qmax usually lead to a wider range of bandlimited signal
which can be guaranteed to reconstruct. Besides, for a given ω, a smaller Qmax leads to
a better error bound of convergence, i.e., a smaller γ (for IPR) or 2γ/(1 + γ2) (for IWR).
Therefore, when the graph topology is given, it is necessary to find a proper sampling set S
and the corresponding vertex division {N (u)}u∈S , which makes the quantity Qmax as small
as possible.
However, since the sufficient condition we give is rather conservative and not very sharp,
minimizing Qmax is only a rough way to obtain a better division of local sets. In other words,
there may be some better evaluation of local sets than Qmax. Finding the optimal division
of local sets is still an open problem and needs more comprehensive study. Therefore we
have not focused on how to construct local sets to minimize Qmax in this paper. It may
be done better when a sharper sufficient condition is provided, which will be studied in the
future work. In this paper, only a special choice of sampling set and the associated local
sets with Qmax = 1 are presented in the following text.
5.3 A Special Case of One-hop Sampling
In this section, we present a special case of dense sampling where all entries to be recovered
are directly connected to the sampled vertices. One may read that such dense sampling
facilitates the local sets partition.
Corollary 3 For a given sampling set S, if the local sets {N (u)}u∈S satisfies
max
v∈N (u)
dist(u, v) ≤ 1, ∀u ∈ S, (11)
the sufficient condition of recovery in Proposition 2 and Proposition 3 can be refined as
ω < 1 and γ =
√
ω.
Proof The condition (11) means that all the vertices except u in N (u) are connected to
u. It implies that dN (u)(u) = |N (u)| − 1 and then K˜(u) ≤ 1. Besides, it is obvious to see
R(u) ≤ 1. Therefore, Q˜max = 1 and Corollary 3 is obtained.
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Table 5: A Greedy Method for a One-hop Sampling Set.
Input: Graph G(V, E);
Output: One-hop sampling set S, local sets {N (u)}u∈S ;
Initialization: S = ∅;
Loop:
1) Find the largest-degree vertex, u = arg max
v∈V
dG(v);
2) Add u into the sampling set, S = S ∪ {u};
3) The one-hop local set N (u) = {u} ∪ {v ∈ V|(u, v) ∈ E};
4) Remove the edges, E = E\{(p, q)|p ∈ N (u), q ∈ V};
5) Remove the vertices, V = V\N (u) and G = G(V, E);
Until: V = ∅.
A greedy method is proposed and described in Table 5, which can produce the one-hop
sampling set and the associated local sets at the same time and satisfy the condition of
(11). The reason for selecting the vertex with the largest degree and its neighbors is that
more vertices can be removed in each step, which may lead to a sampling set with fewer
vertices. One may accept that this is a rather economical choice of sampling set when there
is no restriction on the number or location of the sampling vertices, because both K(u) and
R(u) are small simultaneously.
6 Relationship with Time Domain Results
Bandlimited signal sampling and reconstruction on graph is closely related to irregular
sampling [32, 33] or nonuniform sampling [34] in the time domain, which sheds light on
the analysis of graph signal. There have existed several iterative reconstruction methods
and theoretically analysis of time-domain irregular sampling [35, 36, 37, 32], some of which
are related to the frame theory [36, 38, 32]. Some further works extend the results to high
dimensional spaces [32] and manifolds [39, 40].
By exploiting the similarities between time-domain irregular sampling and graph signal
sampling, some results of this work have consistent formulation with the corresponding
results in the time domain. The reconstruction methods also have correspondences in the
time domain.
Results on time-domain irregular sampling show that {TtisincΩ}ti∈S is a frame for B2Ω if
the sampling set S satisfies some particular conditions, where Ttif(t) = f(t−ti) denotes the
translation of f(t), sincΩ denotes the sinc function whose bandwidth is Ω and B2Ω denotes
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Figure 3: The correspondence between irregular sampling in the time domain and that
on graph. Both TtisincΩ and Pω(δu) are the projections of δ-functions onto bandlimited
spaces. Under certain conditions, for all the sampled points or vertices, these kinds of
signals {TtisincΩ}ti∈S and {Pω(δu)}u∈S become frames. Consequently, the original signals
can be reconstructed by the sampled data.
the space of Ω-bandlimited square integrable signal.
Correspondingly, for the graph signal f ∈ PWω(G), {Pω(δu)}u∈S is a frame under some
conditions. The result is consistent with that in the time domain. The correspondence
between irregular sampling in the time domain and that on graph is illustrated in Fig. 3.
In the graph signal sampling problem, {Pω(δu)}u∈S corresponds to the frame {TtisincΩ}ti∈S
in the time domain. The essence of the two problem is very similar and theoretical results
on sampling and reconstruction of graph signals can be obtained enlightened by irregular
sampling in the time domain.
The ideas of graph signal reconstruction methods ILSR, IWR and IPR have correspon-
dences in time-domain, which are Marvasti method [36], adaptive weights method [32] and
Voronoi method [37], respectively. However, a graph is discrete and the local topology of
each sampling vertex is irregular, which leads to some new problems related to local sets in
the sampling and reconstruction of graph signals.
The correspondence between time-domain irregular sampling and graph signal sampling
is shown in Table 6.
7 Experiments
The Minnesota road graph [41] is chosen as the graph, which has 2640 vertices and 6604
edges, to test the proposed reconstruction algorithms. The bandlimited signal is generated
by first generating a random signal and then removing its high-frequency components.
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Table 6: The correspondence between irregular sampling in the time domain and that on
graph.
Terms Time Domain Vertex Domain
Signal f(t) f
Cutoff frequency Ω ω
Low-frequency space B2Ω PWω(G)
Shifted impulse δ(t− ti) δu
Shifted sinc function TtisincΩ Pω(δu)
Neighborhood [(ti−1 + ti)/2, (ti + ti+1)/2) N (u)
Neighbor indicator 1[(ti−1+ti)/2,(ti+ti+1)/2) δN (u)
Weight
√
(ti+1 − ti−1)/2
√|N (u)|
Reconstruction method Marvasti Method ILSR
Reconstruction method Adaptive Weights Method IWR
Reconstruction method Voronoi Method IPR
7.1 Convergence Rate
The convergence rate of the three algorithms are compared here. A one-hop sampling set
satisfying (11) is chosen as the sampling set. The one-hop sampling set and the correspond-
ing local sets are obtained by the greedy method in Table 5. This sampling set has 872
vertices, which is about one third of all. The cutoff frequency is 0.25. The convergence
curves of ILSR, IWR, and IPR are illustrated in Fig. 4. It is obvious that the convergence
rate of the proposed algorithms is significantly improved compared with the reference. Fur-
thermore, IPR is better than IWR on the convergence rate. Both observations are in
accordance with the analysis in 4.4.
7.2 Sampling Geometry
The choice of sampling set may affect the performance of convergence. Two different sam-
pling sets are used to reconstruct the same bandlimited original signal. Both of the sampling
sets have the same amount of vertices. The first sampling set is the one-hop set satisfying
(11), with 872 sampled vertices and Qmax = 1. For the second sampling set, 872 vertices
18
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Figure 4: Convergence curves of ILSR, IWR, and IPR.
are selected uniformly at random among all the vertices. Each unsampled vertex belongs
to the local set associated with its nearest sampled vertex. Then K(u) and R(u) can be
obtained for each local set, and we have Qmax =
√
40 with the corresponding K(u) = 8 and
R(u) = 5. The convergence curves of the two sampling sets using the three reconstruction
methods are illustrated in Fig. 5. For all the algorithms, the convergence is faster by using
the sampled data of the one-hop sampling set than by using the randomly chosen vertex
set. It means that the sampling geometry has influence on the reconstruction. A sampling
set and the local sets with smaller Qmax may converge faster.
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Figure 5: Convergence curves of ILSR, IWR, and IPR, on one-hop sampling set and ran-
domly chosen sampling set.
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7.3 Actual and Priori Known Cutoff Frequencies
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Figure 6: Convergence curves of three cases with different actual and priori known cutoff
frequencies.
The cutoff frequency is a crucial quantity in the reconstruction of the bandlimited signal.
For a bandlimited signal the cutoff frequency is known as a priori knowledge. However, the
priori knowledge may be an estimate rather than ground truth. In this experiment, the
effect on the imprecise knowledge of the cutoff frequency is investigated. For frequencies ω1
and ω2 satisfying ω1 < ω2, the following four cases are considered: 1)(ω1, ω1); 2)(ω1, ω2);
3)(ω2, ω2); 4)(ω2, ω1), where (ωi, ωj) means the actual cutoff frequency is ωi and the priori
known frequency is ωj .
In the experiment we set ω2 = 2ω1. The convergence curves are illustrated in Fig. 6. It
is easy to understand that the relative error of case 4) is large because only about half of the
energy can be preserved. For case 1) and 2), although both the original signals are actually
ω1-bandlimited, the reconstruction converges faster in case 1) than case 2) because of a more
accurate priori knowledge. Comparing case 2) and 3), it can be seen that the convergence
curves almost coincide, which means that although the bandwidth of the original signal
is reduced, the convergence rate may increase little if the reduction is not priori known.
The experimental results show that the convergence rate depends little on the actual cutoff
frequency but depends more on the cutoff frequency the signal is regarded to have. If we
have more accurate priori knowledge on the cutoff frequency, the reconstruction will be
more efficient.
In fact, the ω of PWω(G) is the priori known cutoff frequency, rather than the actual
one. Even though the actual cutoff frequency of the original signal is smaller than ω, the
decay coefficient γ = Qmax
√
ω is determined by ω, i.e., the cutoff frequency of the subspace.
In other words, convergence is a property of the frame, which is determined by the low-
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frequency subspace, and not of the signal we are trying to reconstruct.
7.4 Theoretical and Numerical Bounds for Cutoff Frequency
The given sufficient condition for the convergence of IWR and IPR is rather conservative and
not very sharp for all the graphs. This experiment shows the actual cutoff frequency that the
reconstruction algorithms can recover. In this experiment, the sampling set and local sets
are the same as that in 7.2 with Qmax =
√
40. The experimental result is illustrated in Fig.
7. For each cutoff frequency, 100 signals within the subspace are generated randomly. The
curves show the rate of signals that converge within a relative error 10−3 in 20 iterations.
For this sampling set and local sets, the sufficient condition we provide is ω < 0.025. It can
be seen that the reconstruction methods work in a larger low-frequency subspace, which
means there is still room for improvement to give a better bound.
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Figure 7: The rate of signals that converge within a relative error 10−3 in 20 iterations.
7.5 Robustness against Noise
7.5.1 Observation Noise
Suppose there is noise involved in the observation of sampled graph signal. This experiment
focuses on the robustness to the observation noise of the three algorithms. In this experiment
the noise is generated as independent identical distributed Gaussian sequence. As shown
in Fig. 8, the steady-state error decreases as the SNR increases. The three methods have
almost the same performance against observation noise.
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Figure 8: Convergence curves of three reconstruction methods with various observation
SNR.
7.5.2 Reconstruction of Approximated Bandlimited Signals
Real-world data is always not strictly bandlimited. However, most smooth signals over
graph can be regarded as approximated bandlimited signals. In the experiment in Fig. 9,
the three methods are used to reconstruct signals with different out-of-band energy. The
steady-state error will be larger for signals with more energy out of band. Besides, the three
algorithms perform almost the same for approximated bandlimited signals.
8 Conclusion
In this paper, the problem of graph signal reconstruction in bandlimited space is studied. We
first propose a concept of local set, where all vertices in the graph are divided into disjoint
local sets associated with the sampled vertices. Based on frame theory, an operator named
local propagation is then proposed and proved to be contraction mapping. Consequently,
several series of signals are proved to be frames and their frame bounds are estimated.
Above theory provides solid foundation for developing efficient reconstruction algorithms.
Two local-set-based iterative methods called IWR and IPR are proposed to reconstruct the
missing data from the observed samples. Strict proofs of convergence and error bounds of
IWR and IPR are presented. After comprehensive discussion on the proposed algorithms,
we explore the correspondence between time-domain irregular sampling and graph signal
sampling, which sheds light on the analysis in the graph vertex domain. Experiments,
which verify the theoretical analysis, show that IPR performs beyond IWR, and both the
proposed methods converge significantly faster than the reference algorithm.
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9 Appendix
9.1 Proof of Lemma 1
Proof By the definition of G, one has
‖f −Gf‖2 =
∥∥∥∥∥Pω
(
f −
∑
u∈S
f(u)δN (u)
)∥∥∥∥∥
2
≤
∥∥∥∥∥f −∑
u∈S
f(u)δN (u)
∥∥∥∥∥
2
≤
∑
u∈S
∑
v∈N (u)
|f(v)− f(u)|2. (12)
Considering that N (u) is connected, there is always a shortest path within N (u) from any
v ∈ N (u) to u, which is denoted as (v, v1, · · · , vkv , u). One has
|f(v)− f(u)|2 ≤ R(u) (|f(v)− f(v1)|2 + · · ·+ |f(vkv)− f(u)|2) , (13)
which is because any path is not longer than R(u).
For each v satisfying (u, v) ∈ E(T (u)), the path from any vertex in Tu(v) to u contains
edge (u, v) and this edge is counted for |Tu(v)| times. By the definition of K(u), each edge
in N (u) is counted for no more than K(u) times. Then,∑
v∈N (u)
|f(v)− f(u)|2 ≤ K(u)R(u)
∑
(p,q)∈E
p,q∈N (u)
|f(p)− f(q)|2, (14)
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By the assumption of ω-bandlimited signal, the following inequality is established 2.∑
(p,q)∈E
|f(p)− f(q)|2 =
∑
p∈V
d(p)|f(p)|2 − 2
∑
(p,q)∈E
f(p)f(q)
=fTLf = fTVΛVTf = fˆTΛfˆ
=
∑
λi≤ω
λi|fˆ(i)|2 ≤ ωfˆTfˆ = ω‖f‖2. (15)
In the above derivation, d(p) denotes the degree of vertex p, and fˆ denotes the graph Fourier
transform of f . The last inequality is because the components of fˆ corresponding to the
frequencies higher than ω are zero for f ∈ PWω(G).
Combining (12), (14), and (15), we have
‖f −Gf‖2 ≤
∑
u∈S
K(u)R(u) ∑
(p,q)∈E
p,q∈N (u)
|f(p)− f(q)|2

≤Q2max
∑
(p,q)∈E
|f(p)− f(q)|2
≤Q2maxω‖f‖2
and Lemma 1 is proved.
9.2 Proof of Proposition 1
Proof By the definition of local propagation, ∀f ∈ PWω(G), one has
Gf =
∑
u∈S
〈f , δu〉Pω(δN (u))
=
∑
u∈S
〈Pω(f), δu〉Pω(δN (u))
=
∑
u∈S
〈f ,Pω(δu)〉Pω(δN (u)). (16)
Utilizing (16) in Lemma 1, one gets∥∥∥∥∥f −∑
u∈S
〈f ,Pω(δu)〉Pω(δN (u))
∥∥∥∥∥ ≤ γ‖f‖. (17)
For all f ∈ PWω(G) and {gu}u∈S , we have∑
u∈S
|〈f ,Pω(δu)〉|2 =
∑
u∈S
|f(u)|2 ≤ ‖f‖2. (18)
2Lemma 2.1 of [26] has proved a more general case for weighted graphs.
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and ∥∥∥∥∥∑
u∈S
guPω(δN (u))
∥∥∥∥∥
2
=
∥∥∥∥∥Pω
(∑
u∈S
guδN (u)
)∥∥∥∥∥
2
≤
∥∥∥∥∥∑
u∈S
guδN (u)
∥∥∥∥∥
2
=
∑
u∈S
|N (u)| · |gu|2
≤Nmax
∑
u∈S
|gu|2. (19)
Combining (17), (18) and (19) and Proposition 2 in [32] 3, {Pω(δN (u))}u∈S is a frame with
bounds (1− γ)2 and Nmax, and {Pω(δu)}u∈S is a frame with bounds (1− γ)2/Nmax and 1.
Proposition 1 is proved.
9.3 Proof of Lemma 3
Proof According to Lemma 1 and Proposition 1, we have ‖I−G‖ ≤ γ < 1 for PWω(G)
when γ = Qmax
√
ω < 1. Then G is invertible and 1− γ ≤ ‖G‖ ≤ 1 + γ for PWω(G).
‖f‖2 =‖G−1Gf‖2
≤(1− γ)−2‖Gf‖2
≤(1− γ)−2
∥∥∥∥∥∑
u∈S
f(u)δN (u)
∥∥∥∥∥
2
=(1− γ)−2
∑
u∈S
|N (u)| · |f(u)|2.
Then the left inequality of Lemma 3 is proved.
From the proof of Lemma 1, it is known that∥∥∥∥∥f −∑
u∈S
f(u)δN (u)
∥∥∥∥∥ ≤ γ‖f‖.
Therefore,
∑
u∈S
|N (u)| · |f(u)|2 =
∥∥∥∥∥∑
u∈S
f(u)δN (u)
∥∥∥∥∥
2
≤
(
‖f‖+
∥∥∥∥∥f −∑
u∈S
f(u)δN (u)
∥∥∥∥∥
)2
≤(1 + γ)2‖f‖2,
3 Proposition 2 in [32]: Suppose {en} and {hn} satisfy that there exist constant C1, C2 > 0 and 0 ≤ γ < 1,
so that
∑ |〈f , en〉|2 ≤ C1‖f‖2, ‖∑λnhn‖2 ≤ C2∑ |λn|2 and ‖f −∑〈f , en〉hn‖ ≤ γ‖f‖ for all f ∈ H and
{λn}. Then {en} is a frame with frame bounds (1 − γ)2/C2 and C1, and {hn} is a frame with bounds
(1− γ)2/C1 and C2.
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which is the right inequality of Lemma 3.
Considering
|〈f ,
√
|N (u)|Pω(δu)〉|2 = |N (u)| · |〈Pω(f), δu〉|2
= |N (u)| · |f(u)|2,
The inequalities imply that {√|N (u)|Pω(δu)}u∈S is a frame for PWω(G) with bounds
(1− γ)2 and (1 + γ)2.
9.4 Proof of Proposition 2
Proof From Lemma 3, {√|N (u)|Pω(δu)}u∈S is a frame with bounds A = (1 − γ)2 and
B = (1 + γ)2. By the property of frame [30], the original signal can be reconstructed by
f (k+1) = f (k) + µGw(f − f (k))
where the frame operator is
Gwf =
∑
u∈S
〈f ,
√
|N (u)|Pω(δu)〉
√
|N (u)|Pω(δu)
=Pω
(∑
u∈S
|N (u)|f(u)δu
)
,
and the parameter µ is chosen as
µ =
2
A+B
=
1
1 + γ2
.
The property of frame [30] shows that the iteration satisfies
‖f (k) − f‖ ≤
(
B −A
B +A
)k
‖f (0) − f‖ =
(
2γ
1 + γ2
)k
‖f (0) − f‖.
Then Proposition 2 is proved.
9.5 Proof of Proposition 3
Proof According to the definition of local propagation and Table 4, the iteration of IPR
can be written as
f (k+1) = f (k) + G(f − f (k)),
which is initialized by f (0) = Gf . Notice that f ∈ PWω(G) and f (k) ∈ PWω(G) for any k,
then f (k) − f ∈ PWω(G). As a consequence of Lemma 1,
‖f (k+1) − f‖ = ‖(f (k) − f)−G(f (k) − f)‖ ≤ γ‖f (k) − f‖,
Proposition 3 is proved.
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