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Fault tolerant quantum computers will require efficient co-processors for real-time decoding of
their adopted quantum error correction protocols. In this work we examine the possibility of using
specialised Ising model hardware to perform this decoding task. Examples of Ising model hardware
include quantum annealers such as those produced by D-Wave Systems Inc., as well as classical
devices such as those produced by Hitatchi and Fujitsu and optical devices known as coherent Ising
machines. We use the coherent parity check (CPC) framework to derive an Ising model mapping of
the quantum error correction decoding problem for an uncorrelated quantum error model. A specific
advantage of our Ising model mapping is that it is compatible with maximum entropy inference
techniques which can outperform maximum likelihood decoding in some circumstances. We use
numerical calculations within our framework to demonstrate that maximum entropy decoding can
not only lead to improved error suppression, but can also shift threshold values for simple codes. As
a high value problem for which a small advantage can lead to major gains, we argue that decoding
quantum codes is an ideal use case for quantum annealers. In addition, the structure of quantum
error correction codes allows application specific integrated circuit (ASIC) annealing hardware to
reduce embedding costs, a major bottleneck in quantum annealing. Finally, we also propose a way
in which a quantum annealer could be optimally used as part of a hybrid quantum-classical decoding
scheme.
I. INTRODUCTION AND BACKGROUND
There have been promising advances in practical quan-
tum computing in recent years and a range of prototype
devices are currently in development [1–3]. Quantum
computing architectures can be broadly divided into two
classes: gate model devices based on discrete operations,
and continuous time devices for which the native dynam-
ics of the quantum system is used to solve problems. For
gate model quantum computing, the aim is to build a
scalable and fault tolerant device capable of universal
logic. In principle, this can be achieved through the use
of quantum error correction protocols to achieve arbi-
trary suppression of noise at the logical level [4–7]. In
contrast, continuous time quantum computers, in partic-
ular the highly successful subfield of quantum annealing,
can operate without having to be error corrected [8–12].
Quantum annealing devices have already been built with
thousands of qubits [13]. Whilst existing quantum an-
nealing devices are not universal, they have been found
to be useful for a wide variety of applications, for ex-
ample in theoretical computer science [14], finance [15–
17], aerospace [18], machine learning [19–22], mathemat-
ics [23, 24], decoding of communications [25], hydrology
[26], and computational biology [27].
Quantum error correction protocols impose consider-
able overhead in the design of fault tolerant quantum
computers. For example, the surface code will demand
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around four thousand physical qubits per logical qubit
[28, 29]. In addition to the qubit overhead, another con-
sideration is how to efficiently interpret the output of a
quantum error correction code in real-time. This task,
referred to as decoding, is known in to be computation-
ally demanding [30], with data rates from some quan-
tum codes expected to be of the order 100Gbit/sec. In
this present paper we explore the use of quantum an-
nealers and related Ising model devices as specialised co-
processors for decoding.
The task of decoding imposes a bottleneck on the suc-
cessful operation of quantum error correction (especially
in situations where non-Clifford operations are to be per-
formed). Achieving even a small improvement in decod-
ing could therefore lead to major in gains in performance
of the quantum computer. As a result, the decoding
problem is a high-value use case for quantum anneal-
ing devices. In addition, this work demonstrates how the
two paradigms in quantum computing architecture can
be combined in a hybrid setting.
A. Quantum error correction
In the gate model of quantum computation, universal
computation is achieved through the application of dis-
crete operations from a finite set of qubit gates. Because
these gates are realised experimentally via the precise
manipulation of fragile quantum systems, both control
and memory faults are common. As such, quantum error
correction protocols play an essential role in the design
of any gate model quantum computer.
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2Adapting existing classical error correction protocols
for use on quantum hardware is not straightforward. The
No-Cloning theorem prohibits quantum data from being
redundantly encoded via simple duplication [31]. Fur-
thermore, quantum error correction protocols must be
carefully designed to avoid compromising the encoded
information via wavefunction collapse. A final compli-
cation that arises when designing quantum codes is that
qubits are susceptible to multiple error types; whereas in
classical error correction only bit-flips (X-errors) need to
be considered, in quantum error correction an additional
error type, phase-flips (Z-errors), must also be considered
[32].
The stabilizer framework for quantum error correction
has been developed to allow quantum codes to be con-
structed within the above constraints [33, 34]. The es-
sential idea is that the information encoded in a register
of qubits is distributed across a larger entangled system
of qubits. The extra degrees of freedom due to this ex-
pansion allows errors to do be detected using a series
of ‘stabilizer measurements’. These stabilizer measure-
ments reveal information about the parity of the regis-
ter, whilst leaving the encoded quantum information un-
changed. In general, a stabilizer code is labelled using
the [[n, k, d]] notation, where n is the total number of
qubits and k is the number of logical qubits. The code
distance d is the minimum weight error that will go un-
detected by the code. We note also that the stabilizer
framework and other error correction schemes can also
be applied in a continuous time setting, where thermal
dissipation can be used perform the corrections automat-
ically (see e.g. [35–40]). However, this is not the subject
of our current work.
The recently introduced coherent parity check (CPC)
framework for quantum error correction [41–43] provides
a tool kit for the conversion of classical codes to quan-
tum stabilizer codes. CPC codes are known to include
large classes of stabilizer codes such as CSS codes, and
are conjectured to be a superset of all known stabilizer
codes. CPC codes have a specific structure in which the
qubits are separated into two distinct types: data qubits
and parity qubits. Error correction then proceeds via
a three-part parity checking sequence. First, a set of
bit parity checks are performed on the data qubits and
the results copied to the parity qubits. This is followed
by a second round of parity checks to detect phase-flips,
with the results again being copied to the parity qubits.
The final round of parity checks, referred to as cross-
checks, takes place between the parity qubits themselves
and fixes the code distance to the desired length. The
specific advantage of the the CPC framework is that the
parity checking sequences in each stage can be taken di-
rectly from existing classical codes.
The effect of a CPC encoder is to place the data and
parity-check qubits in known stabilizer states, which can
then be measured. Error propagation through such sta-
bilizer measurements is identical to error propagation
through a decoder (that is, the reverse of the encoder
operations). One can therefore think either of stabilizer
measurements on the encoded state, or, equivalently, the
measurement of parity check qubits after a decoder. The
results of all the stabilizer measurements can be com-
bined to form a binary string called a syndrome. The
role of a decoder in an error correction protocol is to
infer the best recovery operation given the information
provided by this syndrome. For classical codes, various
methods exist that allow decoding to be performed ef-
ficiently [44, 45]. Unfortunately, owing to the fact that
stabilizer codes must be able to detect two-error types
simultaneously, it is not always possible to use these ex-
isting techniques directly. As a result, bespoke decoding
strategies need to be developed for use with quantum
codes.
B. The decoding problem
Whether in a classical or quantum setting, the prob-
lem of decoding amounts to answering the same funda-
mental question: “given the data available, what actions
would be most likely to preserve the encoded informa-
tion?” There are generally recognized to be two differ-
ent techniques [46–48] by which such inference can be
achieved:
1. Maximum likelihood estimation (MLE), for which
it is assumed that the single most likely event, in
this case the single most likely pattern of errors,
has occurred.
2. Maximum entropy inference (MaxEnt), for which
a distribution which maximizes entropy subject to
constraints is used to draw probabilistic conclusions
about the errors which make up the pattern.
If all errors occur at the same rate and are less than
50% likely to happen, MLE reduces to finding the the
fewest number of errors which are consistent with the re-
sult of an error correction measurement (syndrome mea-
surement). On the other hand, MaxEnt relies on finding
the probability of every event, so in principle will always
depend in detail on the error rate(s). We discuss later
how both of these approaches can be mapped to special-
ized hardware.
Before continuing, it is worth considering a highly sim-
plified example to demonstrate the difference between
MLE and MaxEnt. Consider a simple (fictional) code
where the observed parity measurements correspond to
four distinct possibilities. In one of the four error pat-
terns error e1 is the only error, but in the other three
patterns two errors other than e1 have occurred. Based
on MLE, we would always correct error e1, since the sin-
gle most likely error pattern (assuming all error rates are
less than 50%) is the one with the lowest weight. On the
other hand the MaxEnt decoding depends on the error
rate. Assuming all errors are equally likely and occur
3with a probability p, we can see that if p < 13 , then cor-
recting e1 will indeed reduce the error rate. However, if
1
3 < e1 <
1
2 , than it is more likely that the actual error
pattern is one of the of the three cases in which error e1
has not occurred. In this case the MLE strategy actually
does more harm than good, while the MaxEnt strategy
does not perform the detrimental ‘correction’.
A practical decoding method is a key element in clas-
sical error correction code design. Leading classical er-
ror correction schemes, such as low density parity check
(LDPC) codes and turbo codes, rely upon efficient ap-
proximate decoding strategies. For example, LDPC
codes are decoded using belief propagation on a type of
graphical model known as a factor graph [44, 45].
A method for mapping quantum codes to a factor
graphs has been demonstrated in [43], but this technique
required Y errors to be represented as burst errors. In
this work, as a by-product of our Ising model construc-
tion, we also prersent a factor graph construction which
does does not require a multi-bit error model. While we
focus on Ising model specialized hardware in this work,
it is also worth noting that specialized hardware for be-
lief propagation, for instance application specific circuits
(ASICs), could also provide a promising route to improve
decoding.
There is room for improvement in quantum decoding.
As an example, a threshold of pc ≈ 10.3% can be achieved
on a 2D toric code using a minimum weight matching
(a MLE technique) decoder [30, 49]. However, statisti-
cal mechanics arguments based on an Ising model corre-
sponding to these codes suggests a maximum threshold
of pc ≈ 10.9%. Because this maximum threshold is cal-
culated based on the statistical mechanical properties of
an Ising model, a perfect thermal sampler on this model
would be able to saturate the decoding bound by con-
struction. It is of course an open question whether such
a high quality sampler could actually be practically im-
plemented.
C. Ising model computing
Although it began as a model for magnetism [50], the
Ising model has since been demonstrated to be a power-
ful tool in representing hard optimization and machine
learning problems in specialized hardware. Finding the
ground state (lowest energy) of an Ising spin glass is
known to be NP-hard. Therefore all NP-hard problems
can be mapped to it with only polynomial overhead.
Moreover, practical mappings of many important prob-
lems are actually known, with examples include parti-
tioning, covering, and satisfiability [51–53]. In addition
to the ground state problem being NP-hard, Ising models
are known to be universal in the sense that any classical
spin model can be efficiently simulated by an Ising model
[54]. The algebraic similarity between Ising models and
the decoding of codes was first noticed by Sourlas [55],
who demonstrated that under certain circumstances Ising
spin glasses behave as optimal error correcting codes.
Probably the most well known specilized hardware
which use Ising model based encodings are quantum an-
nealers, such as those produced by D-Wave Systems Inc
[13]. Annealers, however, are not the only Ising model
based computational machines. There have recently been
efforts to produce other specialized Ising model based
computing hardware [56–59], including some fully classi-
cal devices.
It is not only the ground states of Ising models which
are computationally interesting. Thermal distributions
over Ising models perform a constrained entropy max-
imization, which is useful for MaxEnt inference among
other tasks. There has been much recent work for in-
stance on how specialized annealing hardware may be
used to realise Boltzmann machines by sampling a Boltz-
mann distribution [22, 60–62]. Additionally, Ising ther-
mal distributions can be used to perform maximum en-
tropy decoding of (classical) communications [25] via
MaxEnt techniques.
Specialized Ising hardware can take an variety of forms,
including fully classical CMOS devices which operate at
room temperature [58, 59], and optimize over Ising mod-
els directly, rather than being arranged in a more tradi-
tional architecture. Using these devices directly for solid
state quantum computing would mean a high rate of com-
munication with a room temperature environment, and
therefore a large heat and noise flux incident on the de-
vice. To avoid this problem, it would be preferable to
perform the logical operations associated with decoding
at deep crogenic, rather than room temperature. CMOS
information processing devices can be operated at deep
cryogenic temperatures, and the importance for quan-
tum computing has been highlighted [63–67]. For es-
timates of power and area requirements for controls in
silicon qubits, see [68]. Given that quite complex de-
vices, including field programmable gate arrays [66, 67]
can be operated at cryogenic temperatures of around 4 K,
a cryogenic CMOS implementation of the (fully classical)
Ising model computers being explored by [58, 59] could
provide a promising path for practically implementable
quantum error correction.
II. MAPPING QUANTUM ERROR
CORRECTION TO ISING MACHINES
It has recently been demonstrated in [43] that the de-
coding of many quantum error correction codes can be
mapped to a classical factor graph via the so called coher-
ent parity check (CPC) formalism, originally introduced
in [41]. It is in turn known that due to the nature of the
parity checks in these codes, their factor graphs naturally
map to Ising models, which is the preferred encoding style
of an emerging family of specialized computing hardware
[56–59], including quantum annealers [9, 13]. This map-
ping is valid for all codes which can be described within
the CPC framework. Whilst it is an open question as to
4which codes can be described within this framework, it is
known that the framework can at least describe all CSS
codes [41]. It is also suspected that the CPC framework
may be able to describe all stabilizer codes up to local
unitaries.
While we will not review the entire CPC formalism
here, it is worth remarking on the key elements of the
graphical construction, as it is important to understand
how to map the decoding of quantum codes to Ising mod-
els. The construction of a classical factor graph using the
graphical version of the CPC framework presented in [43]
begins with a so called operational representation of the
code, which represents how (unmeasured) data qubits in-
teract with which (measured) parity check qubits. This
operational representation must then be annotated with
directed edges to represent indirect propagation of errors.
As it is not directly relevant to the discussion here, we
will not review how this annotation is done, but instead
refer the reader to [43] for a simple set of graphical rules.
In the operational representation, unmeasured data
qubits are represented by triangles and measured par-
ity check qubits are represented by stars . There
are three types of edges between these qubits, repre-
senting the three ways errors can be transmitted: di-
rectly through bit error checks, directly through phase
error checks, and through indirect propagation due to the
quantum nature of the interactions. For the purposes of
this paper, it is only necessary to review the translation
of the qubits to classical factor graph representation and
not how the edges translate. The data qubit translates
to two classical data bits:
. (1)
The parity check qubits on the other hand translates
to a factor [69], representing the measured bit informa-
tion, and a classical data bit representing the unmeasured
phase information:
. (2)
Finally, it is possible for a parity check bit to have a
self loop, where its own phase information is propagated
to its (measured) bit degree of freedom. In this case,
the qubit again translates to a parity check node and a
classical bit, but this time with an edge connecting them,
. (3)
The classical factor graphs which represent these quan-
tum error correcting codes will have two types of nodes:
classical bits representing whether or not a degree of free-
dom was errored, and parity check nodes representing
measurements of the bit degrees of freedom of the par-
ity check qubits. These measurements effectively tell us
the parity of errors (whether an odd or even number have
occurred) over a given set of bit and phase degrees of free-
dom. If we assume a very simple error model where all
qubits have an equal likelihood to have a bit (X) or phase
(Z) error, and no other error types are allowed, then the
energy with respect to the following Ising Hamiltonian is
proportional to the number of errors up to an irrelevant
offset
Herr count = −
k+n∑
i=1
σzi −
n−k∑
j=1
sj
∏
l∈Qj
σzl (4)
where sj ∈ {+1,−1} is the parity of the jth error mea-
surement and Qj is the set of degrees of freedom (rep-
resented as classical bits) checked by that measurement.
In this case, an Ising spin taking a +1 value indicates
no error, while a −1 value indicates that an error has oc-
curred. For the bit degrees of freedom of the parity check-
ing qubits, a value of the parity checking measurement
which is different from sj indicates an error. Since an X
or Z error on any qubit increases the energy with respect
to this Hamiltonian by 2, it follows that this Hamilto-
nian effectively counts the number of errors necessary to
give a syndrome measurement {s}, and further follows
that the lowest energy state is the one with the fewest
errors. Furthermore, if we assume that our errors have a
probability less than 50%, than the error configuration(s)
with the least errors are also the most likely. Finding the
ground state of this Hamiltonian is therefore equivalent
to performing maximum likelihood (MLE) inference.
This Hamiltonian, however, is not only a tool for MLE
inference. Let us consider a Boltzmann distribution
pa =
exp
(−EaT )
Z
(5)
where Ea is the energy of configuration a, i.e. the value of
the Hamiltonian, and Z is the partition function which
guarantees that the probability distribution is normal-
ized. Recall that Ea is proportional to the number of
errors required to measure the syndrome given by {s}
with the error configuration a on the unmeasured degrees
of freedom up to an energy offset. The structure of the
Boltzmann distribution means that for every additional
error the probability of the configuration is decreased by
a multiplicative factor of exp(− 2T ). Since the probability
of an error configuration in the actual decoding process
is also decreased by a constant multiplicative factor if the
number of errors in the configuration is increased by one,
it follows that sampling from the Boltzmann distribution
over the Ising model is the same as sampling over error
distributions at a finite error rate. Inferring the likeli-
hood of specific errors at a known overall error rate is a
form of maximum entropy (MaxEnt) inference, a power-
ful tool which allows knowledge of the error rate to help
with decoding. There is a formally rigorous relationship
between the error rate and the temperature of the distri-
bution, namely, sampling at an error rate p is equivalent
to sampling the Boltzmann distribution at the Nishimori
5temperature [70, 71]
TNish = 2
(
ln
(
1− p
p
))−1
. (6)
If the error rate is known, at least approximately, as it
almost always will be on real devices, then maximum
entropy inference can use this additional information to
perform better than maximum likelihood. One dramatic
example of this is [25] where maximum entropy infer-
ence performed on a programmable quantum annealer
was shown to be able to out-perform perfect maximum
likelihood decoding.
While the example given here provides motivation for
the possibility of using Ising machine based techniques,
including maximum entropy inference to decode quan-
tum error correcting codes, it has thus far been done in
a rather unrealistic setting. Assuming equal error rates
on every degree of freedom is natural in classical commu-
nications, where parity checks and data will all be sent
through the same channel. The same assumption is some-
what artificial in the setting of quantum error correction,
where there is no a priori reason to expect that bit and
phase errors will occur at the same rate. Furthermore,
we have thus far considered an error model which does
not contain a separate mechanism for Y errors, where
the bit and phase degrees of freedom on a qubit flip pref-
erentially at the same time. While these errors can be
treated as burst errors in the factor graph, there is no
obvious natural way to include burst errors directly in
the Ising Hamiltonian. We show in the next section how
arbitrary single qubit error models can be represented as
Ising models, and in turn how they can be represented
as weighted factor graphs where burst errors need not
be explicitly included to represent arbitrary single qubit
error models.
A. Deducing the error pattern from Ising decoding
We now briefly discuss how the logical error pattern
can be deduced from the Ising model. This can be done
in two ways. Firstly for MaxEnt the error pattern is
deduced by examining the lowest energy configuration
found (or one of the lowest energy configurations chosen
at random in the event of a tie) and calculating what log-
ical corrections are needed. For MaxEnt, given a collec-
tion of configurations sampled with Boltzmann weighted
probabilities, logical errors can be deduced by taking a
‘vote’ of all sampled configurations for each qubit, i.e.
by tabulating the number for which no correction, an X
correction, a Z correction, or a Y correction is appro-
priate. The correction with the most ‘votes’ is the one
which is most likely to correct the information when av-
eraging over all possible error patterns. If information
about other kinds of errors is required, then a similar
approach can be followed.
B. Hamiltonian terms for Y errors
Recall that the maximum likelihood error configura-
tion(s) needed for MLE decoding are recovered from
MaxEnt (maximum entropy) inference by isolating the
most probable (lowest energy) configuration(s). This
can be shown directly by observing that at a sufficiently
low temperature, the Boltzmann distribution on an Ising
model will be dominated by the lowest energy configura-
tion(s). It is therefore sufficient to demonstrate an Ising
model construction where the Boltzmann distributions
can be used to perform MaxEnt inference for arbitrary
X, Y , and Z error rates, as such a model will necessar-
ily also be able to perform MLE inference by focusing
only on the lowest energy states (equivalent to a T = 0
Boltzmann distribution).
We need to consider both errors on the data qubits
and the parity check qubits. Because it is conceptually
simpler, we start with the case of a data qubit. In the
factor graph representation, such a qubit is represented
by two classical bit variables, one for the bit information
of the qubit and one for the phase information. These
bits can be represented as Ising spins. In an Ising model
representation, these two spins can have a coupling be-
tween them. We therefore write the total Hamiltonian as
follows
Hdata = −h1σz1 − h2σz2 − J σz1σz2 . (7)
To map a full X, Z, Y error model we must map the
probabilities of these spins being in the +1,+1, −1,+1,
+1,−1 or −1,−1 state to the no error, bit flip error only
(px(1 − pz)), phase flip error only (pz(1 − px)), and bit
and phase flip error (pxz = pxpz + py) probabilities re-
spectively for a Boltzmann distribution (5) obtained for
this Hamiltonian at a finite temperature T .
To avoid having to calculate the partition function, we
compare ratios of probabilities between the Boltzmann
distribution and the distribution we are trying to emu-
late, for instance
p(−1,+1)
p(+1,+1)
= exp
(
−2h1 + J
T
)
=
px(1− pz)
1− px − pxz − pz + 2pxpz ≡ p¯x (8)
where the definition of p¯x is for mathematical convenience
in later calculations. We furthermore set
p(+1,−1)
p(+1,+1)
= exp
(
−2h2 + J
T
)
=
pz(1− px)
1− px − pxz − pz + 2pxpz ≡ p¯z, (9)
and
p(−1,−1)
p(+1,+1)
= exp
(
−2h1 + h2
T
)
=
pxz
1− px − pxz − pz + 2pxpz ≡ p¯xz. (10)
6We now have three equations and three unknowns, solv-
ing for the terms in Eq. 7, we find that,
J =
T
4
[− ln(p¯x)− ln(p¯z) + ln(p¯xz)]
h1 = −T
2
ln(p¯x)− J
h2 = −T
2
ln(p¯z)− J. (11)
Now we turn to the parity checking qubits, each of which
is represented by only a single bit corresponding to the
phase degree of freedom. Whether or not the bit degree
of freedom has been errored can be inferred by checking
whether the measured parity value agrees with the parity
of the errors it detected. Stated another way, if we deduce
that an odd (even) number of bits in the parity check
were errored and the parity check shows and even (odd)
parity, then we conclude that the bit degree of freedom
was corrupted. As discussed in the previous section, we
encode the measured error value in the sign of the parity
check over the bits Q. If no error has been detected,
then the coupling strength in the Ising mapping will be
negative (ferromagnetic). Otherwise it will be positive
(anti-ferromagnetic). To take into account the effects of
Y errors on the parity check as well as the phase degree
of freedom, we introduce an additional multi-body term
which acts on the phase bit (bp) as well as the bits within
the parity check [72]. The resultant Hamiltonian parity
check term takes the form
Hpar± (Q, bp) = −h±σzbp − aQ±
∏
i∈Q
σzi −
−aQbp±σzbp
∏
i∈Q
σzi . (12)
As was done for the data qubits, focusing first on the +
case, where an error is not detected, we solve for ratios
of probabilities
p(−1,+1)
p(+1,+1)
= exp(−2aQ+ + aQbp+
T
) = p¯x
p(+1,−1)
p(+1,+1)
= exp(−2h+ + aQbp+
T
) = p¯z
p(−1,−1)
p(+1,+1)
= exp(−2h+ + aQ+
T
) = p¯xz. (13)
These equations have the same mathematical structure
as Eqs. (8), (9), and (10), it follows immediately that
aQbp+ =
T
4
[− ln(p¯x)− ln(p¯z) + ln(p¯xz)]
aQ+ = −T
2
ln(p¯x)− aQbp+
h+ = −T
2
ln(p¯z)− aQbp+. (14)
The task now remains to find the values for the − case,
in other words when an error has been detected. In this
case we have
p(−1,+1)
p(+1,+1)
= exp(−2aQ− + aQbp−
T
) = p¯−1x
p(+1,−1)
p(+1,+1)
= exp(−2h− + aQbp−
T
) = p¯xz p¯
−1
x
p(−1,−1)
p(+1,+1)
= exp(−2h− + aQ−
T
) = p¯z p¯
−1
x . (15)
Except for the difference in the RHS, these equations
again have the same mathematical structure. We can
solve for the relevant terms as follows
aQbp− =
T
4
[ln(p¯x)− ln(p¯xz) + ln(p¯z))]
aQ− =
T
2
ln(p¯x)− aQbp−
h− = −T
2
[ln(p¯xz)− ln(p¯x)]− aQbp−. (16)
With the above, we have now completed all of the nec-
essary terms to construct a complete Ising Hamiltonian
for which the Boltzmann distribution performs maximum
entropy inference on a general quantum error correcting
code. In the next subsection we discuss the full Hamil-
tonian, as well as its expression as a factor graph.
C. Full Hamiltonian and factor graph
representation
Now that we have constructed all of the necessary
pieces, lets construct the whole Hamiltonian for maxi-
mum entropy inference on a CPC code. This Hamilto-
nian will involve k Ising spins which represent the bit
degrees of freedom on the data qubits b, k spins which
represent the phase information p, and n−k spins which
represent the phase degrees of freedom on parity check
qubits. The Hamiltonian takes the form
Hdecode =
k∑
i=1
(−h1σzbi − h2σzpi − Jσzbiσzpi) +
+
n−k∑
j=1
Hparsj (Qj , p
′
j), (17)
where Qj is the set of degrees of freedom (represented
by Ising spins) checked by the jth parity checking qubit,
and sj ∈ {+1,−1} is the syndrome measurement for that
qubit.
Because this Hamiltonian has been constructed so that
Boltzmann distributions with respect to it reproduce er-
ror probabilities, the probability of an individual error
configuration will be proportional to exp(−E/T ), the ex-
ponent of that configuration’s energy. We therefore de-
duce by the fact that this function decreases monotoni-
cally, that the lowest energy configuration with respect to
this Hamiltonian is also the single most likely one. There-
fore for a Hamiltonian constructed at any finite positive
7temperature T , the maximum likelihood configuration is
the ground state.
In addition to being represented as a Hamiltonian, the
decoding problem including Y errors can also be repre-
sented as a (weighted) factor graph. This can be done
by examining the interactions in the Hamiltonian and
constructing a graphical model from them. This model
is similar to the original factor graph considered in [43],
but has one additional factor per qubit to adjust the error
probabilities to include Y . The rules given in [43] can be
modified as follow to explicitly include a Y error in the
factor graph, rather than treating it as a burst error on
the code. The first modification is that when mapping a
data qubit (represented by a triangle, in the graphi-
cal language of that paper), an additional weighted factor
needs to be added to include correlations between the bit
and phase degrees of freedom of that qubit. The transla-
tion of a data qubit in the operational representation is
therefore
, (18)
where the color of the factor is added to emphasize that it
is weighted differently [73] from the parity checks. For the
parity check qubits, (denoted by a star ) two separate
cases need to be considered, both the cases with and
without a self loop. Without the self loop the definition
is
, (19)
where edges extending off the edge of the figure corre-
spond to the parity checks which the qubit performs on
other qubits. The magenta color indicates the additional
weighted factor to take the Y errors into account. Edges
representing other qubits checking the phase qubit have
been omitted for visual clarity. The final case we need
to consider is the case where the parity check qubit has
a self-loop in the annotated operational representation.
In this case the additional factor interacts with all of the
qubits the parity qubit checks, but not the phase bit
. (20)
Edges representing other qubits checking the parity check
qubit have again been omitted for visual clarity. Aside
from these variations of the node definitions, the explicit
factor graph construction for a model including Y errors
is exactly the same as the one given in [43].
D. Decoding over time
The foregoing discussion has implicitly assumed that
the gates comprising the decoder/stabilizer measure-
ments do not themselves introduce error. To be fully
general, all quantum decoders must be able to tolerate
gate errors. The standard solution in QEC to process
syndrome data fully fault-tolerantly is for decoding to
happen over time as well as space (see for example [74]
in the context of surface codes). The idea here is that
not only is the syndrome measurement at one time used
to determine the likely event, but rather an entire se-
quence of syndrome measurements is used to reconstruct
the most likely series of events. The Ising and factor
graph approaches can be extended to this kind of decod-
ing as well. If we first consider that each qubit starts
out in the unerrored state, we begin with the standard
factor graph or Ising model for the single-shot decod-
ing from the first round of syndrome gathering. For the
second round however, rather than single body terms
corresponding to whether or not a qubit has been er-
rored, another copy of the Ising model description of the
code should be added. However, rather than having sin-
gle body terms, it should have couplings to the previous
copy. If an error has occurred in the previous round and
persists, it should trigger the same syndromes. The sin-
gle body terms on data qubits thus become two body
terms coupling to the previous round, and likewise the
two body terms become four body terms. The terms re-
lating to parity check qubits remain unchanged, as syn-
drome information is measured and not carried forward
from round to round.
Mathematically, the transformation from single round
decoding to decoding over time transforms Eq. 7 to a
comparison with the values observed at the previous
time,
Hdata = h1σ
z
1,t−1σ
z
1,t + h2σ
z
2,t−1σ
z
2,t −
−J σz1,t−1σz2,t−1σz1,tσz2,t, (21)
where t and t−1 are indices to indicate slices representing
syndrome measurements at different times. The quanti-
ties h1, h2, and J are the same as in Eq. 7 because the
statistics of the errors is agnostic to how the correction
is performed. As with decoding at a single time, the in-
teractions on a single data qubit can be expressed as a
factor graph, with a pair of bits per measurement cycle,
h2
h1
J J J ...
h2 h2
h1 h1 . (22)
Each factor is labelled with its weight, and edges which
do not connect to vertexes indicate interactions with the
parity checks within a time slice. Note that except for
the leftmost set of classical bits, there are no single body
terms.
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Figure 1. Probability of a logical X, Z or Y in a [[5, 1, 3]]
code for px = pz = p and py = 0. Blue is maximum likelihood
decoding, green is maximum entropy, and red is for data which
is encoded but no corrective action is taken. The black line
is the raw averaged error probability of an unprotected qubit
subject to the same errors. Dotted lines are guides to the eye
to show the threshold under the two decoding strategies. The
upper inset is a zoom on the threshold while the lower inset
shows a wider range of p.
III. NUMERICAL RESULTS
We now compare numerical results of maximum en-
tropy and maximum likelihood inference for two codes,
a [[5, 1, 3]] code and a [[9, 3, 3]] code, the CPC matri-
ces for which can be found in the appendix. We choose
small codes where the probabilities can be calculated ex-
haustively and so that there is no statistical error in our
calculations and thresholds can readily be calculated by
bisection. We consider a simple error model with a single
round of error correction and perfect syndrome collection.
This is appropriate as the goal of these calculations is to
provide proof-of-principle for our decoding methods, not
to demonstrate the practicality of the codes.
For the [[5, 1, 3]] code, we consider a situation where
px = pz = p and py = 0, in other words equal proba-
bility of dephasing or bit flip errors, but no error which
independently implements a combined flip and dephas-
ing error. The results of this decoding can be found in
Fig. 1. This figure demonstrates that not only does the
maximum entropy strategy reduce the probability of a
logical error compared to maximum likelihood, it also
moves the threshold, defined as the point for which the
probability of an error exceeds the probability for an un-
protected qubit, by approximately 0.5%. For a summary
of threshold values, see table I.
As a more sophisticated example, we consider a
[[9, 3, 3]] code with px = pz = p and py = 0.1p, the re-
sults for which are shown in Fig. 2. This more sophisti-
cated multi-qubit code again shows better decoding from
a maximum entropy strategy and a shift in the threshold.
All threshold values are depicted in table I.
One final case which is often considered theoretically is
the case of completely isotropic error, px = pz = pxz = p.
Solving for py we find that this case corresponds to py =
p− 2 p2. The results for the [[9, 3, 3]] code with isotropic
error appear in Fig. 3.
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Figure 2. Probability of a logicalX, Z or Y averaged over the
logical degrees of freedom for a [[9, 3, 3]] code for px = pz = p
and py = 0.1p (rates with no independent Y error are depicted
as dashed lines for comparison). Blue is maximum likelihood
decoding, green is maximum entropy, and red is for data which
is encoded but no corrective action is taken. The black line
is the raw averaged error probability of an unprotected qubit
subject to the same errors. Dotted lines are guides to the eye
to show the threshold under the two decoding strategies. The
inset is a zoom on the threshold.
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Figure 3. Probability of a logicalX, Z or Y averaged over the
logical degrees of freedom for a [[9, 3, 3]] code for px = pz = p
and py = p − 2 p2, corresponding to isotropic errors (rates
with no independent Y error are depicted as dashed lines for
comparison). Blue is maximum likelihood decoding, green
is maximum entropy, and red is for data which is encoded
but no corrective action is taken. The black line is the raw
averaged error probability of an unprotected qubit subject to
the same errors. Dotted lines are guides to the eye to show
the threshold under the two decoding strategies.
IV. IMPLEMENTATION
The Ising model representation of quantum error cor-
recting codes has a fixed structure, in other words, the
measured syndrome values {s} affect the magnitude and
sign of different coupling elements, but not which vari-
ables interact with which other variables. This structure
means that any decoder could be constructed in an ap-
plication specific way, much in the way that an applica-
tion specific integrated circuit (ASIC) approach is used
in some cases in electrical engineering. In fact for super-
conducting circuit annealers and many quantum inspired
implementations, the decoder itself would actually be an
ASIC, but in the interest of generality, we refer to hard-
ware which is designed to only perform quantum error
9code type MLE threshold MaxEnt threshold difference
[[5, 1, 3]], py = 0 p = 0.07989 p = 0.08460 0.004708
[[9, 3, 3]], py = 0 p = 0.03005 p = 0.03358 0.003534
[[9, 3, 3]], py = 0.1p p = 0.02760 p = 0.03000 0.002401
[[9, 3, 3]], py = p− 2 p2 p = 0.01701 p = 0.01880 0.001789
Table I. Thresholds of maximum entropy (MaxEnt) and maximum likelihood (MLE) strategies for different codes considered
in this paper.
correction as an application specific processor.
The application specific approach affords several ad-
vantages over using general purpose Ising hardware.
Probably most importantly, the hardware can be de-
signed to minimize or eliminate the costs associated with
embedding the problem. It is generally recognized that
the embedding overheads are a major obstacle for cur-
rent quantum annealer technology [75–77]. For a quan-
tum annealer, this would require multi-body interactions,
however there are several ideas currently in the literature
on how this can be done in hardware [78–83]. It could
also be done using a variety of mapping techniques from
multi-body to two-body couplers (a process known as
‘quadratization’). For a review of these techniques see
[84]. Additionally, if the decoding is made with the same
type of hardware as the quantum computer it is correct-
ing (superconducting circuits or trapped atoms/ions for
instance), it is likely that the connectivity constraints on
the two devices will be similar and that an efficient em-
bedding of the decoding problem can be found.
An additional benefit of an application specific ap-
proach is that the control requirements would be much
less demanding, as the device would only have to be able
to have a number of user controlled binary variables equal
to the number of syndromes, rather than to approximate
a continuum of strengths for each qubit and coupler. On
currently implemented quantum annealing hardware, the
area taken up by the classical control digital to analog
converters (DACs) can be a limiting factor in chip design
[85], reducing the the complexity of the controls would
free up area for qubits and couplers and allow for more
powerful devices.
Another benefit of using specialized hardware to de-
code is that the decoding hardware, whether quantum
or classical, can be directly integrated with the quan-
tum computer it is correcting. For a superconducting
circuit architecture this would mean having quantum
and/or classical error correction hardware in the same
cryostat, thus cutting down on requirements to commu-
nicate with devices at room temperature and reducing
the heat flux incident on the device. This approach could
also reduce communication latency, and potential delays
waiting for results to be returned from more traditional
classical computing software.
Decoding could also potentially be performed using
hybrid quantum/classical techniques, for instance a su-
perconducting quantum annealer could be paired with
a cryo-CMOS or classical superconducting ASIC which
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Figure 4. Information flow in a hybrid quantum/classical an-
nealer accelerated error correction setup. Classical hardware
finds high probability error configuration which are then con-
verted an approximate sampling of a Boltzmann distribution
with the aid of a quantum annealer.
uses belief propagation, or other classical techniques to
find high quality solutions, but which are not distributed
in a Boltzmann distribution. Reverse annealing [86–88]
could then use these as a starting point to find an ap-
proximate Boltzmann distribution for use in MaxEnt in-
ference. In particular, it has recently been shown that
two orders of magninitude improvement in solution time
is possible through reverse annealing even when starting
from a solution found by a simple greedy search [17]. A
graphical representation of information flow in an appli-
cation specific annealer accelerated error correction unit
appears in Fig. 4.
V. DISCUSSION AND OUTLOOK
In this work we have developed a general way to map
the problem of decoding quantum error correction to spe-
cialized Ising model hardware, which works for any code
describable in the CPC formalism (at least all CSS codes,
if not all stabilizer codes). Our methods are general in
the sense that depending on the capabilities of the Ising
hardware they can perform either maximum likelihood
or maximum entropy decoding. We have demonstrated
numerically that maximum entropy decoding using our
formalism can improve the decoding of a small code.
Since large scale quantum annealers actually exist, it
would be feasible to test the performance of these de-
vices with simulated large scale quantum error correction.
Similar studies have already been performed for classical
error correction in [25], and an extension to more com-
plex codes is forthcoming [89]. The choice to map small
codes in this paper was only made for presentation and
to make the exact thermal distribution calculable. The
10
complexity of our mapping from quantum codes to Ising
models scales mildly with code size, and therefore would
be feasible even for very large quantum error correction
codes.
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APPENDIX: CODES USED IN NUMERICAL
EXAMPLES
[[5, 1, 3]] code
Mb =

0
0
1
1
 Mp =

1
0
0
1
 Mc =

0 1 0 1
0 0 1 1
0 0 0 1
0 0 0 0
 (23)
[[9, 3, 3]] code
Mb =

0 1 1
1 0 0
1 0 1
1 0 1
0 1 1
0 0 1

Mp =

1 1 1
1 0 1
0 0 0
1 1 0
0 0 0
1 1 1

(24)
Mc =

0 1 0 0 1 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0

