The semi-blind recursive least squares (RLS) based adaptive receiver has been designed to perform joint interference suppression and equalization for space time block codes (STBC) in a frequency and time selective channel. In order to decrease pilot requirements in the training block, this paper introduces a linear predictor (LP) algorithm to do a forward prediction of the channel coefficients based on a smaller pilot block. We then introduce a QR-decomposition (QRD) based algorithm to improve the performance of the receiver at higher Doppler frequencies. The simulation results show that the addition of the LP does not affect the frame error rate (FER) of the overall system. Linear prediction requires a smaller number of pilot symbols in order to provide the channel estimates for a given burst. Hence the LP increases the overall throughput of the system by decreasing the pilot symbols required. The simulation results show that this is a more effective method for improving the system performance as the overall FER of the combined QRD-LP receiver is decreased significantly. Finally, by comparing the QRD based receiver and the RLS based receiver at higher Doppler frequencies, we verify that the QRD receiver has superior FER performance under these conditions.
INTRODUCTION
Multiple-input multiple-output (MIMO) systems have been proven to significantly increase the capacity in rich scattering environments. The space time block code (STBC), which was first introduced in [1] and later generalized in [2] , is an attractive MIMO technique due to its simple linear processing at receiver and because it requires no additional bandwidth. The Alamouti scheme is a special case full rate STBC with two transmit antennas and one receive antenna. The time reversal (TR) STBC [3] , orthogonal frequency division multiplexed (OFDM) STBC [4] and single carrier frequency domain equalized (SC-FDE) STBC [5] [6] [7] have been proposed in the literature for frequency-selective channels. An overview and comparison of these schemes can be found in [8] . Since OFDM-STBC requires additional outercoding and interleaving to fully exploit multipath diversity, which results in additional rate loss [9] , OFDM-STBC scheme will not be considered in this paper. The other two schemes, which are extensions of the Alamouti's STBC scheme, are getting particular attention because of their ability to exploit the orthogonal structure of STBC over frequency selective channels, keeping the receiver complexity at a manageable level. In [10] , TR-STBC was applied to the WCDMA downlink, incorporating chip equalization to suppress multiple access interference (MAI). In [11] , TR-STBC was applied to the broadband fixed wireless access systems. More recently, TR-STBC was extended to quasiorthogonal time-reversal space-time block coding [12] . In the SC-FDE STBC scheme, frequency domain linear equalization has been incorporated into TR-STBC [6] [7] [8] .
This motivates the use of SC-FDE STBC as a more attractive option. This paper mainly focuses on the SC-FDE STBC scheme. In the SC-FDE scheme, receivers require channel state information (CSI) at the receiver. One approach is to use training sequences embedded in each block to estimate the CSI. This, however, results in increased system overhead. In addition to this, the mobility of the users may cause the channel impulse response to vary rapidly and hence the quasi-static assumption of the channel becomes void. The use of longer blocks, which is required to reduce the system overhead in such training based schemes, can not be practical in such cases. W. M. Younis in [15] [16] developed an efficient low complexity adaptive receiver with fast tracking abilities.
Although the original scheme proposed in [16] is bandwidth efficient in that it does not require the inclusion of pilot symbols in every block, the two key problems identified are as follows:
There is still the requirement of an entire block of training data to initialize the recursive least squares (RLS) algorithm. An entire block of training data decreases the bandwidth efficiency. Actually, there is a trade off between the performance gain required and the bandwidth efficiency in the scheme proposed in [16] . The RLS algorithm is not robust, particularly at high Doppler frequencies where there is a significant performance penalty. This is evident from the simulation results in section IV of [15] .
The first problem motivates us to develop an algorithm or method to decrease the number of pilot symbols and thus improve the bandwidth efficiency during the re-training interval. The second problem motivates the search for a more robust algorithm at high Doppler frequencies.
The rest of this paper is organized as follows: we begin with the description of the adaptive RLS based receiver [15] [16] 
RLS BASED ADAPTIVE RECEIVER

Single User Transmission
In the description to follow, it is assumed that each user is equipped with two transmit antennas and one receive antenna. Let the N -symbol block including cyclic prefix (CP) transmitted from the first and second antennas at block time 2i be given by 1 x and 2 x , respectively. At block time 2 1 i , permuted conjugate versions * 2 -x P and * 1
x P are sent from the first and second antennas, respectively. Assuming the original data sequence length and channel length is R and L , respectively, the permutation matrix P is a circular reversal matrix given by 1 0 0
The (th) k received blocks, 2 , 2 1 k i i , in the presence of noise is given by
where n( ) k is the noise term which is assumed zero mean Gaussian with white power spectrum, and 1 H ( ) k and 2 H ( ) k are the circulant channel matrices from antenna one and two, respectively, to the receive antenna. This index implies that the channels are not assumed to be quasi-static. It should be noted that the original Toeplitz channel structure is converted to a circulant structure by the addition of the cyclic prefix of length L defined in (1) . The circulant channel results from the addition of the cyclic prefix of length L .
Next, applying the N N DFT matrix N F , to the received sequence we get 
Using the properties of DFT, the terms for the 2 1 i block can be written as
Combining (3) and (5), we get
It should be noted that the choice of the permutation matrix (1) alleviates the need of post multiplying the received sequence by the P as in [5] . It is clear from the Alamouti-like diagonal channel matrix in (6) that by forming the unitary matrix ,
The data sequence can be decoupled by the following unitary operation,
where
Next we define the minimum mean square estimator (MMSE) equalizer [7] as
The SNR at the receiver is given by 2 2 SNR= / x w , where w is the covariance of noise, x is the signal covariance. The MMSE estimate of X is then given as 
Adaptive Implementation
The interference cancellation and equalization technique described in the previous section requires the knowledge of the channel state information (CSI) at the receiver. This is usually accomplished by the addition of a training (pilot) sequence to each transmitted block in order to estimate the channel at the expense of additional bandwidth requirement. In order to decrease the overhead requirements, such pilot aided schemes will require longer blocks which become impractical in channels with fast variations. Furthermore blind channel estimation based on second [20] and higher order statistics results in higher complexity at the receiver and is not suitable for online implementation.
Hence the need of an online adaptive receiver under such conditions becomes imperative. The RLS algorithm provides fast tracking , and due to the special quadtronic structure of space-time block codes, the complexity can be reduce to that of an LMS algorithm. The overall adaptive receiver is shown in Fig. 1 .
Defining the combined matrix of the MMSE in (10) as
, it can be shown that this matrix has an Alamouti (quadtronic) structure i.e.
where the entries of B , given the block size N , are given by
Hence (10) can be written as
This can be rearranged into the following form.
The vectors 1 E and 2 E contain the diagonal entries of 1 B and 2 B , respectively. The essence of this derivation lies in the manner in which the quadtronic structure is maintained in (14) , which is in the form of the RLS problem [12] [13] . The adaptive RLS solution is now applied. The equalizer coefficients E are adaptively updated for every two blocks using the following recursion [15] :
It is easy to see that the inverse term in (16) is given by a diagonal matrix (15) is referred to as the desired response and is given by
The parameters of the algorithm are initialized as follows: (0) The adaptive receiver operates in two modes. has the following diagonal structure.
The recursive updates of (2 2) T i is given by
The diagonal matrix (2 2) i in (17) is given by
Hence we get
Finally the RLS equalizer is then given by
At first glance the RLS algorithm may appear computationally complex, due to the number of matrix inversions required in the algorithm. However, due to quadtronic structure of Y( ) i and the diagonal structure of ( ) T i , the matrix inversions in (22) and (23) are in fact scalar inversions. This results in the algorithm giving an LMS complexity. We will now describe a new method of decreasing the need of an entire pilot block during training mode as shown in (18) . The solution is based on the forward LP and the knowledge of the autocorrelation function for the broadband channel.
LINEAR PREDICTION ALGORITHM
Continuous Time Channel Model
The received signal for the Rayleigh frequency-flat fading channel is modelled as [21] :
where ( ) v t is the transmitted baseband signal, ( ) c n t is the AWGN noise, ( ) h t is the continuous-time fading process and c f is the frequency of the fading process. The fading process is modelled as a zero-mean, widesense stationary, complex Guassian random process. The amplitude ( ) h t has a Rayleigh distribution. The phase of the fading process, which represents the carrier phase error, is uniformly distributed over 0, 2 . The fading process is a time variant process which makes the fading estimation problem a difficult one. Added to this is the fact that the amplitude, ( ) h t , can have a small value for extended periods of time (this represents a deep fade). Assuming the fading process is correlated in time, the autocorrelation function is given as:
A commonly used model to represent the land mobile fading process is the Jakes model [17] . The autocorrelation function for this model is given as:
where 0 ( ) J is the order zero Bessel function of the first kind, and d B is the Doppler spread of the channel. We assume that the channel follows the Rayleigh fading model with the autocorrelation function given by (27) . Next, we use the LP to decrease the pilot requirements for the RLS equalizer.
Applying Linear Prediction to the RLS Algorithm
The th M -order linear forward predictor for the channel coefficients is given by [21] :
where ˆm h are the channel coefficients and m c are the predictor coefficients. The predictor coefficients are the solution to the Wiener-Hopf equation [19] given by:
where s is the normalized energy for the channel and ( ) F m is as defined in (27). The size of the window must be at-least greater than or equal to the length of the channel. For each given tap, we need to get 1 L previous values, where L is the length of the channel. Hence we send a pilot sequence of at least length 1 L . We will once again use the example of two antennas and one receive antenna. Let the channel circulant matrix be given by: 1 H and 2 H , are then estimated for the next block using (28), with the predictor coefficients for the previous window of size M already defined from the training period. The diagonal matrices are then derived using (34).
Using (11), we can solve for the channel matrix entries 1 B and 2 B , and hence solve for the channel vector E in (15) . To summarize, the algorithm is implemented as follows:
1. The shortened pilot stream is sent and using (23) and (20), respectively, are then updated. 4 . The RLS algorithm then switches to directdecision mode, until it is re-trained again.
The pilot requirement for the system is therefore decreased to the predefined window size M . This key result improves the system performance in the following two ways:
Given that the addition of the linear prediction algorithm does not depreciate the system performance in terms of frame error rate (FER), the resultant system has a greater throughput than the system without linear prediction. This is because, although the FER for the new system is the same as the old system, the decrease in number of pilot symbols required increases the overall data sent. Hence there is an improvement in performance in terms of bandwidth efficiency.
In [15] it is shown that by decreasing the retraining interval for an adaptive algorithm, the overall performance in terms of FER improves. The reduction in the number of pilot symbol requirements in the linear prediction system allows the re-training interval to be decreased while still using the same bandwidth as the old system. Hence the overall system performance in terms of FER can be improved by sacrificing some of the bandwidth efficiency gained using linear prediction.
It is also mentioned in [15] that the RLS algorithm suffers in terms robustness particularly at higher Doppler frequencies. To achieve better robustness at higher Doppler frequencies, an adaptive QRD based receiver is derived in the next section.
X (2 2) , for training X (2 2) D(2 2) X (2 2) , for direct-decision tracking X (2 2)
The algorithm proceeds with the following four steps:
1. The channel response vector, E , is initialized to zero.
Perform QR decomposition of the U received sequence matrix in (35). Hence we get (2 2) (2 2)=U(2 2) Q i R i i
which is computed using the Givens rotation described in [19] .
The error signal is computed as (2 2) D(2 2) U(2 2) (2 )
4. Finally, the recursive update is given as 1 ( 2 2) (2 ) (2 2) (2 2) (2 2)
The overall block diagram for the QRD based receiver is shown in Fig. 2 . The only modification to the receiver block diagram of Fig 1 is the addition of the QRD block. In the next subsection, the LP is added to the QR-based receiver in order to shorten the pilot requirement for the system.
QRD receiver with LP
To incorporate the LP, we pursue the exact same steps we described in section 3. Using (26)- (34) (20) , respectively, are then updated. (2 2) D(2 2) U(2 2) (2 ) i i i i P E 5. Finally, the recursive update is given as
The error signal is computed as
The overall block diagram for the QRD-based receiver with linear prediction (QRD-LP) is shown in Fig 2. 2 (2 ) X i
(2 ) X i
Stack to form data matrix 
SIMULATION RESULTS
We now present the simulation results for the modified RLS algorithm that includes the LP. The main objective of the simulations is to verify that there is no significant performance loss incurred by using the LP. Provided that there is no performance loss, we are able to increase the re-training interval while still maintaining the same effective number of pilot symbols. This is once again shown in the simulation results.
Computer simulations are also carried out to compare the performance of the QRD and RLS algorithms with respect to the tracking (non-stationary) and steady state (stationary) performance. We then verify through simulations that there is no significant performance loss when combining QRD based receiver with the LP. Finally, we show results of the new QRD-LP receiver and compare this to the RLS receiver in [16] . These results summarize our achievements by showing how the new QRD-LP receiver outperforms the RLS receiver in terms of bandwidth efficiency and robustness at higher Doppler frequencies.
Simulation Environment
The enhanced data rate for global evolution (EDGE) simulation environment is used to test the performance of this adaptive receiver. The EDGE typical urban (TU) channel with 8-PSK modulation is considered. Equalization for EDGE poses a challenging problem due to the use of 8-PSK modulation unlike its predecessor that uses binary modulation in GSM. The TU channel impulse response generally has a nonminimum phase characteristic and the guassian minimum shift keying (GMSK) transmit filter used to combat this adds additional ISI. The delay profile of the TU channel is presented in Table 1 [15, 16] .
The symbol duration of 3.69 s s T and 0.3 is proposed in 3 rd generation TDMA cellular standard EDGE (2.5G). The overall TU channel impulse response (CIR) after GMSK pulse shaping is given is Fig. 3 . From Fig. 3 , the overall channel has a length of four symbols and hence the channel memory is 3 L . All channels are assumed independent. The performance of the RLS algorithm is shown for different frequencies. The Jakes model is used to generate the Rayleigh fading coefficients. All taps are assumed independent and identically distributed (i.i.d.) Gaussian.
Next, we present the simulation results for the modified RLS algorithm that includes the LP. The main objective of the simulations is to verify that there is no significant performance loss incurred by using the LP. Provided that there is no performance loss, we are able to increase the re-training interval while still maintaining the same effective number of pilot symbols. This is once again verified in the simulation results.
New Linear Prediction Based RLS Receiver
Performance Penalty
The initial set of simulation results are done to investigate if there is any performance loss incurred by using the new linear prediction based algorithm. The original RLS receiver is set with frequencies of 10 Hz and 40 Hz. The block size of 32 symbols is used. The re-training interval is set to 50 blocks in all cases and the window size of the LP, M , is set to 10 blocks. The new receiver with the LP is also set with the same frequencies and re-training interval. Fig. 4 shows that the performance penalty incurred is negligible, hence making this an attractive method of improving the overall performance of the adaptive receiver. The auto-correlation function in (27) is an accurate model for the Rayleigh fading process used. It is shown in [19] that the forward LP performance is dependant on the accuracy of the auto-correlation function. This is the reason for the performance penalty being minimal.
Performance Using Equivalent Pilot Symbols
The LP decreases the overhead required by the system during the training period of the algorithm. interval is set to 40 blocks. The window size for the LP is set to 10. In order to use the equivalent number of pilot symbols, the re-training interval is decreased to 10 blocks for the new system. From [16] , it was concluded that increasing the retraining interval increases the overall system performance. Therefore, using the LP improves the performance of the adaptive receiver without the additional bandwidth requirement. From these results, an adjustment to the window size for the LP can result in better performance as the retraining interval can be decreased further. Since M L , the knowledge of the channel length is required for this as it limits the window size that can be used.
QR Based Adaptive Receiver with Linear Prediction
The main purpose in this section is to investigate the following:
Performance at high Doppler frequencies.
Tracking and estimation error performance. Performance of the QR receiver with linear prediction.
Performance at High Doppler frequency
The main problem associated with the RLS algorithm is its lack of robustness, particularly at high Doppler frequencies. To achieve better performance at higher Doppler frequencies, an adaptive QRD based receiver was derived in section 4.
The result of computer simulation for the new QRD receiver is shown in Fig.6 . The robustness of the new receiver as compared to the RLS based receiver is evident from the results in Fig. 6 . The Doppler frequency of 100 Hz is used. The block size and retraining interval is set to 96 bits and 50 blocks, respectively.
Hence, by using the orthogonal transformation, the extent to which the ill-conditioned problem affects the estimates is reduced and hence the overall performance at high user mobility is improved.
Tracking and Estimation Error Performance
The purpose of this sub-section is to compare the tracking error and estimation error performance as the Doppler frequency is varied. Fig. 7 shows the results at Doppler frequencies of 60 Hz, 40Hz and 0 Hz. We choose 60 Hz and 40 Hz to compare the tracking performance of the two algorithms at lower frequencies. The result at 0 Hz can be used to compare the estimation error performance of the two algorithms. The block size and re-training interval is set to 96 bits and 50 blocks, respectively.
The QRD based receiver provides a more robust solution as shown in the results for the Doppler frequencies of 60 Hz and 40 Hz. The results imply that the QR based solution has a better lag error or tracking performance than the RLS based receiver. The results at 0 Hz for both algorithms also show that the estimation error or steady state performance of the RLS algorithm is better than that of the QR based algorithm.
The RLS algorithm provides a better steady state performance. Since there are no transformations involved in this algorithm, the estimate error for the RLS algorithm in a stationary environment is more accurate than the QRD based approach. This is shown in Fig 7 for the Doppler frequency of 0 Hz where the RLS algorithm outperforms the QRD based receiver.
In order to further improve the performance of the receiver, the LP is combined with the QR based algorithm. The performance improvement can be achieved in terms of bandwidth efficiency and overall FER performance.
The next sub-section presents the simulation results that show these two performance improvements.
Performance of the QRD-LP
For the first set of simulations, the block size is set to 96 bits. The Doppler frequency of 60 Hz is used. The re-training interval is set to 50 blocks. The channel model and signal constellation is the same as previous section. The results in Fig. 8 shows that the addition of LP doesn't affect or hamper the performance to a significant extend. This emphasizes that the LP is an attractive method to shorten the preamble system requirements.
In order to verify this, we compare the QR receiver with fixed pilot symbols, and the QR-LP receiver with equivalent number of fixed pilot symbols.
For the second set of computer simulations in Fig. 9 , the block size and Doppler frequency is set to 120 bits and 60 Hz, respectively. The re-training interval is set to 40 blocks for the RLS and QR algorithms. The window size for the LP is set to 40 bits and hence the equivalent re-training interval for the QR-LP is set to 10 blocks.
As opposed to its RLS predecessor, the new QR based receiver provides a more robust solution at higher frequencies. Combining the LP with the QRD based receiver results in decreasing the preamble requirements. This in-turn allows the system retraining interval to be decreased, hence increasing the overall receiver performance as shown in Fig.9 . Hence the results show a performance improvement for the new QRD-LP receiver when compared to its RLS counterpart.
CONCLUSION
We have described a bandwidth efficient method of improving the overall system performance of the adaptive RLS receiver. The LP decreases the number of pilot symbols that are required during the re-training period. Hence, the re-training interval can be decreased which results in the improved performance. The simulation results also show that there is no additional penalty when using the LP making it an attractive scheme. The only requirement at the receiver is that the knowledge of the autocorrelation function for the channel is assumed.
For the RLS based receiver in [15] , the performance penalty at higher Doppler frequencies is larger when compared to the performance at lower frequencies. Hence, in this paper, we provide a more robust alternative algorithm for the adaptive receiver in [15] to perform joint interference and equalization at high Doppler frequencies. This is achieved by using a new algorithm based on QR orthogonal transformation.
Finally, the QRD based receiver is combined with the LP to increase the overall system performance by decreasing the re-training interval of the adaptive algorithm. This results in a receiver that offers stable performance at high frequencies and better overall performance as opposed to its RLS counterpart.
While the RLS based receiver provides an approach that does not require CSI estimation and hence reduces system overhead, the new QRD-LP based receiver provides a more robust solution while further decreasing the overhead requirements. The simulation results provide verification of the better performance for this new receiver.
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