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Abstract: In this paper, we compare four measures of the empirical observability gramian,
including the determinant, the trace, the minimum eigenvalue, and the condition number, which
can be used to quantify the observability of system states and to obtain the optimal PMU
placement for power system dynamic state estimation. An adaptive optimal PMU placement
method is proposed by automatically choosing proper measures as the objective function. It is
shown that when the number of PMUs is small and thus the observability is very weak, the
minimum eigenvalue and the condition number are better measures of the observability and are
preferred to be chosen as the objective function. The effectiveness of the proposed method is
validated by performing dynamic state estimation on an Northeast Power Coordinating Council
(NPCC) 48-machine 140-bus system with the square-root unscented Kalman filter.
Keywords: Adaptive, condition number, determinant, dynamic state estimation, empirical
observability gramian, optimal PMU placement (OPP), phasor measurement unit (PMU),
smallest eigenvalue, square-root unscented Kalman filter, synchrophasor, trace.
1. INTRODUCTION
Increasing integration of intermittent renewable energy
and current effort of developing smart grid will make
electric power systems more and more dynamic. How-
ever, the most widely studied power system static state
estimation (SSE) (Schweppe-Wildes (1970); Abur (2004);
Monticelli (2000); Irving (2008); He (2011); Qi (2012))
cannot capture the dynamics of power systems well due
to its dependency on slow update rates of Supervisory
Control and Data Acquisition (SCADA) systems.
By contrast, real-time dynamic state estimation (DSE)
enabled by phasor measurement units (PMUs), which
has high update rates and high global positioning system
(GPS) synchronization accuracy, can provide accurate dy-
namic states of the system and thus will play a critical
role in achieving real-time wide-area monitoring, protec-
tion, and control (Begovic (2005); Qi (2015b)). Until now
DSE has been implemented by extended Kalman filter
(Huang (2007); Ghahremani (2011)), unscented Kalman
filter (Wang (2012); Singh (2014)), square-root unscented
Kalman filter (Qi (2015a,c)), extended particle filter (Zhou
(2013)), cubature Kalman filter(Qi (2016a)), and observers
(Taha (2015); Qi (2016a)).
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The well-known optimal PMU placement (OPP) problem
was originally developed for SSE. It is mainly based on
the topological observability criterion, which only spec-
ifies that the power system states should be uniquely
estimated with the minimum number of PMUS but ne-
glects important parameters such as transmission line
admittances by only focusing on the binary connectivity
graph (Baldwin (1993); Li (2013)). Under this frame-
work, many approaches have been proposed, such as
mixed integer programming (Xu (2004); Gou (2008)), bi-
nary search (Chakrabarti (2008a)), metaheuristics (Milo-
sevic (2003); Aminifar (2009)), particle swarm optimiza-
tion (Chakrabarti (2008b)), and eigenvalue-eigenvector
based approaches (Almutairi (2009); Korba (2003)). An
information-theoretic criterion is also proposed to generate
highly informative PMU configurations (Li (2013)).
However, not much research has been done on OPP for
DSE. In (Kamwa (2002)) numerical PMU configuration
algorithms are proposed to maximize the overall sensor
response while minimizing the correlation among sensor
outputs based on the system response under many con-
tingencies. In (Sun (2011)) an OPP strategy is proposed
to ensure a satisfactory state tracking performance but
it depends on a specific Kalman filter. In (Qi (2015c))
the empirical observability gramian (Lall (1999, 2002);
Hahn (2002); Singh (2006)) is applied to quantify the
degree of observability of the system states and OPP is
achieved by maximizing the determinant of the empirical
observability gramian. Compared with (Kamwa (2002))
and (Sun (2011)), (Qi (2015c)) has a quantitative mea-
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sure of observability, which makes it possible to optimize
PMU locations from the point view of the observability of
nonlinear systems. Besides, it only needs to deal with the
system under typical power flow conditions and also does
not depend on the specific realization of any Kalman filter.
As in (Qi (2015c)), there are various measures of the em-
pirical observability gramian that can be used to quantify
the observability of the system state. In this paper, we
compare these measures and further propose an adaptive
OPP method for power system dynamic state estimation
by automatically choosing proper measures as the objec-
tive function to guarantee best observability.
The remainder of this paper is organized as follows. Section
2 briefly introduces power system dynamic state estima-
tion. Section 3 discusses the definition and implementation
of empirical observability gramian. Section 4 introduces
the OPP method based on the empirical observability
gramian and proposes an adaptive OPP method by mak-
ing full use of different measures. The results are presented
in Section 5 in order to test and validate the proposed
method. Finally the conclusion is drawn in Section 6.
2. POWER SYSTEM DYNAMIC STATE
ESTIMATION
Different from SSE, DSE estimates the dynamic states
(internal states of generators), rather than the static states
(voltage magnitude and phase angles of buses). In order
to perform DSE, the nonlinear dynamics and the outputs
of a power system is described in the following form:{
x˙ = f(x,u)
y = h(x,u)
(1)
where f(·) and h(·) are the state transition and output
functions, x ∈ Rn is the state vector, u ∈ Rv is the input
vector, and y ∈ Rp is the output vector.
We consider two types of generator models, the fourth-
order transient model and second-order classical model.
For generator with transient model, the fast sub-transient
dynamics and saturation effects are ignored and the gen-
erator is described by fourth-order differential equations:
δ˙i = ωi − ω0
ω˙i =
ω0
2Hi
(
Tmi − Tei − KDi
ω0
(ωi − ω0)
)
e˙′qi =
1
T ′d0i
(
Efdi − e′qi − (xdi − x′di) idi
)
e˙′di =
1
T ′q0i
(
− e′di + (xqi − x′qi) iqi
)
(2)
where i is the generator serial number, δi is the rotor angle,
ωi is the rotor speed in rad/s, and e
′
qi and e
′
di are the
transient voltage along q and d axes; iqi and idi are stator
currents at q and d axes; Tmi is the mechanical torque, Tei
is the electric air-gap torque, and Efdi is the internal field
voltage; ω0 is the rated value of angular frequency, Hi is
the inertia constant, and KDi is the damping factor; T
′
q0i
and T ′d0i are the open-circuit time constants for q and d
axes; xqi and xdi are the synchronous reactance and x
′
qi
and x′di are the transient reactance at the q and d axes.
Generators with classical model are described by the first
two equations of (2) and e′qi and e
′
di are kept unchanged.
Tmi and Efdi are considered as inputs and are assumed
to be constant and known. Let GP denote the set of
generators where PMUs are installed. For generator i ∈
GP , the terminal voltage phaosr Eti = eRi + jeIi and the
terminal current phasor Iti = iRi + jiIi can be measured,
and are used as the outputs.
The dynamic model (2) can be rewritten in a general state
space form in (1) and the state vector x, input vector u,
and output vector y can be written as
x =
[
δ> ω> e′q
>
e′d
>]>
(3)
u =
[
Tm
> Efd>
]>
(4)
y =
[
eR
> eI> iR> iI>
]>
. (5)
The iqi, idi, and Tei in (2) are actually functions of x:
ΨRi = e
′
di sin δi + e
′
qi cos δi
ΨIi = e
′
qi sin δi − e′di cos δi
Iti = Y i(ΨR + jΨ I)
iRi = Re(Iti)
iIi = Im(Iti)
iqi =
SB
SNi
(iIi sin δi + iRi cos δi)
idi =
SB
SNi
(iRi sin δi − iIi cos δi)
eqi = e
′
qi − x′diidi
edi = e
′
di + x
′
qiiqi
Pei = eqiiqi + ediidi
Tei =
SB
SNi
Pei
where Ψi = ΨRi + jΨIi is the voltage source, ΨR and Ψ I
are column vectors of all generators’ ΨRi and ΨIi , eqi and
edi are the terminal voltage at q and d axes, and Y i is the
ith row of the admittance matrix of the reduced network
Y whose elements are constant if the difference between
x′d and x
′
q is ignored (Wang (2015)), Pei is the electrical
active output power, and SB and SNi are the system base
MVA and the base MVA for generator i, respectively.
The outputs iR and iI have been written as functions of
x. Similarly, the outputs eRi and eIi can also be written
as function of x:
eRi = edi sin δi + eqi cos δi
eIi = eqi sin δi − edi cos δi.
The continuous model in (1) can be discretized as{
xk = fd(xk−1,uk−1)
yk = h(xk,uk)
(6)
where the state transition functions fd can be obtained by
the modified Euler method as
x˜k = xk−1 + f(xk−1,uk−1)∆t (7)
f˜ =
f(x˜k,uk) + f(xk−1,uk−1)
2
(8)
xk = xk−1 + f˜∆t. (9)
3. EMPIRICAL OBSERVABILITY GRAMIAN
Empirical observability gramian (Lall (1999, 2002); Hahn
(2002); Singh (2006)) provide a computable tool for em-
pirical analysis of the state-output behavior of nonlinear
systems, which can be used to quantify the observability
of the system state under some specific sensor placement.
The following sets are defined for empirical observability
gramian:
Tn = {T 1, · · · ,T r; T l ∈ Rn×n, T>l T l = In, l = 1, . . . , r}
M = {c1, · · · , cs; cm ∈ R, cm > 0, m = 1, . . . , s}
En = {e1, · · · , en; standard unit vectors in Rn}
where Tn defines initial state perturbation directions, r
is the number of matrices for perturbation directions, In
is an n × n identity matrix; M defines perturbation sizes
and s is the number of different perturbation sizes for each
direction, and En defines the state to be perturbed and n
is the number of states.
For the nonlinear system described by (1), the empirical
observability gramian can be defined as (Lall (1999))
W cono =
r∑
l=1
s∑
m=1
1
rsc2m
∞∫
0
T lΨ
lm(t)T>l dt (10)
where Ψlm(t) ∈ Rn×n is given by Ψlmij (t) = (yilm(t) −
yilm,0)>(yjlm(t) − yjlm,0), yilm(t) is the output of the
nonlinear system corresponding to the initial condition
x(0) = cmT lei + x0, and y
ilm,0 refers to the output
measurement corresponding to the unperturbed initial
state x0, which is usually chosen as the steady state under
typical power flow conditions.
The discrete form of empirical observability gramian can
be defined as (Hahn (2002))
W o =
r∑
l=1
s∑
m=1
1
rsc2m
K∑
k=0
T lΨ
lm
k T
>
l ∆tk (11)
where Ψlmk ∈ Rn×n is given by Ψlmk ij = (yilmk −
yilm,0)>(yjlmk − yjlm,0), yilmk is the output at time step
k corresponding to initial condition x(0) = cmT lei + x0,
yilm,0 is the output for unperturbed initial state x0, K is
the number of points, and ∆tk is the time interval.
4. ADAPTIVE OPTIMAL PMU PLACEMENT
Based on the empirical observability gramian in (11), the
OPP for dynamic state estimation can be formulated as
max
z
F
(
W o(z)
)
s.t.
g∑
i=1
zi = g¯
zi ∈ {0, 1}, i = 1, . . . , g (12)
where F is a function (measure) of the gramian W o, z is
the vector of binary control variables determining PMU
placement, and g and g¯ are, respectively, the number of
generators and PMUs.
It has been shown that the empirical observability gramian
for a system with p outputs is the summation of the
empirical gramians computed for each of the p outputs
individually (Singh (2006); Qi (2015c)). Obviously, the
empirical observability gramian calculated from placing g¯
PMUs individually adds to be the identical gramian calcu-
lated from placing the g¯ PMUs simultaneously. Therefore,
the optimization problem (12) can be rewritten as
max
z
F
( g∑
i=1
ziW o,i(z)
)
s.t.
g∑
i=1
zi = g¯
zi ∈ {0, 1}, i = 1, . . . , g (13)
where W o,i is the empirical observability gramian by only
placing one PMU at generator i.
The objective function F quantifies the observability of
the system state and can be the determinant (det) (Qi
(2015c, 2016b)), the trace (Tr) (Singh (2006)), the smallest
eigenvalue (σmin) (Kang (2009a,b, 2012); Sun (2014);
Krener (2009)), or the opposite of the condition number
(−κ) (Krener (2009)). By solving (13) an OPP can be
obtained for each g¯ and each F .
Different measures of the observability gramian reflect
various aspects of observability. The determinant and the
trace measure the overall observability in all directions in
noise space. However, the trace cannot tell the existence
of a zero eigenvalue and an unobservable system may still
have a large trace. The smallest eigenvalue defines the
worst scenario of observability while the condition number
emphasizes the numerical stability in state estimation.
Although the determinant is a good measure that reflects
the overall observability in all directions in noise space,
it can be too small to be able to indicate the degree
of observability, especially when the number of PMUs
is small, in which case the observability for some states
can be very weak and the determinant of the empirical
observability gramian (the product of all eigenvalues)
can be very small. When this is the case, the smallest
eigenvalue or the condition number are better measures
for quantifying the observability.
Based on this, we propose an adaptive OPP method by
making use of the advantages of different measures as:
z∗(g¯) =

z∗det(g¯) if det
(
z∗det(g¯)
) ≥ 
z∗−κ(g¯) if det
(
z∗det(g¯)
)
<  and R−κ ≥ Rσmin
z∗σmin(g¯) if det
(
z∗det(g¯)
)
<  and R−κ < Rσmin
where z∗(g¯) is the adaptive OPP for placing g¯ PMUs,
z∗F (g¯) is the optimal placement of g¯ PMUs by using
F ∈ {det, σmin,−κ} as the objective function in (13), and
R−κ =
κ
(
z∗det(g¯)
)
κ
(
z∗−κ(g¯)
) , (14)
Rσmin =
σmin
(
z∗σmin(g¯)
)
σmin
(
z∗det(g¯)
) (15)
are used to indicate the improvement of the condi-
tion number using −κ objective function or the min-
imum eigenvalue using σmin objective function com-
pared with using det objective function, and we write
139
133
134
135
132
128
92
120
118
123
117
119
114
90
89
105
112
113
83
84
85
86
87
115
116122
88
97 96
95
93
94
111
91
13
24
14
25
12
7
15
8
18
17
26
20
19
23
11
22
10
16
27
29
28
9
30
6
5
31
4
3
2
1
21
33
32
35
34
73
39
37
38
40
41
42
44
45
43
49
77
74
7675
80
81
125
78
79
82
110
108
109
107
104
106
131
130
127
124
129
52
51
61
63
62
58
59
60
68
66
137
136
138
57
56
53
67
65
64
48
47
50
46
126
69
70
71
72
98
121
55
54
101
102
103
10099
36
ISO-NE
NYISO
PJMMISO
IESO
Hydro Quebec 
Classic model
140
Fig. 1. Map of the NPCC 48-machine 140-bus system. The
stars indicates generators with classical model.
F
(∑g
i=1 z
∗
F,iW o,i
(
z∗F (g¯)
))
in short as F
(
z∗F (g¯)
)
, which
denotes the function value of F ∈ {det, σmin, κ} for∑g
i=1 z
∗
F,i(g¯)W o,i
(
z∗F (g¯)
)
. When the determinant is less
than , the observability is too weak and the determinant
is too small to be a good measure of observability. In this
paper  is chosen as 1.
In the proposed adaptive optimal PMU placement method,
the optimization problem in (13) has to be solved for three
times. Compared with the method in Qi (2015c), this will
increase the computational burden. However, since the
PMU placement problem is used for planning and is solved
offline, the calculation time is not a concern.
5. CASE STUDY
The proposed method is tested on the NPCC 48-machine
140-bus system (Chow (1992)), which represents the
northeast region of the Eastern Interconnection system.
Among the 48 generators, 27 of them have fourth-order
transient model and the others have second-order classical
model. The map of this system is shown in Fig. 1.
The empirical observability gramian calculation in (11) is
implemented based on emgr (Empirical Gramian Frame-
work) (Himpe (2013)) on time interval [0, tf ]. In this paper
tf is chosen as 5 seconds.
The mixed-integer optimization problem in (13) is solved
by NOMAD solver (Digabel (2011)), which is a derivative-
free global mixed integer nonlinear programming solver
and is called by the OPTI toolbox (Currie (2012)).
NOMAD implements the Mesh Adaptive Direct Search
(MADS) algorithm (Audet (2006)), a derivative-free direct
search method with a rigorous convergence theory based
on nonsmooth calculus (clarke (1990)), and aims for the
best possible solution with a small number of evaluations.
DSE is performed by using square-root unscented Kalman
filter (Merwe (2001); Qi (2015c,a)) for 50 times under OPP
for different F and random PMU placements to estimate
the state trajectory on [0, 5s]. For each case a three-phase
fault is applied at the from bus of one of the 50 branches
with highest line flows. Measurements are voltage phasors
and current phasors from PMUs at generator terminal
buses with a sampling rate of 60 frames/s. All the other
settings are the same as (Qi (2015c)).
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Fig. 2. Average error for different PMU placements
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Fig. 3. Number of convergent angles under different PMU
placements.
5.1 Comparing PMU Placements Using Different Measures
of the Empirical Observability Gramian
In Fig. 2 we show the average error of rotor angles
e¯δ =
√√√√√ g∑i=1 Ts∑t=1 (δesti,t − δtruei,t )2
g Ts
(16)
where δesti,t and δ
true
i,t are the estimated and true rotor angles
of the ith generator at time step t and Ts is the number
of time steps.
Fig. 3 shows the average number of convergent angles,
Nδ, for which the differences between the estimated and
true values in the last one second are less than 2% of the
absolute value of true values.
From these figures it is seen that:
(1) Optimal placements are better than random place-
ments in terms of guaranteeing better observability
that can be indicated by smaller estimation error and
greater number of convergent states.
(2) Tr is not a good measure, mainly due to its being
unable to tell the existence of a zero eigenvalue.
(3) det is a good measure if the number of PMUs is not
too small and the observability is not too weak; other-
wise it has too small values to indicate observability.
(4) σmin and −κ work better than det for small number
of PMUs, in which case they have more reasonable
values to indicate observability.
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Fig. 4. Illustration of the adaptive OPP method. The
dash line denotes that the maximum determinant
of the empirical observability gramian equals 1 (or
equivalently the corresponding log det equals 0).
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Fig. 5. Number of convergent angles for adaptive OPP
compared with random OPP.
5.2 Results for Adaptive Optimal PMU Placement
Fig. 4 illustrates the proposed method. When the number
of PMUs g¯ ≥ 10, det(z∗det) ≥ 1 (log det(z∗det) ≥ 0)
and thus the determinant is big enough to be used as
objective function. When g¯ < 10, σmin or −κ is considered.
Since the improvement for condition number is higher
(R−κ > Rσmin), −κ is chosen as the objective function.
In Fig. 5 we show the average numbers of convergent
angles for adaptive OPP, which are much greater than
those under random placements and are also better than
those only using one measure as the objective function.
6. CONCLUSION
In this paper, different measures of the empirical observ-
ability gramian that can quantify the degree of observabil-
ity of a power system under a specific PMU configuration
are compared and an adaptive optimal PMU placement
method for dynamic state estimation is proposed by au-
tomatically choosing proper measures as the objective
function to guarantee best observability. For systems with
a relatively small number of PMUs, the observabiity mea-
sured by condition number and smallest eigenvalue are
more reliable, i.e. the numerical stability and the worst
case scenario have higher impact on the observability. On
the other hand, if the number of PMUs is not too small, the
determinant is a better overall measure of observability.
The proposed method is tested on the NPCC 48-machine
140-bus system by performing dynamic state estimation
with square-root unscented Kalman filter. Compared with
only using one measure to quantify observability, the
proposed method can guarantee smaller estimation errors
and larger number of convergent states.
The discussion on different measures of the empirical
observability gramian should be valid for the empirical
controllability gramian. The idea based on which the
adaptive optimal PMU placement method is proposed
should also work for other placement problems related to
either observability or controllability, such as the dynamic
var sources placement discussed in Qi (2016b).
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