This paper addresses the problem of bearing-based network localization, which aims to localize all the nodes in a static network given the locations of a subset of nodes termed anchors and inter-node bearings measured in a common reference frame. The contributions of the paper are twofold. Firstly, we propose necessary and sufficient conditions for network localizability with both algebraic and rigidity theoretic interpretations. The analysis of the localizability heavily relies on the recently developed bearing rigidity theory and a special matrix termed the bearing Laplacian. Secondly, we propose a linear distributed protocol for bearing-based network localization. The protocol can globally localize a network if and only if the network is localizable. The sensitivity of the protocol to constant measurement errors is also analyzed. One novelty of this work is that the localizability analysis and localization protocol are applicable to networks in arbitrary dimensional spaces.
is jointly determined by many factors such as its topological and Euclidean structure, as well as the selection of the anchors. The relationship between the localizability and these factors have not been fully understood yet up to now. Moreover, the existing bearing-based localization protocols are mainly applicable to networks in two-dimensional ambient spaces [7] [8] [9] [10] . General results of localizability or distributed protocols for bearing-based network localization in three and higher dimensional spaces are still lacking. This paper studies the localizability and distributed protocols for bearing-based network localization in arbitrary dimensional spaces. It is assumed that the anchors' locations and inter-neighbor bearings measured in a global reference frame are already given. The main contributions of this work are summarized below.
(a) We first show that the bearing-based network localization problem can be formulated as a linear least-squares optimization problem. A special matrix termed the bearing Laplacian, which can be viewed as a matrix-weighted graph Laplacian, emerges as a key part in the least-squares formulation and plays important roles in the subsequent analysis. (b) Based on the least-squares formulation, we propose necessary and sufficient conditions for network localizability with both algebraic and rigidity theoretic interpretations. These conditions not only provide numerical ways to examine the localizability of a given network but also provide intuitions on what a localizable network looks like. (c) We then propose a distributed linear localization protocol. It is proved that the protocol can globally localize a network if and only if the network is localizable. The sensitivity of the protocol to constant measurement errors is also analyzed.
Finally, it is worth noting that the localizability analysis presented in this paper is independent to whether the sensing graph is directed or undirected. The convergence analysis of the proposed localization protocol, however, relies on the assumption of undirected sensing graphs. The convergence analysis of the protocol in the directed case is considered in [17] .
The rest of the paper is organized as follows. Section 2 presents the linear least-squares formulation of the bearingbased network localization problem. Section 3 analyzes the properties of the bearing Laplacian and its connection to the bearing rigidity theory. Section 4 presents necessary and sufficient conditions for network localizability. Section 5 proposes and analyzes a linear distributed localization protocol. Conclusions are drawn in Section 6.
Notations: Given A i ∈ R p×q for i = 1, . . . , n, denote diag(A i ) blkdiag{A 1 , . . . , A n } ∈ R np×nq . Let · be the Euclidian norm of a vector or the spectral norm of a matrix, and ⊗ be the Kronecker product. Denote I d ∈ R d×d as the identity matrix, and 1 d [1, . . . , 1]
T ∈ R d . Let Null(·) and Range(·) be the null space and range space of a matrix, respectively.
Problem Formulation of Bearing-Based Network Localization
In this section, the problem of bearing-based network localization is formally stated and then formulated as a linear least-squares problem. Central to this problem is the notion of localizability, which is formally defined here.
Problem Statement
Consider a network of n stationary nodes in R d (n ≥ 2 and d ≥ 2). Assume no two nodes are collocated. Let p i ∈ R d be the location of node i (i = 1, . . . , n). Define the edge vector and the bearing between nodes i and j as
The unit vector g ij represents the relative bearing of p j with respect to p i . Note e ij = −e ji and g ij = −g ji . Suppose the locations of n a anchor nodes are already given and the locations of the remaining n f follower nodes are to be estimated (n a + n f = n). Denote V a = {1, . . . , n a }, V f = {n a + 1, . . . , n}, and
Suppose each node has the bearing-only sensing capabilities. The sensing topology of the network defines a graph G = (V, E) where E ⊂ V × V. Denote (i, j) as the directed edge with node i as the tail and node j as the head. The directed edge (i, j) ∈ E indicates that node i can "see" node j; that is node i can measure the relative bearings g ij of node j. Node j is called the neighbor of node i if (i, j) ∈ E, and N i {j ∈ V|(i, j) ∈ E} is the neighbourhood of node i. We assume a global orientation that can be sensed by all the nodes, and thus all measured bearings can be expressed with respect to this common orientation. The global orientation means a common north for the two-dimensional space, and a common north-east-down reference for the three-dimensional space. Finally, let G(p) denote the network that is the graph G with each vertex i ∈ V mapped to the point p i .
The problem of bearing-based network localization is formally stated below.
Problem 1 (Bearing-Based Network Localization) Consider a network G(p) in R d , the bearing-based network localization problem is to determine the locations of the follower nodes, {p i } i∈V f , given the inter-neighbor bearings, {g ij } (i,j)∈E , and the locations of the anchor nodes, {p i } i∈Va . Mathematically, the problem is to retrieve the true network location p by solving the system of nonlinear equations,
wherep i is the estimated location of node i.
The true network location is always a solution to the nonlinear equations in (1), but the nonlinear equations may admit many other solutions that do not correspond to the true network location. Thus we need to study when the true network location is the unique solution to (1), which motivates the following notion.
Definition 1 (Bearing-Based Network Localizability) A network G(p) is called bearing-based localizable if the true network location p is the unique solution to (1).
Localizability is a fundamental property of bearing-based networks. A network must be localizable in order to be localized with either distributed or centralized protocols. The notion of localizability is illustrated by an example in Figure 1 . In this example, the network in Figure 1(a) is the true network. The network in Figure 1 (b) has the same bearings and anchor locations as the true network. As a result, both of the networks in Figure 1 For the sake of simplicity, we assume that the graph G is undirected, which means (i, j) ∈ E ⇔ (j, i) ∈ E. If the graph is directed, suppose (i, j) ∈ E but (j, i) / ∈ E. We can always add the edge (j, i) into E to convert the directed graph to an undirected one. The directed edges (i, j) and (j, i) imply two equations (p j −p i )/ p j −p i = g ij and (p i −p j )/ p i −p j = g ji , respectively. The two equations are equivalent because g ji = −g ij . As a result, adding the edge (j, i) does not affect the solutions to (1).
Reformulation as a Least-Squares Problem
In order solve the nonlinear equations in (1), we derive a companion system of linear equations. In this direction, we first introduce a useful orthogonal projection operator. For any nonzero vector
For notational simplicity, denote P x P (x). The matrix P x geometrically projects any vector onto the orthogonal compliment of x. It can be easily verified that P T x = P x , P 2 x = P x , Null(P x ) = span {x}, and the eigenvalues of P x are {0,
Consider now the projection matrix, P gij = I d − g ij g T ij , associated with the bearing g ij . By multiplying P gij on both sides of the first equation in (1), the nonlinear algebraic problem (1) is converted to a system of linear equations,
System (2) is not equivalent to system (1) in general. But we have the exact relation between (1) and (2) as described in the following lemma.
Lemma 1 Let X 1 and X 2 denote the set of all solutions satisfying (1) and (2), respectively. Then
Proof. (a) Since the true network location p is always a solution to (1) and (2), we know X 1 and X 2 are nonempty and {p} ⊆ X 1 and {p} ⊆ X 2 . Since (2) is obtained by multiplying (1) by P gij , we know any solution to (1) is also a solution to (2) , showing
(b) (Sufficiency) Suppose {p} = X 2 . It then follows from {p} ⊆ X 1 ⊆ X 2 that {p} = X 1 . (Necessity) Suppose {p} = X 1 . We next prove {p} = X 2 by contradiction. Assume p ∈ X 2 and p = p. Let δp p − p and define
We next show that p ∈ X 1 when |k| is sufficiently small, leading to a contradiction. Since p, p ∈ X 2 , we know p ∈ X 2 for all k ∈ R by (3). As a result, for any k ∈ R and (i, j) ∈ E, we have
, it is obvious that when |k| is sufficiently small, the entries of p j − p i have the same signs as those of p j − p i , and consequently
Note that when any entry of p j − p i is zero, the corresponding entry of δp j − δp i is also zero because δp i − δp j is parallel to p j − p i . To conclude, p is another solution other than p satisfying (1), which is a contradiction. 2
Remark 1
The proof of Lemma 1(b) can be illustrated by Figure 1 , where the networks (a), (b), and (c) correspond to p, p , and p in the proof, respectively.
Lemma 1 indicates that the true network location p is the unique solution to (1) if and only if p is the unique solution to (2). Thus we can study the localizability by analyzing the linear system (2). The linear system of equations in (2) can be rewritten as the following linear least-squares problem,
Since any minimizer with the objective function as zero is the solution to (2), we now successfully formulate the localizability problem as the above least-squares problem. The rest of the paper is dedicated to studying two prop-erties of the least-squares problem. The first is to determine when the true location p is the unique global minimizer of (4) (i.e., the network is localizable), and the second is how to obtain p in a distributed manner.
The Bearing Laplacian Matrix
In this section, we show that a new important matrix, termed bearing Laplacian, emerges in the least-squares formulation. The useful properties of the bearing Laplacian that will be used throughout the paper are explored.
Since the underlying graph G is undirected, the objective function in (4) can be expressed in a quadratic form,
where B(G(p)) ∈ R dn×dn and its ijth subblock matrix is
For notational simplicity, we write B(G(p)) as B in the sequel. The matrix B has a structure reminiscent of the weighted graph Laplacian matrix. Since B indicates not only the topology of the network but also the inter-neighbor bearings, it is referred to as bearing Laplacian in this paper.
The bearing Laplacian has an intimate connection to the bearing rigidity properties of the network. Preliminaries to the bearing rigidity theory, originally proposed in [15] , are given in Appendix A. Here we would like to highlight two important notions from this theory. The first is the notion of infinitesimal bearing motions. Loosely speaking, infinitesimal bearing motions are motions of the nodes that preserve inter-neighbor bearings. For example, for the network in Figure 1 (a), the bearings can be preserved when the nodes 3 and 4 move in the horizontal direction to the right. A network always has two kinds of trivial infinitesimal bearing motions -they are the translational and scaling motions of the entire network. A network is infinitesimally bearing rigid if all its infinitesimal bearing motions are trivial. One important property of an infinitesimally bearing rigid network is that its shape can be uniquely determined by the inter-neighbor bearings.
We next give the basic properties of the bearing Laplacian matrix. We also show that the bearing Laplacian matrix is a powerful tool for characterizing the bearing rigidity of a network.
Lemma 2 For a network G(p) with undirected graph G, the bearing Laplacian B satisfies the following:
Proof. Assign an arbitrary orientation to each undirected edge and label the edge vectors and bearings for the directed edges as {e k } m k=1 and {g k } m k=1 , respectively. Then the bearing Laplacian B can be expressed as B = H T diag(P g k )H whereH = H ⊗I d and H is the incidence matrix of the graph. 1 It further follows from
1 The incidence matrix H ∈ R m×n of an oriented graph is the {0, ±1}-matrix with [H] ki = 1 if vertex i is the head of edge k, [H] ki = −1 if it is the tail, and 0 otherwise.
where R B is the bearing rigidity matrix (see Lemma 7 in Appendix A). As a result, the matrix R, and hence B, have exactly the same rank and null space as R B . Then the results in (b) and (c) follows immediately from Lemma 7 and Theorem 7 as given in Appendix A. 2
Since the nodes in the network are partitioned into anchors and followers, it will be useful to partition the corresponding bearing Laplacian as
Lemma 3 For any network G(p) with undirected graph G, the subblock matrix B f f is symmetric positive semi-definite and satisfies B f f p f + B f a p a = 0.
As a result B f f is positive semi-definite. Since p ∈ Null(B) as suggested by Lemma 2, we have Bp = 0 which further implies B f a p a + B f f p f = 0. 2
Analysis of Network Localizability
In this section, we analyze the localizability of networks in arbitrary dimensions. We first prove two necessary and sufficient conditions for network localizability from algebraic and rigidity perspectives, respectively. We then present more necessary and/or sufficient conditions which can give more intuition on what localizable networks look like.
First of all, we derive the optimality condition for the least-squares problem (4).
Lemma 4
For the least-squares problem (4), any minimizerp * f is also a global minimizer and satisfies
Proof. By substitutingp a = p a into the objective function J(p) =p T Bp, the constrained optimization problem (4) can be converted to the unconstrained problem
Any minimizer must satisfy ∇p fJ (p f ) = B f fpf + B f a p a = 0. Now supposep * f is a minimizer and satisfies B f fp * f + B f a p a = 0. By comparing with B f f p f + B f a p a = 0 as shown in Lemma 3, we knowp *
As a result, the objective function equals zero at every minimizer. 2
The linear equations in (2) hold if and only if the objective function in the least-squares problem (4) is minimized to zero; this is a direct consequence of the first-order optimality conditions associated with (4) . Thus the equivalence between (2) and (4) is formally established. We are now ready to present the necessary and sufficient condition for localizability.
Theorem 1 (Algebraic Condition for Localizability) A network G(p) is localizable if and only if the matrix B f f is nonsingular. When the network is localizable, the true locations of the followers can be calculated by Fig. 2 . Examples of non-localizable networks. The solid and hollow dots represent the anchors and followers, respectively. The networks are not localizable because they have infinitesimal bearing motions that only correspond to the followers (see, for example, the red arrows). The networks in (e) and (f) are three-dimensional, and the rest are two-dimensional. Proof. We only need to show that B f f is singular if and only if there exists nonzero δp ∈ Null(B) with δp a = 0. (Necessity) Suppose B f f is singular. Then there exists nonzero
Hence δp ∈ Null(B) and δp a = 0. (Sufficiency) Suppose there exists δp ∈ Null(B) satisfying δp a = 0 and δp f = 0. Then δp
The intuition behind Theorem 2 is as follows. Any infinitesimal bearing motion (i.e., bearing-preserved motion) would imply multiple false networks that have exactly the same bearings as the true network. Only if the infinitesimal bearing motion involves at least one anchor, the false networks can be ruled out as solutions to (1) since they do not satisfy the anchor constraints; otherwise, the false networks cannot be distinguished from the true network.
Examples are given in Figure 2 and Figure 3 to illustrate Theorem 2. Figure 2 shows examples of non-localizable networks. These networks are not localizable because each of them has infinitesimal bearing motions that only involve the followers (see those marked by red arrows). Figure 3 shows examples of localizable networks. The networks in Figure 3 (a)-(f) are obtained by modifying the networks in Figure 2 , which suggests that a non-localizable network can be made localizable by adding extra edges or selecting different anchors. It is worth noting that the networks in Figure 3 (c)-(g) are not infinitesimally bearing rigid yet they are localizable. As a result, infinitesimal bearing rigidity is not necessary to guarantee localizability.
Up to this point, we have presented two necessary and sufficient localizability conditions. One is the algebraic condition in Theorem 1 and the other is the rigidity condition in Theorem 2. We next utilize the two conditions to examine some specific problems more closely. The first is how many anchors are required to ensure the localizability of a network.
Corollary 1 If a network G(p) is localizable, then
Proof. Let k = dim (Null(B)) and N ∈ R dn×k be a basis matrix of Null(B) which means Range(N ) = Null(B). Then any nonzero δp ∈ Null(B) can be expressed as δp = N x, where x ∈ R k , x = 0. Partition N and express
where N a ∈ R dna×k . According to Theorem 2, the network is localizable if and only if N a x = 0, ∀x ∈ R k , x = 0. As a result, the matrix N a must have full column rank, which requires N a to be a tall matrix with dn a ≥ k = dim(Null(B)). Since dim(Null(B)) ≥ d + 1 according to Lemma 2, we have
A simple but important fact suggested by Corollary 1 is that any localizable network must have at least two anchors. Similar conclusions have already been obtained in the existing studies for networks in the two-dimensional space [7] [8] [9] [10] . But Corollary 1 also suggests another important fact, which has not been observed in the literature, that more anchors are required to ensure the localizability when dim(Null(B)) increases. The quantity dim(Null(B)) can be viewed as a measure of the "degree of bearing rigidity" because dim(Null(B)) reaches the smallest value d + 1 when the network is infinitesimally bearing rigid as shown in Lemma 2. As a result, the intuition behind the second fact is that more anchors are required to ensure the localizability when the network is "less" bearing rigid (i.e., dim(Null(B)) is large).
We next present another three localizability conditions, two of which are sufficient and the other is both necessary and sufficient. These conditions are important because they indicate the explicit connection between the localizability and infinitesimal bearing rigidity. Before presenting the conditions, we need to first define the notion of augmented network.
Definition 2 (Augmented Network) Given a network G(p) with
The augmented networkḠ(p) is obtained from G(p) by connecting every pair of anchors. If the anchors are already connected in G(p), thenḠ(p) is the same as G(p). It should be noted that adding or deleting the edge between any pair of anchors only changes B aa but not B f f . As a result, G(p) andḠ(p) have exactly the same B f f and hence they are localizable or nonlocalizable simultaneously. The next two sufficient conditions connect the notions of localizability and infinitesimal bearing rigidity.
Corollary 2 When n a ≥ 2, ifḠ(p) is infinitesimally bearing rigid, then G(p) is localizable.
Proof. We will first use Theorem 2 to prove the localizability ofḠ(p). Then the localizability of G(p) immediately follows because G(p) andḠ(p) have the same localizability. LetB be the bearing Laplacian forḠ(p). SinceḠ(p) is infinitesimally bearing rigid, we have Null(B) = span {1 ⊗ I d , p} by Lemma 2. As a result, any infinitesimal bearing motion δp ∈ Null(B) can be expressed as a linear combination of 1 ⊗ I d and p. Since no two anchors collocate, there does not exist a linear combination of 1 ⊗ I d and p leading to δp a = 0 if n a ≥ 2. ThenḠ(p) is localizable according to Theorem 2. 2 Corollary 3 When n a ≥ 2, if G(p) is infinitesimally bearing rigid, then G(p) is localizable.
Proof. Similar to Corollary 2. 2
The intuition behind Corollary 3 is as follows. If a network is infinitesimally bearing rigid, then it can be uniquely determined up to a translation and a scaling factor by the bearings. Since the translational and scaling ambiguity can be further eliminated by the anchor constraints, the entire network can be fully determined and hence localizable. It is notable that Corollary 3 is more restrictive than Corollary 2 because it requires G(p) to be infinitesimally bearing rigid whereas Corollary 2 merely requiresḠ(p) to be. To illustrate, for each of the networks as shown in Figure 3(c)-(f) , the augmented networkḠ(p) is infinitesimally bearing rigid but G(p) is not. Then, these networks can be concluded as localizable by Corollary 2. Finally, Corollary 2 can be viewed as a generalization of the result [10, Cor 10] which is applicable only to two-dimensional cases.
As suggested by Corollary 2, the condition of the infinitesimal bearing rigidity ofḠ(p) is sufficient to ensure the localizability of G(p). An important yet unexplored problem is whether or not the condition is also necessary. In the case of n a ≥ 3, the condition is sufficient but not necessary. For example, for the network in Figure 3 (g), G(p) is localizable butḠ(p) is not infinitesimally bearing rigid since the three anchors are collinear. However, in the case of n a = 2, the condition is both necessary and sufficient as shown below.
Theorem 3 When n a = 2, a network G(p) is localizable if and only if the augmented networkḠ(p) is infinitesimal bearing rigid.
Proof. The sufficiency has already been proved in Corollary 2. We next prove the necessity by contradiction. Assume G(p) is localizable butḠ(p) is not infinitesimal bearing rigid. ThenḠ(p) has a nontrivial infinitesimal bearing motion δp which is not in span
T , where δp 1 , δp 2 ∈ R d corresponds to the two anchors. Because the infinitesimal motion δp preserves all the bearings including the bearing between p 1 and p 2 , we know that the vector δp 1 − δp 2 is parallel to p 1 − p 2 . As a result, there exists a nonzero scalar k such that δp 1 − δp 2 = k(p 1 − p 2 ). Construct
Since the first two entries of δp are zero, we know δp is an infinitesimal motion that only involves the followers. Thus, the network is not localizable by Theorem 2, which is a contradiction. 2
Distributed Network Localization Protocols
In this section, we propose and analyze a linear distributed protocol for bearing-based network localization in arbitrary dimensions.
The global minimizer of the unconstrained optimization problem (5) can be obtained by the gradient decent protocol
whose elementwise expression isṗ Fig. 4 . The geometric interpretation of protocol (7).
where
Note the neighbor of the follower i can be either a follower or an anchor.
Several remarks for protocol (7) are given below. First, the protocol is distributed because the localization of p i only requires {g ij } j∈Ni and {p j } j∈Ni . In practical implementation, the bearings {g ij } j∈Ni can be measured by a bearing-only sensor such as a camera and the estimates {p j } j∈Ni can be transmitted from the neighbors via wireless communication. All the bearings must be measured in a global reference frame. Second, the protocol has a clear geometric interpretation as shown in Figure 4 . The term −P gij (p i (t) −p j (t)) is the orthogonal projection of (p j (t) −p i (t)) onto the orthogonal compliment of g ij , and hence it acts to steer the estimatep i (t) to align with the bearing measurement g ij . Third, protocol (7) can be viewed as an extension of the protocol proposed in [10] , which is applicable to networks in the two-dimensional space. Finally, those who are familiar with consensus problems might have noticed that protocol (6) has a similar expression as the well-known consensus protocol [18] . The difference is that in the consensus protocol, the weight for each edge is a positive scalar whereas in the localization protocol the weight for each edge is a positive semi-definite orthogonal projection matrix.
The convergence of the protocol is characterized as below.
Theorem 4
The distributed protocol (7) can globally localize the network G(p) if and only if the network is localizable.
Proof. When B f f is nonsingular (i.e., the network is localizable), the matrix −B f f is Hurwitz. As a result, the linear time-invariant system (6) is stable and the state converges to the steady state value −B −1 f f B f a p a which equals to the real follower location p f according to Lemma 3. When B f f is singular (i.e., the network is not localizable), the final estimate would depend on the initial estimate of the network location. 2
Sensitivity Analysis
Since the bearing measurements may be corrupted by errors in practice, it is meaningful to study the impact of constant measurement errors on the localization protocol (7) . Denote the unit vectorg ij ∈ R d as the measurement of g ij . In the presence of bearing measurement errors, the localization protocol (6) becomeṡ
whereB f f andB f a are obtained from B f f and B f a by replacing g ij withg ij , respectively. The matrixB f f may not be symmetric
We next analyze two problems regarding (8) . The first is whenB f f is positive stable (i.e., all its eigenvalues have positive real parts) such that (8) is globally stable. IfB f f is positive stable, the final estimate given by (8) iŝ
The second problem is how large the localization error p * f − p f is. To solve the two problems, define
as the perturbations of B f f and B f a caused by the bearing measurement errors. Let θ ij ∈ [0, π] be the angle betweeng ij and g ij ; that is g T ijg ij = cos θ ij . The angle θ ij represents the inconsistency betweeng ij and g ij . This representation is valid for arbitrary dimensions. Note θ ij = θ ji in general. Define the total bearing measurement error for the followers as 2 i∈V f j∈Ni sin θ ij .
We next give lemmas to characterize the relationship between and ∆B f f , ∆B f a .
Lemma 5 Denote by θ ∈ [0, π] the angle between any two nonzero vectors x, y ∈ R d (i.e., x T y = x y cos θ). Then P x − P y = sin θ.
Proof. See Appendix B. 2 Lemma 6 For a network G(p) with arbitrary bearing measurements {g ij } (i,j)∈E , it always holds that ∆B f f ≤ and ∆B f a ≤ /2.
Proof. Denote ∆P gij Pg ij −P gij , ∀(i, j) ∈ E. It then follows from Lemma 5 that
We now give a upper bound for the total bearing error to ensure the positive stability ofB f f .
Theorem 5 Given a localizable network with B f f nonsingular, the matrixB f f is positive stable if the total bearing error satisfies
where λ min (B f f ) is the minimum eigenvalue of B f f .
Proof. Since ∆B f f < by Lemma 6, if (10) We now study the localization error p * f − p f . An intuitive conclusion that can be immediately drawn from (9) and matrix perturbation theory is that the localization error would be sufficiently small when the bearing measurement errors are sufficiently small. We next give a specific upper bound on the localization error.
Theorem 6 The estimatep
In the last, we briefly discuss the impact of measurement errors in the anchors' locations. Suppose the bearing measurements are accurate in this case. Then the final estimate given by protocol (7) ∆p a ), where ∆p a ∈ R dna denotes the anchor location error. Then the localization error is given by ∆p f p *
f f B f a ∆p a , which indicates that the anchor location errors prorogate to the final localization error via a linear transformation. It is straightforward to show that a translational or scaling error in the anchor measurements would cause the same translational or scaling error in the localization of followers.
Simulation Examples
Two simulation examples are shown in Figure 5 to demonstrate the localization protocol (7) . The network to be localized is a three-dimensional cubic network, which contains eight nodes and two of them are anchors and the other six are followers. The initial estimate, which is randomly generated, is given in Figure 5(a) . For the first example in Figure 5 (b)-(c), the bearing measurements are accurate and it can be seen that the estimate of the network location converges to the true value. For the second example in Figure 5(d) -(e), the bearing measurements are inaccurate. Specifically, the total bearing error is = 2.77 and the final localization error equals 7.25 m. By comparing the two examples, it can be seen that when the bearings have measurement errors, the finally localized network would have localization errors. However, the final localized network can still be sufficiently close to the true network if the bearing errors are sufficiently small. In addition, for the second example, we have λ min = 0.59 < . Although the condition in Theorem 5 is not satisfied, the matrixB f f is still positive stable which indicates that the condition in Theorem 5 may be conservative.
Conclusions
This paper studied the problem of bearing-based network localization in arbitrary dimensions. The first main contribution of this paper is to propose a variety of necessary and/or sufficient conditions for network localizability. The second main contribution is to propose and analyze a linear localization protocol. The results presented in this paper not only can be applied to solve the problem of sensor network localization but also provide a theoretical foundation for bearing-based multi-agent formation control [17, [19] [20] [21] .
In this paper, we assumed that the underlying graph is undirected. As we have explained, the localizability analysis is independent to whether or not the sensing graph is undirected because any directed graph can be converted to an undirected one without affecting the localizability analysis. But the convergence analysis of the proposed localization protocol relies on the assumption of undirected graphs. As observed in [17] , a new notion termed bearing persistence emerges and makes the problem more complicated to analyze in the directed case. Distributed localization with directed interaction topologies is therefore a direction for future work.
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A Preliminaries to Bearing Rigidity Theory
For a network G(p), consider an oriented graph and express the edge vector and the bearing for the kth directed edge in the oriented graph, respectively, as e k and g k e k / e k for k ∈ {1, . . . , m}. Define the bearing function FB :
T . The bearing rigidity matrix is defined as the Jacobian of the bearing function, RB(p) ∂FB(p)/∂p ∈
