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1. INTRODUCTION
Imagination is more important than knowledge.
- A. Einstein
Esaki and Tsu[1] first proposed the concept of superlattice made from
alternating layers of semiconducting materials in 1970. The original idea was
to achieve negative differential resistance in a double barrier structure. Since
then, a lot of theoretical as well as experimental work[2,3,4] has been devoted
to the study and engineering of the semiconductor quantum heterostructures,
including quantum wells, superlattices, quantum wires, quantum dots, and
recently more novel nanostructures, such as carbon nanotubes.
The molecular beam epitaxy(MBE) [6] and metal-organic chemical vapor
phase epitaxy (MOCVD)[7] techniques make the fabrication of high quality
layered materials possible.
Lithorgraphic techniques utilizing electron beams, focused ion beams, and
x-ray have demonstrated resolution better than 20nm. Dry etching methods
such as reactive ion etching and chemically assisted ion beam etching have
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demonstrated similar resolutions. To a large degree, it is now possible to fabri-
cate semiconductor structures with dimensions comparable to the De Broglie
wavelength of electrons. The miniaturization and quantum size effects pro-
vide the most prominent means for creating devices faster and more efficient,
more compact for more powerful integrated circuits for supercomputing and
information processes.
In particular, the realization of quantum well(QW) heterostructures is of
great importance to nanostructure science, in which the quantization of en-
ergy states and the formation of two dimensional electron gas lead to low
threshold laser diodes and high speed modulation-doped field effect tran-
sistors(MODEFTs), respectively. For more than a decade, quantum wires
(QWRs) and dots(QDs) have been a subject of both theoretical and exper-
imental research. It has been predicted that with a further reduction in
dimensionality of the carrier’s motion, a quantum wire laser should exhibit
threshold current densities one or two orders smaller than QW lasers, and a
quantum wire MODFET will have theoretical mobilities in the 108cm2/V −s
range[11].
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To form quantum wires, the additional confinements in the lateral di-
rection of the initial quantum wells can be achieved by patterned etching of
planar structures, patterned by ion beam implantation, or growth on grooved
or vicinal substrates, and more recently the strain-induced lateral ordering
processes invented in 1990 in UIUC[9].
Since the late 1970s, the use of strain to modify device performance has
become an important area of research. The driving force behind this devel-
opment has been the gradual mastery of the art of strained hetero-epitaxy.
By growing a semiconductor overlayer on top of a thick substrate, a large
strain can be built into the overlayer, while still maintaining crystallinity and
long-range order. In 1990, members of the MBE group at the University of
Illinois at Urbana-Champaign began to study the long-range ordering prop-
erties of GaInP[8] and eventually lead to the technique of the strain-induced
lateral-layer ordering process(SILO) which grows novel high quality QWRs.
The fabrication of QWR’s via SILO process starts with the growth of short-
period superlattices (SPS) [e.g. (GaAs)2/(InAs)2.25] along the [001] direction.
The excess fractional InAs layer leads to stripe-like islands during the MBE
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growth[9]. The presence of stripes combined with the strain effects leads
to a natural phase separation as additional layers of GaAs or InAs are de-
posited. A self-assembled QWR heterostructure can then be created by sand-
wiching the composition modulated layer between barrier materials such as
Al0.24Ga0.24In0.52As (quarternery), Al0.48In0.52As(ternary), or InP (binary)[9-
11]. It was found that different barrier materials can lead to different degree
of lateral composition modulation, and the consequent optical properties are
different [10]. The emphasis here is that the lateral quantum wells are formed
in-situ during growth of the epilayers. Thus, these “wells” do not suffer from
damage induced by the fabrication process. Compared to conventional tech-
niques for fabricating quantum wires, this technique is simpler, more efficient,
and damage free. Using this method, UIUC group have demonstrated that
1D strain modulation can be realized on GaAs or InP substrate using the
strain-balanced multiple layer structure grown by MBE.
Besides the self-assembled lateral ordering, it is believed that the strain
also plays a key role[9,10,12] in the temperature stability and optical
anisotropy for the QWR laser structure. Much work has been undertaken
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which predicts that by using strained-layer superlattice to form the active
region of a QWR laser, the threshold current can be decreased by one order
of magnitude, and the optical loss due to intervalence-band absorption and
Auger recombination will also be greatly reduced[9-11]. Also, the tempera-
ture sensitivity is reduced by an order of magnitude compared with strain-
free structures. Temperature sensitivity of the lasing wavelength for typical
GaInAs/InP lasers is around 5 A˚/0C. By using a distributed-feedback struc-
ture, the temperature dependence of the lasing wavelength can be reduced
to 1A˚/0C[9-11]. With the self-assembled GaInAs QWR, the temperature
sensitivity is smaller than 0.1A˚/0C[9,10]. Thus, it represents an important
improvement on the current technology in fabricating long-wavelength lasers
for fiber communication.
On the other hand, the carrier confinement resulting from the bandedge
differences in heterostructures of the alternating layers lead to many novel
physics, such as the highly acclaimed quantum Hall effect and the prominent
structures in the optical spectrum due to exitonic effects. The properties
of the layered materials differ from those three-dimensional bulk materials
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in many respects. This is mostly due to the confinement of the carriers in
the well region due to the differences of the band gaps of the two constituent
materials. The continuous bands in a bulk material can be folded to a number
of separate subbands in superlattices and further in QWRs so that a series
of exitonic peaks associated with the individual electron and hole energy
levels can be observed in the photo absorption and luminescence spectra.
The valence bands can be changed even more drastically so that the hole
effective mass for certain subbands in superlattices can be made negative
for wave vector along the in-plane directions. The further confinement in
QWRs system lead to further folding and more flattened valence bands in
the confined direction. This change of bands along with the valence band
mixing and strain-effects will lead to an enhanced optical anisotropy and
many forbidden transitions in SILO wire as observed in Refs[8,9,10,11,12].
The SILO QWRs have currently attracted a lot of attention both theo-
retically and experimentally. The most important SILO QWRs fabricated is
GaxIn1−xAs/InP in UIUC which is the subject of this thesis. Recent studies
indicate that the use of the strained-layer quantum wire heterostructure has
6
advantages of high-quality interfaces and band-gap tuning which are inde-
pendent of the lattice constant of the constituent materials[9-11]. The main
physics bringing by the strain to the wire might be that the strain provided a
microscopic way to further confine the carriers by using the strain potential.
Also, the strain will provided an efficient approach to engineer the bands rel-
ative positions, such as, move the light hole bands to the edge instead of the
heavy hole which will reduced the DOS substantially for the reducing of the
threshold current, intervalance band absorption, and Auger rate due to the
fact that the inverse order of heavy hole and light hole reduce the activation
energy of effect Auger by three orders of magnitude[11]. The effect of biaxial
strain on the conduction band is also important. The Γ minimum will rise in
the energy with respect to the average energy of the top of the valence band
by 1/3 the rate caused by hydrostatic strain assuming the Poisson’s ratio
is about 1/3. This amounts to approximately 100 meV for 4% strain. The
L minima will increase by approximately half this value, i.e, 50 meV. This
reduction of Γ− L separation which is further reduced by the quantum con-
finement, and along with the lift of X minima degeneracy, will be beneficial
7
for detector system[11].
Various theoretical techniques(including effective mass, k · p, bond-orbital
, tight-binding, and pseudopotential methods) were used to calculate the
electronic structures,and optical responses of semiconductor nanostructures
including superlattice/quantum wells, quantum wires and quantum dots[14-
16]. However, all these past studies lack of detailed consideration of the strain
in the atomistic level which leads to many novel and dramatic modifications
of the electronic and optical properties in nanostructures.
Even though a few theoretical studies of GaxIn1−xAs self-assembled QWRs
based on a simplified uniform strain model have been reported[14-17]. In
these calculations the SPS region is modeled by a GaxIn1−xAs alloy with a
lateral modulation of the composition x. Although these calculations can
explain the QWR band gap and optical anisotropy qualitatively, it does not
take into account the detailed SPS structure and the microscopic strain dis-
tribution. The understanding of these effects is important if one wishes to
have a full design capability of the self-assembled QWR optoelectronic de-
vices. On the other hand, microscopic strain distributions in several SPS
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structures have been calculated, and their electronic properties have been
studied via an empirical pseudopotential method[16]. However, the effects
of sandwiching the SPS structures between barrier materials so as to form
QWRs have not been explored. It is worth pointing out that the effective
masses obtained in the pseudopotential method for the constituent bulk ma-
terials are 0.032m0 and 0.092m0 for InAs and GaAs, respectively[16]. These
values are 30% larger than the actual values (0.024m0 and 0.067m0); thus,
the energy levels of quantum confined states obtained by this method are
subject to similar uncertainty.
In this thesis we present a systematic study of the effects of microscopic
strain distribution on the electronic and optical properties of the Ga1−xInxAs
self-assembled QWRs via the combination of the effective bond-orbital model
(EBOM)[17] for electronic states and the valence-force-field (VFF)[19,20]
model for microscopic strain distribution. Both clamped and unclamped
SPS structures with different degrees of lateral alloy mixing are considered.
The clamped structure has a SPS layer sandwiched between the substrate
and a thick capping layer so that the interface between the top monolayer
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of the SPS and the barrier region is atomically flat. The unclamped struc-
tures correspond to a SPS layer sandwiched between the substrate and a
thin capping layer, which allows more flexible relaxation of interface atoms
so the strain energy can be relieved. This leads to a wavy interface structure.
Most self-assembled QWR samples reported to date are closer to unclamped
structures with a wavy interface, although it should be possible to produce
self-assembled QWRs closer to the clamped structures by using a thick cap-
ping layer.
This study shows that there are profound differences in the electronic and
optical properties between the clamped and unclamped self-assembled QWR
structures. In particular, we find that in clamped structures the electron
and hole are confined in the Ga-rich region and the polarization of pho-
toluminescence (PL) can go from predominantly along [110] for SPS with
abrupt change in In/Ga composition to predominantly along [11¯0] for SPS
with smooth change in In/Ga composition. On the other hand, for unclamped
structures the electrons and holes are confined in the In-rich region, and the
optical polarization is always predominately along [11¯0] with a weak depen-
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dence on the lateral alloy mixing. This implies that by changing the degree
of strain relaxation at the interface between the SPS and the capping layer,
one can tailor the optical properties of self-assembled QWRs. Thus, through
this study, we can gain a better understanding of the strain engineering of
self-assembled QWR structures which may find applications in fiber-optical
communication.
We also studied the absorption spectrum of the QWRs and considered the
effects of exciton on the absorptions. In bulk semiconductors, excitons are
usually observable optically only in high purity samples due to rather small
binding energies. However, with the advent of the heterostructure technology,
the carriers, ie, electrons and holes are confined in a smaller region 1D or 2D,
the interaction of electron-hole will become much stronger and the paired
states have greater binding energy and stronger and sharper resonances in
the optical spectra. Moreover, the energy positions, or strength, of these
resonances can be controlled easily by simple electronics or optics. This
ability allows one to use the excitonic transitions for high speed modulation
of optical signals, as well as for optoelectronic switches, which could serve
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important functions in the future information processing systems.
The theoretical study of the optical properties associated with excitonic
effects can be extremely difficult for a realistic system. In addition to the
structures associated with the allowed transitions described by the simple
particle-in-the-box model, there are also structures associated with the for-
bidden transitions defined within the particle-in-the-box model, due to the
mixing, folding, and strain modification of the valance band structures. There
are added effects when the tunneling between the different layers are impor-
tant. Furthermore, the QWRs changed the absorption spectrum drastically.
We have also studied the intersuband absorption spectrum for the pur-
pose of IR detectors. We found the intersubbands absorption is strongly
polarized along the lateral direction which gives the self-assembled quantum
wires a distinct advantage over the quantum well systems for application in
infra-red(IR) detection. The exciton mainly leads to an enhancement of the
absorption coefficient around 1.1-1.5 times as observed[20]. Also, the lateral
confinement is successfully used to engineer the intersuband spacing to get the
desired absorption peak’s positions for the purpose of utilizing the optimum
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operating energy region for the IR detectors.
Our study on the strained heterostructure should provide a universal de-
scription to all the heterostructures in a profunded frame-work while the
lattice constant matched nanostructures are special cases of our model.
In Chapter 2, we will present the theoretical models and techniques we
used to study the SILO QWRs.
Chapter 3 is devoted to the study of the QWRs in a uniform continuous
model using the virtual-crystal approximation (VCA) for alloys. The strain
and its effects are studied in the uniform continuous frame, and the optical
anisotropy observed experimentally are explained.
Chapter 4 contains our advanced technique for the investigation of the
strain and its effects on the atomistic level. There, we show in details how
the strain behaves in each layer and around each atom.
Chapter 5 is mainly concerned with inter-subband transitions, and inter-
band transitions including the excitonic effects on the absorption spectrum.
This study is important in the design of devices such as IR detectors.
A summary is presented in Chapter 6.
13
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2. MODELING OF STRAIN AND SILO WIRES
I. STRAIN IN GENERAL.
When two lattice-mismatched materials grow on top of each other, strain is produced.
In essence, as long as the lattice mismatch is below the critical thickness, it is possible to
grow an epitaxial film which is completely in registry with the substrate, i.e., it is pseudo-
morphic up to the critical thickness. Beyond the critical thickness, dislocation are produced
and the strain relaxes. It is important to note that the pseudomorphic films below critical
thickness are thermodynamically stable, i.e., even though they have strain energy, the relaxed
state with dislocations has a higher free energy. This allows one to have large built-in strain
without serious concern that the film will somehow “disintegrate” after some time. In this
section we will establish some basic notions and formulas for strain in crystalline materials.
Without losing any generality, let us consider small values of strain.
In order to define the strain quantitatively, let us consider an position vector ~r in a
Cartesian coordinate system for an atom in the solid. There will be a small displacement
~u(r) when a deformation force is applied on the solid, ie, the new position of the atom is at
~r′ = ~r + ~u(r). The small change in length element is
dl′2 = d(~r + ~u(r))2
1
and let dui(r) =
∂ui(r)
∂xj
dxj, then
dl′2 = d(~r + ~u(r))2 = dl2 + ǫij · dxidxj
where ǫij =
1
2
( ∂ui
∂xj
+ ∂uj
∂xi
+ ∂uk
∂xi
∂uk
∂xj
) is the strain tensor. In small strain, the second order term
is ignored, we have ǫij =
1
2
( ∂ui
∂xj
+
∂uj
∂xi
)[1].
For our purpose, for three arbitrary independent vectors which connect atoms 1,2,3,4 at
four corners of a tetragon surrounding an atom(which is placed at the center), we set up the
position matrix for the undeformed tetragon as:
R0 =


R012x R
0
23x R
0
34x
R012y R
0
23y R
0
34y
R012z R
0
23z R
0
34z


,
with R0ij = R
0
j − R0i ; i, j = 1, 4 and and R0i (i = 1, 4) denote positions of the four atoms
in the system we are considering. After applying the deformation force, the new position
matrix R′ is related to the undeformed R0 as
~R′ = (1 + ǫ) · ~R0
with ǫ being the strain tensor defined for the center atom as
ǫ =


ǫxx ǫxy ǫxz
ǫyx ǫyy ǫyz
ǫzx ǫzy ǫzz


,
which is calculated to be[3]
ǫ = R′ ∗R−10 − 1. (1)
2
This equation will be used in Chapter 4 for the calculation of strain for each atoms.
After getting the strain, the effects of the strain on band structure and optical properties
are through the deformation potential given by Bir and Pikus[2]. For the effects on the
valance bands, i.e, px,py, and pz in our III-V alloys, we have[2,4]
Hst =


−∆VH +D1
√
3dexy
√
3dexz
√
3dexy −∆VH +D2
√
3deyz
√
3dexz
√
3deyz −∆VH +D3


, (2)
where eij = (ǫij + ǫji)/2, and
∆VH = (a1 + a2)(ǫxx + ǫyy + ǫzz), D1 = b(2ǫxx − ǫyy − ǫzz),
D2 = b(2ǫyy − ǫxx − ǫzz), D3 = b(2ǫzz − ǫyy − ǫxx).
The strain potential on the s states is given by
∆Vc = c1(ǫxx + ǫyy + ǫzz).
In general, tensile strain tends to narrow the gap, and push the light hole band up over the
heavy hole band; compressive strain leads to the opposite results.
II. VFF MODEL OF THE GROWTH OF SILO WIRES.
The influence of the strain on the growth of the overlayers are calculated by the valence-
force-field(VFF) model of Martin[5] and Keating[6]. This model has been shown to be
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successful in fitting and predicting the elastic constants of elastic continuum theory, calcu-
lating strain distribution in a quantum well, and determining the atomic structure of III−V
alloys. It was used in the calculation of the strain distribution in self-assembled dots[7,8].
The VFF model is a microscopic theory which includes bond stretching and bond bending,
and avoids the potential failure of elastic continuum theory in the atomistic thin limit. In
this model, the total energy of the lattice is taken as
V =
1
4
∑
ij
3
4
αij(d
2
ij − d20,ij)2/d20,ij +
1
4
∑
i
∑
j 6=k
3
4
βijk( ~dij · ~dik + d0,ijd0,ik/3)2/d0,ijd0,ik, (3)
where i runs over all the atomic sites, j, k run over the nearest-neighbor sites of i, ~dij is
the vector joining the sites i and j, dij is the length of the bond, d0,ij is the corresponding
equilibrium length in the binary constituents, and αij and βijk are the bond stretching and
bond bending constants, respectively. α and β are taken from Martin’s calculations[5]. For
the bond-bending parameter β of In-As-Ga, we take βijk =
√
β[ij]β[ik] following Ref. [5,8].
To find the equilibrium atomic positions in the InAs/GaAs self-assembled QWR, we start
from ideal atomic positions and minimize the system energy using the Hamiltonian given
above. Minimization of the total energy requires one to solve a set of coupled equations with
3N variables, where N is the total number of atoms. Direct solution of these equations is
impractical in our case, since the system contains more than 6,000 atoms. We use an approach
taken by several authors[4,7,8] which has been shown to be quite efficient. In the beginning
of the simulation all the atoms are placed on the InP lattice, we allow atoms to deviate from
this starting positions and use periodic boundary conditions in the plane perpendicular to
the growth direction, while keeping atoms in the planes outside the SPS region at their ideal
4
atomic positions for an InP lattice (since the self-assembled QWR is grown epitaxially on
the InP substrate). In each iteration, only one atomic position is displaced and other atomic
positions are held fixed. The direction of the displacement of atom i is determined according
to the force fi = −∂V/∂xi acting on it. All atoms are displaced in sequence. The whole
sequence is repeated until the forces acting on all atoms become zero, at which point the
system energy is a minimum. In this way, the equilibrium atomic positions are simulated.
Once the positions of all the atoms are known, the strain distribution is obtained through
the strain tensor calculated according to the method described in Section 2.1.
III. EMPIRICAL BOND-ORBITAL MODEL(EBOM).
The method used in this thesis for calculating the strained quantum well band struc-
ture is based on the effective bond-orbital model (EBOM)[10]. The effective bond-orbital
model employed here is a tight-binding-like model which includes nearest-neighbor interac-
tions among bond orbital residing on an fcc lattice. The version of the EBOM used in this
calculations describes the coupling between the upper four spin-3/2 valence bands and the
lowest two s-like conduction bands. A bond orbital is defined to be the proper linear combi-
nation of the two atomic orbitals within a zinc-blende crystal which best describes the states
near the center of the Brillouin zone. The parameters that appear in the theory are given by
a correspondence which is made by requiring that the Hamiltonian in the bond-orbital basis,
when written for the bulk material and expanded to the second order in k, agree with the
5
Luttinger-Kohn expression. For interactions across heterojunctions, we take the arithmetic
average of the matrix elements for the two bulk materials. Since the nearest-neighbor EBOM
parameters for the two materials are similar, the arithmetic average is a good approximation.
We have also studied the dependence of QWR energies on different choices of parameters
(e.g. geometric average) and found essentially the same results[11]. EBOM has been suc-
cessfully applied to the calculation of electronic states of superlattices[10], strained-layer
superlattices [12,13], semiconductor quantum wires[14] and dots[15], and impurity levels in
quantum dots[15] and quantum wells[15]. Here, we apply it to this multi-axially strained
QWR structures.
We solve the QWR electronic states according to a procedure similar to that described
in [16]. We first calculate the band structure of a superlattice(SL) with M bilayers of
GaxIn1−xAs (the well material) and N bilayers of Al0.24Ga0.24In0.52As (the barrier mate-
rial) using the slab method. The SL eigenstates with kz = 0 can be treated as eigenstates
for an isolated quantum well (QW) and they are denoted by |k1, k¯2, n >, i.e,
HQW |k1, k¯2, n >= En(k1, k¯2)|k1, k¯2, n > (4)
where HQW is the Hamiltonian for the GayIn1−yAs/Al0.24Ga0.24In0.52As QW ,where k1 and
k2 are the two components of the QW in-plane wave vector along and perpendicular to the
QWR axis, respectively. k1 is a good quantum number for the QWR array, while k¯2 is
not. The QWR wave function is a linear combination of SL wave functions with the same
k1 but with values of k¯2 differing by 2π/L2. We define k2 to be the wave number of the
QWR array in the [110] direction, and we can write k¯2 = k2 + 2πζ/L2 with ζ = 0, 1, 2, ...,m,
6
where m = L2/a2 with a2 = a/
√
2. The QWR Hamiltonian is HQWR = HSL + H ′, where
H ′ = HGaxIn1−xAs − HGayIn1−yAs is treated as a perturbation. The Hamiltonian matrix for
QWR
M(n, ζ |n′, ζ ′) =< n′, k1, k2 + 2πζ ′/L2|HQWR|k1, k2 + 2πζ/L2, n > (5)
is then diagonalized in the basis consisting of QW eigenstates.
The effect of lateral intermixing of Ga and In is accounted for by using the virtual-
crystal approximation. Bond-orbital parameters for the inter-diffused materials are obtained
by linearly interpolating between the values of the parameters for the pure materials. The
optical parameters in these expressions are determined by requiring that the optical matrix
elements between bulk states obtained by EBOM be identical to those obtained in the k · p
theory up to second order in k.
The effect of strain is included by adding a strain Hamiltonian Hst to the EBOM effective
Hamiltonian[12,16,17].
7
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3. BAND STRUCTURES AND OPTICAL PROPERTIES OF SILO QUANTUM WIRES IN VIRTUAL-CRYSTAL APPROXIMATION
I. INTRODUCTION
GaxIn1−xAs is one of the most important ternary III-V compound semiconductors. Its
bandgap covers both the 1.3 and 1.55 µm range, which are the preferred wavelengths in
long distance fiber communications[1,2]. However, long-wavelength photonic devices based
on lattice-matched Ga0.47In0,53As/InP heterostructures suffer from strong Auger recombina-
tion and intervalence band absorption processes[7-10]. Recently, to improve the performance
of long-wavelength semiconductor lasers, long wavelength(∼ 1.55µm) GaxIn1−xAs quantum-
wire (QWR) lasers have been grown by a single step molecular beam epitaxy technique[1].
It is found that the QWR laser structures are a promising choice because of the many
predicted benefits, such as higher gain, reduced temperature sensitivity, higher modulation
bandwidths, and narrower spectral linewidths[2]. Short-period superlattices (SPS) in the
direction perpendicular to the growth direction can be formed via the strain-induced lateral-
layer ordering (SILO) process[1,2]. A quantum wire heterostructure can then be created by
simply utilizing this SPS structure as the quantum well region in a conventional quantum
heterostructure. Besides the self-assembled lateral ordering, it is believed that the strain also
plays a key role[2] in the temperature stability and high anisotropy for the QWR laser struc-
ture. Recent studies indicate that the use of the strained-layer quantum wire heterostructure
has advantages of high-quality interfaces and band-gap tuning which are independent of the
1
lattice constant of the constituent materials[3,4,6]. Furthermore, much work has been under-
taken which predicts that by using strained-layer superlattice to form the active region of a
quantum-wire laser, the threshold current can be decreased by one order of magnitude, and
the optical loss due to intervalence-band absorption and Auger recombination will also be
greatly reduced[1,2,7-11]. Also, the temperature sensitivity is reduced by an order of magni-
tude compared with strain-free structures[2]. A typical temperature sensitivity of the lasing
wavelength is(∼ 5A˚/0C) for the usual GaInAs/InP lasers. By using a distributed-feedback
structure, the temperature dependence of the lasing wavelength is reduced to 1A˚/0C[2].
With this strained GaInAs QWR, the dependence is smaller than 0.1A˚/0C[2]. It should
be an important improvement on the current technology in fabricating the long wavelength
lasers for fiber communication. In this chapter we study the effects of multi-axial strain on
the electronic and optical properties of the QWR structures grown via the SILO process.
Through this study, we can gain a better understanding of the strain engineering of QWR
structures suitable for the application of fiber-optical communication.
In the experiment performed by Chou et al[1], the QWR active region is created in situ
by the SILO process within the (GaAs)2/(InAs)2.2 SPS regions. The SILO process generates
a strong Ga/In lateral composition modulation and creates In-rich GaxIn1−xAs lateral QWs
in the [110] direction. By sandwiching the In composition modulated layer (with x varying
from 0.3 to 0.7) between Al0.24Ga0.24In0.52As barrier layers, a strained QWR heterostructure
is formed[1,2]. The model QWR structure considered in the present paper is depicted in
Figure.1. The central region consists of the In composition modulated GaxIn1−xAs layer
2
(A/B/A/B...), in which the A strip is Ga-rich while the B strip is In-rich. The lateral
period is L2 = L
A
2 + L
B
2 . In our calculation, we consider L
A
2 = L
B
2 = 150A˚, L
B
⊥ = 60A˚,
and LW⊥ = 100A˚. We consider two cases of composition modulation. In case one, the Ga
composition changes abruptly with x = 0.6 (or 0.7) in strip A and x = 0.4 (or 0.3) in strip
B. In case two, x varies sinusoidally from 0.6 (or 0.7) at the center of strip A to 0.4 (or 0.3)
at the center of strip B (with x = 0.5 at the border between A and B strips).
II. THEORETICAL APPROACH
The method used in this paper for calculating the strained quantum well band structure
is based on the effective bond-orbital model (EBOM)[5] as described in Chapter 2. A detailed
description of this method without the effect of strain has been published elsewhere[5].
The version of the EBOM used in this calculations describes the coupling between the
upper four spin-3/2 valence bands and the lowest two s-like conduction bands. For our QWR
system, the split-off bands are ignored since the spin-orbital splitting is large. The split-off
band is about 350 meV below the valence-band maximum. The coupling energy between
the heavy-hole band and split-off band via strain is about 16.47 meV in our system. Based
on the second-order perturbation theory, we estimate that the inclusion of split-off band will
shift the heavy-hole subbands up by approximately 0.8 meV[8]. The effects on the spacings
between valence subbands should be much less, since the energy shifts are similar for the
first few valence subbands.
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In the diagonalization of the SILO quantum wire Hamiltonian as in Eq.2.5, the QW
basis is truncated to reduce the computer time, thus making the method a variational one.
The subbands closest to the band edge are converged to within 0.1 meV. The size of the
Hamiltonian matrix, originally given by the number of sites in a QWR supercell times the
number of coupled bands, is now reduced to the number of QW states necessary to give
accurate results for the QWR of concern. In our case, this number needed to get well
converged results for the two uppermost pair of valence subbands is around 200. However,
we have used ∼ 1200 basis states in order to ensure the accuracy of the deeper lying states for
all calculations in this chapter. The effect of lateral intermixing of Ga and In is accounted for
by using the virtual-crystal approximation. Bond-orbital parameters for the inter-diffused
materials are obtained by linearly interpolating between the values of the parameters for the
pure materials. The optical parameters in these expressions are determined by requiring that
the optical matrix elements between bulk states obtained by EBOM be identical to those
obtained in the k · p theory up to second order in k[14].
The effect of strain is included by adding a strain Hamiltonian Hst to the EBOM effective
Hamiltonian[6,11,16]. The matrix elements of Hst in the bond-orbital basis can be obtained
by the deformation-potential theory of Bir and Pikus[17]. Here, we consider the combination
of two bi-axial strains, one in the (001) plane (due to the lattice mismatch at the interfaces
between GaInAs and AlGaInAs) and the other in the (110) plane (due to the Ga composition
modulation ). The resulting strains in the QW layers consist of both hydrostatic and uniaxial
components. For case 1 (Ga composition changes abruptly from region A to region B), the
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lattice constant of the strained layers in the [001] direction (a˜001) is given by minimizing the
free energy of the fcc system due to strain[8,17]
F =
1
2
CA11(ǫ
2
11A + ǫ
2
22A + ǫ
2
33A)L
A
2 (1)
+ CA12(ǫ11Aǫ22A + ǫ22Aǫ33A + ǫ11Aǫ33A)L
A
2
+
1
2
CB11(ǫ
2
11B + ǫ
2
22B + ǫ
2
33B)L
B
2
+CB12(ǫ11Bǫ22B + ǫ22Bǫ33B + ǫ11Bǫ33B)L
B
2 ,
where LA2 (L
B
2 ) is the lateral layer thickness and ǫijA(ǫijB) is the strain tensor in the Ga-rich
(In-rich) region. CA’s (CB’s) are the elastic constants for the Ga-rich (In-rich) materials.
Here we have used a rotated Cartesian coordinates in which x′ = [11¯0], y′ = [110], and
z′ = [001]. A constraint a˜A‖ = a˜
B
‖ = aInP = aAlInGaAs has been imposed to keep the
Al0.24Ga0.24In0.52As barrier strain free, since it is lattice-matched to the InP substrate[1,2],
where a˜α‖ is the in-plane strained lattice constant (perpendicular to [001] axis) for material
α. The multi-axial strain caused by the lattice-mismatch in both (001) and (110) planes is
simply
ǫ11α = ǫ22α =
a˜α‖ − aα
aα
, (2)
where aA (aB) is the unstrained lattice constant of GaxIn1−xAs (Ga1−xInxAs) (x = 0.6 for
case 1) and
ǫ33α =
a˜001 − aα
aα
(3)
with ǫαij = 0 for i 6= j.
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The minimization procedure leads to
a˜001 = −1
2
CA11L
A
2 /a
2
A + C
B
11L
B
2 /a
2
B
(CA12ǫ
A
‖ L
A
2 /aA + C
B
12ǫ
B
‖ L
B
2 /aB) + (C
A
11L
A
2 /aA + C
B
11L
B
2 /aB)
, (4)
which is the strained lattice constant in the [001] direction.
Due to symmetry, the multi-axial strain tensor is diagonal in the x′y′z′ coordinates, which
leads to a diagonal strain Hamiltonian[8] as shown in Chapter 2:
Hst =


−∆VH +D1 0 0
0 −∆VH +D2 0
0 0 −∆VH +D3


, (5)
where
∆VH = (a1 + a2)(ǫ11 + ǫ22 + ǫ33), D1 = b(2ǫ11 − ǫ22 − ǫ33),
D2 = b(2ǫ22 − ǫ11 − ǫ33), D3 = b(2ǫ33 − ǫ22 − ǫ11)
The strain potential on the s states is given by[6]
∆Vc = c1(ǫ11 + ǫ22 + ǫ33),
The strain Hamiltonian in the bond-orbital basis |JM > can be easily found by using the
coupling constants[5], i.e,
< JM |Hst|J ′M ′ >= ∑
α,α′,σ
C(α, σ; J,M)∗C(α′, σ; J ′,M ′)Hstαα′ (6)
The elastic constants C12 and C11 for GaAs, InAs and AlAs can be found in Ref. [18,19]. The
deformation potentials a1, a2, b, c1 can be found in Ref.[20,21]. The linear interpolation
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and virtual crystal approximation is used to obtain the corresponding parameters for the
GaInAs and AlGaInAs.
The above strain Hamiltonian is derived for case one only, where the Ga composition (x)
changes abruptly from region A to region B. For case two, x varies continuously from xm to
1− xm (xm = 0.6 or 0.7). In this case, we shall first calculate the strain Hamiltonian for the
abrupt case to get Hstxm and H
st
1−xm , using Eq. 3.6. We then obtain the strain Hamiltonian at
any atomic layer with Ga composition x via a linear interpolation between Hstxm and H
st
1−xm .
This is consistent in spirit with the virtual crystal approximation we have used for obtaining
the interaction parameters in EBOM.
III. RESULTS AND DISCUSSIONS
In Figure 3.2, we show a schematic diagram indicating the alignment between band edges
of the constituent materials for QWR in case 1 (square profile) with and without the effect
of strain[8]. All energies are measured with respect to the bulk InAs valence band edge. This
diagram is useful in understanding the quantum confinement effect on the QWRs considered
here. From Figure 3.2, we notice that the strain [in particular, the one in the (110) plane]
has a significant effect on the band alignment. Take Figure 3.2(a) for example, without
strain (solid lines) the conduction (valence) band of Ga0.4In0.6As is below (above) that of
Ga0.6In0.4As by 202 meV (14 meV). With strain (dotted lines), the situation is reversed and
the conduction (valence) band of Ga0.4In0.6As is above (below) that of Ga0.6In0.4As by 15
7
meV (94 meV); thus, both electrons and holes will be confined in the Ga-rich region of the
QWR.
The strain also causes a splitting between the heavy-hole (HH) and light-hole (LH)
bands with the LH band lying above the HH band. However, the splitting is rather small,
about 3 meV in Ga0.6In0.4As. When the confinement effect due to the barrier material
(Al0.24Ga0.24In0.52As) is included, the HH band again lies above the LH band, due to the
difference in the effective masses along the growth direction (z). The dash-dotted lines in
Figure 3.2(a) indicate the superlattice band edges of 100A˚Ga0.6In0.4As (or Ga0.4In0.6As) sand-
wiched between 60A˚ Al0.24Ga0.24In0.52As barriers. The difference in superlattice band edges
(dash-dotted lines) between Ga0.6In0.4As and Ga0.4In0.6As determines the degree of lateral
quantum confinement in the QWR. For the present case, the conduction-band offset is 20
meV and the valence-band (for HH only) offset is 92 meV, as far as the lateral confinement
is concerned. Both offsets are large enough to give rise to lateral confinement for electrons
and holes in the Ga-rich region.
Figure 3.3 shows the near zone-center valence subband structures of the 100 A˚
GaxIn1−xAs/Al0.24Ga0.24In0.52As quantum well with (a) x = 0.6 and (b) x = 0.7. The multi-
axial strain on GaxIn1−xAs is included as if it is in the QWR geometry. All subbands are
two-fold degenerate due to the Kramer’s degeneracy and they are labeled according to the
characters of their underlying Bloch functions at the zone-center: HH for heavy hole and
LH for light-hole. The valence band structures shown here provide a useful guideline for
understanding the QWR valence band structures. The black circles indicated energies at
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discrete k2 points (k2 = n2π/L2) which constitute the zero-th order energies for QWR at the
zone center. Due to the combined effect of strain (which brings HH1 and LH1 subbands close
in energy) and the band-mixing, the HH1 subband has weak dispersion for k2 < 0.02A˚
−1.
This will cause the top two valence subbands for the quantum wire to be extremely close in
energy.
Figure 3.4 shows the near zone-center valence subband structures of square-shaped QWRs
with the multi-axial strain with (a) Ga composition (x) changing abruptly from 0.6 in region
A to 0.4 in region B and (b)Ga composition (x) changing abruptly from 0.7 in region A to 0.3
in region B. To compare with experiment[1,2], we choose material parameters appropriate
for temperature at 77K[13]. Similar to the quantum well case, all subbands here are two-fold
degenerate due to the Kramer’s degeneracy. The conduction subbands are approximately
parabolic as usual with a zone-center subband minimum equal to 845 meV in (a) and 839
meV in (b) (not shown in the figure). This gives an energy gap 847 meV for the (x=0.6/0.4)
QWR array and 797 meV for the (x=0.7/0.3) QWR array .
The observed C1-HH1 excitonic transition is at 735 meV (or 1.65µm) for the QWR[1,2] at
77K. In comparing the band gaps with the experiment, one should also take into account the
exciton binding energy which is around 20 meV for this size of QWR. Thus, the theoretical
result for the (x=0.7/0.3) QWR array is in closer agreement with experiment, but still about
40 meV too high.
Comparing the band structures in both k1 ([11¯0]) and k2 ([110]) directions, we noticed
an apparent anisotropy in the energy dispersion. The dispersions in the k2 direction for the
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(confined) valence bands are rather small, indicating strong lateral confinement. We observe
strong anti-crossing effect between the HH1/HH2 and LH1 subband at k1 near 0.02A˚
−1
similar to what happens in a quantum well [24,25]. Here the HH2 subband of the QWR
corresponds to the [110] zone-folded part of the HH1 subband of the quantum well ( the
envelope function has odd parity in the [110] direction but even parity in the [11¯0] direction).
The separation in energy between the HH1 and HH2 subbands near the zone center is
extremely small (about 2 meV) in this case. This is because the HH1 subband of the
quantum well has almost no dispersion (i.e. with very large effective mass) in the k2 direction
for k2 < 0.02A˚
−1 as a result the HH1-LH1 band mixing (see Figure 3.3).
The subbands in Figure 3.4(b) have less dispersion in the k2 direction compared with
those in Figure 3.4(a) as a result of stronger lateral confinement. This is caused by the
larger band discontinuities in the x=0.3/0.7 case (versus the x=0.4/0.6 case) as can be seen
by comparing band alignments shown in Figure 3.2.
Figure 3.5 shows the near zone-center valence subband structures of a QWR with a
sinusoidal lateral modulation with Ga composition (x) varying as the position (y′) in the
[110] direction between two extreme values xm and 1− xm, i.e.
x(y′) = 0.5 + (0.5− xm)sin(2πy′/L2)
for xm = 0.4 and (b) xm = 0.3. In this case, the Hamiltonian including the multi-axial
strain is calculated with a linear extroplation between the Hamiltonians for the maximum
and minimum Ga composition, i.e.
HstGaxIn1−xAs = fHGaxmIn1−xmAs + (1− f)HGa1−xmInxmAs,
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where xm = 0.4 or 0.3 and f is determined by comparing the Ga composition on both sides
of the equation
x = xmf + (1− xm)(1− f),
or f = (1− xm − x)/(1− 2xm).
The conduction band minimum (not shown) is 846 meV (842 meV) for the case xm =
0.4 (xm = 0.3), which corresponds to a band gap of 853 meV (807 meV). Subtracting
the exciton binding energy (∼ 20 meV) from the band gap, we found that the xm = 0.3
case is in closer agreement with the observed excitonic transition energy of 735 meV. The
band gaps of QWR’s with the sinusoidal profile are consistently larger (by about 10 meV)
than the corresponding QWR’s with the square-profile (with the same extreme values of Ga
composition). The sinusoidal variation in Ga composition gives rise to more energy, since the
well region contains more materials with band gap higher than the minimum in comparison
with the square-profile. Furthermore, the lateral strain is reduced (less mismatch on the
average) which also tend to increase the band gap.
Comparing Figure 3.5 with Figure 3.4, we notice that the spacing between HH1 and
HH2 is substantially larger for the sinusoidal profile than for the square profile. This can
be understood by the following argument. The envelope function for the HH2 state is more
spread out than that for the HH1 state, thus its energy is increased more in the sinusoidal
profile (with higher probability being in materials with higher band gap) compared with the
square profile.
Next we discuss the optical properties of QWR’s. Since the QWR states can be qual-
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itatively viewed as the zone-folded states of the quantum well (QW) states (the zeroth-
order states) via the lateral confinement, it is instructive to examine the optical matrix
elements of the QW case. Figure 3.6 shows the squared optical matrix elements of the
100A˚Ga0.7In0.3As/Al0.24Ga0.24In0.52As quantum well for the HH1-C1 and LH1-C1 transitions
versus the wave vector k2. The solid and dashed lines are for the polarization vector along
the k1 ([11¯0]) and k2 ([110]) directions, respectively. We note that the optical matrix ele-
ments are isotropic in the x-y plane at the zone-center, while they become anisotropic at
finite values of k2. At the zone center, the HH state consists of Bloch states with atomic
character (x′ + iy′) ↑ (|J,M >= |3/2, 3/2 >), while the LH state consists of Bloch states
with atomic character (x′ − iy′) ↑ +2z ↓ (|J,M >= |3/2,−1/2 >); thus, the corresponding
optical transitions (to an s-like conduction band state) are isotropic in the x-y plane. Here
x′(y′) is the coordinate along the k1(k2) direction. For finite k2, the HH and LH characters
are mixed, with the HH state consisting of more x′-character than y′-character, thus in favor
of the polarization vector parallel to the k1 direction. Note that the HH (LH) band tends
to have an atomic character with polarization perpendicular (parallel) to the direction of
wave vector. This is a direct consequence of the fact that the (ppπ) interaction is weaker
that the (ppσ) interaction in a tight-binding model. Since QWR states are derived from the
QW states with finite values of k2, we expect the optical matrix elements of QWR to be
anisotropic in the x-y plane as well.
Figures 3.7 and 3.8 show the squared optical matrix elements versus wave vectors of the
corresponding QWR’s considered in Figures 3.4 and 3.5, respectively. respectively. The solid
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and dashed lines are for the polarization vector along the k1 ([11¯0]) (parallel to the wire) and
k2 ([110]) (perpendicular to the wire) directions. The optical matrix elements together with
the subband structures discussed above provide the essential ingredients for understanding
the optical transitions observed in the photoluminescence (PL) measurements. In these
figures the optical transitions considered are from the topmost three valence subbands to the
lowest conduction subband: HH1-C1, HH2-C1, and LH1-C1. These curves were obtained
by summing the contributions of two degenerate subbands (due to Kramer’s degeneracy) for
the initial and final states. To compare with experimental (PL) results, we concentrate on
the HH1-C1 transition.
From Figures 3.7 and 3.8, we found for the parallel polarization (solid lines), the squared
optical matrix element for the HH1-C1 transition has a maximum at the zone center with
a value near 10 eV and remains close to this value for all finite k2 and with k1 = 0. For
the perpendicular polarization, the HH1-C1 transition is very small for finite k2 and k1 = 0.
This means that the wave function of the HH1 state has mostly x′ character (and some z
character). Thus, we conclude that the strong lateral confinement forces the wave function
of the HH1 state with k1 = 0 to change from the x
′ + iy′ character (in the QW case) into
mostly x′ character. At finite k1, the character of the HH1 state gradually changes back
toward the x′ + iy′ character and the optical transition becomes almost isotropic when k1 is
comparable to zone-boundary value of k2(π/L2), and finally turns into mostly y
′ character as
k1 becomes much larger than (π/L2). The anti-crossing behavior of the HH1/HH2 subbands
with the LH1 subband further complicates the whole picture at k1 ≈ 2A˚−1.
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The HH2-C1 transition has zero optical strength at the zone center for both polarizations.
This is expected, since the HH2 state has odd parity in the envelope function, which leads
to forbidden transition at the zone center. The symmetry restriction is relaxed as the wave
vector deviate from zero. The LH1-C1 transition has large optical strength (around 17 eV) for
the perpendicular polarization and weak strength (around 4 eV) for the parallel polarization
at the zone center. This indicates that the LH1 states consists of mostly y′ character. So
the strong lateral confinement forces the the wave function of the LH1 state with k1 = 0 to
change from the x′− iy′ character (in the QW case) into mostly y′ character. In other words,
the HH1 state (with pure x′ + iy′ character) and LH1 state (with pure x′ − iy′ character)
in the QW case are mixed thoroughly by the lateral confinement in QWR to produce a
predominantly x′ state (HH1) and a predominantly y′ (LH1) state. Note that all these
states consist of appreciable z character, which will appear in the optical transition with z
polarization.
To calculate the anisotropy, we integrate the squared optical matrix element over range
of k1 corresponding to the spread of exciton envelope function in the k1 space and average
over two k2 points. Because the lateral confinement for the quantum wire is strong, the
optical anisotropy was found to be rather insensitive to the variation in k2. Thus, the two
point average in k2 space is adequate. The exciton envelope function is obtained by solving
the 1D Schro¨ding equation for the exciton in the effective-mass approximation
[− h¯
2
2µ
(
∂
∂x′
)2 + VX(x
′)]F (x′) = EXF (x
′), (7)
where µ is the exciton reduced mass (≈ 0.049m0) and VX(x′) is the effective 1D exciton
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potential given by[24]
VX(x
′) =
e2
ǫ0|x′|(1 − e
−β|x′|).
The parameter β is obtained by extrapolation from the values given in Table V of Ref. 25.
For a 150A˚ quantum wire, we obtain β = 0.03A˚−1. Eq. (10) is solved numerically, and
the exciton envelope function in k1 space is obtained via the Fourier transform of F (x
′).
The exciton binding energy obtained is 17 meV. We found that the ratio of the averaged
optical strength for the HH1-C1 transition for the parallel to perpendicular component of the
polarization vector is 3.41 (5.48) for the x = 0.4/0.6 (x = 0.3/0.7) QWR with square profile,
and 5.60 (12.3) for the xm = 0.4 (xm = 0.3) QWR with sinusoidal profile. The xm = 0.3
case shows stronger optical anisotropy than the xm = 0.4 case, indicating that the stronger
lateral confinement leads to stronger optical anisotropy as expected. Experimentally, the
optical anisotropy is found to be around 2-4. So, our results are consistent with experiment.
IV. CONCLUSION
We have calculated the band structures and optical matrix elements for the strained
QWR grown by the SILO method. The effect of multi-axial strain on the valence subbands
and optical matrix elements is discussed. Our theoretical studies provide the explanation of
the anisotropy in optical matrix elements of these QWR’s observed experimentally. We find
that the biaxial strain due to the lattice mismatch between the Ga-rich and In-rich regions is
most dominant. It tends to increase the lateral confinement in the QWR and enhances the
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anisotropy of the optical transitions which may be useful for certain applications in optical
communication. We also calculated the effect of lateral composition modulation on the band
structures and optical properties and find that it increases the band gaps and the optical
anisotropy.
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FIGURES
FIG. 1. Schematic sketch of the QWR array fabricated in Refs. [1,2]. The
QWR axis lies in the [11¯0] direction. A and B label the Ga-rich and In-rich
strips, respectively.
19
FIG. 2. Schematic diagram indicating the alignment between band edges of
the constiuent materials for QWR in case 1 (square profile) with and without
the effect of strain. Solid lines are for unstrained bulk, dotted lines are for bulk
under multi-axial strain appropriate for the present QWR, and dash-dotted
lines are for a 100A˚GaInAs/AlGaInAs quantum well including the multi-axial
strain.
20
FIG. 3. Valance sub-
band structures for the 100A˚GaxIn1−xAs/Al0.24Ga0.24In0.52As quantum well
with (a) x = 0.6 and (b) x = 0.7.
21
FIG. 4. Valance subband structures for QWR’s with square profile for (a)
Ga-composition x = 0.6 in Ga-rich and x = 0.4 in In-rich region and (b)
x = 0.7 in Ga-rich and x = 0.3 in In-rich region.
22
FIG. 5. Valance subband structures for QWR’s with sinusoidal profile with
x ranging from xm to 1− xm for (a) xm = 0.6 and (b) xm = 0.7.
23
FIG. 6. Squared optical matrix elements for transitions from HH1 and LH1
to the first conduction subband of the 100A˚Ga0.7In0.3As/Al0.24Ga0.24In0.52As
quantum well for light polarized parallel (solid), perpendicular (dashed) to
the QWR axis and z component (dash-dotted).
24
FIG. 7. Squared optical matrix elements for transitions from the top three
valence subbands to the first conduction subband for light polarized parallel
(solid) and perpendicular (dashed) to the QWR axis for QWR’s considered
in Fig. 3.3.
25
FIG. 8. Squared optical matrix elements for transitions from the top three
valence subbands to the first conduction subband for light polarized parallel
(solid) and perpendicular (dashed) to the QWR axis for QWR’s considered
in Fig. 3.4.
26
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4. EFFECTS OF MICROSTRIAN ON BAND AND OPTICAL PROPERTIES OF SILO QUANTUM WIRES
I. INTRODUCTION
Optical properties of III-V semiconductor nanostructures have attracted a
great deal of interest recently for their applications in optical communications
that involve switching, amplification, and signal processing.
The fabrication of QWR’s via the strain-induced lateral-layer ordering
(SILO) process starts with the growth of short-period superlattices (SPS)
[e.g. (GaAs)2/(InAs)2.25] along the [001] direction. The excess fractional
InAs layer leads to stripe-like islands during the MBE growth.[4] The pres-
ence of stripes combined with the strain effect lead to a natural phase sepa-
ration as additional layers of GaAs or InAs are deposited. A self-assembled
QWR heterostructure can then be created by sandwiching the composition
modulated layer between barrier materials such as Al0.24Ga0.24In0.52As (quar-
ternary), Al0.48In0.52As(ternary), or InP (binary)[4-6]. It was found that dif-
ferent barrier materials can lead to different degree of lateral composition
1
modulation, and the consequent optical properties are different.[6] Besides
the self-assembled lateral ordering, it is believed that the strain also plays a
key role[5,6] in the temperature stability and optical anisotropy for the QWR
laser structure.
Our theoretical study of GaxIn1−xAs self-assembled QWRs in Chapter 3
is based on a simplified uniform strain model as used in few other studies[8-
10]. In these calculations, the SPS region is modeled by a GaxIn1−xAs alloy
with a lateral modulation of the composition x. Although these calculations
can explain the QWR band gap and optical anisotropy qualitatively, it does
not take into account the detailed SPS structure and the microscopic strain
distribution. The understanding of these effects is important if one wishes
to have a full design capability of the self-assembled QWR optoelectronic
devices. On the other hand, microscopic strain distributions in several SPS
structures have been calculated, and their electronic properties have been
studied via an empirical pseudopotential method[11]. However, the effects
of sandwiching the SPS structures between barrier materials so as to form
QWRs have not been explored. It is worth pointing out that the effective
2
masses obtained in the pseudopotential method for the constituent bulk ma-
terials are 0.032m0 and 0.092m0 for InAs and GaAs, respectively.[12] These
values are 30% larger than the actual values (0.024m0 and 0.067m0); thus,
the energy levels of quantum confined states obtained by this method are
subject to similar uncertainty.
In this chapter, we present a systematic study of the effects of micro-
scopic strain distribution[11] on the electronic and optical properties of the
Ga1−xInxAs self-assembled QWRs via the combination of the effective bond-
orbital model (EBOM) for electronic states and the valence-force-field (VFF)
model for microscopic strain distribution. Both clamped and unclamped SPS
structures with different degrees of lateral alloy mixing are considered. The
clamped structure has a SPS layer sandwiched between the substrate and a
thick capping layer so that the interface between the top monolayer of the
SPS and the barrier region is atomically flat. The unclamped structures
correspond to a SPS layer sandwiched between the substrate and a thin cap-
ping layer, which allows more flexible relaxation of interface atoms so the
strain energy can be relieved. This leads to a wavy interface structure. Most
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self-assembled QWR samples reported to date are closer to unclamped struc-
tures with a wavy interface, although it should be possible to produce self-
assembled QWRs closer to the clamped structures by using a thick capping
layer.
This study shows that there are profound differences in the electronic and
optical properties between the clamped and unclamped self-assembled QWR
structures. In particular, we find that in clamped structures the electron
and hole are confined in the Ga-rich region and the polarization of pho-
toluminescence (PL) can go from predominantly along [110] for SPS with
abrupt change in In/Ga composition to predominantly along [11¯0] for SPS
with smooth change in In/Ga composition. On the other hand, for unclamped
structures the electrons and holes are confined in the In-rich region, and the
optical polarization is always predominately along [11¯0] with a weak depen-
dence on the lateral alloy mixing. This implies that by changing the degree
of strain relaxation at the interface between the SPS and the capping layer,
one can tailor the optical properties of self-assembled QWRs. Thus, through
this study, we can gain a better understanding of the strain engineering of
4
self-assembled QWR structures which may find applications in fiber-optical
communication.
II. MODEL STRUCTURES
For both clamped and unclamped SPS structures, we consider varying
degrees of lateral alloy mixing and examine the effects of the microscopic
strain distribution on the electronic and optical properties. Two example
QWR model structures considered in the present paper (prior to alloy mix-
ing) are depicted in Figure 4.1. The supercell of the first model structure
consists of 8 pairs of (001) (GaAs)2/(InAs)2 SPS with a total thickness of
≈ 94 A˚ (quantum well region) followed by a Al0.24Ga0.24In0.52As layer (bar-
rier region) with thickness ≈ 60 A˚ (20 diatomic layers). The supercell of
the second model structure consists of 8 pairs of (001) (GaAs)2/(InAs)2.25
SPS with a total thickness of ≈ 106 A˚ (quantum well region) followed by
a Al0.24Ga0.24In0.52As layer ( barrier region). We assume an arrangement of
alternating stripe like islands due to strain induced lateral ordering. In the
diagram, no lateral alloy mixing is shown. In our calculations of strain dis-
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tribution and electronic structures, varying degree of lateral alloy mixing will
be considered. Experimentally, self-assembled InGaAs QWRs were usually
grown with the (2/2.25) SPS structure.[6] However, the migration of excess
In atoms during MBE growth could lead to a structure somewhere between
(2/2) SPS and (2/2.25) SPS structures.
In both model structures, we can divide the self-assembled QWR into two
regions with the left half being Ga rich and the right half In rich. During
growth, varying degree of lateral alloy mixing of these islands with the sur-
rounding atoms is likely to occur. In the atomic layers with In-rich alloy filled
the right half of the unit cell (layer 2 in structure 1 and layers 7 and 9 in
structure 2), the In composition xIn is assumed to vary in the [110] direction
(or y′ direction) according to the relation
xIn =


xm[1− sin(πy′/2b)]/2 for y′ < b
0 for b < y′ < L/2− b
xm{1 + sin[π(y′ − L/2)/2b]}/2 for L/2− b < y′ < L/2 + b
xm for L/2 + b < y
′ < L− b
xm{1− sin[π(y′ − L)/2b]}/2 for y′ > L− b,
(1)
where xm is the maximum In composition in the layer, 2b denotes the width
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of lateral composition grading, and L is the period of the lateral modulation
in the [110] direction. In layer 4 of structure 1, which contains Ga-rich alloy
in the left half of the unit cell, the Ga composition (xGa) as a function of
y′ is given by a similar equation with the sign of the sine function reversed
as compared to Eq. 4.1. In structure 2, there are a few atomic layers that
contain 0.25 monolayer of In (layers 3 and 13) or Ga (layers 5 and 11). The
lateral alloy modulation in layers 3 and 13 is described by
xIn =


0 for 0 < y′ < 5L/8− b
xm{1 + sin[π(y′ − 5L/8)/2b]}/2 for 5L/8− b < y′ < 5L/8 + b,
xm for 5L/8 + b < y
′ < 7L/8− b
xm{1− sin[π(y′ − 7L/8)/2b]}/2 for 7L/8− b < y′ < 7L/8 + b
0 for 7L/8 + b < y′ < L.
(2)
Similar equation for xGa in layers 5 and 11 can be deduced from the above.
By varying the parameters xm and b, we can get different degrees of lateral
alloy mixing. Typically xm is between 0.6 and 1, and b is between zero and
15a[110] ≈ 62 A˚.
A VFF model[13-15] is used to find the equilibrium atomic positions in the
self-assembled QWR structure by minimizing the lattice energy. The strain
7
tensor at each atomic (In or Ga) site is then obtained by calculating the local
distortion of chemical bonds. We find that different local arrangement of
atoms can lead to very different strain distribution. In particular, the shear
strain in the clamped structure can change substantially when the In/Ga
composition modulation is changed. Consequently, the optical anisotropy
can be reversed due to the change in the strength of the shear strain caused
by the intermixing of In and Ga atoms.
III. THEORETICAL APPROACH
The method used in this paper for calculating the strained QWR band
structure is based on EBOM[5] as described in Chapter 2. The model can
be viewed as a spatially discretized version of the k · p method, while re-
taining the virtues of LCAO (linear combination of atomic orbitals) method.
The k · p model is the most popular one for treating electronic structures
of semiconductor quantum wells or superlattices. However, when applied to
complex structures such as self-assembled quantum wires[4-9] or quantum
8
dots[13,18,19], the method becomes very cumbersome if one wishes to imple-
ment the correct boundary conditions that take into account the differences
in k · p band parameters for different materials involved. EBOM is free of
this problem, since different material parameters are used at different atomic
sites in a natural way. For simple structures, when both EBOM and k · p
model are equally applicable, the results obtained are essentially identical.[16]
The optical matrix elements for the QWR states are computed in terms of
elementary optical matrix elements between the valence-band bond orbitals
and the conduction-band orbitals. The present calculation includes the cou-
pling of the top four valence bands and the lowest two conduction bands
(including spin degeneracy). Thus, it is equivalent to a 6-band k · p model.
For our systems studied here, the band-edge properties are relatively unaf-
fected by the split-off band due to the large spin-orbit splitting as discussed
in our previous paper[9]. Hence, the split-off bands are ignored here. The
bond-orbitals for the GaAs and InAs needed in the expansion of the super-
lattice states contain the following: four valence-band bond orbitals per bulk
unit cell, which are p-like orbitals coupled with the spin to form orbitals with
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total angular momentum J=3/2 plus the products of the s-like conduction-
band bond orbital and the electron spinors. The valence-band bond-orbitals
are written as
|R, uJM >=
∑
α,σ
C(α, σ, J,M)|R, α > χσ, (3)
where J = 3/2, M = −3/2, · · · 3/2, χσ designates the electron spinor
(σ=1/2,-1/2), and |R, α > denotes an α-like (α = x, y, z) bond orbital lo-
cated at unit cell R. C(α, σ, J,M) are the coupling coefficients obtainable
by group theory. All these bond orbitals are assumed to be sufficiently lo-
calized so that the interaction between orbitals separated farther than the
nearest-neighbor distance can be ignored.
The effect of strain is included by adding a strain Hamiltonian Hst to the
EBOM Hamiltonian[17]. The matrix elements ofHst in the bond-orbital basis
can be obtained by the deformation-potential theory of Bir and Pikus[20]. We
use the VFF model of Keating[14] and Martin[15] to calculate the microscopic
strain distribution as described in Chapter 2.
To find the strain tensor in the InAs/GaAs self-assembled QWR, we start
from ideal atomic positions and minimize the system energy using the Hamil-
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tonian given above. Minimization of the total energy requires one to solve
a set of coupled equations with 3N variables, where N is the total number
of atoms. Direct solution of these equations is impractical in our case, since
the system contains more than 6,000 atoms. We use an approach taken by
several authors[10,13,19] which has been shown to be quite efficient. In the
beginning of the simulation all the atoms are placed on the InP lattice, we
allow atoms to deviate from this starting positions and use periodic boundary
conditions in the plane perpendicular to the growth direction, while keeping
atoms in the planes outside the SPS region at their ideal atomic positions
for an InP lattice (since the self-assembled QWR is grown epitaxially on the
InP substrate). In each iteration, only one atomic position is displaced and
other atomic positions are held fixed. The direction of the displacement of
atom i is determined according to the force fi = −∂V/∂xi acting on it. All
atoms are displaced in sequence. The whole sequence is repeated until the
forces acting on all atoms become zero, at which point the system energy
is a minimum. Once the positions of all the atoms are known, the strain
distribution is obtained through the strain tensor calculated according to the
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method described in Equation 2.5 [21] as described in Chapter 2.
Once the strain tensor is obtained, the strain Hamiltonian is given by Bir
and Pikus[20]
Hst =


−∆VH +D1
√
3dexy
√
3dexz
√
3dexy −∆VH +D2
√
3deyz
√
3dexz
√
3deyz −∆VH +D3


, (4)
where eij = (ǫij + ǫji)/2, and
∆VH = (a1 + a2)(ǫxx + ǫyy + ǫzz), D1 = b(2ǫxx − ǫyy − ǫzz),
D2 = b(2ǫyy − ǫxx − ǫzz), D3 = b(2ǫzz − ǫyy − ǫxx).
The strain potential on the s states is given by
∆Vc = c1(ǫxx + ǫyy + ǫzz),
The strain Hamiltonian in the bond-orbital basis |JM > can be easily found
by using the coupling constants[13], i.e,
< JM |Hst|J ′M ′ >= ∑
α,α′,σ
C(α, σ; J,M)∗C(α′, σ; J ′,M ′)Hstαα′ (5)
The elastic constants C12 and C11 for GaAs, InAs and AlAs can be found
in Refs. [22,23]. The deformation potentials a1, a2, b, c1, d can be found
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in Refs. [23-26]. The linear interpolation and virtual crystal approximations
are used to obtain the corresponding parameters for the barrier material
(Al0.24Ga0.24In0.52As).
The above strain Hamiltonian is derived locally for the each cation atom in
the self-assembled QWR considered. To calculate the electronic states of the
self-assembled QWR for model structure 1 [Fig.4.1(a)], we first construct a
zeroth-order Hamiltonian for a superlattice structure which contains in each
period 8 pairs of (001) (GaAs)2/(InAs)2 SPS layers (with a total thickness
around 94 A˚) and 20 diatomic layers of Al0.24Ga0.24In0.52As (with thickness
around 60 A˚). So, the superlattice unit cell for the zeroth-order model con-
tains 52 diatomic layers. The appropriate strain Hamiltonian for the the
(GaAs)2/(InAs)2 SPS on InP is also included. For model structure 2 [Fig.
4.1(b)], the zeroth-order superlattice consists of two additional monolayers of
InAs inserted into the 8 pairs of (2/2) SPS: one between the 2nd and 3rd pair
of (2/2) SPS, the other between the 5th and 6th pair of (2/2) SPS.
The eigen-states for the zeroth-order Hamiltonian for different values of k2
(separated by the SL reciprocal lattice vectors in the [110] direction) are then
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used as the basis for calculating the self-assembled QWR electronic states.
The difference in the Hamiltonian (including strain effects) caused by the
intermixing of Ga and In atoms at the interfaces is then added to the zeroth-
order Hamiltonian, and the electronic states of the full Hamiltonian is solved
by diagonalizing the Hamiltonian matrix defined within a truncated set of
eigen-states of the zeroth-order Hamiltonian. A total of ∼ 500 eigen-states of
the zeroth-order Hamiltonian (with 21 different k110 points) were used in the
expansion. The subbands closest to the band edge are converged to within
0.1 meV.
IV. RESULTS AND DISCUSSIONS
A. Strain distributions
In this section we discuss strain distributions in our model structures as
described in Sec. 4.2. Both clamped and unclamped situations are considered.
To model the alloy structure with composition modulation, we use a super-
cell which contains 72 atoms in the [110] (y′) direction, 36 atoms in the [11¯0]
(x′) direction and 64 or 68 atomic planes along the [001] (z) direction [8 pairs
of (2/2) or (2/2.25) SPS] plus a GaAs capping layer. In the atomic planes
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which consist of alloy structure, we first determine the In composition at a
given y′ according to either Eq. 4.1 or 4.2 and then use a random number
generator to determine the atomic species along the x′ direction. The bottom
layer of atoms are bonded to the InP substrate with the substrate atoms fixed
at their ideal atomic positions. The calculated strain distributions are then
averaged over the x′ coordinate. For the clamped case, the GaAs capping
layer is assumed to be lattice matched to InP with a flat surface. For the
unclamped case, the capping layer is allowed to relax freely, thus giving rise
to a wavy surface structure.
The diagonal strains in the four atomic layers that constitute the (2/2) SPS
in structure 1 for the clamped and unclamped cases are shown in Figs. 4.2
and 4.3, respectively. The lateral alloy modulation considered is described by
Eq. 4.1 with xm = 0.8 and b = 7a[110]. For best illustration, we show diagonal
strains in a rotated frame, in which x′ is [11¯0], y′ is [110], and z′ is [001]. The
layer number in the figure labels the atomic layers in Fig. 4.1(a), starting
from the bottom layer. There are two main features worth pointing out in
Figs. 4.2 and 4.3. First, in the ideal situation (without atomic relaxation),
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one would predict ǫy′y′ to be the same as ǫx′x′ due to symmetry. However,
with atomic relaxation, all Ga(In) atoms tend to shift in a direction so as to
reduce the strain in the Ga(In)-rich region. Thus, the magnitude of ǫy′y′ on
Ga(In) sites (dashed lines) is lower (higher) than ǫx′x′ in Ga(In)-rich region.
Second, the z′ component strain (dash-dotted lines) tends to compensate the
other two components such that the volume of each bulk unit cell is closer
to that for the unstrained bulk. Thus, we see that ǫz′z′ has an opposite sign
compared to ǫx′x′ or ǫy′y′ at all atomic sites.
Comparing Fig. 4.2 with Fig. 4.3, we see that the main difference between
the clamped and unclamped case is that in the atomic layers with lateral
composition modulation (layers 2 and 4), the hydrostatic strain (sum of all
three diagonal strain components) is much smaller in the unclamped structure
than in the clamped structure. This would lead to a major difference in the
band-edge profile for the two structures to be discussed below.
The difference in ǫx′x′ and ǫy′y′ leads to a nonzero shear strain exy = (ǫy′y′−
ǫx′x′)/2 in the original coordinates. For the clamped case, the shear strain is
found to be particularly strong near the boundary where the alloy composition
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begins to change, and it is sensitive to the degree of lateral alloy mixing. For
xm = 0.8 and b = 7a[110], the maximum value of ǫxy is around 0.4%. For
abrupt composition modulation (xm = 1 and b = 0) the maximum ǫxy value
increases five-fold to around 2%. The other shear strain components (ǫxz and
ǫyz) are found to have similar magnitude. For the unclamped case, the shear
strain is strong even in regions away from the boundary, and the maximum
shear strain is larger than its counterpart in the clamped structure by about
30%.
The diagonal strains of structure 2 for the unclamped case with xm = 1
and b = 7a[110] are shown in Fig. 4.4. The layer number in the figure labels
the atomic layers in Fig. 4.1(b), starting from the bottom layer. Only four
representative atomic layers (3,4,5, and 7) are shown. We note that the
average magnitude of the hydrostatic strain in the In-rich region in model
structure 2 is comparable to that for unclamped structure 1.
B. Electronic and optical properties
In order to understand the aspect of lateral quantum confinement due to
composition modulation and strain, we examine the band-edge energies of a
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strained quantum well structure whose well material is the same as appeared
in the self-assembled QWR with a fixed value of y′ and the barrier consists
of 60 A˚ thick Al0.24Ga0.24In0.52As. For structure 1 depicted in Fig. 4.1(a),
the well material consists of 8 pairs of (GaAs)2/(InAs)2 SPS. The conduction
band minimum and valence band maximum of the above quantum well with
varying degree of lateral alloy mixing as functions of y′ are shown in Fig. 4.5
for both clamped and unclamped cases. The strain Hamiltonian used here is
the same as that used in the self-assembled QWR at the corresponding y′. All
material parameters are chosen to be the same as in Ref. [9] at 77K, except
that the deformation potential c1 of GaAs is slightly modified from−6.8 eV to
−7.1 eV so that a1+a2+c1 = −9.8 eV is in agreement with the experimental
measurements[26] and the valence-band offset between GaAs and InAs used
here is 0.26 eV according to the model solid theory[27]. To correct the band
gap of SPS and InGaAs alloy due to the bowing effect, we add a correction
term −0.4x(1−x) eV to the diagonal element for the s-like bond orbital in the
Hamiltonian, where x is the effective alloy composition of the SPS or alloy at
a given y′. With the correction of bowing effect, our model gives band gaps
18
for the (GaAs)2(InAs)2 SPS, Ga1−xInxAs alloy, and the superlattice made of
(GaAs)2(InAs)2 SPS grown on InP substrate all in very good agreement with
available experimental observations. The PL measurements indicate that
the (GaAs)2(InAs)2 SPS grown on InP substrate has a band gap around 0.75
eV.[28] Here we obtain a band gap of 0.74 eV for the (GaAs)2(InAs)2 SPS with
a strain distribution obtained again via the VFF model and 0.79 eV for 8 pairs
or 100 A˚ of (GaAs)2(InAs)2 SPS sandwiched between Al0.24Ga0.24In0.52As
confining barriers. This is also consistent with the PL measurements on the
(GaAs)2(InAs)2/InP multiple quantum wells.[28]
The band-edge profiles shown in Fig. 4.5 suggest that for the clamped
case with alloy mixing, both electrons and holes are confined in the Ga-rich
region with an effective barrier height around 0.13 eV for the electrons and 0.1
eV for the holes. Both offsets are large enough to give rise to strong lateral
confinement for electrons and holes in the Ga-rich region. Without alloy
mixing, the electrons are not well confined, since the average energy between
the Ga-rich and In-rich regions are nearly the same. For the unclamped case,
both electrons and holes are confined in the In-rich region with an effective
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barrier height around 0.2 − 0.3eV for the electrons and 0.1 - 0.2 eV for the
holes. We note that the band gap in the In-rich region is rather insensitive to
the alloy mixing, while the effective barrier height can change substantially
due to different alloy mixing. This is because the band gap changes in In-
rich region due to the alloy mixing alone and due to the change in strain
distribution happen to nearly cancel each other for the degree of mixing
considered here.
Figure 4.6 shows the band-edge profiles for structure 2 [8 pairs of (2/2.25)
SPS sandwiched between 60A˚ Al0.24Ga0.24In0.52As barriers] with and without
alloy mixing for both clamped and unclamped cases. For the clamped case,
the electrons are confined in the In-rich region, while the holes are confined in
the Ga-rich region. Thus, we have a spatially indirect QWR, which will have
very weak interband optical transition strength. For the unclamped case,
the band-edge profile is similar to the unclamped case of structure 1 with
both the electrons and holes confined in the In-rich region. The band gaps
for all cases of structure 2 are consistently smaller than their counterparts in
structure 1.
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Figure 4.7 shows the near zone-center valence subband structures and
squared optical matrix elements (P 2) for the QWR model structure 1 with
clamped case and without considering alloy mixing. Here P 2 is defined as
2
m0
∑
s,s′ | < ψv|ǫˆ · p|ψc > |2, where ψv (ψc) denotes a valance (conduction)
subband state. The symbol
∑
s,s′ means a sum over two nearly degenerate
pairs of subbands in the initial and final states. ǫˆ denotes the polarization
vector of light. We consider only the x′ (along the QWR axis) and y′ (per-
pendicular to the QWR axis) components of the polarization vector. Only
the dispersion along the k1 ([11¯0]) direction is shown in Fig. 4.7, since the
dispersion along the k2 direction for the confined levels is rather small due to
strong lateral confinement. All subbands are two-fold degenerate at the zone
center due to the Kramer’s degeneracy and they split at finite wave vectors
as a result of lack of inversion symmetry in the system. The first three pairs
of subbands are labeled V1, V2, and V3. They have unusually large energy
separations compared with other valence subbands. This is because the first
three pairs of subbands represent QWR confined states, whereas the other
valence subbands are unconfined in the y′ direction.
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To examine the effects caused by the shear strain, we have also calculated
the band structures with the shear strain set to zero. We found that without
the shear strain the first pairs of valence subbands (V1) have much larger
dispersion along the k1 direction with an effective mass along [11¯0] about a
factor five smaller than that with the shear strain. This indicates that the
V1 subband states for the case without shear strain are derived mainly from
bond orbitals with x′-character, which leads to stronger overlap between two
bond orbitals along the x′ direction, hence larger dispersion along k1. When
the shear strain is present, the character of bond orbitals in the V1 subband
states change from x′-like to predominantly y′-like; thus, the dispersion along
k1 becomes much weaker. This explains the very flat V1 subbands as shown
in Fig. 4.7. The switching of orbital character in the V1 subbands can be
understood as follows. When the shear strain is absent, we have ǫx′x′ =
ǫy′y′, and the confinement effect in the y
′ direction pushes down the states
with y′ character (which has smaller effective mass in the y′ direction), thus
leaving the top valence subband (V1) to have predominantly x′ character.
On the other hand, with the presence of shear strain as shown in structure
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1, we have ǫy′y′ < ǫx′x′ in Ga-rich region, and the bi-axial term of the strain
potential forces the y′-like states to move above the x′-like states, overcoming
the confinement effect. As a result, the V1 subbands become y′-like. The
conduction subbands are approximately parabolic as usual with a zone-center
subband minimum equal to 688 meV. This gives an energy gap of 763 meV for
QWR model structure 1. As seen in Fig. 4.7, the C1-V1 transition strength
for y′-polarization (dashed line) is more than twice that for the x′-polarization
(solid line) [P 2[11¯0]/P
2
[110] ≈ 0.36]. This is consistent with the fact that the bond
orbitals involved in the V1 subbands are predominantly y′-like.
We have also studied the case with alloy mixing for clamped structure 1 in
which a gradual lateral modulation in In composition substantially reduces
the shear strain. Using a lateral alloy mixing described in Eq. 4.1 with
xm = 0.8 and b = 7a[110], we find significant change in band structures and
optical properties compared to the case without alloy mixing. With alloy
mixing we found that the first pairs of valence subbands (V1) have much
larger dispersion than their counterparts in Fig. 4.7, and the atomic character
in the V 1 states changes from predominantly y′-like to x′-like. The change of
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atomic character in the V1 states is a consequence of the competition between
the QWR confinement which suppresses the y′ character and the exy shear
strain which suppresses the x′ character. As a result, the ratio P 2[11¯0]/P
2
[110]
changes from 0.36 to 3.5, indicating a reversal of optical anisotropy.
Next, we study the properties of unclamped self-assembled QWRs. We
find that for this case, the electrons and holes are always confined in the In-
rich region, regardless of the degree of alloy mixing and whether the QWR
structure consists of (2/2) SPS or (2/2.25) SPS. Furthermore, since the strain
in the In-rich region has opposite sign compared to that in the Ga-rich region,
the shear strain has an opposite effect on the VB states confined in the In-
rich region versus the Ga-rich region. Namely, it pushes the energy of the
y′-like VB states down relative to the x′-like VB states. Thus, both the QWR
confinement and the shear strain effects are in favor of giving a predominantly
x′ character in the V1 subband. Therefore, the interband optical transition
always has a ratio P 2[11¯0]/P
2
[110] larger than 1.
To illustrate this, we show in Fig. 4.8 the near zone-center valence subband
structures and squared optical matrix elements (P 2) for the QWR model
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structure 1 as depicted in Fig. 4.1(a) with thin capping layer and with alloy
mixing described by xm = 0.8 and b = 7a[110]. Comparing the band structure
in Fig. 4.8 with that in Fig. 4.7, we see that the V1 subband has much larger
dispersion (i.e. much smaller effective mass) than its counterpart in Fig. 4.7.
There are two reasons for this. First, the holes in the unclamped case are
now confined in the In-rich region rather than in the Ga-rich region as in
the clamped case, thus having much smaller effective mass. Second, both
the QWR confinement and the shear strain effects lead to a predominantly
x′ character in the V1 states, which tend to yield a smaller effective mass in
the k1 direction. The optical properties shown in Fig. 4.8 are also distinctly
different from that shown in Fig. 4.7. The interband optical transition (C1-
V1) now shows a much stronger polarization along [11¯0] than [110]. The
quick drop of the the y′ polarization in C1-V1 transition at k1 ≈ 0.0352πa is
caused by the band mixing of V1 and V2 states as can be seen in the VB
band structures in this figure.
We have also calculated the near zone-center valence subband structures
and squared optical matrix elements (P 2) for the QWR model structure 2
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with thin capping layer (not shown), and we find that the band structures
and optical matrix elements are similar to Fig. 4.8, except that the energy
separation between V1 and V2 subbands is smaller (by ∼ 5 meV) and the
polarization ratio (P 2[11¯0]/P
2
[110]) is larger.
Finally, we list in Table 4.1 the band gaps and the polarization ratio
(P 2[11¯0]/P
2
[110]) for various QWR structures with varying degrees of lateral alloy
mixing (as indicated by the parameters xm and b) with the last line as the ex-
perimental results. To calculate the polarization ratio in the PL spectra, we
integrate the squared optical matrix element over the range of k1 correspond-
ing to the spread of exciton envelope function in the k space. The exciton
envelope function is obtained by solving the 1D Schro¨dinger equation for the
exciton in the effective-mass approximation similar to what we did in Ref. 9.
This table allows one to see the trend of optical properties as the degree of
lateral alloy mixing varies and as the structure changes from (2/2) SPS to
(2/2.25) SPS. For clamped (2/2) SPS structure, the band gap is insensitive to
alloy mixing, but the polarization ratio changes drastically due to the shear
strain effect. The clamped (2/2.25) SPS structure is spatially indirect, hence
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is not listed here. For unclamped (2/2) SPS structure, the band gap varies
between 0.77 and 0.8 eV and the polarization ratio changes from 3.1 to 1.5 as
the degree of alloy mixing is increased. For unclamped (2/2.25) SPS struc-
ture, both the band gap (around 0.74 eV) and the polarization ratio (around
2) are insensitive to the change in degree of alloy mixing.
Experimentally, the PL peak for self-assembled InGaAs QWRs with simi-
lar dimensions as considered in our model structures is around 735 meV and
the polarization ratio for different samples is found to be between 2 and 4.[4-
6] Taking into account an exciton binding energy between 10 and 20 meV,
we find that our theoretical predictions for both unclamped and clamped
structures with lateral alloy mixing (after we included the bowing correction
for InGaAs alloy and SPS) are consistent with the experimental findings.
Since different samples can have different structures, it requires more de-
tailed information about the electronic states (such as the energy levels of
various electron and hole subbands and the associated interband transition
strengths) in order to determine the actual geometry. Such information may
be obtained via comparison between the theory and experiment for the in-
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terband or inter-subband absorption spectra.
V. CONCLUSION
We have calculated the band structures and optical matrix elements for
the self-assembled GaInAs QWR grown by the SILO method. The actual
SPS structure and the microscopic strain distribution have been taken into
account. The effects of microscopic strain distribution on the valence sub-
band structures and optical matrix elements are studied for two types of
self-assembled QWR structures, one with (2/2) SPS structure and the other
with (2/2.25) SPS structure, with varying degrees of lateral alloy mixing. The
clamping effect due to thick capping layer is also examined. The VFF model
is used to calculate the equilibrium atomic positions in the QWR model struc-
tures. This allows the calculation of the strain distribution at the atomistic
level.
We find that in model structures with thick capping layer (clamped case),
the magnitude of shear strain is quite large, around 2%, when the lateral alloy
mixing is absent, and it reduces substantially when the lateral alloy mixing
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is introduced. We found that the shear strain effect can alter the valence
subband structures substantially when the holes are confined in the Ga-rich
region, and it gives rise to a reversed optical anisotropy (i.e. P 2[11¯0] < P
2
[110])
compared with QWR structures with negligible shear strain. This points to
a possibility of ”shear strain-engineering” to obtain QWR laser structures
of desired optical anisotropy. For model structures with thin capping layer
(unclamped case), the effect of shear strain is less dramatic, since the holes
are confined in the In-rich region, where both the QWR confinement and the
shear strain have similar effect. We found that polarization ratio (P 2[11¯0]/P
2
[110])
for the unclamped case is always larger than 1 for both (2/2) and (2/2.25)
SPS structures, regardless of the degree of lateral alloy mixing.
The band gap and polarization ratio obtained for both clamped and un-
clamped (2/2) SPS structures with lateral alloy mixing (xm ≈ 0.8) and for
unclamped (2/2.25) SPS structures are consistent with experimental observa-
tions on most self-assembled InGaAs QWRs with similar specifications. For
clamped (2/2) SPS structure without alloy mixing, we predicted a reversed
optical anisotropy compared with the PL measurements for most InAs/GaAs
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self-assembled QWRs. However, there exist a few InAs/GaAs self-assembled
QWR samples which display the reversed optical anisotropy at 77 K[7], and
recent experimental studies also indicated a reversed optical anisotropy in
many samples at 300 K.[6] Our studies demonstrated a possibility for the re-
versed optical anisotropy that is due to the shear strain effect. There may be
other possibilities for the reversed optical anisotropy at 300K. For example,
the thermal population of the excited hole states, which have different atomic
characters from the lowest-lying hole states as may also lead to a change in
the polarization ratio. The temperature dependence of the PL peak position
and polarization in self-assembled InGaAs QWRs[6] remains an intriguing
question to be addressed in the future.
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TABLES
TABLE I. List of band gaps and polarization ratios for all structures studied
xm b/a110 alloy mixing clamped/unclamped SPS structure gap(eV) P
2
‖ /P
2
⊥
1.0 0 no clamped (2/2) 0.765 0.36
0.8 7 yes clamped (2/2) 0.763 3.5
1.0 0 no unclamped (2/2) 0.791 3.1
0.7 7 yes unclamped (2/2) 0.766 1.8
0.6 7 yes unclamped (2/2) 0.80 1.82
0.6 15 yes unclamped (2/2) 0.798 1.5
1.0 0 no unclamped (2/2.25) 0.731 2.2
1.0 7 yes unclamped (2/2.25) 0.74 2.1
Expts[4] 0.735 2-4
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FIGURES
FIG. 1. Schematic sketch of the unit cell of the self-assembled quantum wire
for two model structures considered. Each unit cell consists of 8 pairs of
(2/2) or (2/2.25) GaAs/InAs short-period superlattices (SPS). In structure
1, the (2/2) SPS contains four diatomic layers (only the cation planes are
illustrated) and the SPS is repeated eight times. In structure 2, four pairs of
(2/2.25) SPS (or 17 diatomic layers) form a period, and the period is repeated
twice in the unit cell. Filled and open circles indicate Ga and In rows (each
row extends infinitely along the [11¯0] direction).
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FIG. 2. Diagonal strain distribution of model structure 1 [correspond-
ing to Fig. 4.1(a)] with thick capping layer (clamped case). Solid: ǫx′x′.
Dashed: ǫy′y′. Dash-dotted: ǫz′z′. Parameters for alloy mixing: xm = 0.8 and
b = 7a[110].
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FIG. 3. Diagonal strain distribution of model structure 1 with thin cap-
ping layer (unclamped case). Solid: ǫx′x′. Dashed: ǫy′y′. Dash-dotted: ǫz′z′.
Parameters for alloy mixing: xm = 0.8 and b = 7a[110].
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FIG. 4. Diagonal strain distribution of model structure 2 [correspond-
ing to Fig. 4.1(b)] with thin capping layer (unclamped case). Solid: ǫx′x′.
Dashed: ǫy′y′. Dash-dotted: ǫz′z′. Parameters for alloy mixing: xm = 0.8 and
b = 7a[110].
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FIG. 5. Conduction and valence band edges for 8 pairs of (2/2) SPS struc-
tures sandwiched between 60A˚Al0.24Ga0.24In0.52As barriers with different de-
grees of lateral alloy mixing as functions of the [110] coordinate y′ for both
clamped (thick capping layer) and unclamped (thin capping layer) case. In
upper panel, the dashed line is for abrupt modulation (without alloy mixing)
and the solid line is for lateral alloy mixing with xm = 0.8 and b = 7a[110].
In lower panel, dash-dotted: without alloy mixing; solid: xm = 0.7 and
b = 7a[110]; dotted: xm = 0.6 and b = 7a[110]; dashed: xm = 0.6 and
b = 15a[110].
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FIG. 6. Conduction and valence band edges for 8 pairs of (2/2.25) SPS
structures sandwiched between 60A˚Al0.24Ga0.24In0.52As barriers with different
degrees of lateral alloy mixing as functions of the [110] coordinate y′ for
both clamped (thick capping layer) and unclamped (thin capping layer) case.
Dashed: without alloy mixing. Solid: with alloy mixing described by xm = 1.0
and b = 7a[110].
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FIG. 7. Valance subband structures and squared optical matrix elements for
self-assembled QWR made of (2/2) SPS structure with thick capping layer
(clamped case) and without alloy mixing.
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FIG. 8. Valance subband structures and squared optical matrix elements
for self-assembled QWR made of (2/2) SPS structure with thin capping layer
(unclamped case) and with alloy mixing described by xm = 0.8 and b = 7a[110].
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5. INTER-BAND AND INTER-SUBBAND OPTICAL TRANSITIONS IN SELF-ASSEMBLED QUANTUM WIRES
I. INTRODUCTION
Quantum-well infra-red photodetectors (QWIP’s) have been extensively studied in re-
cent years.1−5 The main mechanism used in QWIPs is the inter-subband optical transition,
because the wavelengths for these transitions in typical III-V quantum wells can be tailored
to match the desired operating wavelength for infra-red (IR) detection. Due to its narrow
band absorption, QWIP’s are complementary to the traditional HgCdTe detectors, which
utilize the inter-band absorption, and therefore are applicable only for broad-band absorp-
tion. QWIP’s based on III-V semiconductor quantum wells have been shown to be promising
candidate for making flat-panel high-density IR imaging arrays used in IR detectors.2 The
main drawback of QWIP’s is the lack of normal-incidence capability, unless some processing
is made to create diffraction gratings on the surface, which tends to reduce the responsivity of
the material to the incident radiation.2 Because electrons in quantum wells have translational
invariance (within the effective-mass model) in the plane normal to the growth axis, the elec-
tron inter-subband transitions for normal-incident radiation is zero (or very small even if the
coupling with other bands is considered). One way to break the translational invariance is to
introduce the surface diffraction grating as commonly adopted in many QWIP’s fabricated
today. A better (and less expensive) way to break the in-plane translational invariance is to
utilize the strain-induced lateral modulation provided in self-assembled nano-structure ma-
1
terials. These nano-structures include quantum wires6−18 and quantum dots.19−23 Because
the lateral modulation is formed via self-assembly, the fabrication of this type of materials
will be much more efficient once the optimized growth parameters are known. Hence, it will
be cost effective to use them for device fabrications.
Self-assembled III-V QWR’s grown via the strain-induced lateral-layer ordering (SILO)
process have attracted a great deal of attention recently.12−18 The self-assembly process
occurs during the growth of short-period superlattices (SPS) [e.g. (GaAs)2/(InAs)2.25] along
the [001] direction on an InP substrate. The excess fractional InAs layer leads to stripe-
like islands during the initial MBE growth.12 The presence of stripes combined with strain
leads to natural phase separation as additional layers of GaAs or InAs are deposited and
the structure becomes laterally modulated in terms of In/Ga composition. A self-assembled
QWR heterostructure can then be created by sandwiching the laterally modulated layer
between barrier materials such as Al0.24Ga0.24In0.52As (quarternary), Al0.48In0.52As (ternary),
or InP (binary).12−18
It was found that different barrier materials can lead to different degree of lateral composi-
tion modulation, and the period of lateral modulation ranges from 100A˚ to 300 A˚ depending
on the growth time and temperature.24
In this chapter, we explore the usefulness of InGaAs quantum wires (QWR’s) grown
by the strain-induced lateral ordering (SILO) process for IR detection. Our theoretical
modeling includes the effects of realistic band structures and microscopic strain distributions
by combining the effective bond-orbital model (EBOM)25 with the valence-force-field (VFF)
2
model.26−28 One of the major parameters for the IR detectors is the absorption quantum
efficiency which is directly related to the absorption coefficient by η = 1−e−αl where α is the
absorption coefficient and l is the sample length.29 Thus, to have a realistic assessment of the
material for device application, we need to perform detailed calculations of the absorption
coefficient, taking into account the excitonic and band structure effects. Both inter-subband
and inter-band transitions are examined systematically for a number of structure parameters
(within the experimentally feasible range) chosen to give the desired effect for IR detection.
It is found that the wavelengths for the inter-subband transitions of InGaAs self-assembled
QWR’s range from 10 to 20 µm, while the inter-band transitions are less than 1.5 µm. Thus,
the material provides simultaneous IR detection at two contrasting wavelengths, something
desirable for application in multi-colored IR video camera.
Several structure models with varying degrees of alloy mixing for lateral modulation are
considered. For the inter-band absorption, the excitonic effect is important, since it gives rise
to a large shift in transition energy and substantial enhancement of the absorption spectrum.
To study the excitonic effect on the absorption spectrum for both discrete and continuum
states, we use a large set of basis functions with a finite-mesh sampling in the k-space and
diagonalize the exciton Hamiltonian directly. Emphasis is put on the analysis of line shapes of
various peak structures arising from discrete excitonic states of one pair of subbands coupled
with the excitonic (discrete and continuum) states associated with other pairs of subbands.
We find that the excitonic effect enhances the first absorption peak around 1.2-1.5 times and
shifts the peak position by 20-50meV.
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II. THEORETICAL MODEL
The QWR structures considered here consist of 8 pairs of (GaAs)2(InAs)2.25 short-period
superlattices (SPS) sandwiched between Al0.24Ga0.24In0.52As barriers. The SPS structure
prior to strain induced lateral ordering (SILO) is depicted in Fig. 4.1(b). With lateral
ordering, the structure is modeled by a periodic modulation of alloy composition in layers
with fractional monolayer of (In or Ga) in the SPS structure. In layers 7 and 9 (starting
from the bottom as layer 1), we have
xIn =


xm[1− sin(πy′/2b)]/2 for y′ < b
0 for b < y′ < L/2− b
xm{1 + sin[π(y′ − L/2)/2b]}/2 for L/2− b < y′ < L/2 + b
xm for L/2 + b < y
′ < L− b
xm{1− sin[π(y′ − L)/2b]}/2 for y′ > L− b,
(1)
where xm is the maximum In composition in the layer, 2b denotes the width of lateral
composition grading, and L is the period of the lateral modulation in the [110] direction.
The experimental feasible range of L is between 100 A˚and 300 A˚. The length of L is controlled
by the growth time and temperature.
In layers 3 and 13, we have
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xIn =


0 for 0 < y′ < 5L/8− b
xm{1 + sin[π(y′ − 5L/8)/2b]}/2 for 5L/8− b < y′ < 5L/8 + b,
xm for 5L/8 + b < y
′ < 7L/8− b
xm{1− sin[π(y′ − 7L/8)/2b]}/2 for 7L/8− b < y′ < 7L/8 + b
0 for 7L/8 + b < y′ < L.
(2)
Similar equation for xGa in layers 5 and 11 can be deduced from the above. By varying the
parameters xm and b, we can get different degrees of lateral alloy mixing. Typically xm is
between 0.6 and 1, and b is between zero and 15a[110] ≈ 62 A˚.
A VFF model26−28 is used to find the equilibrium atomic positions in the self-assembled
QWR structure by minimizing the lattice energy. The strain tensor at each atomic (In or
Ga) site is then obtained by calculating the local distortion of chemical bonds. Once the
microscopic strain distribution in the model structure is determined, the energy levels and
wave-functions of self-assembled quantum wires are then calculated within the effective bond-
orbital model (EBOM). Detailed description of this method can be found in Refs.25,30–32.
EBOM used here is a tight-binding-like model in which two s- like conduction bands (includ-
ing spin) and four valence bands with total angular momentum J = 3/2 (due to spin-orbit
coupling of p-like orbitals with the spinor). Thus, the present model is comparable to the
six-band k · p model.
To minimize the computing effort, we express the electron and hole states for the quantum
wire structures in terms of eigen-states of a quantum well structure with different in-plane
wave vectors. The quantum well consists of 8 pairs of (GaAs)2(InAs)2 short-period super-
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lattice (SPS) plus two InAs monolayers (one inserted after the second pair of SPS and the
other after the sixth pair of SPS), so the the total In/Ga composition ratio is consistent with
the (GaAs)2(InAs)2.25 SPS. The whole stack of SPS’s is then sandwiched between two slabs
of Al0.24Ga0.24In0.52 barriers. Let us denote the quantum well eigen-states as |n, k1, k2〉QW
where n labels the subbands, k1 denotes the wave vector along the wire ([11¯0]) direction and
k2 labels the wave vector in the [110] direction, which is perpendicular to the wire and the
growth axis. Expanding the quantum well states in terms of bond-orbitals, we have
|n, k1, k2〉QW = 1√
Ls
∑
α,R
fn,k1,k2(α,Rz) exp(ik2R2) exp(ik1R1)|uα(R)〉,
where Ls is the sample length along the wire axis, fn,k1,k2(α,Rz) is the eigen-vector for
the quantum well Hamiltonian, and uα(R) denotes an α-like bond orbital state at site R
(α = 1, · · · , 6 for two s-like conduction-band and four J = 3/2 valence-band orbitals). Here
R runs over all lattice sites within the SPS layer (well region) and AlGaInAs layer (barrier
region).
We then diagonalize the hamiltonian for the quantum wire (QWR) within a basis which
consists of the quantum well states with k2’s separated by reciprocal lattice vectors gm =
m(2π/a[110]); m= integers. Thus, the QWR states are written as
|i, k1, k2〉 =
∑
n,m
Ci,k1(n, k2 + gm)|n, k1, k2 + gm〉QW
where Ci,k1(n, k2 + gm) is the eigen-vector for the quantum-wire hamiltonian matrix for the
i− th QWR subband at wave vector (k1, k2).
In terms of the bond orbitals, we can rewrite the QWR states as
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|i, k1, k2〉 =
∑
α,R
Fi,k1,k2(α,R)|uα(R)〉
where
Fi,k1,k2(α,R) =
1√
L
∑
n,m
Ci,k1(n, k2 + gm)fn,k1,k2+gm(α,Rz) exp[i(k2 + gm)R2] exp(ik1R1)
is the QWR envelope function. For the laterally confined states, the dispersion of bands
versus k2 is negligible; thus, the k2 dependence can be ignored.
The absorption coefficient for inter-subband transitions between subbands i and j is given
by
αij(h¯ω) =
4π2e2h¯
nr m2e c Lz h¯ω
∑
k1,k2
|〈i, k1, k2|ǫˆ · p|j, k1, k2〉|2[fi(k1, k2)− fj(k1, k2)]δ(Ej(k1, k2)− Ei(k1, k2)− h¯ω)
(3)
where nr is the refractive index of the QWR, Lz is the width of the SPS region (or QW
confined in the z direction), fi(fj) is the Fermi-Dirac distribution function for subband i
(j). The optical matrix elements between QWR subband states are related to those between
bond orbitals by
〈i, k1, k2|ǫˆ · p|j, k1, k2〉 =
∑
α,α′,τ
F ∗i,k1,k2(α,R)Fj,k1,k2(α
′,R)〈uα(R)|ǫˆ · p|uα′(R+ ~τ )〉,
where ~τ runs over on-site or the 12 nearest-neighbor sites in the fcc lattice. The optical
matrix elements between bond orbitals are related to the band parameters by requiring the
optical matrix elements between bulk states near the zone center to be identical to those
obtained in the k · p theory35. We obtain31
〈us(R)|pαuα′(R)〉 =
√
m0Ep/2δα,α′ ;α = x, y, z,
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〈us(R)|pαus(R + ~τ)〉 = (h¯/2
√
2a)(Ep/Eg −m0/m∗e)τα;α = x, y, z,
where τα is the α-th of the lattice vector τ in units of a/2, Ep is the inter-band optical matrix
element as defined in Ref. 35, and m∗e is the electron effective mass.
Next, we study the inter-band transitions. For this case, the excitonic effect is important
for undoped samples. For heavily doped samples, the excitonic effect can be ignored due to
the phase-spacing filling and carrier screening effects. We shall consider both situations. Here
we are only interested in the absorption spectrum near the band edge due to laterally confined
states. Thus, the dispersion in the k2 direction can be ignored. Without the excitonic effects,
the absorption coefficient is given by Eq. (5.3) with i (j) indicating the valence (conduction)
subband states. At low temperatures, the valence subbands are completely filled, so the
Fermi-Dirac distribution (fi) in Eq. (5.3) can be replaced by 1. For undoped samples,
the exciton states with zero center-of-mass momentum is written as linear combinations of
products of electron and holes states associated with the same k1 (wave vector along the wire
direction). We write the QWR electron-hole product state for the i-th conduction subband
and j-th valence subband as
|i, j; k1〉 = |i, k1〉|j, k1〉
≡ ∑
α,β,Re,Rh
Fi,k1(α,Re)Gj,k1(β,Rh)|u(α,Re) > |u(β,Rh) > .
The matrix elements of the exciton Hamiltonian within this basis is given by
〈i, j; k1|Hex|i′, j′; k′1〉 = [Ei(k1)− Ej(k1)]δi,i′δj,j′δk1,k′1 −
∑
Re,Rh
F∗ii′(k1, k′1;Re)v(Re −Rh)Gjj′(k1, k′1;Rh),
(4)
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where v(Re,Rh) =
4π e2
ǫ(0) |Re−Rh|
is the coulomb interaction between the electron and hole
screened by the static dielectric constant ǫ(0), and
Fii′(k1, k′1;Re) =
∑
α
F ∗i,k1(α,Re)Fi′,k′1(α,Re)
describes the charge density matrix for the electrons. Similarly,
Gjj′(k1, k′1;Rh) =
∑
β
G∗j,k1(β,Rh)Gj′,k′1(β,Rh)
describes the charge density matrix for the holes. In Eq. (5.4), we have adopted the approx-
imation
〈u(α,Re), u(β,Rh)|v|u(α′,R′e), u(β ′,R′h)〉 ≈ v(Re −Rh)δα,α′δβ,β′δRe,R′eδRh,R′h,
since the Coulomb potential is a smooth function over the distance of a lattice constant,
except at the origin, and the bond orbitals are orthonormal to each other. At the origin
(Re = Rh), the potential is singular, and we replace it by an empirical constant which
is adjusted so as to give the same exciton binding energy as obtained in the effective-mass
theory for a bulk system. The results are actually insensitive to the on-site Coulomb potential
parameter, since the Bohr radius of the exciton is much larger than the lattice constant.
After the diagonalization, we obtain the excitonic states as linear combinations of the
electron-hole product states, and the inter-band absorption coefficient is computed according
to
αex(h¯ω) =
4π2e2h¯
nr m2e c A h¯ω
∑
n
| ∑
k1,i,j
Cnij(k1)ǫˆ · pij(k1)|2δ(h¯ω − Eexn ), (5)
9
where A is the cross-sectional area of the SPS region within the QWR unit cell (as depicted in
Fig. 5.1). Cnij(k1) is the n-th eigen-vector obtained by diagonalizing the exciton Hamiltonian
of Eq. (5.4). The momentum matrix elements pij(k1) are given by
pij(k1) =
∑
α,β,~τ
F ∗i,k1(α,Re)Gj,k1(β,Rh + ~τ)〈uα(Re)|ǫˆ · p|uβ(Rh + ~τ)〉. (6)
In the absence of band mixing, the conduction subband state reduces to a pure s-like state
and the valence subband state reduces to a pure p-like state. In that case, only the element
〈us(Re)|pα|upα(Re)〉 =
√
m0Ep/2 is needed, and the results become similar to that obtained
by the effective mass method.
In order to obtain a smooth absorption spectrum, we replace the δ function in Eq. (5.1)
by a Lorentzian function with a half-width Γ,
δ(Ei − E) ≈ Γ/{π[(Ei −E)2 + Γ2]}, (7)
where Γ is energy width due to inhomogeneous broadening, which is taken to be 0.02 eV.
III. RESULTS AND DISCUSSIONS
We have performed calculations of inter-subband and inter-band absorption spectra[36]
for the QWR structure depicted in Fig. 4.1(b) with varying degree of alloy mixing and
different lengths of period (L) in the lateral modulation. We find that the inter-subband
absorption spectra are sensitive to the length of period (L), but rather insensitive to the
degree of alloy mixing. Thus, we only present results for the case with moderate alloy
10
mixing, which are characterized by parameters b = 33A˚ and xm = 1.0. In the calculations of
strain distribution via the VFF model, the bottom layer atoms of QWR’s are bounded by
the InP substrate, while the upper layer atoms and GaAs capping layer atoms are allowed
to move freely. This structure corresponds to the unclamped structure as indicated in Ref.
34.
For different period length (L) of QWR’s, the strain distribution profiles are qualitatively
similar as shown in Ref. 34. As L decreases, the hydrostatic strain in In-rich region (the
right half of QWR unit cell shown in Fig. 4.1(b)) increases, while it decreases in the Ga-rich
region (the left half of QWR unit cell). The bi-axial strain components vary with L in the
opposite way in comparison to the hydrostatic component.
Figure 5.1 depicts the potential profiles due to strain-induced lateral ordering seen by
an electron in two QWR structures considered here (L = 50a[110] and L = 40a[110]).
Solid(Dashed) lines are for model structures with (without) alloy mixing. From the potential
profile, we see that both the electron and hole in the ground state are laterally confined in
the In-rich region (the right half of the QWR unit cell).
The conduction subband structures for the self-assembled QWRs with alloy mixing
(xm = 1.0 and b = 8a[110]) for (L = 50a[110] and L = 40a[110]) are shown in Fig. 5.2. All sub-
band are grouped in pairs with a weak spin splitting (not resolved on the scale shown). The
first (C1) and third (C3) pairs of subbands are nearly dispersionless along the k2 direction,
while the second (C2) and fourth (C4) pairs of subbands have appreciable dispersion. Com-
paring the envelope functions for the first four pairs of conduction subband states (C1-C4)
11
with the solutions to rectangular quantum box solutions labeled by principal quantum num-
bers (ny, nz), we can identify them as the (1,1), (2,1), (1,2), and (3,1) states, respectively.
Thus, the C1 and C3 states are well confined in the lateral direction, and the corresponding
subbands are nearly dispersionless in k2. On the other hand, the C2 and C4 states are less
confined in the y′ direction due to the larger spread of their y′ component wave function
(with higher principal quantum numbers) and the corresponding subbands have appreciable
dispersion along k2. The inter-subband transition between the first two pairs (C1-C2) gives
rise to the dominant IR response. For L = 40a[110], the C2 and C3 subbands are nearly
degenerate for k2 = 0 (due to accidental degeneracy), and the (2,1) and (1,2) characters are
strongly mixed. However, for finite k2, the degeneracy is removed [due to the large dispersion
of the (2,1) state] and they are no longer mixed.
The valence subband structures for the self-assembled QWRs with alloy mixing (xm = 1.0
and b = 33A˚) for (L = 50a[110] and L = 40a[110]) are shown in Fig. 5.3. All valence subbands
display substantial spin splitting along k1 and the first four pairs (V 1 − V 4) of subbands
are nearly dispersionless along k2, indicating strong lateral confinement effect. The valence
subbands with energies below −130meV correspond to unconfined states; thus, they are
closely spaced.
A. Inter-subband absorption
The inter-subband absorption spectrum is the most relevant quantity in determining the
usefulness of self-assembled QWR’s for application in IR detection. Fig. 5.4 shows the calcu-
lated inter-subband absorption spectra of the self-assembled QWR structure (as depicted in
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Fig. 4.1(b)) for three different lengths of period: L = 72, 50, and 40a[110] (approximately 300
A˚, 200 A˚, and 160 A˚, respectively). In the calculation, we assume that these QWR structures
are n-type doped with linear carrier density around 1.2 × 106cm−1 (which corresponds to a
Fermi level around 25 meV above the conduction band minimum).
For comparison purposes, we show results for polarization vector along both the [110]
(solid curves) and [001] directions (dashed curves). The results for [11¯0] polarization are
zero due to the strict translational invariance imposed in our model calculation.
The peak positions for the inter-subband transition with normal incidence (for [110]
polarization) are around 65 meV, 95 meV, and 125 meV for the three cases considered here.
All these are within the desirable range of IR detection. As expected, the transition energy
increases as the length of period decreases due to the increased degree of lateral confinement.
However, the transition energy will saturate at around 125 meV as we further reduce the
length of period, since the bound-to-continuum transition is already reached at L = 40a[110].
The absorption strength for the [110]-polarized peak decreases from 13000 cm−1 for L =
72a[110] to 7000 cm
−1 for L = 40a[110]. This is mainly due to the fact that α is inversely
proportional to h¯ω [see Eq. (5.2)] and the the peak becomes more spread out in energy as
caused by the increased dispersion in C2 subband for narrower QWR. The inter-subband
absorption for the [001] polarization is peaked around 125 meV for all three cases. The excited
state involved in this transition is the C3 subband which correspond to the (ny, nz) = (1, 2)
state . Thus, it has the same physical origin as the inter-subband transition used in typical
QWIP structure. Although this peak is not useful for IR detection with normal incidence,
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it can be used as the second-color detection if one puts a diffraction grating on the surface
as typically done in the fabrication of QWIPs. In this respect, the QWR IR detector (for
cases 1 and 2) is unique in that it has two strong narrow-band absorption at two distinct
wavelengths, which are also polarization dependent. For case 3, the energy positions for the
(1,2) and (2,1) states nearly coincide (both are near the top of the quantum well); thus, the
inter-subband absorption spectra for [110] and [001] polarizations are peaked at almost the
same position. The absorption strength for the [001]-polarized peak increases from 11000
cm−1 for L = 72a[110] to 18000 cm
−1 for L = 40a[110]. This is mainly due to the fact that α
is inversely proportional to the cross-sectional area of the QWR.
B. Inter-band absorption
The inter-band optical transitions are important for the characterization of self-assembled
QWR’s, since they are readily observable via the Photoluminescence (PL) or optical trans-
mission experiment. For IR-detector application, they offer another absorption peak at mid
IR wavelengths, which can be used together with the inter-subband transitions occurred at
far IR wavelengths for multi-colored detection. Thus, to understand the full capability of
the self-assembled QWR material, we also need to analyze the inter-band absorption.
Fig. 5.5 shows the inter-band absorption spectra for SILO QWR’s with (a) L = 72a[110],
(b) L = 50a[110], and (c) L = 40a[110]. Both doped and undoped samples are considered.
The results for the undoped samples are denoted by solid (with exciton effect) and dashed
(without the exciton effect) curves. The results for doped samples (with 1.2× 106cm−1) are
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indicated by dotted curves. The upper group of curves labeled (x, y)−pol. are for absorption
averaged over the x and y polarizations. The lower group labeled z−pol. are for polarization
along the z direction. The PL properties of the L = 72a[110] structure with alloy mixing
characterized by xm = 1.0 and b = 33A˚ has been studied in our previous paper.
34 The QWR
structure has a gap around 0.74 eV with a PL polarization ratio (P[11¯0]/P[110]) around 2.2.
The absorption coefficient for this structure with excitonic effect has a peak strength around
104 cm−1. The binding energy for the ground state exciton (derived primarily from the top
valence subband and the lowest conduction subband) is around 20 meV. Thus, the peak
position in the absorption spectrum shifts from 0.76 meV (without the excitonic effect) to
0.74 meV (with the excitonic effect). The excitonic effect also enhances the peak strength
by about 20%.
For the QWR structures with L = 50a[110] and L = 40a[110], we obtain similar absorption
spectra with slightly stronger exciton peaks. The exciton binding is around 30 (40) meV,
and the excitonic enhancement factor of the first peak is around 1.35 (1.47) for the L =
50(40)a[110] case. The enhanced peak strength and larger exciton binding energy are caused
by the stronger lateral confinement for electrons and holes,. Comparing the dashed curves
with the dotted curves, we can see the effect of phase-space filling due to doping. For
samples grown for mid-IR detector application with doping levels below 1.2 × 106 cm−1,
the absorption spectrum should vary between the undoped case (solid curve) and the heavily
doped case (dashed curve) presented here. There is no experiments so far for these structures
we designed, and the experiments on these IR detectors are highly desirable.
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IV. SUMMARY
We have studied the inter-subband and inter-band absorption spectra for self-assembled
InGaAs quantum wires for consideration in IR-detector application. Detailed band struc-
tures, microscopic strain distributions, and excitonic effects all have been taken into account.
A number of realistic structures grown via strain-induced lateral ordering process are exam-
ined. We find that the self-assembled InGaAs quantum wires are good candidate for multi-
colored IR detector materials. They offer two groups of strong IR absorption peaks: one in
the far-IR range with wavelengths covering 10 - 20 µm (via the inter-subband transition),
the other in the mid-IR range with wavelengths shorter than 1.5 µm (via the inter-band
transitions). Due to the strain induced lateral modulation, the inter-subband transition is
strong for normal incident light with polarization along the direction of lateral modulation
([110]). The absorption strength is around 104 cm−1 for a doping level of 1.2 × 106cm−1.
This gives the self-assembled InGaAs quantum wires a distinct advantage over the quantum
well systems for application in IR detection.
The inter-subband absorption is found to be sensitive to the length of period (L) of
lateral modulation with the absorption peak position varying from 60 meV to 120 meV as
the length of period is reduced from 300 A˚ to 160 A˚. However, further reduction in the
length of period does not shift the absorption peak very much, as the excited states become
laterally unconfined.
For the inter-band transition, we find that the excitonic effect enhances the absorption
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peak strength by about 20-50 %, and shift the peak position by about 20-50 meV for the
undoped structures considered. These results are useful for characterization of the material
and for the design of mid-IR photo-detectors. We find that the reduction in the period
length (L) leads to stronger lateral confinement, hence larger exciton binding and stronger
absorption strength. For the doped samples whose inter-subband transitions are studied, the
inter-band transition (without excitonic effect) gives a broad band absorption in the mid-IR
range (with wavelengths shorter than 1.5 µm) with a strength between 4000 and 10000 cm−1.
The simultaneous presence of this mid-IR absorption and the narrow band far-IR absorption
near 10µm provide a unique combination for multi-color IR detection application.
In conclusion, we have successfully demonstrated that self-assembled quantum wires are
promising IR-detector materials and we have provided theoretical modeling for the optical
characteristics of realistic QWR structures, which can be used to guide future fabrication of
quantum wire infrared detectors.
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FIGURES
FIG. 1. Conduction band and valence band edges for self-assembled QWR
structure depicted in Fig. 1 for (a) L = 50a[110] and (b) L = 40a[110]. Dashed:
without alloy mixing. Solid: with alloy mixing described by xm = 1.0 and
b = 8a[110].
23
FIG. 2. Conduction subband structure of self-assembled QWR for (a)
L = 50a[110] and (b) L = 40a[110] with xm = 1.0 and b = 8a[110].
24
FIG. 3. Valence subband structure of self-assembled QWR for (a)
L = 50a[110] and (b) L = 40a[110] with xm = 1.0 and b = 8a[110].
25
FIG. 4. Inter-subband absorption spectra of self-assembled QWR for (a)
L = 72a[110], (b) L = 50a[110], and (c) L = 40a[110] with xm = 1.0 and
b = 8a[110]. Solid: [110] polarization, dashed : [001] polarization.
26
FIG. 5. Inter-band absorption spectra of self-assembled QWR’s for (a)
L = 72a[110], (b) L = 50a[110], and (c) L = 40a[110] with xm = 1.0 and
b = 8a[110]. Solid: undped sample with excitonic effect. Dashed: undoped
sample without excitonic effect. Dotted : doped sample without excitonic
effect. The set of curves with larger strength are for unpolarized light with
normal incidence. The set of curves with smaller strength are for [001] polar-
ization.
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6. SUMMARY
In this thesis, we have studied theoretically the electronic, optical proper-
ties and microstrain profiles of SILO quantum wires.
In our virtual crystal approximation model of strain, we considered the
combination of two bi-axial strains, one in the (001) plane (due to the lattice
mismatch at the interfaces between GaInAs and AlGaInAs) and the other
in the (110) plane (due to the Ga composition modulation ). The resulting
strains in the QW layers consist of both hydrostatic and uniaxial components.
The band structures and optical matrix elements are then calculated by incor-
porating the strain deformation potential into our total Hamiltonian for the
SILO wires. This model predicts that both electron and holes are confined in
the Ga-rich region and optical anisotropy is in agreement with that observed
experimentally. We find that the biaxial strain due to the lattice mismatch
between the Ga-rich and In-rich regions is most dominant. It tends to in-
crease the lateral confinement in the QWR and enhances the anisotropy of
the optical transitions which may be useful for certain applications in optical
1
communication. We also calculated the effect of lateral composition modula-
tion on the band structures and optical properties and find that it increases
the band gaps and reduces the optical anisotropy.
Although this method can explain the band gaps and anisotropy of the
experiments, it lacks of predicting power to future design of desired bands
and optics due to the fact that it ignored the actual SPS structures of the
growth.
As it is shown in our atomistic model the detailed atomistic strain have
remarkable influences on the optical anisotropy.
In our atomistic strain model, the actual SPS structure and the microscopic
strain distribution have been taken into account. The effects of microscopic
strain distribution on the valence subband structures and optical matrix ele-
ments are studied for two types of self-assembled QWR structures, one with
(2/2) SPS structure and the other with (2/2.25) SPS structure, with varying
degrees of lateral alloy mixing. The clamping effect due to the applying layer
is also examined. The VFF model is used to calculate the equilibrium atomic
positions in the QWR model structures. This allows the calculation of the
2
strain distribution at the atomistic level.
We find that in model structures with thick capping layer (clamped case),
the magnitude of shear strain is quite large, around 2%, when the lateral
alloy mixing is absent, and it reduces substantially when the lateral alloy
mixing is introduced. We found that the shear strain effect can alter the
valence subband structures substantially when the holes are confined in the
Ga-rich region, and it gives rise to a reversed optical anisotropy compared
with QWR structures with negligible shear strain. For the unclamped case,
the anisotropy is always in favor of polarization along the wire regardless
of the degree of lateral alloy mixing due to the fact that the effect of shear
strain is less dramatic when the holes and electrons are confined in the In-
rich region. The band gap and polarization ratio obtained for unclamped
SPS structures are consistent with experimental observations on most self-
assembled InGaAs QWRs with similar specifications. For clamped (2/2) SPS
structure without a mixing, we predicted a reversed optical anisotropy com-
pared with the PL measurements for most InAs/GaAs self-assembled QWRs
(which are usually grown with thin capping layers). However, there exist a
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InAs/GaAs self-assembled QWR samples which display the reversed optical
anisotropy at 77 K, and recent experimental studies also indicated a reversed
optical anisotropy in many samples at 300 K. Our studies demonstrated a
possibility for the reversed optical anisotropy that is due to the shear strain
effect. Those results should be verified in the future SILO experiments. In
particular, one can apply external stress to convert the unclamped case into
the clamped case, and it would be interesting to see that the clampping effect
will reverse the optical anisotropy. There may be other possibilities for the
reversed optical anisotropy at 300K. For example, the thermal population
of the excited hole states, which have different atomic characters from the
lowest-lying hole states as may also lead to a change in the polarization ratio.
We also studied the effects of the exciton on the optical absorption spec-
trums. We found that the exciton in the SILO wires enhanced the absorption
amplitude by 1.2-1.5 times. The polarization spectrum are also studied for
intersubbands. It is found that the intersubband absorption is sensitive to
the length of period of lateral modulation which is successfully used to engi-
neer the peak position for the purpose of IR detection. For the calculation of
4
intersubband transitions, we have not considered the correlation effect due to
electron-electron interaction. For low-dimensional systems such as quantum
wires or quantum dots, the correlation effect may play an important role.
Especially in the modeling of dark current and photocurrent for IR detec-
tion, the correlation effect may lead to interesting phenomenon such as the
Coulomb blockade[1] or Kondo effect[3].
For the future studies, the mechanisms that caused the temperature insen-
sitivity of SILO wires need to be investigated and explained. So far, there is
no good explanation for the experimental results on the temperature stability.
Our initial guess is that: the multiaxial strain slowed down the gap’s depen-
dence on the volume thermal expansion, also the effects of electron-phonon
coupling on the band gap for the strained and confined one dimension quan-
tum wires are weaker. Together, this two effects’s combination will lead to
the super stability and even blue shift of the gap with the temperature.
Quantum dots(QDs) represent another dimension for us to extend our
work. Due to its possible application on the detectors, memory devices, and
laser instruments, QD is attracting a lot of attention recently. Our methods
5
could easily and are being extended to the quantum dots.
For the quantum dot array, the interplay of quantum confinement, interdot
tunneling, and strong intradot Coulomb interactions leads to many interest-
ing physical phenonmena. As the interdot tunneling strength varies, differ-
ent phases corresponding to isolated Coulomb blockade, collective Coulomb
blockade, and vanishing Coulomb blockade will emerge[1]. Also increasing in-
terdot tunnelling could lead to the transition from discrete energy levels into
mini-band formation[2]. For doped systems, this will lead to a insulator-metal
transition[1,2]. On the other hand, the Kondo correlation of the unpaired lo-
calized eletron and delocalized electron will lead to further interesting physics
in the quantum dot system[3].
It is natural this method will provide the powerful guidance to the design
of the novel QD structure and interesting physics.
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