Approximation-based control is presented for a class of multi-input multi-output (MIMO) nonlinear systems in block-triangular form with unknown state delays. Neural networks (NNs) are utilized to approximate and compensate for unknown functions in the system dynamics, including the unknown bounds of the functions of delayed states. The use of a separation technique removes the need for any assumption on the function of delayed states, and allows the handling of multiple delays in each function of delayed states. By combining the use of Lyapunov-Krasovskii functionals and adaptive NN backstepping, the proposed control guarantees that all closed-loop signals remain bounded, while the outputs converge to a neighborhood of the desired trajectories. Simulation results demonstrate the effectiveness of the proposed scheme. ᭧
Introduction
Time-delay systems constitute an active topic of research. From an academic viewpoint, time-delay systems are challenging since they involve infinite-dimensional functional differential equations, which are more difficult to handle than finite-dimensional ordinary differential equations (Dugard & Verriest, 1998; Hale, 1977; Kolmanovskii & Myshkis, 1992) . On the practical front, it is worth noting that time delay is frequently encountered in models of engineering systems, natural phenomena, and biological systems (Kolmanovskii & Myshkis, 1992) . Delay may occur in the feedback loop of a plant, either in the states, inputs or outputs. Of great concern is the effect of time delay on stability and asymptotic performance (Kolmanovskii, Niculescu, & Gu, 1999) .
Some of the useful tools in robust stability analysis for timedelay systems are based on the Lyapunov's second method, the Lyapunov-Krasovskii theorem, and the Lyapunov-Razumikhin ଁ This paper was not presented at any IFAC meeting. This paper was recommended for publication in revised form by Associate Editor Gang Tao under the direction of editor M. Krstic. theorem. These have been applied to time-delay systems that are linear (Gu, Kharitonov, & Chen, 2003; Kharitonov & Melchor-Aguilar, 2003; Kolmanovskii & Richard, 1999; Sun, Hsieh, & Yang, 1997) , as well those that are nonlinear (Dugard & Verriest, 1998; Jankovic, 2001; Xu & Liu, 1994) .
Following its success in stability analysis, the utility of Lyapunov-Krasovskii functionals in control design for timedelay systems was subsequently explored. In Wu (2000) , linear systems with nonlinear functions of delayed states were considered. In Nguang (2000) , Lyapunov-Krasovskii functionals were used with backstepping to obtain a robust controller for a class of single-input single-output (SISO) nonlinear time-delay systems with known bounds on the functions of delayed states, but it was commented that the results could not be constructively obtained (Zhou, Feng, & Nguang, 2002) . The need for knowledge of system nonlinearities is removed with the use of adaptive neural network (NN) control in Ge, Hong, and Lee (2003) . A subsequent work extended the problem to the case of completely unknown virtual control coefficients, through the use of Nussbaum-type functions (Ge, Hong, & Lee, 2004 ). As the above-mentioned works are essentially based on robust approaches, restrictions have been imposed on the functions of delayed states to facilitate Lyapunov synthesis, which may limit the applicability of the approach to certain practical systems.
In this paper, approximation-based control is presented for a class of multi-input multi-output (MIMO) nonlinear systems with unknown state delays. By combining the use of Lyapunov-Krasovskii functionals and adaptive NN backstepping, the proposed control guarantees that all closed-loop signals remain bounded, while output tracking is achieved. Using a separation technique (Lin & Qian, 2002) , we are able to decompose the norm of a general function of delayed states into a series of positive bounding functions of each delayed state. This is obtained free of any restrictive assumptions on the function of delayed states, and can be seen as an improvement over (Ge et al., 2003 Wu, 2000) , in which each function of delayed states carried a common delay, and were assumed to be bounded by special functions.
The extension of results from SISO to MIMO systems is generally non-trivial, due to state and input interconnections found in MIMO systems, which tend to make the analysis much more complex. To simplify analysis, we consider the block-triangular realization of the MIMO system, which allows for backstepping to be carried out in a nested fashion across the subsystems, thus avoiding the need for a decoupling matrix (Ge & Wang, 2004 ). The difficulty is increased when time delays are present, and there are currently only few results available in the literature directed at MIMO timedelay systems (see Chou & Cheng, 2002; Palmor & Halevi, 1983; Wang & Mau, 1997; Wu, 2002 , which are all for linear systems).
With the use of NN approximation, the bounding functions are not required to be known, unlike in Wu (2000) , Ge et al. (2003 . We also show that, for the special case whereby the bounds are known, the information can be exploited to achieve better quantification of performance bounds. Furthermore, hyperbolic tangent functions are used to handle the singularity problem encountered in Lyapunov synthesis. The properties of these functions are exploited to show that the NNs approximate well-defined functions, and to analyze stability and performance.
Problem formulation and preliminaries

Plant dynamics
Consider the n-input n-output continuous-time MIMO nonlinear system in block-triangular form with unknown time delays described bẏ 
where j,i j > 0 is the constant unknown time delay. Note that X gn = X andū 0 := 0. The term h j,i j is a function of the previous i j delayed states of the jth subsystem, while h j,m j , which appears in the last equation of each subsystem, is a function of the delayed states of all subsystems.
, is smooth and bounded. Throughout this paper, for clarity in presentation, we omit the argument t in the delay-free states x(t). Remark 1. In plant (1), we deal with a system with interconnected states carrying multiple constant delays embedded in the function h j (x 1 (t − 1 ), . . . , x j (t − j )). Each state x i , i = 1, 2, . . . , j is assigned an independent delay i . This is clearly different from the case in Ge et al. (2003 , where a common delay j was assigned to the argument states in each function of delayed states h j (x 1 (t − j ), . . . , x j (t − j )). As such, the functions of delayed states considered in this paper are more general.
Remark 2. Practical examples of systems in the form of (1) include most recycling processes such as recycled reactors, recycled storage tanks, cold rolling mills, which inherit delays in their state equations (Niculescu, 2001) , as well as telemanipulation systems with transmission delays.
The control objective is to ensure that all signals are bounded while tracking the desired trajectories y dj , j = 1, 2, . . . , n such that the tracking errors converge to a small neighborhood of the origin, i.e., lim t→∞ |y j (t) − y dj (t)| for some > 0. 
Without loss of generality, we further assume that all of the signs are positive.
Lemma 1 ( (Lin & Qian, 2002) 
Throughout this paper, we use the notation b c (x c ) to denote the bounding function of the delayed state x c belonging to the differential equation for x b .
Lemma 2. For any constant > 0 and any variable p ∈ R, lim p→0 tanh 2 (p/ )/p = 0.
Function approximation with NNs
In this paper, we employ radial basis function (RBF) NN to approximate unknown functions. Universal approximation results indicate that, given a desired level of accuracy ε, approximation to that level of accuracy can be guaranteed by making l sufficiently large (Sanner & Slotine, 1992) 
. Thus the NN W T S(Z) can approximate any continuous function p nn (Z) as
where the input vector Z ∈ Z ⊂ R q , weight vector W ∈ R l , and basis function vector
, with l being the number of NN nodes and s i (Z) chosen as the commonly used Gaussian functions, which have the form
T is the center of the receptive field and i is the width of the Gaussian function, and ε(Z) is the approximation error which is bounded over the compact set, i.e., |ε(Z)| ε, ∀Z ∈ Z whereε > 0 is an unknown constant. For analytical purposes, we define the ideal weight vector W * as the value of W that minimizes |ε| for all Z ∈ Z ⊂ R q , i.e.,
Due to the nature of NN approximation, only semiglobal stability results are obtained. In particular, for bounded initial conditions in 0 , there exists a control that ensures all closedloop signals remain bounded in , where 0 ⊂ , provided that the NN is constructed to cover (Ge & Wang, 2004) . For practical applications, for every set of initial conditions, we can design the NN to be "sufficiently" large, although the required size of l cannot be determined a priori. The interested reader is referred to Ge and Wang (2004) for more details.
Remark 3. Although RBF NNs are considered in this paper, they can be replaced by any linearly parameterized networks such as fuzzy systems, polynomial, splines and wavelet networks.
Adaptive NN control design
In this section, we will consider two cases, namely the general case where the bound, j,i j (·), of the function of delayed states, h j,i j (·), are unknown, and the special case where j,i j (·) are known. It will be shown in the performance analysis (Section 4) that utilizing information of j,i j (·), if available, may result in better performance.
General case: unknown bounds of functions of delayed states
Noting that each subsystem is in strict-feedback form, our control design adopts embedded backstepping. We choose the intermediate and practical control laws, j,i j and u j , respectively, as follows:
for j = 1, 2, . . . , n, i j = 2, 3, . . . , m j − 1, where j,i j > 0 and j,m j > 0 are design parameters,Ŵ j,i j are the NN weights estimates, and S(·) is the basis function vector. The error of each step, z j,i j , is defined as
and the inputs to the NNs as
for j = 1, 2, . . . , n, i j = 2, 3, . . . , m j − 1 where
The NN weights adaptation law is given bẏŴ can be designed to diminish the residual set to which the error signals converge.
Step j, 1 (j = 1, . . . , n): the first step for the jth subsystem. Consider the first equation of the jth subsystem. To avoid control singularity, we employ integral Lyapunov functions (Ge, Hang, & Zhang, 2000) . In this paper, we define the integral function as
where g
is smooth, continuous, radially unbounded, positive definite, and satisfies
As a result of Lemma 1 and completion of squares , the following inequality is obtained:
The intermediate control j,1 can be designed to render the RHS negative within a compact set. Although the terms containing f j,1 (x j,1 ) and g j,1 (x j,1 ) are unknown, NNs can be used to estimate them. However, a problem arises when trying to approximate j,1 (·), because the NN inputs contain the time delays, which are unknown. One way to circumvent this problem is to eliminate the terms with time delay, by augmenting the integral function with the Lyapunov-Krasovskii functional, defined by
Differentiating V U j,1 with respect to time, we obtaiṅ
Following the method in Ge et al. (2003) , by addingV U j,1 tȯ
j,1 (x j,1 )) 2 will be cancelled exactly, yielding the following which is independent of time delay:
where To deal with the difficulty mentioned in Remark 4, we note that (20) can be rewritten as
where the functions U j,1 (x j,1 ) and F * j,1 (Z j,1 ) are defined by
with j,1 as a positive constant. From Lemma 2, we know that the last term of (22) is defined even at z j,1 = 0. Thus, the unknown function F * j,1 (Z j,1 ) is well-defined in Z j,1 , and can be approximated by the NN. The residual term (F j,1 − F * j,1 ) will be analyzed later.
Remark 5. The function tanh 2 (z/ ) is used in (22) due to the desirable property that tanh 2 (z/ )/z is defined at z = 0, and thus can be approximated by NN. The constant is a design parameter that can be adjusted to obtain better performance, as will be seen in Section 4. This approach is different from that of Ge et al. (2003) , where discontinuous even functions were used, and from , where piecewise functions were constructed. Therefore, we use NN to approximate the unknown terms, given by
where ε j,1 (Z j,1 ) is the approximation error satisfying |ε j,1 (Z j,1 )| ε j,1 , withε j,1 as a positive constant.
To analyze the stability in the presence of errors in estimation, we append a quadratic term of the weights estimation error to obtain a new Lyapunov function candidate
Throughout this paper, we denote byW j,i j =Ŵ j,i j − W * j,i j the weights estimation error. Differentiating V j,1 and substituting (5), (13), (19), (21), we obtain, using completion of squares, the following inequality:
where j,1 > 1/2 . Theḡ j,1 z j,1 z j,2 term will be cancelled in the next step, while the last term will be analyzed in the final step.
Step j, i j (j = 1, . . . , n), (i j = 2, . . . , m j − 1): the i j th step for the jth subsystem. Consider the i j th equation of the jth subsystem. Define the integral function by
The derivative of V z j,i j is given bẏ
where j,i j j,k (0) = 0. Note that˙ j,i j −1 can be written aṡ
where j,i j −1 is defined in (12).
Remark 6. If the derivative signalsẋ j,i j −1 are available, then˙ j,i j −1 is computable from (28), and the design of j,i j is straightforward by utilizing these signals, similar to the procedure in Ge et al. (2003) . However, whenẋ j,i j −1 is not available, the control design is more involved by using the state equations, as shown in the subsequent steps.
Substituting (28) into (27) leads to the following:
Using Lemmas 1 and completion of squares on the last three terms of (29), the inequality can be rewritten aṡ
Consider the Lyapunov-Krasovskii functional
SummingV z j,i j andV U j,i j , the terms containing the unknown time delays are eliminated, yieldinġ
where j,i j is a positive constant, F * j,i j (Z j,i j ) is defined as:
and
From Lemma 2, we know that the last term of (33) is defined even at z j,i j = 0. Thus, the unknown function F * j,i j (Z j,i j ) is well-defined in Z j,i j , and can be approximated by the NN with input vector Z j,i j given by (10).
The NN outputŴ T
, which is defined in the following: 
with adaptation law (13) and completion of squares, we have thaṫ
where j,i j > 1/2 , and the parameters , j,k and W 0 j,k can be designed to make the positive residual term small. Thē g j,i j z j,i j z j,i j +1 terms will be cancelled in the subsequent step, while the last two terms in (37) will be analyzed in the final step. 
In view of the interconnections between the different subsystems in the last equation, and according to Lemma 1, we consider the following Lyapunov-Krasovskii functional, which has a form slightly different from that of the previous m j − 1 equations:
SummingV z j,m j andV U j,m j eliminates the delayed states from the analysis, yieldinġ
where the functions U j,m j (X) and F * j,m j (Z j,m j ) are defined as:
From Lemma 2, we know that the second term of (42) 
with ε j,m j (Z j,m j ) as the approximation error satisfying |ε j,m j (Z j,m j )| ε j,m j , whereε j,m j is a positive constant. We consider the Lyapunov function candidate as
The derivative of V j,m j along the closed-loop trajectories can be shown to satisfy the inequality:
where j,m j > 1/2 .
After
Step n, m n , the last step for the nth subsystem, it can be shown that the derivative of V n,m n along the closed-loop trajectories satisfies the following inequality:
where¯ j,k := j,k −1/4 > 0, and the constant C is defined by Proof. From (46), it can be seen that the first term is negative definite and that the second term is a positive constant. However, the last term may be positive or negative, depending on the size of z j,k . For analysis of stability, three cases need to be considered: Case 1: z j,i j ∈ c z j,i j ∀j = 1, 2, . . . , n, i j = 1, 2, . . . , m j .
From the weight adaptation law (13), we know thatŴ j,i j is bounded, since z j,i j is bounded by construction. As W * j,i j is a constant, the weights estimation errorW j,i j must also be bounded. From Assumption 1, we have that y dj , y From Lemma 3 and the fact that U j,k 0, we know that
Therefore, (46) can be rewritten aṡ
Since¯ j,k > 0, we know that z j,k andW j,k are bounded, for j = 1, . . . , n, k = 1, . . . , m j . Together with the boundedness of y d j in Assumption 1, it can be shown that x j,k , and hence all closed-loop trajectories, are bounded.
Denote by K the subsystem consisting of z k,i k / ∈ c z k,i k , and Substituting (53) into (51) yields:
where
is a positive constant. Since¯ j,k > 0, we can conclude the boundedness of closed-loop trajectories in K , using a similar reasoning as that in Case 2. Subsequently, we show boundedness of closed-loop trajectories in the entire system. First, note that the error signal z j,i j , for (j, i j ) ∈ J , is bounded by construction, i.e., z j,i j ∈ c z j,i j . It follows thatŴ j,i j is bounded, which implies that are bounded. Thus it implies the boundedness of x j,1 , and in turn the boundedness of j,1 in (5). Following this chain of reasoning, the boundedness of x j,i j , j,i j , and u j can be deduced. Therefore, we can conclude that all closedloop signals in the entire system are bounded under Case 3.
Therefore, for all three cases, we have shown that the closedloop signals are bounded. This concludes the proof.
Special case: known bounds of functions of delayed states
When knowledge of j,i j (·)-the bounds of the functions of delayed states-is available, they can be stated explicitly in the control law, instead of being approximated by NNs. To this end, we introduce additional assumptions, which are required in the subsequent developments. the same procedure outlined for the proof of the general case, and noting the following properties (Ge et al., 2003) :
for j,k max , it can be shown thaṫ
where max (
To analyze the stability of the closed-loop system from (63), we need to consider three cases, similar to the analysis performed at the end of Section 3.1.
Case 1: z j,i j ∈ c z j,i j ∀j = 1, 2, . . . , n, i j = 1, 2, . . . , m j .
All closed-loop signals are bounded, following the same analysis outlined in Case 1 of Theorem 1.
Case 2: z j,i j / ∈ c z j,i j ∀j = 1, 2, . . . , n, i j = 1, 2, . . . , m j .
Due to Lemma 3, the last term of (63) can be removed from the analysis. Furthermore, we know that |z j,k | 0.8814 j,k , which implies that
As a result, it can be shown thaṫ
where C is defined in (47) and as follows: 
From (65), it is straightforward to show that all closed-loop trajectories are bounded (Ge & Wang, 2004) . x 2,2 = (x 1,2 + x 2,1 )x 2,2 − x 1,1 u 1 + (2 − sin(x 2,1 x 2,2 − x 1,1 ))u 2 + x 1,1 x 2,2 ,
where x j,i j := x j,i j (t − j,i j ), for j = 1, 2, i j = 1, 2; and the time delays are 1,1 = 2.0, 1,2 = 1.5, 2,1 = 0.5, and 2,2 = 1.0. The desired trajectories to be tracked by the controller are given by y d1 =0.5(sin(t)+sin(0.5t)) and y d2 =0.5 sin(t)+sin(0.5t). We consider the centers for S(Z 1,1 ) and S(Z 2,1 ) to be evenly spaced in a regular lattice in R 3 , and that for S(Z 1,2 ) and S(Z 2,2 ) to be evenly spaced in regular lattices in R 7 and R 8 , respectively. Employing three nodes for each input dimension, we end up with 3 3 = 27 nodes for networksŴ T 1,1 S(Z 1,1 ) and W T 2,1 S(Z 2,1 ), 3 7 = 2187 nodes forŴ T 1,2 S(Z 1,2 ) and 3 8 = 6561 nodes forŴ T 2,2 S(Z 2,2 ). The design parameters are chosen as j,i j = 1.0, j,i j = diag{1.0}, 1,1 = 0.03, 1,1 = 0.01, 1,1 = 0.03, 1,1 = 0.01, and W 0 j,i j = 0.1, while the initial conditions are x j,i j (0) = 0.0,Ŵ j,i j (0) = 0.0, and j,i j (t) = 0.0 for − j,i j t < 0, where j = 1, 2 and i j = 1, 2.
As observed in Fig. 1 , the tracking performance is fairly good. At the same time, the boundedness of the control signals u 1 and u 2 and the NN weights can be seen in Fig. 2 . In fact, the tracking performance can be improved as desired by choosing larger values for 1,1 and 2,1 , or by increasing the number of NN nodes.
Conclusion
This paper has proposed adaptive NN control for a class of block-triangular MIMO nonlinear systems with interconnected states carrying multiple constant delays. It has been shown that the tracking errors remain bounded within a neighborhood of the origin. At the same time, all other signals in the closed loop are semi-globally uniformly ultimately bounded. For the special case whereby the bounds on the functions of delayed states are known, we show that this information can be exploited to obtain better quantification of performance bounds.
