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We consider a reaction–diffusion system of activator–inhibitor or
substrate-depletion type which is subject to diffusion-driven insta-
bility if supplemented by pure Neumann boundary conditions. We
show by a degree-theoretic approach that an obstacle (e.g. a unilat-
eral membrane) modeled in terms of inequalities, introduces new
bifurcation of spatial patterns in a parameter domain where the
trivial solution of the problem without the obstacle is stable. More-
over, this parameter domain is rather different from the known
case when also Dirichlet conditions are assumed. In particular, bi-
furcation arises for fast diffusion of activator and slow diffusion
of inhibitor which is the difference from all situations which we
know.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We will study bifurcations of stationary solutions of the reaction–diffusion system
du
dt
= d1u + b11u + b12v + f1(u, v), dv
dt
= d2v + b21u + b22v + f2(u, v) (1.1)
✩ The research is supported by the Academy of Sciences of the Czech Republic under the Grant IAA100190805 of the GAAV
and the Institutional Research Plan AV0Z10190503.
* Corresponding author.
E-mail addresses: kucera@math.cas.cz (M. Kucˇera), vaeth@mathematik.uni-wuerzburg.de (M. Väth).0022-0396/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2011.10.016
2952 M. Kucˇera, M. Väth / J. Differential Equations 252 (2012) 2951–2982in a bounded domain Ω ⊆ RN with Neumann boundary conditions for u and certain unilateral condi-
tions for v . (For a general introduction to such unilateral conditions, see e.g. [1–3].) A typical example
are Neumann–Signorini boundary conditions
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂u
∂n
= 0 on ∂Ω,
v  0, ∂v
∂n
 0, ∂v
∂n
· v = 0 on Γ,
∂v
∂n
= 0 on (∂Ω) \ Γ,
(1.2)
where Γ ⊆ ∂Ω . The diffusion coeﬃcients d = (d1,d2) ∈ R2+ := (0,∞)2 will be considered as bifur-
cation parameters, and f j represent “higher order terms” of some nonlinearity. Our assumptions
concerning the reals bij will guarantee that Turing’s well-known effect [4] of “diffusion-driven in-
stability” for (1.1) with purely Neumann conditions
∂u
∂n
= ∂v
∂n
= 0 on ∂Ω (1.3)
occurs. In particular, the trivial solution of the system (1.1), (1.3) is linearly stable only if d = (d1,d2) ∈
DS ⊂ R2+ (domain of stability), but unstable if d = (d1,d2) ∈ DU = R2+ \ DS . The systems of activator–
inhibitor type are included in our assumptions.
Our goal is to show the existence and location of bifurcations of stationary spatially nonconstant
solutions (spatial patterns) of the problem (1.1), (1.2) in the domain DS , where bifurcation is excluded
for the problem (1.1), (1.3). Under the additional assumption that there is also a Dirichlet condition
replacing the Neumann condition for u and v in (1.2) on at least a small part of the boundary,
something similar was done in [5–18]. However, such a Dirichlet condition was rather artiﬁcial from
the point of view of interpretation in models in biology, but the case of the conditions of the type (1.2)
without any Dirichlet part remained an open problem for many years, and to our knowledge it is
solved only in the current paper. The study of this case is essentially more complicated than that of
the case with Dirichlet data and, moreover, the results for the case of the conditions of the type (1.2)
without any Dirichlet part surprisingly differ from those for the case with Dirichlet conditions on a
part of ∂Ω . Let us mention here only one basic difference.
In the case of classical Neumann or mixed (Dirichlet–Neumann) conditions the domain of insta-
bility DU has such a shape that bifurcation (which can take place only in DU ) occurs only if the
diffusion d1 of the activator is in some sense slow with respect to the fast diffusion d2 of the inhibitor,
i.e. d2/d1 > T with a certain T > 0. There is a simple heuristic explanation of this phenomenon (see
e.g. [19, p. 518]). This is true also if we replace on a part of the boundary the Neumann condition
by a unilateral condition and if simultaneously Dirichlet condition on some (arbitrarily small) part of
the boundary is given. In this case, bifurcation occurs for slightly smaller relation than in the classical
case (d2/d1 > T − ε). However, we will see that in the case of the boundary conditions (1.2) (without
Dirichlet part on ∂Ω) the situation is qualitatively different. There are bifurcation points also with
arbitrarily large d1 and small d2, i.e. d2/d1 arbitrarily small. Hence, spatial patterns arise also for fast
diffusion of the activator and slow diffusion of the inhibitor.
A possible interpretation of the unilateral condition (1.2) for v is that there is a unilateral mem-
brane or some other kind of regulation on Γ which guarantees, by allowing a possible ﬂux into the
domain, that the concentration cannot undergo a certain threshold (which is shifted to zero in our
model). In fact, the second line of (1.2) means that if v is above the threshold zero on Γ then a
Neumann condition is prescribed (the last condition of this line), but if v reaches the threshold, an
external source becomes active which forces v to remain at least at zero. Cf. e.g. also [5].
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1.1. Basic assumptions
Concerning the constant matrix B = (bij), we assume
b11 > 0, b11 + b22 < 0, |B| := b11b22 − b12b21 > 0. (1.4)
The last two inequalities mean that if we consider (1.1) as a dynamical system without the diffusion
terms, then the trivial solution is stable. This system is of an activator–inhibitor or of a substrate-
depletion type (see e.g. [19,20]) since (1.4) implies in particular
b11 > 0 > b22, b12b21 < b11b22 < 0. (1.5)
It is well known that with the diffusion terms and pure Neumann conditions (1.3) this system is
subject to Turing’s effect [4] of “diffusion-driven instability” mentioned above.
We will always assume that f1, f2 :R2 → R are continuous and there is c > 0 such that∣∣ fk(u, v)∣∣ c · (1+ |u| + |v|)p for all u, v ∈ R, k = 1,2 (1.6)
for some p > 0 with p < NN−2 if N  3, and p > 0 if N = 2 (no condition if N = 1), and
lim
(u,v)→(0,0)
fk(u, v)
|u| + |v| = 0 (k = 1,2). (1.7)
1.2. Description of the domain of stability DS
Letting 0 < κ1  κ2  · · · denote the nonzero eigenvalues of − on Ω with Neumann boundary
conditions (1.3), we deﬁne the family of hyperbolas
Cn =
{
(d1,d2) ∈ R2+: (κnd1 − b11)(κnd2 − b22) = b12b21
}
=
{
(d1,d2) ∈ R2+: d2 =
b12b21/κ2n
d1 − b11/κn +
b22
κn
}
(1.8)
with vertical asymptotes b11κn . One can show that the trivial solution of (1.1), (1.3) is stable if and
only if d lies to the right/under the common envelope of the hyperbolas C1,C2, . . . ; we denote this
“domain of stability” by DS , see Fig. 1. Roughly speaking, by “crossing” the hyperbola Cn , one loses the
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corresponding multiplicity of “stable directions”. In space dimension N = 1 this was shown in [21],
for N > 1 see e.g. [6]. Nontrivial solutions of the corresponding stationary problem
d1u + b11u + b12v + f1(u, v) = 0,
d2v + b21u + b22v + f2(u, v) = 0 (1.9)
can bifurcate (and really bifurcate under additional assumptions) from trivial solutions only at the
hyperbolas Cn (see e.g. [21,22]).
Let us formulate a special case of our main result. We call a point d∗ ∈ R2+ a bifurcation point of the
problem (1.9), (1.2) if for any neighborhood of (d∗,0) ∈ R2+ × W 1,2(Ω,R2) there is a weak solution
((d1,d2), (u, v)) ∈ R2+ × W 1,2(Ω,R2) of (1.9), (1.2) with (u, v) = (0,0), see Section 2.
Actually, in the following result, we obtain spatial patterns in the sense that for all weak solu-
tions ((d1,d2), (u, v)) in a neighborhood of (d∗,0) ∈ R2+ × W 1,2(Ω,R2) the couple (u, v) is spatially
nonhomogeneous.
Theorem 1.1. Assume that mesN−1 Γ > 0. There are 0 < d0 < ω2 < ∞, ω1 ∈ (0,∞) and for every ε > 0
some ωε ∈ (0,∞) such that there is a connected set C ⊆ DS of bifurcation points of the problem (1.9), (1.2)
which “separates” the sets
D+ := [ω1,∞) × [ω2,∞) and D− := [ωε,∞) × [ε,d0]
in the sense that C ∩ (D+ ∪ D−) = ∅, and
1. C meets d1 = ∞ at some d2 ∈ (d0,ω2], that is, there is a sequence (d1,n,d2,n) ∈ C with d1,n → ∞ and
d2,n → d2 .
2. C meets d2 = 0 or d2 = ∞ or⋃∞n=1 Cn, that is, there is a sequence (d1,n,d2,n) ∈ C which satisﬁes d2,n → 0
or d2,n → ∞ or which converges to some point of⋃∞n=1 Cn.
Actually, we will obtain an estimate for d0 which reminds of the characterization of the second
eigenvalue of linear problems (Remark 6.3).
Hence, qualitatively, C may look e.g. as sketched in Fig. 2 (in [23], we show that in space dimension
N = 1, this ﬁgure actually describes the bifurcation points in DS completely).
The main idea of the proof is to show that for (d1,d2) ∈ D± a certain associate map has the
Leray–Schauder degree 0 or 1, respectively (in small neighborhoods of 0).
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1.3. Comparison with the Dirichlet case
As we mentioned in the beginning, the bifurcations of stationary solutions of (1.1) with boundary
conditions of a type (1.2) but with Neumann condition replaced by Dirichlet condition on a part ΓD ⊆
∂Ω \ Γ were studied already in the past. In this case the domain of stability of the trivial solution of
the corresponding classical problem, i.e. (1.1) with mixed boundary conditions u = 0 on ΓD , ∂u/∂n = 0
on ∂Ω \ ΓD , is described again as above but now κ j in the deﬁnition of C j are eigenvalues of −
with mixed boundary conditions mentioned. However, in this case there cannot be bifurcation points
in the zone
Z0 :=
(
b11
κ1
,∞
)
× (0,∞) (1.10)
to the right of the vertical asymptote of the right-most hyperbola C1. The shape of the connected set
C of bifurcation points lying in DS is in this case unbounded in d2-direction with b11κ1 as its vertical
asymptote, i.e. C may look qualitatively as in Fig. 3. Actually, numerical calculations suggest that in
space dimension N = 1 it really has roughly the shape as in this ﬁgure. (We note that there are other
branches of bifurcation points in DU [18], but we consider here only what happens in DS .) In fact, it
can be shown that the Leray–Schauder degree of the map associated naturally to the problem has for
(d1,d2) ∈ Z0 the value 1 (in small neighborhoods of 0) but for (d1,d2) close to certain hyperbolas Cn
the value 0. Results of such type (with a Dirichlet part) can be found e.g. in [11,18].
In [23], we show that for the case of the conditions (1.2) in dimension N = 1 there is no bifurcation
point (d1,d2) to the right of C1 with large d2 so that actually the branch C in Fig. 2 describes all
bifurcation points in DS in the sense that the existence of an additional branch as in Fig. 3 is excluded.
Hence, the difference of the pure Neumann–Signorini case (1.2) from the case with a Dirichlet part
is not only that we need rather different mathematical methods to attack the problem but also the
location of the branch of bifurcation points is different. The branch as shaped in Fig. 3 cannot occur
under boundary conditions (1.2), and vice versa.
A particular case of the conditions (1.2) was touched brieﬂy in [6] (which is devoted mainly to the
case with Dirichlet conditions), but there is a mistake. The method used cannot be applied in fact and
the partial result mentioned there is wrong.
A partial motivation for the correct answer in the case without Dirichlet conditions given in the
current paper was an unpublished numerical simulation performed by Jan Eisner some years ago,
suggesting that in the one-dimensional case the branches of critical points do not look like in Fig. 3
but are closer to Fig. 2. The authors thank him for discussions concerning those computations.
The plan of the paper is as follows. In Section 2, we formulate general bifurcation results for
problems of type (1.9) with unilateral conditions and give several examples. In particular, these results
contain Theorem 1.1. In Section 3, we introduce the general functional analytic framework which
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system” in Section 4, we will be able to show that the earlier mentioned degree is 0 for (d1,d2) ∈ D+ .
However, the crucial part of the paper is to show that this degree is 1 for (d1,d2) ∈ D− . The proof
of that part is divided into two sections: In Section 5, we describe a rather general approach which
shows that the degree of an auxiliary map is ±1. We show in Section 6 how this can be used to show
that the degree for the map we are actually interested in is 1. In the ﬁnal Section 7, the results of
the previous sections are combined to prove the bifurcation results of Section 2. Actually, Sections 4–
6 contain more general results concerning properties of auxiliary systems than those necessary for
the proof of our bifurcation theorems. In fact, we could have used them to formulate more general
bifurcation results in a functional analytic setting, see Remark 7.2.
2. Main bifurcation results and applications to unilateral problems
In the sequel, we will work with the spaces H0 := W 1,2(Ω,R) and H := H0 × H0.
Recall that eigenvalues κn of − with Neumann boundary conditions (1.3) and the corresponding
eigenfunctions u ∈ H0 are characterized by the variational equality∫
Ω
∇u · ∇ϕ = κn
∫
Ω
uϕ dx for all ϕ ∈ H0. (2.1)
We deﬁne weak solutions of the problem (1.9), (1.3) in a standard manner as couples (u, v) ∈ H
which satisfy the variational equations
d1
∫
Ω
∇u · ∇ϕ =
∫
Ω
(
b11u + b12v + f1(u, v)
)
ϕ dx for all ϕ ∈ H0,
d2
∫
Ω
∇v · ∇ϕ =
∫
Ω
(
b21u + b22v + f2(u, v)
)
ϕ dx for all ϕ ∈ H0, (2.2)
where all integrals are ﬁnite under the assumption (1.6) due to Sobolev’s embedding theorems and
Hölder’s inequality. Similarly, considering the cone
K0 :=
{
v ∈ H0: v|Γ  0 (in the sense of traces)
}
, (2.3)
we deﬁne weak solutions of (1.9), (1.2) as couples (u, v) ∈ H satisfying the variational inequality
d1
∫
Ω
∇u · ∇ϕ =
∫
Ω
(
b11u + b12v + f1(u, v)
)
ϕ dx for all ϕ ∈ H0,
v ∈ K0, d2
∫
Ω
∇v · (∇ϕ − ∇v)
∫
Ω
(
b21u + b22v + f2(u, v)
)
(ϕ − v)dx for all ϕ ∈ K0. (2.4)
Indeed, if (2.4) holds then, choosing in the inequality test functions of the form ϕ = v + ψ with
ψ |∂Ω = 0, we see that the second equation of (1.1) must hold in the usual weak sense. With this
knowledge, we obtain with the choice ϕ = v + ψ ∈ K0 by Green’s formula that∫
∂v
∂n
ψ dx 0 for all ψ ∈ K0 − v (2.5)∂Ω
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ψ ∈ K0 (since v + K0 ⊆ K0) ﬁrst that ∂v∂n  0 on Γ . With this knowledge, and since v ∈ K0 implies
v|Γ  0, we obtain with the choice ϕ = −v in (2.5) that ∂v∂n · v = 0 on Γ , and so the second line
in (1.2) is satisﬁed in the weak sense.
We call d∗ ∈ R2+ a bifurcation point of (2.4) if for each neighborhood of (d∗,0) ∈ R2+ × H there are
((d1,d2), (u, v)) ∈ R2+ × H with (u, v) = (0,0) satisfying (2.4). We say that the bifurcation point d∗ is
spatially nonhomogeneous if there is a neighborhood W of (d∗,0) ∈ R2+ ×H such that (u, v) is spatially
nonhomogeneous (nonconstant) for every ((d1,d2), (u, v)) ∈ W satisfying (2.4) with (u, v) = (0,0).
For the particular cone (2.3), we call these points (spatially nonhomogeneous) bifurcation points of
(1.9), (1.2).
We call a point d = (d1,d2) ∈ R2+ a critical point of (2.4) if there is a weak solution (u, v) = (0,0)
of (2.4) with f1 = f2 = 0. A compactness argument implies that every bifurcation point of (2.4) is a
critical point, see Proposition 7.1; cf. also e.g. [6].
However, our main bifurcation result does not only deal with the cone (2.3), but actually one can
replace (2.3) by any closed convex cone K0 ⊆ H0 with its vertex in 0 (i.e. K0 is closed and convex
with 0 ∈ K0 + K0 ⊆ K0) satisfying certain hypotheses. In order to formulate these hypotheses, we
denote by e either
e(x) := 1 or e(x) := −1, (2.6)
the choice of the sign in (2.6) being arbitrary but ﬁxed. Our main results concerning bifurcation for
the problem (1.9), (1.2) are the following two theorems.
Theorem 2.1. Suppose (1.4), and let f1, f2 :R2 → R be continuous and satisfy (1.6), (1.7). Let K0 ⊆ H0 be a
closed convex cone with its vertex in 0 with the following properties.
For any eigenfunction u of  with (1.3) there is ε > 0 with e + εu ∈ K0, (2.7)
−e /∈ K0 , and there is
u0 ∈ e + K0 with
∫
Ω
u0 dx= 0 and 1
mesN Ω
∫
Ω
|u0|2 dx <
( |B|
b12b21
)2
. (2.8)
Then there are ω1,ω2 > 0, d0 > 0, and for each ε > 0 some ωε > 0 with the following properties.
1. The sets D+ := [ω1,∞) × [ω2,∞) and D− := [ωε,∞) × [ε,d0] contain no critical point of (2.4).
2. There is no sequence (d1,n,d2,n) ∈ R2+ of critical points of (2.4) with d1,n → ∞ and d2,n → d0 .
3. The set of bifurcation points of (2.4) in DS contains a connected set C which separates D+ and D− in the
following sense:
(a) C contains a sequence (d1,n,d2,n) with d1,n → ∞ and d2,n → d∞ ∈ (d0,ω2).
(b) C contains a sequence (d1,n,d2,n) which converges to some point of a hyperbola Cm (m = 1,2, . . .)
or which satisﬁes d2,n → 0 or d2,n → ∞.
All bifurcation points of (2.4) in R2+ \
⋃∞
n=1 Cn are spatially nonhomogeneous.
Remark 2.1. Our proof will show that for each u0 satisfying (2.8) one can actually choose
d0 := −b22
(
|B|
b12b21
)2 mesN Ω −
∫
Ω
|u0|2 dx∫
Ω
|∇u0|2 dx > 0 (2.9)
in Theorem 2.1. The quantities ω1,ω2 > 0 in Theorem 2.1 are independent of u0, but ωε > 0 might
also depend on u0.
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D˜± denote the component of R2+ \ C0 containing D± .
Let I be a closed (not necessarily bounded) interval, and let γ : I → R2+ be continuous such that there are
two points t± ∈ I , t− < t+ with γ (t±) ∈ D˜± .
Then there is a global bifurcation of (2.4) on γ in the sense that there is a connected set C0 ⊆ I × H of
(t,u, v), satisfying (u, v) = (0,0) and (2.4) with (d1,d2) = γ (t), such that the following holds.
1. The closure C0 in I × H contains a point from (t−, t+) × {0}.
2. C0 is unbounded, or C0 contains a point of the form (s, (u, v)) with either s ∈ ∂ I (boundary understood
in R) and (u, v) = 0 or with s /∈ [t−, t+] and u = v = 0.
Actually, we will see that both results hold even for more general problems (Remarks 7.2 and 7.1).
Theorem 2.2 implies in particular, that the bifurcation of Theorem 2.1 is global in a sense along
every path γ connecting D− with D+ .
Theorems 2.1 and 2.2 apply to a large class of cones K0. In fact, in the subsequent examples, the
hypothesis (2.7) of Theorem 2.1 follows from the fact that eigenfunctions of  and their traces are
uniformly bounded. Hence, only the existence of a function u0 satisfying (2.8) needs some discussion.
Example 2.1. The hypotheses of Theorem 2.1 with e(x) ≡ 1 are satisﬁed for the cone (2.3), corre-
sponding to the situation described in the introduction if mesN−1 Γ > 0 (the latter is equivalent to
the condition −e /∈ K0).
Indeed, the condition (2.8) is fulﬁlled by any function u0 = u1 − u2 with u1,u2 ∈ H0, uk(Ω) ⊆
[0,1], u1|Γ = 1, u2|Γ = 0,
∫
Ω
u1 dx =
∫
Ω
u2 dx, if the supports of u1, u2 are suﬃciently small.
In particular, the conclusion of Theorem 2.1 holds for weak solutions of (1.9), (1.2). Hence, Theo-
rem 1.1 is a special case of Theorem 2.1.
Example 2.2. Let us consider ﬁnitely many pairwise disjoint sets Γ1, . . . ,Γn ⊆ ∂Ω with mesN−1 Γk > 0
for all k and the cone
K0 :=
{
v ∈ H0:
∫
Γk
v dx 0 for all k = 1, . . . ,n
}
.
In this case, the variational inequality (2.4) corresponds to weak solutions of (1.9) with the unilateral
boundary conditions of integral type
∂u
∂n
= 0 on ∂Ω ,
∂v
∂n
= 0 on (∂Ω) \
n⋃
k=1
Γk,
∫
Γk
v dx 0, ∂v
∂n
≡ const 0, ∂v
∂n
·
∫
Γk
v dx= 0 on Γk,
see e.g. [24, Observation 5.2]. The hypotheses of Theorem 2.1 are satisﬁed automatically. One can
choose the same function u0 as in Example 2.1 corresponding to Γ = Γ1 ∪ · · · ∪ Γn .
Example 2.3. We consider now a set Ω0 ⊆ Ω , mesN Ω0 > 0, and the corresponding cone
K0 := {v ∈ H0: v|Ω0  0}.
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d1u − b11u − b12v − f1(u, v) = 0 on Ω,
d2v − b21u − b22v − f2(u, v) = 0 on Ω \ Ω0,
d2v − b21u − b22v − f2(u, v) 0 v on Ω0,(
d2v − b21u − b22v − f2(u, v)
)
v = 0 on Ω0
with Neumann boundary conditions (1.3). Thus, roughly speaking, we require now unilateral condi-
tions in the interior set Ω0. Assume that Ω0 ⊆ Ω and
0 < mesN Ω0 mesN Ω0 <
1
2
( |B|
b12b21
)2
mesN Ω. (2.10)
Then the hypotheses of Theorem 2.1 are satisﬁed. To construct the required function u0, let us realize
that |B|−b12b21 < 1. Consider a closed set Ω1 ⊆ Ω \Ω0 with mesN Ω1 =mesN Ω0 and ﬁx for suﬃciently
small ε > 0 a function u ∈ H0 whose support lies in a suﬃciently small neighborhood of Ω1 ∪Ω0 and
which satisﬁes |u(x)|  1 + ε on Ω , u|Ω0 = 1 + ε, and u|Ω1 = −(1 + ε). We can assume |
∫
Ω
u dx| <
εmesN Ω , and then u0 := u −
∫
Ω
u dx/mesN Ω ∈ e + K0 satisﬁes (2.8).
Example 2.4. We can similarly consider unilateral conditions of integral type on disjoint sets
Ω1, . . . ,Ωn ⊆ Ω by considering the cone
K0 :=
{
v ∈ H0:
∫
Ωk
v dx 0 for all k = 1, . . . ,n
}
.
In this case, the hypotheses of Theorem 2.1 are satisﬁed if (2.10) holds for Ω0 =⋃nk=1 Ωk .
Example 2.5. It is of course also possible to combine the previous examples and e.g. consider a cone
like
K0 :=
{
v ∈ H0: v|Γ  0, v|Ω0  0,
∫
Γ j
v dx 0 for j = 1, . . . ,n,
∫
Ωk
v dx 0 for k = 1, . . . ,m
}
.
In this case, the hypotheses of Theorem 2.1 are satisﬁed if at least one of the (disjoint) sets Γ , Γ j ,
Ω0, Ωk has positive measure, Ωk ⊆ Ω for all k (including k = 0) and if the measure of the union of
these sets Ωk is strictly less than
1
2
( |B|
b12b21
)2
mesN Ω.
Example 2.6. All above examples hold in the same manner when we reverse all inequalities in the
unilateral conditions. In this case, we just have to choose the cone −K0 instead of K0 and consider
e(x) = −1 instead of e(x) ≡ 1 in (2.6) (and invert the sign of the constructed function u0 required for
Theorem 2.1).
However, it is not possible by our approach to invert only some but not all inequalities in the uni-
lateral conditions (i.e. if we have unilateral conditions acting in opposite directions simultaneously):
In this case, the ﬁrst two hypotheses of Theorem 2.1 are not satisﬁed.
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3.1. Considered operators and their basic properties
Throughout this paper, we assume that bij are constants satisfying (1.4). We consider the usual
Sobolev space H0 := W 1,2(Ω) with the scalar product
〈u, v〉 :=
∫
Ω
∇u(x) · ∇v(x)dx+
∫
Ω
u(x)v(x)dx,
and the corresponding norm ‖ · ‖, and put H := H0 × H0.
We deﬁne A0 :H0 → H0 by the duality formula
〈A0u,ϕ〉 :=
∫
Ω
u(x)ϕ(x)dx for all u,ϕ ∈ H0
and we deﬁne e by (2.6) (the sign being ﬁxed). We always assume that the functions fk :R2 → R
(k = 1,2) are continuous and satisfy (1.6). We deﬁne operators Fk :R2+ × H → H0 (k = 1,2) and
F :R2+ × H → H by the duality
〈
Fk(d1,d2,u, v),ϕ
〉 := ∫
Ω
d−1k fk
(
u(x), v(x)
)
ϕ(x)dx for all ϕ ∈ H0,
and F = (F1, F2), respectively.
Proposition 3.1. The operator A0 :H → H is compact, symmetric and positive. Fk and F are well deﬁned,
continuous and compact in the sense that for compact D ⊆ R2+ and bounded M ⊆ H the images Fk(D × M)
(k = 1,2) and F (D × M) are precompact. Moreover, if (1.7) holds, then we have for each d˜ ∈ R2+
lim
(d,U )→(˜d,0)
U =0
F (d,U )
‖U‖ = 0. (3.1)
Proof. See e.g. [25, Proposition 3.2] or [26,27]. 
It follows that A0 has a sequence of eigenvalues λ0  λ1  · · · > 0 (counting with multiplicities)
and a corresponding system of eigenfunctions (e0, e1, . . .) forming an orthonormal base of H0. Let us
set
κn := 1
λn
− 1 0, i.e. λn = 1
1+ κn (n = 0,1,2, . . .). (3.2)
Proposition 3.2. The numbers κn are the eigenvalues of − (in the weak sense) with Neumann boundary
conditions, and en are corresponding eigenfunctions. In particular, 1 = λ0 > λ1 , and e and e0 differ only by a
nonzero factor.
Proof. Note that A0u = λu means that for all ϕ ∈ H0 we have∫
u(x)ϕ(x)dx = 〈A0u,ϕ〉 = 〈λu,ϕ〉 =
∫
λ∇u(x) · ∇ϕ(x)dx+
∫
λu(x)ϕ(x)dx.Ω Ω Ω
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eigenfunction u) if and only if λ = 1μ+κn = λn for some n ∈ {0,1, . . .}. 
For d = (d1,d2) ∈ R2+ , we deﬁne a linear operator A(d) :H → H by
A(d)
(
u
v
)
:=
( b11+d1
d1
A0u + b12d1 A0v
b21
d2
A0u + b22+d2d2 A0v
)
. (3.3)
Proposition 3.1 implies that A :R2+ × H → H is compact in the sense that for compact D ⊆ R2+ and
bounded M ⊆ H the image A(D × M) is precompact.
Also, we assume that K0 ⊆ H0 is some closed convex cone with its vertex in 0 (i.e. 0 ∈ K0 + K0 ⊆
K0). We denote by PK0 the canonical projection onto K0, i.e. PK0u is the unique element of K0 with
closest distance to u. It is well known that PK0 is a well-deﬁned continuous positively homogeneous
operator, and that v = PK0u is characterized by the variational inequality
v ∈ K0, 〈v − u,ϕ − v〉 0 for all ϕ ∈ K0,
see e.g. [28, Section 1.2]. We associate to K0 the cone
K := H0 × K0 ⊆ H,
and let PK denote the canonical projection onto K ; then PK (u, v) = (u, PK0 v).
Observation 3.1. For d = (d1,d2) ∈ R2+ , the couple U = (u, v) ∈ H is a weak solution of (1.9), (1.3) if and
only if
U = A(d)U + F (d,U ),
and a solution of (2.4) if and only if
U = PK
(
A(d)U + F (d,U )). (3.4)
In particular, U = (u, v) is a weak solution of (1.9), (1.2) if and only if the equality (3.4) holds with the
cone (2.3).
Proof. The ﬁrst claim follows by just inserting the deﬁnitions into (2.2). For the second claim observe
in addition that (3.4) is equivalent to the variational inequality
U ∈ K , 〈U − (A(d)U + F (d,U )),Φ − U 〉 0 for all Φ ∈ K
which is equivalent to (2.4). 
Remark 3.1. All results from here until Remark 6.2 hold also in the following more general situation:
H0 is a real Hilbert space, H := H0 × H0, and A0 :H0 → H0 is a compact positive symmetric linear
operator with the simple largest eigenvalue λ0 = 1. In this general setting, we let λ0 = 1 > λ1  · · · > 0
denote the eigenvalues with a corresponding orthonormal base of eigenfunctions (e0, e1, . . .), and we
deﬁne κn by (3.2) (in particular, 0 = κ0 < κ1  · · ·). In this abstract setting, we assume about e ∈ H0
that it is a nonzero multiple of e0, i.e. an eigenvector to the eigenvalue λ0 = 1. Also, in this abstract
setting, we deﬁne A by (3.3), and we assume that F is any map with the properties described in
Proposition 3.1. Finally, we assume that K0 ⊆ H0 is a closed convex cone with vertex in 0, K :=
H0 × K0, and we let PK and PK0 be the corresponding projections.
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throughout by the condition
for each n = 1,2, . . . there is δn > 0 with {e + δnen, e − δnen} ⊆ K0. (3.5)
Lemma 3.1. Suppose
e ∈ K0, −e /∈ K0, and there is u− ∈ K0 with 〈u−, e〉 < 0. (3.6)
Then αe = PK0 (βe), α,β ∈ R, if and only if α = β  0.
The assumption (3.6) means that PK0 (−e) = 0, and is satisﬁed under the hypotheses of The-
orem 2.1. Indeed, (2.7) implies e ∈ K0, and if u0 is from (2.8), u− := u0 − e then u− ∈ K0 and
〈u−, e〉 = −mesΩ < 0.
Proof of Lemma 3.1. The equation αe = PK (βe) is equivalent to the variational inequality
αe ∈ K0, 〈αe − βe,ϕ − αe〉 0 for all ϕ ∈ K0.
Choosing ϕ := αe+u− ∈ K0+ K0 ⊆ K0 with u− as in (3.6), we obtain (α−β)〈e,u−〉 0, and choosing
ϕ = e + αe ∈ K0 + K0 ⊆ K0, we obtain (α − β)‖e‖2  0. Both together implies α = β . Finally, since
e ∈ K0 \ (−K0), we have αe ∈ K0 if and only if α  0. 
We denote by
P0u := 〈u, e〉‖e‖2 e
the orthogonal projection onto the subspace spanned by e. Using either a straightforward calculation
or observing that P0 is the spectral projection onto the eigenspace of A0 to the eigenvalue 1, one
sees that P0 satisﬁes
P0A0 = A0P0 = P0. (3.7)
3.2. The meaning of Cn
The role of the hyperbolas (1.8) in our functional analytic framework is explained by the following
observation, cf. [21] for the case N = 1.
Proposition 3.3. For d ∈ R2+ , the equation U = A(d)U has a solution U = 0 if and only if d ∈
⋃∞
n=1 Cn.
Recall that Observation 3.1 implies in particular that the solutions U = (u, v) of U = A(d)U are the
weak solutions of (1.9), (1.3) with f1 = f2 = 0.
Proof of Proposition 3.3. Since (en) is an orthonormal basis, every u ∈ H0 can be written as a series
u =∑∞n=0〈u, en〉en . We thus have U − A(d1,d2)U = 0 with U = (u, v) ∈ H if and only if(
1− b11 + d1
d1
λn
)
〈u, en〉 − b12
d1
λn〈v, en〉 = 0,
−b21
d
λn〈u, en〉 +
(
1− b22 + d2
d
λn
)
〈v, en〉 = 02 2
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some n, i.e. A(d1,d2)U = U has a nontrivial solution if and only if for some n the determinant of the
above system vanishes, i.e. if and only if(
1− b11 + d1
d1
λn
)(
1− b22 + d2
d2
λn
)
= b12
d1
λn
b21
d2
λn.
Multiplying by λ−2n d1d2 = (1+κn)2d1d2, we see that this does not happen when n = 0 (since |B| = 0)
and for n 1, it means exactly (d1,d2) ∈ Cn . 
By deg, we will denote the classical Leray–Schauder degree (in the space H or H0). Moreover, for
r > 0 and U0 ∈ H, we use the notation
Br(U0) :=
{
U ∈ H: ‖U − U0‖ < r
}
.
Corollary 3.1. For d ∈ DS and any r > 0, we have
deg
(
id− A(d), Br(0),0
)= 1.
Proof. By Proposition 3.3, the above degree is deﬁned for all d = (d1,d2) ∈ R2+ \
⋃∞
n=1 Cn , in particular,
for all d ∈ DS . By the homotopy invariance, the degree is independent of d ∈ DS . Hence, without
loss of generality, we can assume d1 >
b11
κ1
and d2 = −b22. Due to this particular choice, we have
A(d) = H(1, ·) with
H
(
t,
(
u
v
))
:=
( t b11+d1d1 A0u + t b12d1 A0v
b21−b22 A0u
)
.
If U = (u, v) = (0,0), U = H(t,U ) for some t ∈ [0,1], then v = b21−b22 A0u, and so
d1b22u = t(b11 + d1)b22A0u − tb12b21A20u.
Putting f (λ) := d1b22 − t(b11 + d1)b22λ + tb12b21λ2, the spectral theorem for symmetric operators
thus implies that f (λn) = 0 for some n ∈ {0,1, . . .}. However, (1.4) implies
f (λ0) = f (1) = d1b22(1− t) − t|B| < 0,
and for n 1, due to d1 > b11κ1 
b11
κn
we have
f (λn) = f
(
1
1+ κn
)
 d1b22 − t
1+ κn (b11 + d1)b22 < 0.
Hence, the homotopy invariance of the degree implies
deg
(
id− A(d), Br(0),0
)= deg(id− H(0, ·), Br(0),0).
Thus, if we can show that U = tH(0,U ) for all U = 0, t ∈ [0,1] then id − A(d) is homotopically
equivalent to the identity, and the claim follows. However, if U = (u, v) satisﬁes U = tH(0,U ) then
u = 0 and v = t b21−b22 A0u = 0, hence U = 0. 
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The aim of this section will be to provide lemmas which allow to calculate the Leray–Schauder
degree for a map associated to the family of systems
d1u −
(
(b11 + d1)A0u + b12A0v + h1e
)= 0,
d2v − PK0
(
b21A0u + (b22 + d2)A0v + h2e
)= 0 (4.1)
with d1,d2 ∈ R2+ , h1,h2 ∈ R. The terms hke actually will help us to calculate the degree also with
h1 = h2 = 0.
4.1. Particular solutions of (4.1)
Consider for ﬁxed d1,d2 ∈ R2+ , h1,h2 ∈ R besides (4.1) the same system without the operator PK0 :
d1u = (b11 + d1)A0u + b12A0v + h1e,
d2v = b21A0u + (b22 + d2)A0v + h2e ∈ K0. (4.2)
Note that we added in (4.2) the requirement v ∈ K0. By that requirement, every solution (u, v) of (4.2)
is automatically a solution of (4.1). These are in a sense the simplest solutions of (4.1), and the fol-
lowing result characterizes these almost completely.
Lemma 4.1. Suppose (3.6) holds. Let d1,d2 ∈ R2+ , h1,h2 ∈ R be ﬁxed.
1. If (u, v) satisﬁes (4.1) but not (4.2), then u and v are not both multiples of e.
2. If d = (d1,d2) /∈⋃∞n=1 Cn, then (4.2) has a solution if and only if
b21h1  b11h2. (4.3)
Then the solution (u, v) is unique, (u, v) = (αe, βe) with some α,β ∈ R, and β = 0 if and only if the
inequality in (4.3) is strict.
Proof. If (u, v) = (αe, βe) are solutions of (4.1), then the second equation of (4.1) means
d2βe = PK0
((
b21α + (b22 + d2)β + h2
)
e
)
,
and by Lemma 3.1 the expression after PK0 is in K0 and therefore PK0 can be removed which means
that (4.2) holds. For the second claim, we observe that the couple
u = b12h2 − b22h1|B| e, v =
b21h1 − b11h2
|B| e (4.4)
satisﬁes (4.2) if and only if v ∈ K0; since e ∈ K0 \ (−K0), the latter is the case if and only if (4.3)
holds. If (d1,d2) /∈⋃∞n=1 Cn , then the solution of (4.2) (without the requirement v ∈ K0) is unique by
Proposition 3.3, and so there cannot be other solutions of (4.2) besides (4.4). 
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In order to calculate the degree for large d1, we study ﬁrst what happens for solutions of (4.1)
when d1 → ∞. It will be more convenient to consider sequences of solutions and to consider the
quantity ci = hi/di instead of hi . This leads us to the study of the system which occurs in the following
lemma.
Lemma 4.2. Suppose that (un, vn) ∈ H is a bounded sequence of solutions of
un = b11 + d1,n
d1,n
A0un + b12
d1,n
A0vn + c1,ne, (4.5)
vn = PK0
(
b21
d2,n
A0un + b22 + d2,n
d2,n
A0vn + c2,ne
)
, (4.6)
d1,n → ∞, d2,n → d∞ ∈ (0,∞], and c1,n, c2,n ∈ R. Then c1,n → 0 and the sequence c2,n is bounded from
above. If additionally c2,n is bounded, the sequence (c2,n,un, vn) contains a convergent subsequence.
Proof. Solving (4.5) for c1,ne, we see that c1,n is bounded. Hence, there is a subsequence such that
c1,nk → cˆ1. However, passing to a further subsequence if necessary, we can assume that A0unk con-
verges in norm. Hence, (4.5) implies that also unk → u for some u ∈ H0. Passing to the limit in (4.5),
we ﬁnd u = A0u + cˆ1e and thus
〈u, e〉 = 〈A0u + cˆ1e, e〉 = 〈u, A0e〉 + cˆ1〈e, e〉 = 〈u, e〉 + cˆ1‖e‖2.
This implies cˆ1 = 0. Since this holds for every convergent subsequence, it follows that c1,n → 0.
The equality (4.6) means
vn ∈ K0,
〈
vn −
(
b21
d2,n
A0un + b22 + d2,n
d2,n
A0vn + c2,ne
)
,ϕ − vn
〉
 0
for all ϕ ∈ K0. Choosing ϕ := vn + e ∈ K0 + K0 ⊆ K0, we obtain
c2,n‖e‖2 
〈
vn −
(
b21
d2,n
A0un + b22 + d2,n
d2,n
A0vn
)
, e
〉
.
Hence, the sequence c2,n is automatically bounded from above. If it is also bounded from below, we
ﬁnd a subsequence such that c2,nk → c2 ∈ R and that A0unk and A0vnk converge in norm. It follows
from (4.5) and (4.6) that also unk and vnk converge in norm. 
Lemma 4.3 (Shadow system). Suppose that (un, vn) ∈ H is a sequence of solutions of (4.5) and (4.6) where
d1,n → ∞, d2,n → d∞ ∈ (0,∞], and (c2,n,un, vn) → (c2,u, v). Then there is some C ∈ R with
u = −b12
b11
Ce, (4.7)
v = PK0
((
c2 − b12b21
b11d∞
C
)
e + b22 + d∞
d∞
A0v
)
, (4.8)
the ﬁrst and the second fraction being understood as 0 and 1, respectively, if d∞ = ∞. Moreover, d1,nc1,n → c1
with
C = 〈v, e〉‖e‖2 +
c1
b12
. (4.9)
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the constant in the form (4.7).
For later calculation, we point out a slight unsymmetry in the notation which however will be
convenient: We have c2,n → c2 but d1,nc1,n → c1.
Actually, we can even rewrite (4.7)–(4.9) equivalently as the single equation
v = PK0
((
b22 + d∞
d∞
A0 − b12b21
b11d∞
P0
)
v +
(
c2 − b21
b11d∞
c1
)
e
)
(4.10)
in the sense that if (u, v,C) is a solution of (4.7)–(4.9), then v satisﬁes (4.10), and conversely if v
satisﬁes (4.10) and we calculate u and C by (4.7) and (4.9), then (u, v,C) satisfy (4.7)–(4.9).
The notion “shadow system” was used for a similar situation (in dimension N = 1 for the corre-
sponding Neumann problem) as d2 → ∞ in [29] (see also [22]), and in [6] for the particular case
c1 = c2 = 0 (if the nonlinearities in [6] vanish).
Proof of Lemma 4.3. Since c1,n → 0, passing to the limit in (4.5), we obtain that u = A0u. Hence, u is
an eigenvector of A0 to the eigenvalue 1 and thus (4.7) holds with some C ∈ R. Moreover, applying
P0 on both sides of (4.5), we ﬁnd by (3.7) that
d1,n P0un = (b11 + d1,n)P0un + b12P0vn + d1,nc1,ne.
Hence, using (4.7),
−d1,nc1,ne = b11P0un + b12P0vn → b11P0u + b12P0v = b11u + b12P0v.
This shows that d1,nc1,n → c1 for some c1, and moreover −c1e = b11u + b12P0v which by the def-
inition of P0v and (4.7) means (4.9). Finally, (4.8) is obtained by passing to the limit in (4.6) and
inserting (4.7). 
Lemma 4.4 (Properties of the shadow system). Assume (3.6), and that (u, v) ∈ H0 ×H0 are solutions of (4.7),
(4.8) with some d∞ ∈ (0,∞], c1, c2 ∈ R and C ∈ R from (4.9).
1. If v = αe, α ∈ R, then α = C − b−112 c1  0 and
|B|
b11d∞
C + c2 − b22
b12d∞
c1 = 0. (4.11)
In case d∞ = ∞, we understand (4.11) as c2 = 0. In case d∞ < ∞, we have
c2 
b21
b11d∞
c1, (4.12)
the inequality (4.12) being strict if and only if α > 0.
2. If v = αe for all α ∈ R and d∞ = ∞ then
c2〈v, e〉 > 0. (4.13)
Proof. Let v = αe, α ∈ R. By (4.9), we have then α = C − b−112 c1, and (4.8) means
αe = PK0
((
c2 − b12b21
b d
C
)
e + b22 + d∞
d
αe
)
.11 ∞ ∞
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into (4.11), we obtain (4.12) with equality if and only if α = 0.
Assume now that v = αe for all α ∈ R and d∞ = ∞. Then Eq. (4.8) is equivalent to the variational
inequality
v ∈ K0,
〈
v − (c2e + A0v),ϕ − v
〉
 0 for all ϕ ∈ K0.
For the choice ϕ = 0 ∈ K0, this implies
‖v‖2  c2〈v, e〉 + 〈A0v, v〉.
Since A0 is selfadjoint and compact with the largest eigenvalue 1 and corresponding eigenfunction e,
and since v = αe for all α ∈ R, we have 〈A0v, v〉 < ‖v‖2. Hence, (4.13) must hold. 
4.3. Solutions of (4.1)
In the previous section we have shown that the solutions of (4.1) converge (as d1 → ∞) in a sense
to solutions of the shadow system. Now we want to make some observations about these solutions
for large d1 without referring to the shadow system. Later, we will combine both observations.
To study (4.1) for large d1, we will frequently use that we are able to reduce the system (4.1) to a
single operator equation if d1 > b11/κ1 by the following result.
Lemma 4.5. Let d = (d1,d2) ∈ R2+ lie on no vertical asymptote of the hyperbolas C1,C2, . . . , i.e.
d1 /∈
{
b11
κ1
,
b11
κ2
, . . .
}
. (4.14)
Then for any map P :H0 → H0 and any h1,h2 ∈ R the system
d1u = (b11 + d1)A0u + b12A0v + h1e, (4.15)
v = P
(
b21
d2
A0u + b22 + d2
d2
A0v + h2
d2
e
)
, (4.16)
is equivalent to the system
u = (d1 − (b11 + d1)A0)−1(b12A0v + h1e), (4.17)
v = P( fd(A0)v + he), (4.18)
where fd(A0) is understood in the sense of symmetric operator calculus with the function
fd(λ) := b12b21d2 ·
λ2
d1 − (b11 + d1)λ +
b22 + d2
d2
λ,
and
h := h2
d2
− b21h1
b11d2
. (4.19)
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sis (4.14) that the system (4.1) is equivalent to (4.17), (4.18) with P = P K0 , and that the system (4.2)
is for v ∈ K0 equivalent to (4.17), (4.18) with P = id.
Proof of Lemma 4.5. The inverse in (4.17) exists if and only if d1/(b11 + d1) /∈ {λ0, λ1, . . .} which
in view of d1/(b11 + d1) < 1 = λ0 and (3.2) means (4.14). Now (4.17) is just (4.15), solved for u;
inserting this into (4.16) and observing that e is an eigenvector of A0 to the eigenvalue 1 and thus an
eigenvector of b21A0(d1 − (b11 + d1)A0)−1 to the eigenvalue b21(d1 − (b11 + d1))−1 = −b21/b11, we
obtain (4.18). 
Corollary 4.1. Let d = (d1,d2) ∈ R2+ satisfy (4.14), and (u, v) ∈ H be a solution of (4.1). If v = αe, α ∈ R,
then also u = βe with some β ∈ R. Moreover, if additionally (3.6) holds, then (u, v) is a solution of (4.2).
Proof. Apply Lemma 4.5 with P = PK0 . Since v = αe is an eigenvector of A0 (to the eigenvalue λ0)
and thus also an eigenvector of (d1 − (b11 + d1)A0)−1 (to the eigenvalue (d1 − (b11 + d1)λ0)−1), we
conclude from (4.17) that u = βe with some β ∈ R. For the second claim, we observe that A0u = βe
and A0v = αe, i.e. we know that v and the argument of PK0 in (4.1) are both multiples of e. Hence,
it follows by using Lemma 3.1 that the second equation in (4.1) is equivalent to the second equation
in (4.2). 
Lemma 4.6. The function fd of Lemma 4.5 satisﬁes for any v ∈ H0
〈(
id− fd(A0)
)
v, e
〉= −|B|
b11d2
〈v, e〉, (4.20)
〈(
id− fd(A0)
)
v, v − P0v
〉
 0 if d1 >
b11
κ1
(4.21)
with strict inequality in (4.21) if v is not a multiple of e.
Proof. Since A0e = e, we have e − fd(A0)e = (1− fd(1))e. Hence,〈(
id− fd(A0)
)
v, e
〉= 〈v, (id− fd(A0))e〉= (1− fd(1))〈v, e〉,
which is (4.20). Note that P0 := id− P0 is the spectral projection of A0 corresponding to the comple-
ment of {λ0} = {1}. An elementary calculation shows that 1− fd is positive on this set if d1κ1 > b11.
Hence, the symmetric operator id− fd(A0) is positive on the range of P0. Since the spectral projection
P0 is symmetric and commutes with A0 and thus with id− fd(A0), we obtain〈(
id− fd(A0)
)
v, P0v
〉= 〈(id− fd(A0))v, P20v〉= 〈(id− fd(A0))P0v, P0v〉 0.
Moreover, the inequality is strict unless P0v = 0, which means v = αe for some α ∈ R. 
Lemma 4.7. Suppose e ∈ K0 . Let d = (d1,d2) ∈ R2+ satisfy d1 > b11κ1 , and (u, v) ∈ H be a solution of (4.1).
Then
b21h1 − b11h2  〈v, e〉‖e‖2 |B|. (4.22)
Moreover, unless v = αe, α ∈ R, the inequality in (4.22) is strict, and we have
〈v, e〉 < 0. (4.23)
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characterizing this projection, we see that (4.18) is equivalent to
v ∈ K0,
〈
v − ( fd(A0)v + he),ϕ − v〉 0 for all ϕ ∈ K0. (4.24)
Using the test function ϕ := v + e ∈ K0 + K0 ⊆ K0, we thus obtain by (4.20) that
0
〈(
id− fd(A0)
)
v − he, e〉= −|B|
b11d2
〈v, e〉 − h‖e‖2. (4.25)
Inserting the deﬁnition (4.19), we obtain (4.22). Moreover, using the test function ϕ = 0 ∈ K0 in (4.24),
we obtain by (4.21), (4.20), and the deﬁnition of P0, that
0
〈(
id− fd(A0)
)
v,−(v − P0v) − P0v
〉+ h〈e, v〉

〈(
id− fd(A0)
)
v,−P0v
〉+ h〈e, v〉 = −|B|
b11d2
〈v,−P0v〉 + h〈e, v〉
= −|B|
b11d2
〈v, e〉 〈−v, e〉‖e‖2 + h〈v, e〉 =
1
‖e‖2
( |B|
b11d2
〈v, e〉 + h‖e‖2
)
〈v, e〉,
where the ﬁrst inequality is strict unless v is a multiple of e. Note now that the ﬁrst factor is non-
positive by (4.25). Hence, if v is not a multiple of e, both factors must be strictly negative which
means that the inequality in (4.22) is strict and (4.23) holds. 
Proposition 4.1. Suppose (3.6) holds. Let (un, vn) satisfy (4.5), (4.6) where d1,n → ∞, d2,n → d∞ = ∞.
If the norm of (un, vn) is bounded and if lim infn→∞ c2,n  0, then c1,n → 0, c2,n → c2 = 0, and a sub-
sequence of (d1,nc1,n,un, vn) converges to some (c1,u, v) satisfying (4.7)–(4.9). Moreover, v = αe with
α = C − b−112 c1  0 with C from (4.9).
Proof. By Lemma 4.2 we have c1,n → 0 and can assume, passing to a subsequence if necessary, that
c2,n → c2  0, and (un, vn) → (u, v). By Lemma 4.3, we have d1,nc1,n → c1 ∈ R, and (4.7)–(4.9) holds.
If v = αe for all α ∈ R, then Lemma 4.4 implies (4.13), and so c2 > 0 and 〈v, e〉 > 0. This implies
〈vn, e〉 > 0 for large n which by Lemma 4.7 means that vn = αne for some αn ∈ R. Hence, vn → v
implies that v = αe for some α ∈ R, contradicting our assumption. Thus, v = αe for some α ∈ R,
and Lemma 4.4(1) implies in view of d∞ = ∞ that c2 = 0 and α = C − b−112 c1  0. Since the whole
argument can be repeated with any subsequence, we ﬁnd that actually c2,n → 0. 
The following result will be our crucial tool to prove that the degree of a related map vanishes if
d1 and d2 are large.
Theorem 4.1. Assume (3.6). Then for every C0  0 there are ω1,ω2 > 0 such that for all h1,h2 ∈ R and all
(d1,d2) ∈ R2+ satisfying d1 ω1 , d2 ω2 , and
h2  0, |d2h1| C0h2, (4.26)
the problems (4.1) and (4.2) have exactly the same solutions.
Proof. Assume by contradiction that there are sequences h1,n,h2,n ∈ R and d1,n,d2,n ∈ R2+ with
d1,n,d2,n  n and (4.26) such that for each n there are solutions Un = (˜un, v˜n) ∈ H of the corre-
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By Lemma 4.1(1), we have Un = 0. Hence, (un, vn) := Un/‖Un‖ are solutions of (4.5), (4.6) with
ci,n := hi,n
di,n‖Un‖ (i = 1,2).
Note that c2,n  0 by (4.26). Passing to a subsequence, we can assume by Proposition 4.1 that c1,n → 0,
c2,n → c2 = 0, (un, vn) → (u, v), and d1,nc1,n → c1 such that (4.7)–(4.9) holds with d∞ = ∞, and
v = αe with α = C − b−112 c1  0. Since (4.26) shows that
|d1,nc1,n| C0|c2,n|,
and since c2,n → 0, we have d1,nc1,n → 0 and thus c1 = 0 which implies C = α, hence v = Ce. By (4.7),
we thus have either u = v = 0 or v = Ce with C > 0. The former cannot happen, since (un, vn) are
normed by construction and converge to (u, v). Hence, 〈vn, e〉 → C‖e‖2 > 0. We conclude from (4.22)
that there is some ε > 0 such that
b21d1,nc1,n − b11d2,nc2,n  ε
for n large. This is a contradiction, because d1,nc1,n → c1 = 0 and b11d2,nc2,n  0. 
5. Degree nonzero
Our approach for a result about nonzero degree consists of two steps. In the ﬁrst step, we calculate
the degree of a map with a right-hand side in a neighborhood of a certain zero of that map. The
other step consists in showing (using the homotopy invariance and excision property of the degree)
that these degrees coincide. The ﬁrst step can be shown even for rather general operators, but for the
second step we need a hypothesis which is surprisingly hard to verify and which we discuss later on.
This type of approach and also parts of the proof of the ﬁrst step are inspired by the proof of [30,
Theorem 5]. However, even for the ﬁrst step (which corresponds to [30, (β) on p. 293]) we have a
serious technical diﬃculty: The proof in [30] requires essentially the symmetry of the considered op-
erator which we do not have in our case. As a substitute, we will use the symmetric operator fd(A0)
of Lemma 4.5. For this technical reason, we will assume that the hypothesis (4.14) of Lemma 4.5 is
satisﬁed.
Theorem 5.1. Assume (3.6) and (2.7). Suppose that h1,h2 ∈ R and d = (d1,d2) ∈ R2+ \
⋃∞
n=1 Cn satisfy (4.14)
and
b21h1 > b11h2. (5.1)
Then (4.2) has a unique solution U0 , and for each t0  0 there is r > 0 such that for all t ∈ [0, t0] the problem
d1u = (b11 + d1)A0u + b12A0v + h1e,
d2v =
(
t P K0 + (1− t)id
)(
b21A0u + (b22 + d2)A0v + h2e
)
(5.2)
has at most the solution U0 in Br(U0).
Proof. The uniqueness and existence of the solution U0 = (u0, v0) of (4.2) is contained in Lemma 4.12.
Moreover, Lemma 4.1 also implies in view of (5.1) that v0 = αe, α = 0. We have e ∈ K0 \ (−K0) and
v0 ∈ K0, and therefore α > 0. In particular, (2.7) implies that
for every n = 1,2, . . . there is δn > 0 with {v0 − δnen, v0 + δnen} ⊆ K0. (5.3)
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sequence (un, vn) ∈ H with (un, vn) = U0, ‖(un, vn) − U0‖ → 0, such that (un, vn) satisﬁes (5.2) with
t = tn . Applying Lemma 4.5 with P = tn P K0 + (1− tn)id, we ﬁnd
un =
(
d1 − (b11 + d1)A0
)−1
(b12A0vn + h1e), (5.4)
vn =
(
tn P K0 + (1− tn)id
)(
fd(A0)vn + he
)
(5.5)
with h from (4.19). Since U0 = (u0, v0) satisﬁes (4.2), we apply Lemma 4.5 also with P = id and ﬁnd
u0 =
(
d1 − (b11 + d1)A0
)−1(
b12A0v0 + h1e
)
, (5.6)
v0 = fd(A0)v0 + he. (5.7)
We must have vn = v0 for all n, since otherwise (5.4) and (5.6) would imply (un, vn) = (u0, v0) = U0,
contradicting our choice of the sequence (un, vn). Using vn = v0, (5.5) and (5.7), we calculate
vn − v0
‖vn − v0‖ = fd(A0)
vn − v0
‖vn − v0‖ + tn
P K0wn − wn
‖vn − v0‖ , (5.8)
where
wn := fd(A0)vn + he = v0 + fd(A0)(vn − v0). (5.9)
We will now show that the last term in (5.8) tends to 0 as n → ∞. To this end, recall that the
eigenvectors e0, e1, . . . to the eigenvalues λk = 11+κk of A0 form an orthonormal base of H0. Deﬁning
μn,k := 〈vn − v0, ek〉, i.e.
vn − v0 =
∞∑
k=0
μn,kek, (5.10)
we have then due to (5.9)
wn − v0 = fd(A0)(vn − v0) =
∞∑
k=0
fd(λk)μn,kek. (5.11)
Since λk → 0, the deﬁnition of fd implies fd(λk) → 0. Hence, for each ε > 0, we ﬁnd some kε such
that | fd(λk)| ε for all k kε .
Now we use (5.3). We thus ﬁnd some δ > 0 such that v0 +μek = αe+μek ∈ K0 whenever |μ| < δ
and k < kε . By Bessel’s inequality, we have |μn,k|2  ‖vn − v0‖2 for all k, and since ‖vn − v0‖ → 0,
we conclude that there is some nε such that |kε fd(λk)μn,k| < δ for all n nε and all k. In particular,
for n nε the vector
sn,kε := v0 +
kε−1∑
k=0
fd(λk)μn,kek = 1kε
kε−1∑
k=0
(
v0 + kε fd(λk)μn,kek
)
is a convex combination of elements from K0 and thus belongs to K0. Since PK0wn is that element
of K0 with the closest distance to wn , we conclude for n  nε , using (5.10), (5.11), and Parseval’s
identity, that
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∥∥∥∥∥
∞∑
k=kε
fd(λk)μn,kek
∥∥∥∥∥
2
=
∞∑
k=kε
∣∣ fd(λk)μn,k∣∣2
 ε2
∞∑
k=0
|μn,k|2 = ε2
∥∥∥∥∥
∞∑
k=0
μn,kek
∥∥∥∥∥
2
= ε2‖vn − v0‖2.
Thus, we have seen that the last term in (5.8) tends to 0 as n → ∞. Hence, it follows from (5.8)
that 1 belongs to the spectrum of fd(A0). By the spectral mapping theorem, we thus ﬁnd some
λ ∈ {λ0, λ1, . . .} with fd(λ) = 1. Hence, we have fd(1/(1 + κn)) = 1 for some n ∈ {0,1, . . .}. However,
elementary calculation shows that fd(1) = 1+ |B|b11d2 = 1, and fd(1/(1+ κn)) = 1 for n 1 if and only
if (d1,d2) ∈ Cn which contradicts our hypothesis. 
Corollary 5.1. Assume (3.6) and (2.7). Suppose that d = (d1,d2) ∈ R2+\
⋃∞
n=1 Cn satisfy (4.14), and h1,h2 ∈ R
satisfy (5.1). Then (4.2) has a unique solution U0 , and there is some r > 0 with
deg
(
id− PK
(
A(d) +
(
h1e
h2e
))
, Br(U0),0
)
= deg(id− A(d), Br(0),0) ∈ {±1}.
Proof. From Theorem 5.1, we obtain that there is some r > 0 such that the homotopy
H(t,U ) := U − (t P K + (1− t)id)(A(d)U −(h1eh2e
))
satisﬁes H(t,U ) = 0 for (t,U ) ∈ [0,1] × Br(U0) only if U = U0. Hence, the homotopy invariance and
topological invariance of the degree imply
deg
(
H(1, ·), Br(U0),0
)= deg(H(0, ·), Br(U0),0)
= deg(H(0, · + U0), Br(0),0)
= deg(id− A(d), Br(0),0).
Since id− A(d) is linear (and the degree is deﬁned, hence id− A(d) is even an isomorphism), it follows
that the degree is 1 or −1. 
Corollary 5.1 is the announced ﬁrst step in the calculation of the degree. The second step is easily
carried out if one makes an assumption about the nonexistence of nontrivial solutions of an auxiliary
problem:
Theorem 5.2. Assume (3.6) and (2.7). Let d = (d1,d2) ∈ R2+ \
⋃∞
n=1 Cn satisfy (4.14), and let α,β ∈ R satisfy
b21α > b11β. (5.12)
Suppose that there is some ε > 0 such that for all t ∈ [0, ε] and h1 := tα, h2 := tβ , all solutions of the prob-
lem (4.1) satisfy (4.2). Then for each r > 0 we have
deg
(
id− PK A(d), Br(0),0
)= deg(id− A(d), Br(0),0) ∈ {±1}.
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lary 5.1. Since by hypothesis there are no further solutions of (4.1), the homotopy invariance and
excision property of the degree implies that
deg
(
id− PK
(
A(d) +
(
tαe
tβe
))
, Br
(
U0(t)
)
,0
)
is independent of t ∈ [0, ε] and of r > 0. Hence, the claim follows by applying Corollary 5.1 with
h1 = εα and h2 = εβ . 
We discuss in the next section how the hypothesis of Theorem 5.2 can be veriﬁed. That discussion
will also give a new method to prove that the degree is 0 for certain d ∈ R2+ .
6. Degree calculations based on the shadow system
Note that (4.10) can be written as
v = PK0
((
b22 + d∞
d∞
A0 − b12b21
b11d∞
P0
)
v + λe
)
(6.1)
with
λ = c2 − b21
b11d∞
c1. (6.2)
One may ask whether this problem has a solution v which is not a multiple of e. Since P K0 , A0, and
P0 are positively homogeneous, the answer to this question depends only on the sign of λ, i.e. we
have only to distinguish the three cases λ > 0, λ < 0, and λ = 0.
In fact, only the cases λ = 0 and λ < 0 and the corresponding sets E0 and E− introduced below
are really used in the proof of Theorems 2.1 and 2.2. If one is interested only in these proofs, then
everything related to E+ can be skipped. Therefore, the case E+ will always occur on the last place.
The set E+ is discussed only because the corresponding assertions are of independent interest. For
example, in [23], we use the cases containing E+ in the subsequent Theorem 6.1 to obtain an explicit
formula for the best possible constant ω2 of Theorem 1.1 in space dimension N = 1. We deﬁne
E0 :=
{
d∞ ∈ (0,∞): for λ = 0 all solutions of (6.1) are multiples of e
}
,
E− :=
{
d∞ ∈ (0,∞): for all λ < 0 all solutions of (6.1) are multiples of e
}
,
E+ :=
{
d∞ ∈ (0,∞): for all λ > 0 all solutions of (6.1) are multiples of e
}
.
We point out that e.g. d∞ ∈ E+ does not imply that (6.1) has a solution. In fact, using Lemma 3.1,
one can show that if (3.6) holds and λ > 0 then (6.1) has no solution v = αe.
We will discuss later in this section how to verify that d∞ ∈ (0,∞) belongs to some of these sets.
For the moment, we just make some trivial observations.
Remark 6.1. By the above observations, one could in the deﬁnition of E− equivalently replace “for
all λ < 0” by “for some λ < 0”; analogously for E+ . Moreover, d∞ ∈ E− is by (6.2) equivalent to the
fact that v is a multiple of e for any (u, v,C) satisfying (4.7)–(4.9) with c1 = 0 and c2 < 0. Another
equivalent characterization is that v is a multiple of e for any (u, v,C) satisfying (4.7)–(4.9) with
c2 = 0 and b12c1 < 0 (recall that b12b21 < 0 by (1.5)). Analogous equivalent characterizations hold for
E+ and E0 (with opposite inequalities and with c1 = c2 = 0, respectively).
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D(∞) := {d∞ ∈ [0,∞]: there are (d1,n,d2,n) ∈ D with d1,n → ∞, d2,n → d∞}. (6.3)
Theorem 6.1. Suppose that (3.6) holds. Let D ⊆ R2+ be ﬁxed.
1. If D(∞) \ {∞} ⊆ E0 then there is some ω > 0 such that for each d = (d1,d2) ∈ D with d1  ω the
systems (4.1) and (4.2) have the same solutions if h1 = h2 = 0.
2. If D(∞) ⊆ E0 ∩ E− or D(∞) ⊆ E0 ∩ E+ , then for each C0  0 there is some ω > 0 such that for each
d = (d1,d2) ∈ D with d1 ω the systems (4.1) and (4.2) have the same solutions if
b12h1  0, d1|h2| C0d2|h1|, (6.4)
or
b12h1  0, d1|h2| C0d2|h1|, (6.5)
respectively.
3. If D(∞) \ {∞} ⊆ E0 ∩ E+ then for each function g : (0,∞) → R satisfying
lim
d1→∞
g(d1) = 0 (6.6)
there is some ω > 0 such that for each d = (d1,d2) ∈ D with d1 ω the systems (4.1) and (4.2) have the
same solutions if
h2  0, |d2h1|
∣∣g(d1)h2∣∣. (6.7)
Proof. Assume by contradiction that for each n there are h1,n,h2,n ∈ R (d1,n,d2,n) ∈ D with d1,n  n,
without loss of generality d1,n >
b11
κ1
, such that one of the three additional hypotheses hold and the
corresponding problem (4.1) (with (d1,d2,h1,h2) replaced by (d1,n,d2,n,h1,n,h2,n)) has a solution
Un := (˜un, v˜n) which does not satisfy (4.2) (with (d1,d2,h1,h2) replaced by (d1,n,d2,n,h1,n,h2,n)).
Lemma 4.1(1) implies Un = 0.
Passing to a subsequence if necessary, we can assume that d2,n → d∞ ∈ (0,∞], because d∞ = 0 is
excluded by D(∞) \ {∞} ⊆ E0. Theorem 4.1 excludes d∞ = ∞ in the cases (1) and (3), because (4.26)
is satisﬁed if h1 = h2 = 0 or if (6.6), (6.7) holds. In case (2), d∞ = ∞ is excluded, because D(∞) ⊆ E0
implies ∞ /∈ D(∞). Hence, in all cases, we only need to discuss d∞ ∈ (0,∞).
Using that A0 and PK0 are positively homogeneous, we have that (un, vn) := Un/‖Un‖ are solutions
of (4.5) and (4.6), where
ci,n := hi,n
di,n‖Un‖ (i = 1,2).
Since ‖(un, vn)‖ = 1 by construction, Lemma 4.2 implies that c1,n → 0. The relations (6.4) or (6.5)
(with hi replaced by hi,n) both imply
|c2,n| C0|c1,n|,
and so c1,n → 0 implies c2,n → 0 in case (2). In case (6.7), we have by hypothesis c2,n  0. Hence,
in all cases c2,n is bounded from below. By Lemma 4.2 we conclude, passing to a subsequence if
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c2 = 0 in the cases (1) or (2). In case (3), we have
|d1,nc1,n| g(d1,n)c2,n,
which implies by the boundedness of c2,n and (6.6) that d1,nc1,n → 0 = c1 in the notation of
Lemma 4.3.
Summarizing, the hypotheses of Lemma 4.3 are satisﬁed, and in the case (1), we have c1 = c2 = 0,
in the two cases of (2), we have c2 = 0 and b12c1  0 or b12c1  0, respectively, and in the case (3),
we have c1 = 0  c2. In particular, it follows from Lemma 4.3 that (u, v,C) satisfy (4.7)–(4.9). Since
d∞ ∈ D(∞), our hypothesis on D(∞) thus implies in view of Remark 6.1 in all cases that v is a
multiple of e.
By Lemma 4.4(1), we have v = (C − b−112 c1)e. Moreover, if we had c1 = c2 = 0, then (4.11) would
imply C = 0, and by using (4.7), we would get u = v = 0, contradicting ‖(u, v)‖ = 1. In particular,
(c1, c2) = (0,0), and the case (1) leads to a contradiction.
In case (3), we must have c2 > 0 = c1 which contradicts (4.12). In the remaining case (2), we
have c2 = 0. Since the inequality (4.12) gives a contradiction for b12c1 > 0, the only case which re-
mains to be considered is b12c1 < 0 and d∞ ∈ E− . In this case, we have strict inequality in (4.12),
and so also Lemma 4.4 implies v = 0, i.e. v = αe, α > 0, and so 〈v, e〉 > 0. Since vn → v , we ﬁnd
〈vn, e〉 > 0 for all large n. Lemma 4.7 thus implies that vn is a multiple of e for all large n, and so
Corollary 4.1 implies that (un, vn) satisfy the corresponding system (4.2) (with (d1,d2,h1,h2) replaced
by (d1,n,d2,n,h1,n,h2,n)). This contradicts our choice of (un, vn). 
Theorem 6.2. Suppose that (3.6) holds. Let D ⊆ R2+ be ﬁxed such that with the notation (6.3)we have D(∞)\{∞} ⊆ E0 . Then there is some ω > 0 such that for any d = (d1,d2) ∈ D with d1 ω we have U = PK A(d)U
for all U = 0, and moreover
deg
(
id− PK A(d), Br(0),0
)= {1 if D(∞) ⊆ E0 ∩ E− and (2.7),
0 if D(∞) \ {∞} ⊆ E0 ∩ E+.
Proof. Theorem 6.1(1) guarantees the existence of ω > 0 such that for all d = (d1,d2) ∈ D with d1 ω
and for h1 = h2 = 0, the problem (4.1) has the same solutions as (4.2). We can assume ω > b11/κ1,
and then d /∈⋃∞n=1 Cn if d1 ω. Hence, Proposition 3.3 implies that (4.2), and consequently also (4.1),
has only the trivial solution for h1 = h2 = 0. This means U = PK A(d)U for all U = 0.
In case D(∞) ⊆ E0 ∩ E− , we have in particular ∞ /∈ D(∞), and it follows in view of (6.3) that
D(∞) is bounded. Hence, there is ω > b11/κ1 such that −d1b12b21 > d2b11 for all d = (d1,d2) ∈ D
with d1 > ω, i.e. (5.12) holds with α = −d1b12, β = d2 for such d. The assumption (6.4) is fulﬁlled
with h1 = αt , h2 = βt , t  0, C0 = |b12|−1. Hence, Theorem 6.1(2) implies that ω could be chosen
such that (4.1) has the same solutions as (4.2) for all such for all such h1,h2, d ∈ D , d1 > ω, where
t  0 and α = −d1b12, β = d2. Hence, if (2.7) holds, the ﬁrst formula for the degree follows from
Theorem 5.2 and Corollary 3.1.
To prove the second formula for the degree, we can assume D(∞) \ {∞} ⊆ E0 ∩ E+ . Hence, The-
orem 6.1(3) implies that there is ω > b11/κ1 such that (4.1) has the same solutions as (4.2) for all
d = (d1,d2) ∈ D with d1 > ω when h1 = 0 and h2 = t  0. Lemma 4.1 implies that these problems are
only solvable if t = 0 and u = v = 0, and so
deg
(
id− PK A(d), Br(0),0
)= deg(id− PK(A(d) +( e0
))
, Br(0),0
)
= 0
by the homotopy invariance and existence property of the degree. 
For our main result, the last case of Theorem 6.2 will be only used with D(∞) = {∞}. Note that
for this special case, one could replace Theorem 6.1(3) by Theorem 4.1 in the proof, so that the
consideration of E+ is actually not necessary to show this special case of Theorem 6.2.
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belongs to the set E0, E− , or E+ .
Proposition 6.1. For every d∞ ∈ (0,∞) and μ ∈ R the problem
v = PK0
(
b22 + d∞
d∞
A0v + μe
)
(6.8)
has exactly one solution v. If e ∈ K0 and μ 0, then v = αe for some α ∈ R. If μ < 0 and (3.6) holds, then
v = αe for all α ∈ R.
Proof. The problem (6.8) is equivalent to the variational inequality
v ∈ K0, 〈Bv −μe,ϕ − v〉 0 for all ϕ ∈ K0,
where
B := id− b22 + d∞
d∞
A0.
For the proof of the existence and unicity of the solution for any μ ∈ R, it is suﬃcient to show that
〈Bu,u〉 δ‖u‖2 for all u ∈ H0 with some δ > 0 (see e.g. [1, Chapter 2, Theorems 8.2 and 8.3]). Let us
write u ∈ H0 in the form u = u0 + u1 with u0 = P0u and u1 = u − u0. Then u1 ∈ {e}⊥ (the orthogonal
complement of the span of e). The restriction of A0 to {e}⊥ has the spectrum {λ1, λ2, . . .}, and so
〈A0u1,u1〉 λ1‖u1‖2. Since A0 is positive, we obtain
〈Bu1,u1〉 = ‖u1‖2 + −b22
d∞
〈A0u1,u1〉 − 〈A0u1,u1〉
(
1− λ1)‖u1‖2.
Moreover, by A0u0 = u0, we calculate
〈Bu0,u0〉 = −b22
d∞
‖u0‖2.
Hence, putting δ :=min{1−λ1,−b22/d∞} > 0, we obtain, since by (3.7) the selfadjoint projections P0
and P0 := id− P0 commute with B , that
〈Bu,u〉 = 〈Bu, P20u〉+ 〈Bu, P20u〉= 〈P0Bu,u0〉 + 〈P0Bu,u1〉
= 〈Bu0,u0〉 + 〈Bu1,u1〉 δ
(‖u0‖2 + ‖u1‖2)= δ‖u‖2.
For the second claim, note that v = αe satisﬁes (6.8) if and only if
αe = PK0
(
b22 + d∞
d∞
αe +μe
)
.
It follows that if e ∈ K0 then v = αe with α = b−122 μ 0 is the unique solution. If (3.6) holds then it
follows from Lemma 3.1 that any solution v = αe must satisfy α = b−122 μ  0, which is not true for
μ < 0. 
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and with this notation we have(
μ+ b12b21
b11d∞
〈vμ, e〉
‖e‖2 = 0 for some μ < 0
)
⇒ d∞ ∈ E0, (6.9)(
μ+ b12b21
b11d∞
〈vμ, e〉
‖e‖2  0 for some μ < 0
)
⇒ d∞ ∈ E−, (6.10)(
μ+ b12b21
b11d∞
〈vμ, e〉
‖e‖2  0 for some μ < 0
)
⇒ d∞ ∈ E+. (6.11)
Equivalently, one can replace “some” by “all” in (6.9)–(6.11). If (3.6) holds, then vμ is not a multiple of e, and
the implications in (6.9)–(6.11) are even equivalences.
Proof. The existence and unicity of vμ are contained in Proposition 6.1. Moreover, since A0 and PK0
are positively homogeneous, also vμ depends positively homogeneous on μ. Hence, if some of the
inequalities (6.9)–(6.11) holds for some μ < 0, then it holds for all μ < 0.
Assume that d∞ /∈ E− . Then there is some λ < 0 and a solution v of (6.1) which is not a multiple
of e. Then v satisﬁes (6.8) with
μ = λ − b12b21
b11d∞
〈v, e〉
‖e‖2 , (6.12)
i.e. v = vμ . We must have μ < 0, since otherwise Proposition 6.1 would imply vμ = αe with α ∈ R.
Since λ < 0, we obtain from (6.12) that the inequality in (6.10) is not satisﬁed for the particular μ
given by (6.12), and consequently for no μ < 0, as we proved above.
The proof of the implications in (6.9) and (6.11) is analogous, only with “λ < 0” replaced by “λ > 0”
or “λ = 0”, respectively.
Assume now that (3.6) holds. Recall that for ﬁxed μ < 0 the function v = vμ satisﬁes (6.8). Hence,
Proposition 6.1 implies that v = vμ is not a multiple of e, and moreover, deﬁning λ by (6.12), we
obtain that v satisﬁes (6.1). Hence, if d∞ ∈ E− , we cannot have λ < 0 which by (6.12) implies that
the inequality in (6.10) must hold for every μ < 0. Similarly, if d∞ ∈ E0 or d∞ ∈ E+ , we must have
the inequality in (6.9) and (6.11) for every μ < 0. 
Choosing μ = b22/d∞ and multiplying (6.8) by d∞ , we obtain as a special case of Proposition 6.2
the following criterion.
Corollary 6.1. Suppose that (3.6) holds, and let d∞ ∈ (0,∞). Then the problem
d∞v = PK0
(
(b22 + d∞)A0v + b22e
)
(6.13)
has a unique solution v. This solution v is not a multiple of e, and we have
−〈v, e〉
‖e‖2 =
b11b22
b12b21
⇐⇒ d∞ ∈ E0,
−〈v, e〉
‖e‖2 >
b11b22
b12b21
⇐⇒ d∞ ∈ E0 ∩ E−,
−〈v, e〉
‖e‖2 <
b11b22
b12b21
⇐⇒ d∞ ∈ E0 ∩ E+.
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v ∈ K0, 〈d∞v − d∞A0v − b22A0v − b22e,ϕ − v〉 0 for all ϕ ∈ K0. (6.14)
Theorem 6.3. Suppose that e ∈ K0 \ (−K0). If d0 ∈ (0,∞) is such that there is u0 ∈ e + K0 with 〈u0, e〉 = 0
and
〈d0u0 − d0A0u0 − b22A0u0,u0〉−b22
( |B|
b12b21
)2
‖e‖2, (6.15)
then (0,d0] ⊆ E0 ∩ E− .
Proof. Let d∞ ∈ (0,d0]. We will apply Corollary 6.1. Note that (3.6) follows with u− := u0 − e. Thus,
let v be a solution of (6.13). Choosing ϕ := (u0 − e) + v ∈ K0 + K0 ⊆ K0 in (6.14), we obtain by using
〈u0, e〉 = 0, the symmetry of A0, and A0e = e that
S := 〈d∞v − d∞A0v − b22A0v,u0〉
satisﬁes
S  〈d∞v − d∞A0v − b22A0v − b22e, e〉 = −b22〈v + e, e〉.
Hence,
〈v, e〉 1−b22 S − ‖e‖
2.
Since A0 has its spectrum in (0,1], we have 0 < d∞〈A0u,u〉 d∞〈u,u〉 for u = 0, and so
〈d∞u − d∞A0u − b22A0u,u〉−b22〈A0u,u〉 > 0 for all u = 0.
Hence, the symmetry of A0 implies that we can deﬁne a scalar product in H0 by
〈u,ϕ〉∗ := 〈d∞u − d∞A0u − b22A0u,ϕ〉 for all u,ϕ ∈ H0.
Using the Cauchy–Schwarz inequality for this scalar product and the corresponding norm ‖ · ‖∗ , we
obtain
S = 〈v,u0〉∗  ‖v‖∗‖u0‖∗.
Choosing ϕ = 0 in (6.14), we obtain, since v is not a multiple of e by Corollary 6.1, that
‖v‖2∗  b22〈e, v〉 = −〈e, v〉∗ < ‖e‖∗‖v‖∗ =
√
−b22‖e‖‖v‖∗,
and so 0 < ‖v‖∗ <
√−b22‖e‖. Furthermore, we get by using 〈A0u0,u0〉 〈u0,u0〉, d∞  d0, and (6.15)
that
‖u0‖2∗ = 〈d0u0 − d0A0u0 − b22A0u0,u0〉 + (d∞ − d0)〈u0 − A0u0,u0〉
−b22
( |B|
b b
)2
‖e‖2.12 21
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−〈v, e〉
‖e‖2 
S
b22‖e‖2 + 1 > 1−
‖u0‖∗
−√−b22‖e‖
 1+ |B|
b12b21
= b11b22
b12b21
.
Hence, Corollary 6.1 implies d∞ ∈ E0 ∩ E− . 
Remark 6.2. All results, starting from Remark 3.1 up to now, hold also in the more general setting
described in Remark 3.1. However, for the following application of Theorem 6.3 we make use of the
particular deﬁnition of A0 and H0. In this case (6.15) means
d0
∫
Ω
|∇u0|2 dx− b22
∫
Ω
|u0|2 dx−b22
( |B|
b12b21
)2
mesΩ,
which follows from the inequality in the assumption (2.8).
Theorem 6.4. Assume e ∈ K0 \ (−K0). Suppose that there is u0 satisfying (2.8), and let d0 > 0 be correspond-
ingly given by (2.9). Then (0,d0] ⊆ E0 ∩ E− .
Proof. The claim follows from Theorem 6.3 by using the second part of Remark 6.2. 
Combining Theorem 6.4 with Theorem 6.2 and D = {dn: n = 1,2, . . .}, we obtain the following
consequence.
Corollary 6.2. Assume (2.7) and −e /∈ K0 . Suppose that there is u0 satisfying (2.8), and let d0 > 0 be corre-
spondingly given by (2.9). Then for any d∞ ∈ (0,d0] and any sequence dn = (d1,n,d2,n) ∈ R2+ with d1,n → ∞
and d2,n → d∞ there is some n0 such that for all n n0 we have U = PK A(dn)U for all U = 0, and
deg
(
id− PK A(dn), Br(0),0
)= 1 for all r > 0.
Remark 6.3. In the previous corollary the natural bound for d∞ is thus the supremum of the numbers
d0 when u0 varies over all functions u0 satisfying (2.8). This supremum might be considered as a
nonlinear analogon to the variational characterization of the second eigenvalue of a linear operator
(when e is the unique eigenfunction to the ﬁrst eigenvalue). In this sense the previous results might
be considered as an extension of this linear variational theory to cones. It is unknown to the authors
whether such a characterization generalizes to more general settings: As observed in Remark 6.2, it is
unclear whether such a result holds in the more general setting described in Remark 3.1. Indeed, the
above described supremum was only obtained using the particular deﬁnition of A0 and of H0 and
not by means of more general abstract considerations.
7. Proof of Theorems 2.1 and 2.2
Recall that a point d ∈ R2+ is a critical point of (2.4) if the equation U = PK A(d)U has a solution
U = 0.
Proposition 7.1. If any neighborhood of (d∗,0) ∈ R2+ × H contains some (d,U ) satisfying U = 0 and
U = PK
(
A(d)U + t F (d,U )) (7.1)
with some t ∈ [0,1] then d∗ is a critical point of (2.4). Moreover, if any neighborhood mentioned contains
(d,U ) satisfying (7.1) with U = 0 being constant then there is a constant solution U = 0 of U = P K A(d∗)U .
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(d∗,0), and Un = 0. Putting Vn := Un/‖Un‖, we thus have
Vn = PK
(
A(dn)Vn + tn F (dn,Un)‖Un‖
)
. (7.2)
By (3.1), the compactness of A and the continuity of PK , we conclude that the right-hand side of (7.2)
has a convergent subsequence. Hence, without loss of generality, we can assume Vn → U . In view of
‖Vn‖ = 1, we have ‖U‖ = 1, and passing to the limit in (7.2), we obtain by (3.1) and the continuity of
A and PK that U = PK A(d∗)U . Hence, d∗ is a critical point of (2.4). Moreover, if the functions Un can
be chosen to be constant, then also U is constant. 
For the proof of Theorem 2.2 we will use the following Rabinowitz type result.
Theorem 7.1. Let I be a closed interval and ϕ : I × H → H be continuous and compact,
S := {(t,U ) ∈ I × H: U = ϕ(t,U )}.
Let t−, t+ ∈ I , t− < t+ , be such that there are r > 0 and ε > 0 satisfying
S ∩ (([t− − ε, t−] ∪ [t+, t+ + ε])× (Br(0) \ {0}))= ∅ (7.3)
and
deg
(
id− ϕ(t−, ·), Br(0),0
) = deg(id− ϕ(t+, ·), Br(0),0).
Then S \ (I × {0}) contains a connected set C0 such that C0 ∩ ([t−, t+] × {0}) = ∅ and at least one of the
following holds:
1. C0 is unbounded or contains a point from (∂ I) × H (the boundary understood in R).
2. C0 contains a point from (I \ [t− − ε, t+ + ε]) × {0}.
This theorem is a special case of a general bifurcation result from [31]; see also [10] for details
how to derive Theorem 7.1 as a special case.
Proof of Theorems 2.1 and 2.2. Let C0 ⊆ R2+ denote the critical points of (2.4). Let u0 be from
the assumption (2.8) and d0 the corresponding number from (2.9). It follows from the assump-
tions of Theorem 2.1 that the condition (3.6) is fulﬁlled (see the text after Lemma 3.1). We obtain
from Theorem 6.2 the existence of ω1,ω2 > 0 such that D+ := [ω1,∞) × [ω2,∞) ⊆ R2+ \ C0, since
otherwise there would exist a set D ⊆ C0 satisfying D(∞) \ {∞} = ∅ which contradicts the ﬁrst as-
sertion of Theorem 6.2. Applying Corollary 6.2 we see that for any ε > 0 there is ωε > 0 such that
D− := [ωε,∞)×[ε,d0] ⊆ R2+ \ C0. Hence, claim (1) of Theorem 2.1 holds. Moreover, claim (2) of The-
orem 2.1 follows from Corollary 6.2. Furthermore, it follows from Theorem 6.2 and Corollary 6.2 that
for each d± ∈ D± we have
deg
(
id− PK A(d+), Br(0),0
)= 0 = 1= deg(id− PK A(d−), Br(0),0) (7.4)
for all r > 0. Since C0 is closed (e.g. by Proposition 7.1 with F = 0), the components of R2+ \ C0 are
open and thus actually path-connected. The degree deg(id − P K A(d), Br(0),0) is constant on paths
in R2+ \ C0 by the homotopy invariance property, and thus constant on the components of R2+ \ C0.
Hence, (7.4) holds even for d± ∈ D˜± if D˜± denotes the components of R2+ \ C0 containing D± .
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PK (A(d±)U + t F (d±,U )), we ﬁnd by Proposition 7.1 that there is some r > 0 with
deg
(
id− PK
(
A(d+) + F (d+, ·)
)
, Br(0),0
)= 0 = 1= deg(id− PK (A(d−) + F (d−, ·)), Br(0),0).
Now if γ is a path as in Theorem 2.2, it follows that the hypotheses of Theorem 7.1 are satisﬁed with
ϕ(t,U ) := PK
(
A
(
γ (t)
)
U + F (γ (t),U)).
In particular, the assumption (7.3) follows from Proposition 7.1. The set C0 of Theorem 7.1 has exactly
the properties stated in Theorem 2.2, and so Theorem 2.2 is proved.
Proposition 3.3 implies that (4.2) with h1 = h2 = 0 has only the trivial solution for d = R2+ \⋃∞
n=1 Cn . It follows by using Lemma 4.1(1) that the problem (4.1) has no nonzero constant solution.
Hence, Proposition 7.1 implies that for any bifurcation point d∗ of (2.4) in R2+ \
⋃∞
n=1 Cn all solutions
(d,U ) of (2.4) with d suﬃciently close to d∗ and U = 0 suﬃciently close to 0 are automatically non-
constant, i.e. the last assertion of Theorem 2.1 is proved, and it remains to prove the assertion (3) of
Theorem 2.1.
We consider DS as a subset of the compact space X := [0,∞]×[0,∞]. It follows from the already
proved statements (1) and (2) of Theorem 2.1 (and using Proposition 7.1) that the set S0 of bifurcation
points of (2.4) lying in DS satisﬁes S0∩(D+∪D−) = ∅ and S0∩ A∞ = ∅, where S0 denotes the closure
of S0 (in X ),
A∞ :=
{
(∞,d∞): 0 < d∞  d0
}
.
Now we identify (by means of a homeomorphism) the set Q := DS \ D with the disc-interior
{x ∈ R2: ‖x‖ < 1}, and the boundary of Q (in X ) with the boundary of that disc. We put A2 :=
∂Q ∪ D+ and A4 := ∂Q ∪ D− . Then ∂Q \ (A2 ∪ A4) consists of two components which we denote
by A1 and A3. Theorem 2.2 already proved implies in particular that any continuous path in DS
connecting a point from D+ with a point from D− contains a bifurcation point of (2.4), i.e. a point
from S0. Since the deﬁnition of bifurcation points implies that S0 is closed in DS , we thus veriﬁed the
hypotheses of the subsequent Theorem 7.2. This result implies the claim, since for any subset C ⊆ S0
we have automatically C ∩ A∞ = ∅, because S ∩ A∞ = ∅. 
Theorem 7.2 (Disc-cutting). Let X and Q be as in the previous proof. Suppose that the boundary of Q in X is
divided into four connected sets A1, . . . , A4 with A2 and A4 consisting of at least two points and A1 ∩ A3 = ∅.
Let S0 ⊆ Q be closed in Q such that each compact continuous path P in Q ∪ A2 ∪ A4 with P ∩ Ai = ∅
(i = 2,4) contains some point from S0 . Then there is a connected subset C ⊆ S0 such that C ∩ Ai = ∅ for
i = 1,3.
Proof. This is a special case of [32, Theorem 3.1]. 
Remark 7.1. Our proof shows that Theorems 2.1 and 2.2 hold for every nonlinearity F for which
the conclusion of Proposition 3.1 is true. For instance, one can also formulate similar results when
fk in (1.1) depends also on d1, d2, ∇u(x), ∇v(x), and x. Moreover, (3.1) is even only required for
d˜ = γ (t±) for Theorem 2.2 resp. for all d˜ ∈ D+∪D− for Theorem 2.1. In particular, it is even admissible
that F (˜d,0) = 0 for other values of d˜.
Remark 7.2. Actually Theorems 2.1 and 2.2 (and even the second part of Remark 7.1) hold with the
obvious modiﬁcations in the claims and proofs for the abstract setting considered in Remark 3.1 if
one replaces the hypothesis (2.7) by (3.5), and the hypothesis about u0 by the assumption that there
is u0 ∈ K with 〈u0, e〉 = 0 and (6.15) for some d0 ∈ (0,∞). It is then this d0 which occurs in the
general form of Theorem 2.1. Alternatively, the hypothesis about u0 and d0 can be replaced by the
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d0 ∈ M ⊆ E0 ∩E− for any set M ⊆ (0,∞) if one replaces D− in the claims of Theorem 2.1 and 2.2 by
[ωε,∞) × (M ∩ [ε,∞)).
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