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Abstract
We derive, in 3 + 1 spacetime dimensions, two alternative systems of
quasi-linear wave equations, based on Friedrich’s conformal field equa-
tions. We analyse their equivalence to Einstein’s vacuum field equations
when appropriate constraint equations are satisfied by the initial data.
As an application, the characteristic initial value problem for the Einstein
equations with data on past null infinity is reduced to a characteristic ini-
tial value problem for wave equations with data on an ordinary light-cone.
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1 Introduction
1.1 Asymptotic flatness
In general relativity there is the endeavour to characterize those spacetimes
which one would regard as being “asymptotically flat”, possibly merely in cer-
tain (null) directions. Spacetimes which possess this property would be well-
suited to describe e.g. purely radiative spacetimes or isolated gravitational sys-
tems. However, due to the absence of a non-dynamical background field this is
an intricate issue in general relativity. In [31, 32] (see e.g. [26] for an overview)
R. Penrose proposed a geometric approach to resolve this problem: The starting
point is a 3 + 1-dimensional spacetime (M˜ , g˜), the physical spacetime. It then
proves fruitful to introduce a so-called unphysical spacetime (M , g) into which
(a part of) (M˜ , g˜) is conformally embedded,
g˜
φ
7→ g := Θ2g˜ , M˜
φ
→֒ M , Θ|φ(M˜ ) > 0 .
2
The part of ∂φ(M˜ ) where the conformal factor Θ vanishes can be interpreted
as representing infinity of the original, physical spacetime, for the physical
affine parameter diverges along null geodesics when approaching this part of
the boundary. The subset {Θ = 0 , dΘ 6= 0} ⊂ ∂φ(M˜ ) is called Scri, denoted
by I . Large classes of solutions of the Einstein equations (with vanishing cos-
mological constant) possess a I which forms a smooth null hypersurface in
(M , g), on which null geodesics in (M , g) acquire end-points. The hypersurface
I is therefore regarded as providing a representation of null infinity.
Penrose’s proposal to distinguish those spacetimes which have an “asymptot-
ically flat” structure [in certain null directions] is to require that the unphysical
metric tensor g extends smoothly across [a part of] I .1 The idea is that such a
smooth conformal extension is possible whenever the gravitational field has an
appropriate “asymptotically flat” fall-off behaviour in these directions.
Null infinity can be split into two components, past and future null infinity
I − and I +, which are generated by the past and future endpoints of null
geodesics in M , respectively. If the spacetime is further supposed to be asymp-
totically flat in all spacelike directions, one may require the existence of a point
i0, representing spacelike infinity, where all the spacelike geodesics meet. How-
ever, i0 cannot be assumed to be smooth (it cannot even assumed to be C1 [3]).
In this work we are particularly interested in spacetimes (and the construc-
tion thereof) which, at sufficiently early times, possess a conformal infinity which
is similar to that of Minkowski spacetime. By that we mean that (a part of)
(M˜ , g˜) can be conformally mapped into an unphysical spacetime, where all time-
like geodesics originate from one regular point, which represents past timelike
infinity, denoted by i−; moreover, we assume that, at least sufficiently close to
i−, a regular I − exists and is generated by the null geodesics emanating from
i−, i.e. forms the future null cone of i−, denoted by Ci− := I
− ∪ {i−}. By the
term “regular” we mean that the conformally rescaled metric g, and also the
rescaled Weyl tensor, admit smooth extensions. In fact, in 3+1 dimensions the
extendability assumption across I on the rescaled Weyl tensor is automatically
satisfied in the current setting. At i− this assumption will be dropped in Sec-
tion 6. Purely radiative spacetimes are expected to possess such a conformal
structure [20].
It is an important issue to understand the interplay between the geometric
concept of asymptotic flatness and the Einstein equations, and whether all rel-
evant physical systems are compatible with the notion of a regular conformal
infinity. There are various results indicating that this is a reasonable concept, cf.
[1, 2, 10, 21, 28, 32] and references given therein. An open issue is to character-
ize the set of asymptotically Euclidean initial data on a spacelike hypersurface
which lead to solutions of Einstein’s field equations which are “null asymptoti-
cally flat”.
Since we have a characteristic initial value problem at Ci− in mind, we want
to avoid too many technical assumptions which might lead to a more reasonable
(and rigid) notion of asymptotic flatness, asymptotic simplicity, etc. (cf. e.g.
[27]). In a nutshell, we are concerned with solutions of the vacuum Einstein
equations (with vanishing cosmological constant) which admit a regular null
cone at past timelike infinity, at least near i−.
1One may also think of weaker requirements here.
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1.2 Conformal field equations
Due to the geometric construction outlined above, the asymptotic behaviour of
the gravitational field can be analysed in terms of a local problem in a neigh-
bourhood of I (as well as i± and i0). However, the vacuum Einstein equations,
regarded as equations for the unphysical metric g, are (formally) singular at
conformal infinity (set ✷g := ∇
µ∇µ),
R˜µν [g˜] = λg˜µν ⇐⇒
Rµν [g] + 2Θ
−1∇µ∇νΘ+ gµν
(
Θ−1✷gΘ− 3Θ
−2∇σΘ∇σΘ
)
= λΘ−2gµν , (1.1)
where the conformal factor Θ is assumed to be some given (smooth) function.
The system (1.1) does therefore not seem to be convenient to study unphysical
spacetimes (M , g) with Θ−2g being a solution of the Einstein equations away
from conformal infinity. Serendipitously, H. Friedrich [16, 17, 23] was able to
extract a system, the conformal field equations, which does remain regular even
if Θ vanishes, and which is equivalent to the vacuum Einstein equations wherever
Θ is non-vanishing.
In a suitable gauge the propagational part of the conformal field equations
implies, in 3 + 1 dimensions, a symmetric hyperbolic system, the reduced con-
formal field equations. Thus equipped with some nice mathematical proper-
ties Friedrich’s equations provide a powerful tool to analyse the asymptotic be-
haviour of those solutions of the Einstein equations which admit an appropriate
conformal structure at infinity.
1.3 Characteristic initial value problems
The characteristic initial value problem in general relativity provides a tool
to construct systematically general solutions of Einstein’s field equations. An
advantage in comparison with the spacelike Cauchy problem is that the con-
straint equations can be read as a hierarchical system of ODEs, which is much
more convenient to deal with. In fact, one may think of several different types
of (asymptotic) characteristic initial value problems, which we want to recall
briefly.
One possibility is to take two transversally intersecting null hypersurfaces
as initial surface. This problem was studied by Rendall [34] who established
well-posedness results for quasi-linear wave equations as well as for symmetric
hyperbolic systems in a neighbourhood of the cross-section of these hypersur-
faces. Using a harmonic reduction of the Einstein equations he then applied his
results to prove well-posedness for the Einstein equations.
Another approach is to prescribe data on a light-cone. There is a well-
posedness result for quasi-linear wave equations near the tip of a cone avail-
able which is due to Cagnac [4] and Dossa [13]. A crucial assumption in their
proof is that the initial data are restrictions to the light-cone of smooth2 space-
time fields. Well-posedness of the Einstein equations was investigated in a se-
ries of papers [5–7] by Choquet-Bruhat, Chrus´ciel and Mart´ın-Garc´ıa, and by
Chrus´ciel [9]. The authors impose a wave-map gauge condition to obtain a sys-
tem of wave equations to which the Cagnac-Dossa theorem is applied. A main
2There is a version for finite differentiability, but here we restrict attention to the smooth
case.
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difficulty, in the most comprehensive case treated in [9], is to make sure that the
Cagnac-Dossa theorem is indeed applicable. For that one needs to make sure
that the initial data for the reduced Einstein equations, which are constructed
from suitable free data as solution of the constraint equations, can be extended
to smooth spacetime fields. One then ends up with the result that these free
data determine a unique solution (up to isometries) in some neighbourhood of
the tip of the cone CO, intersected with J
+(CO).
A third important case arises when the initial surface is, again, given by
two transversally intersecting null hypersurfaces, but now in the unphysical
spacetime and with one of the hypersurfaces belonging to I . This issue was
treated by Friedrich [18], who proved well-posedness for analytic data, and by
Ka´nna´r [28], who extended Friedrich’s result to the smooth case. The basic idea
for the proof is to exploit the fact that the reduced conformal field equations
form a symmetric hyperbolic system to which Rendall’s local existence result is
applicable.
The case we have in mind is when the initial surface is given in the unphysical
spacetime by the light-cone Ci− emanating from past timelike infinity i
−. In
order to construct systematically solutions of Einstein’s field equations which
are compatible with Penrose’s notion of asymptotic flatness and a regular i−,
one would like to prescribe data on Ci− and predict existence of a solution of
Einstein’s equations off Ci− by solving an appropriate initial value problem.
One way to establish well-posedness near the tip of the cone is to mimic the
analysis in [5, 9]. To do that, one needs a system of wave equations which,
when supplemented by an appropriate set of constrain equations, is equivalent to
the vacuum Einstein equations wherever Θ is non-vanishing and which remains
regular when Θ vanishes. Based on a conformal system of equations due to
Choquet-Bruhat and Novello [8], such a regular system of wave equations was
employed by Dossa [14] who states a well-posedness result for suitable initial
data for which, however, it is not clear how they can be constructed, nor to what
extent his system of wave equations is equivalent to the Einstein equations.
The purpose of this paper is to derive two such systems of wave equations in
3 + 1-spacetime dimensions, which we will call conformal wave equations, and
prove equivalence to Friedrich’s conformal system for solutions of the charac-
teristic initial value problem with initial surface Ci− which satisfy certain con-
straint equations on Ci− . Our first system will use the same set of unknowns as
Friedrich’s metric conformal field equations [23], while the second system will
employ the Weyl and the Cotton tensor rather than the rescaled Weyl tensor
(and might be advantageous in view of the construction of solutions with a
rescaled Weyl tensor which diverges at i−). The construction of initial data to
which the Cagnac-Dossa theorem is applicable, and thus a well-posedness proof
of the Cauchy problem with data on the Ci− -cone, is accomplished in [12, 25].
Apart from the application to tackle the characteristic initial value problem
with data on Ci− , a regular system of wave equations might be interesting for
numerics, as well [29].
1.4 Structure of the paper
In Section 2 we recall the metric conformal field equations and address the
gauge freedom inherent to them. In Section 3 we derive the first system of con-
formal wave equations, (3.11)-(3.15), and prove equivalence to the conformal
5
field equations and consistency with the gauge condition under the assumption
that certain relations hold initially. In Section 4 we derive the constraint equa-
tions induced by the conformal field equations on Ci− in adapted coordinates
and imposing a generalized wave-map gauge condition. We then focus on the
case of a light-cone with vertex at past timelike infinity to verify in Section 5
that the hypotheses needed for the equivalence theorem of Section 3 are indeed
satisfied, supposing that the initial data fulfill the constraint equations (5.6)-
(5.16). Our main result, Theorem 5.1, states that a solution of the characteristic
initial value problem for the conformal wave equations, with initial data on Ci−
which have been constructed as solutions of the constraint equations, is also a
solution of the conformal field equations in wave-map gauge and vice versa. In
Section 6 we then derive an alternative system of wave equations, (6.9)-(6.14),
and study equivalence to the conformal field equations, supposing that certain
constraint equations, namely (6.52)-(6.65), are satisfied, cf. Theorem 6.5. In
Section 7 we briefly compare both systems of wave equations and give a short
summary. We conclude the article by reviewing some basic properties of cone-
smooth functions, which are utilized to prove a lemma stated in Section 2.
Throughout this work we restrict attention to 3+1 dimensions, cf. footnote 7.
2 Friedrich’s conformal field equations and gauge
freedom
2.1 Metric conformal field equations (MCFE)
As indicated above, the vacuum Einstein equations themselves do not provide
a nice evolution system near infinity and are therefore not suitable to tackle
the issue at hand, namely to analyse existence of a solution to the future of
Ci− . Nonetheless, they permit a representation which does not contain factors
of Θ−1 and which is regular everywhere [16, 17, 23]. Due to this property the
Einstein equations are called conformally regular.
The curvature of a spacetime is measured by the Riemann curvature tensor
Rµνσ
ρ, which can be decomposed into the trace-freeWeyl tensor Wµνσ
ρ, invari-
ant under conformal transformations, and a term which involves the Schouten
tensor Lµν ,
Rµνσ
ρ = Wµνσ
ρ + 2(gσ[µLν]
ρ − δ[µ
ρLν]σ) . (2.1)
The Schouten tensor is defined in terms of the Ricci tensor Rµν ,
Lµν :=
1
2
Rµν −
1
12
Rgµν . (2.2)
The Weyl tensor is usually considered to represent the radiation part of the
gravitational field. Let us further define the rescaled Weyl tensor
dµνσ
ρ := Θ−1Wµνσ
ρ , (2.3)
as well as the scalar function (✷g ≡ ∇
µ∇µ)
s :=
1
4
✷gΘ+
1
24
RΘ . (2.4)
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There exist different versions of the conformal field equations, depending on
which fields are regarded as unknowns. Here we present the metric conformal
field equations (MCFE) [23] which read in 3 + 1 spacetime dimensions
∇ρdµνσ
ρ = 0 , (2.5)
∇µLνσ −∇νLµσ = ∇ρΘ dνµσ
ρ , (2.6)
∇µ∇νΘ = −ΘLµν + sgµν , (2.7)
∇µs = −Lµν∇
νΘ , (2.8)
2Θs−∇µΘ∇
µΘ = λ/3 , (2.9)
Rµνσ
κ[g] = Θdµνσ
κ + 2
(
gσ[µLν]
κ − δ[µ
κLν]σ
)
. (2.10)
The unknowns are gµν , Θ, s, Lµν and dµνσ
ρ.
Friedrich has shown that the MCFE are equivalent to the vacuum Einstein
equations,
R˜µν [g˜] = λg˜µν , g˜µν = Θ
−2gµν ,
in the region where Θ is non-vanishing. They give rise to a complicated and
highly overdetermined PDE-system. It turns out that (2.9) is a consequence of
(2.7) and (2.8) if it is known to hold at just one point (e.g. by an appropriate
choice of the initial data). Moreover, Friedrich has separated constraint and
evolution equations from the conformal field equations by working in a spin
frame [16, 17] . In Sections 3.1, 4.2 and 4.3 we shall do the same (if the initial
surface is Ci−) in a coordinate frame and by imposing a generalized wave-map
gauge condition.
A specific property in the 3 + 1-dimensional case is that the contracted
Bianchi identity is equivalent to the Bianchi identity. That is the reason why
(2.5) implies hyperbolic equations; in higher dimensions this is no longer true [23].
The conformal field equations provide a nice, i.e. symmetric hyperbolic, evolu-
tion system only in 3 + 1 dimensions.
Penrose proposed to distinguish asymptotically flat spacetimes by requiring
the unphysical metric g to be smoothly extendable across I . The Weyl tensor
of g is known to vanish on I [32]. Since by definition dΘ|I 6= 0 the rescaled
Weyl tensor can be smoothly continued across I . However, there seems to be
no reason why the same should be possible at i− where dΘ = 0. When dealing
with the MCFE, where the rescaled Weyl tensor is one of the unknowns, it is
convenient to confine attention to the class of solutions with a regular i− in the
sense that both gµν and dµνσ
ρ are smoothly extendable across i− (cf. Section 6
where this additional assumption is dropped).
2.2 Gauge freedom and conformal covariance inherent to
the MCFE
The gauge freedom contained in the MCFE comes from the freedom to choose
coordinates supplemented by the freedom to choose the conformal factor Θ
relating the physical and the unphysical spacetime. Since Θ is regarded as an
unknown rather than a gauge function, it remains to identify another function
which reflects this gauge freedom. The most convenient choice is the Ricci
scalar R:
Let us assume we have been given a smooth solution (gµν ,Θ, s, Lµν, dµνσ
ρ)
of the MCFE. Then we can compute R. For a conformal rescaling g 7→ φ2g for
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some φ > 0, the Ricci scalars R and R∗ of g and φ2g, respectively, are related
via
φR − φ3R∗ = 6✷gφ . (2.11)
Now, let us prescribe R∗ and read (2.11) as an equation for φ. If we think of
a characteristic initial value problem with data on a light-cone CO (including
the Ci− -case) we are free to prescribe some φ˚ > 0 on CO.
34 Supposing that
φ˚ is the restriction to CO of a smooth spacetime function, the Cagnac-Dossa
theorem [4, 13] tells us that there is a solution φ > 0 with φ|CO = φ˚ in some
neighbourhood of the tip of the cone. Due to the conformal covariance of the
conformal field equations, the conformally rescaled fields
g∗ = φ2g , (2.12)
Θ∗ = φΘ , (2.13)
s∗ =
1
4
✷g∗Θ
∗ +
1
24
R∗Θ∗ , (2.14)
L∗µν =
1
2
R∗µν [g
∗]−
1
12
R∗g∗µν , (2.15)
d∗µνσ
ρ = φ−1dµνσ
ρ , (2.16)
provide another solution of the MCFE with Ricci scalar R∗ which corresponds
to the same physical solution g˜µν . These considerations show that if we treat
the conformal factor Θ as unknown, determined by the MCFE, the curvature
scalar R of the unphysical spacetime can be arranged to take any preassigned
form. The function R can therefore be regarded as a conformal gauge source
function which can be chosen arbitrarily.
There remains the freedom to prescribe φ˚ on CO. On an ordinary cone with
nowhere vanishing Θ this freedom can be employed to prescribe the initial data
for the conformal factor, Θ|CO (it clearly needs to be the restriction to CO of a
smooth spacetime function). In this work we are particularly interested in the
case where the vertex of the cone is located at past timelike infinity i−, where,
by definition, Θ = 0 (note that this requires to take λ = 0). Then the gauge
freedom to choose φ˚ can be employed to prescribe the function s on Ci− . To see
that, let us assume we have been given a smooth solution (gµν ,Θ, s, Lµν, dµνσ
ρ)
of the MCFE to the future ofCi− , at least in some neighbourhood of i
−, by which
we also mean that the solution admits a smooth extension through Ci− . (When
Θ vanishes e.g. on one of two transversally intersecting null hypersurfaces one
might put forward a similar argument.) In particular the function s is smooth.
According to (2.9) (with λ = 0), it can be written away from Ci− as
s =
1
2
Θ−1∇µΘ∇
µΘ ,
with the right-hand side smoothly extendable across Ci− . Under the conformal
rescaling
Θ 7→ Θ∗ := φΘ , gµν 7→ g
∗
µν := φ
2gµν , φ > 0 , (2.17)
3The positivity of φ at the vertex guarantees any solution of (2.11) to be positive suf-
ficiently close to the vertex and thereby the positivity of Θ∗ (in the Ci− -case just off the
cone).
4Since we are mainly interested in this case, we focus on an initial surface which is a
cone. However, an analogous result can be obtained for two transversally intersecting null
hypersurfaces.
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the function s becomes
s∗ = φ−1
(1
2
Θφ−2∇µφ∇µφ+ φ
−1∇µΘ∇µφ+ s
)
. (2.18)
Evaluation of this expression on Ci− yields
∇µΘ∇µφ+ φ s− φ2s∗ = 0 . (2.19)
Here and henceforth we use an overbar to denote the restriction of a spacetime
object to the initial surface. Note that ∇µΘ is tangent to I , so (2.19) does not
involve transverse derivatives of φ on I . Let us prescribe s∗ (as a matter of
course it needs to be the restriction of a smooth spacetime function) and assume
for the moment that some positive solution of (2.19) exists,5 which we denote
by φ˚. We take φ˚ as initial datum for (2.11). We would like to have a φ˚ which
is the restriction to Ci− of a smooth spacetime function, so that we can apply
the Cagnac-Dossa theorem, which would supply us with a function φ solving
(2.11) and satisfying φ|C− = φ˚. Via the conformal rescaling (2.12)-(2.16) we
then would be led to a new solution of the MCFE with preassigned functions
R∗ and s∗ which represents the same physical solution we started with.
The crucial point, which remains to be checked, is whether a solution of (2.19)
exists with the desired properties. The following lemma, which is proven in Ap-
pendix A, shows that this is indeed the case (cf. [12, Appendix A] where an
alternative proof is given).
Lemma 2.1 Consider any smooth solution of the MCFE in 3+ 1 dimensions in
some neighbourhood U to the future of i−, smoothly extendable through Ci− ,
which satisfies
s|i− 6= 0 . (2.20)
Let s∗ be the restriction of a smooth spacetime function on U ∩ ∂J+(i−) with
s∗|i− 6= 0 and limr→0 ∂rs
∗ = 0.6 Then (2.19) is a Fuchsian ODE and for every
solution φ˚ (note that the solution set is non-empty) it holds that
sign(φ˚|i−) = sign(s|i−)sign(s
∗|i−) , (2.21)
and φ˚ is the restriction to Ci− of a smooth spacetime function. In particular, if
sign(s|i−) = sign(s
∗|i−) the function φ˚ will be positive sufficiently close to i
−.
Remark 2.2 Note that solutions with s|i− = 0 would satisfy dΘ = 0 on I
−,
which is why the corresponding class of solutions is not of physical interest.
To sum it up, due the conformal covariance of the MCFE the functions R
and s|C
i−
can and will be regarded as gauge source functions.
3 Conformal wave equations (CWE)
3.1 Derivation of the conformal wave equations
In this section we derive a system of wave equations from the MCFE (2.5)-
(2.10). Recall that the unknowns are gµν , Θ, s, Lµν and dµνσ
ρ, while the Ricci
5In case of a negative s∗, the gauge transformation would change the sign of Θ.
6r is a suitable (e.g. an affine) parameter along the null geodesics emanating from i−, see
Section 4 and Appendix A for more details.
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scalar R (and the function s or Θ, respectively, depending on the characteristic
initial surface) are considered as gauge functions. The cosmological constant λ
is allowed to be non-vanishing in this section.
Derivation of an appropriate second-order system
From (2.5) and (2.6) we obtain (with ✷g ≡ ∇
µ∇µ)
✷gLµν −RµκLν
κ −Rαµν
κLκ
α −∇µ∇αLν
α = dµ
α
ν
ρ∇α∇ρΘ .
Using the definition (2.2) of the Schouten tensor, together with the contracted
Bianchi identity, we find
∇µLν
µ =
1
6
∇νR , (3.1)
and thus
✷gLµν −RµκLν
κ −Rαµν
κLκ
α −
1
6
∇µ∇νR = dµ
α
ν
ρ∇α∇ρΘ .
We combine the right-hand side with (2.7), and employ (2.3) as well as (2.10) to
transform the third term on the left-hand side to end up with a wave equation
for the Schouten tensor (suppose for the time being that gµν is given, cf. below),
✷gLµν − 4LµκLν
κ + gµν |L|
2 + 2Θdµαν
ρLρ
α =
1
6
∇µ∇νR , (3.2)
where we have set
|L|2 := Lµ
νLν
µ .
Next, let us consider the function s. From (2.8), (3.1) and (2.7) we deduce
the wave equation
✷gs = −∇µLν
µ∇νΘ− Lµν∇µ∇νΘ
= Θ|L|2 −
1
6
∇νR∇
νΘ−
1
6
sR . (3.3)
The definition of s provides a wave equation for the conformal factor,
✷gΘ = 4s−
1
6
ΘR . (3.4)
To obtain a wave equation for the rescaled Weyl tensor dµνσ
ρ in 3+1 dimen-
sions one proceeds as follows: Due to its algebraic properties the rescaled Weyl
tensor satisfies the relation
ǫµν
αβdαβλρ = ǫλρ
αβdµναβ ,
where ǫµνσρ denotes the totally antisymmetric tensor. We conclude that (cf. [33])
∇[λdµν]σρ = −
1
6
ǫλµνκǫ
αβγκ∇αdβγσρ =
1
6
ǫλµν
κǫσρ
βγ∇αdβγκ
α . (3.5)
This equation implies the equivalence7
∇ρdµνσ
ρ = 0 ⇐⇒ ∇[λdµν]σρ = 0 .
7 We remark that this equivalence holds only in 4 dimensions. Any attempt to derive
a wave equation for dµνσρ in dimension d ≥ 5 seems to lead to singular terms. Also, if
one uses a different set of variables, like e.g. Cotton and Weyl tensor instead of dµνσρ, cf.
Section 6, the derivation of a regular system of wave equations seems to be possible merely in
the 4-dimensional case. This is in line with the observation that the conformal field equations
provide a good evolution system only in 4 dimensions.
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Equation (2.5) can therefore be replaced by
∇[λdµν]σρ = 0 . (3.6)
Applying ∇λ and commuting the covariant derivatives yields with (2.5)
✷gdµνσρ + 2Rκµν
αdσρα
κ + 2Rα[µdν]
α
σρ + 2Rκ[µ|σ|
αdν]
κ
αρ − 2Rαρκ[µdν]
κ
σ
α = 0 .
With (2.10) we end up with a wave equation for the rescaled Weyl tensor,
✷gdµνσρ −Θdµνκ
αdσρα
κ + 4Θdσκ[µ
αdν]αρ
κ + 2gσ[µdν]αρκL
ακ
−2gρ[µdν]ασκL
ακ + 2dµνκ[σLρ]
κ + 2dσρκ[µLν]
κ −
1
3
Rdµνσρ = 0 .(3.7)
It turns out that this equation does not take its simplest form yet. To see this
let us exploit (3.6) again. Invoking the Bianchi identity and (2.6) we find
0 = Θ∇[λdµν]σρ = ∇[λWµν]σρ − (∇[λΘ)dµν]σρ
=
2
3
(
gσν∇[λLµ]ρ + gµρ∇[λLν]σ + gσµ∇[νLλ]ρ + gλρ∇[νLµ]σ
+gσλ∇[µLν]ρ + gνρ∇[µLλ]σ
)
− (∇[λΘ)dµν]σρ
= gρ[λdµν]σ
α∇αΘ− gσ[λdµν]ρ
α∇αΘ− (∇[λΘ)dµν]σρ .
Applying ∇λ and using (3.6), (2.7) and (3.4) we are led to
0 = 3∇λ(gρ[λdµν]σ
α∇αΘ− gσ[λdµν]ρ
α∇αΘ−∇[λΘ dµν]σρ)
= 2dµν[σ
α∇ρ]∇αΘ+ 2gρ[µdν]λσ
α∇λ∇αΘ− 2gσ[µdν]λρ
α∇λ∇αΘ
−✷Θ dµνσρ −∇
λ∇νΘ dλµσρ −∇
λ∇µΘ dνλσρ
= 2Θgσ[µdν]λρ
αLα
λ − 2Θgρ[µdν]λσ
αLα
λ + 2Θdµνα[σLρ]
α
+2Θdσρα[µLν]
α +
1
6
ΘRdµνσρ .
This relation simplifies (3.7) significantly,
✷gdµνσρ −Θdµνκ
αdσρα
κ + 4Θdσκ[µ
αdν]αρ
κ −
1
2
Rdµνσρ = 0 . (3.8)
We have found a system of wave equations (3.2)-(3.4) and (3.8) for the fields
Lµν , s, Θ and dµνσ
ρ, assuming that gµν is given. Now, we drop this assumption,
so first of all the system needs to be complemented by an equation for the metric
tensor. Taking the trace of (2.10) yields
Rµν [g] = 2Lµν +
1
6
Rgµν . (3.9)
However, the equations (3.2)-(3.4) and (3.8)-(3.9) do not form a system of wave
equations yet: Equation (3.9) is not a wave equation due to the fact that the
principal part of the Ricci tensor is not a d’Alembert operator. Moreover, the
principal part of the wave-operator✷g is not a d’Alembert operator when acting
on tensors of valence ≥ 1 and when the metric tensor is part of the unknowns,
for the corresponding expression contains second-order derivatives of the metric
due to which the principal part is not gµν∂µ∂ν anymore. Consequently (3.2)
and (3.8) are no wave equations, as well.
We need to impose an appropriate gauge condition to transform these equa-
tions into wave equations, which is accomplished subsequently.
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Generalized wave-map gauge
Let us introduce the so-called gˆ-generalized wave-map gauge (cf. [5, 19, 22]),
where gˆµν denotes some target metric. For that we define the wave-gauge vector
Hσ := gαβ(Γσαβ − Γˆ
σ
αβ)−W
σ .
Herein Γˆσαβ are the Christoffel symbols of gˆµν . Moreover,
W σ =W σ(xµ, gµν , s,Θ, Lµν, dµνσ
ρ)
is an arbitrary vector field, which is allowed to depend upon the coordinates, and
possibly upon gµν as well as all the other fields which appear in the MCFE,
8 but
not upon derivatives thereof. The freedom to prescribeW σ reflects the freedom
to choose coordinates off the initial surface. We then impose the gˆ-generalized
wave-map gauge condition
Hσ = 0 .
The reduced Ricci tensor R
(H)
µν is defined as
R(H)µν := Rµν − gσ(µ∇ˆν)H
σ , (3.10)
where ∇ˆ denotes the covariant derivative associated to the target metric. The
principal part of the reduced Ricci tensor is a d’Alembert operator.
Furthermore, we define a reduced wave-operator as follows: We observe that
for any covector field vλ we have
✷gvλ = g
µν∂µ∂νvλ − g
µν(∂µΓ
σ
νλ)vσ + fλ(g, ∂g, v, ∂v)
= gµν∂µ∂νvλ + (Rλ
σ − ∂λ(g
µνΓσµν))vσ + fλ(g, ∂g, v, ∂v)
= gµν∂µ∂νvλ + (Rλ
σ − ∂λH
σ)vσ + fλ(g, ∂g, v, ∂v, gˆ, ∂gˆ, ∂
2gˆ, ∂W )
= gµν∂µ∂νvλ + (R
(H)
µλ + gσ[λ∇ˆµ]H
σ)vµ + fλ(g, ∂g, v, ∂v, gˆ, ∂gˆ, ∂
2gˆ, ∂W ) .
Similarly, the action on a vector field vλ yields
✷gv
λ = gµν∂µ∂νv
λ − (Rµλ(H) + g
σ[λ∇ˆσH
µ])vµ + f
λ(g, ∂g, v, ∂v, gˆ, ∂gˆ, ∂2gˆ, ∂W ) .
This motivates to define a reduced wave-operator ✷
(H)
g via its action on (co)vector
fields in the following way:
✷
(H)
g vλ := ✷gvλ − gσ[λ(∇ˆµ]H
σ)vµ + (2Lµλ −R
(H)
µλ +
1
6
Rgµλ)v
µ ,
✷
(H)
g v
λ := ✷gv
λ + gσ[λ(∇ˆσH
µ])vµ − (2L
µλ −Rµλ(H) +
1
6
Rgµλ)vµ .
8I am grateful to L. Andersson for pointing that out. However, in view of the constraint
equations we shall consider later on for convenience merely those Wσ’s which depend just on
the coordinates.
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For arbitrary tensor fields we set
✷
(H)
g vα1...αn
β1...βm := ✷gvα1...αn
β1...βm −
∑
i
gσ[αi(∇ˆµ]H
σ)vα1...
µ
...αn
β1...βm
+
∑
i
(2Lµαi −R
(H)
µαi
+
1
6
Rgµαi)vα1...
µ
...αn
β1...βm
+
∑
i
gσ[βi(∇ˆσH
µ])vα1...αn
β1...
µ
...βm
−
∑
i
(2Lµβi −Rµβi(H) +
1
6
Rgµβi)vα1...αn
β1...
µ
...βm ,
which is a proper wave-operator even if gµν is part of the unknowns since Lµν
and the gauge source function R are regarded as independent of gµν . Note
that the action of ✷g and ✷
(H)
g coincides on scalars. Moreover, if Hσ = 0, and
Lµν and R are known to be the Schouten tensor and the Ricci scalar of gµν ,
respectively, then the action of ✷g and ✷
(H)
g coincides on all tensor fields.
Conformal wave equations
Let us reconsider the system (3.2), (3.3), (3.4), (3.8) and (3.9). We replace the
Ricci tensor by the reduced Ricci tensor and the wave-operator by the reduced
wave-operator to end up with a closed regular system of wave equations for gµν ,
Θ, s, Lµν and dµνσ
ρ,
✷
(H)
g Lµν = 4LµκLν
κ − gµν |L|
2 − 2Θdµσν
ρLρ
σ +
1
6
∇µ∇νR , (3.11)
✷gs = Θ|L|
2 −
1
6
∇κR∇
κΘ−
1
6
sR , (3.12)
✷gΘ = 4s−
1
6
ΘR , (3.13)
✷
(H)
g dµνσρ = Θdµνκ
αdσρα
κ − 4Θdσκ[µ
αdν]αρ
κ +
1
2
Rdµνσρ , (3.14)
R(H)µν [g] = 2Lµν +
1
6
Rgµν . (3.15)
Henceforth the system (3.11)-(3.15) will be called conformal wave equations
(CWE).
Remark 3.1 Since R is regarded as a gauge degree of freedom and not as un-
known, there is no need to worry about its second-order derivatives appearing
in (3.11). Note, however, that, unlike W σ, the gauge source function R cannot
be allowed to depend upon the fields Lµν , dµνσρ, Θ and s, due to the fact that
(3.11) contains second-order derivatives of R. Since ∇g = 0, R can in principle
be allowed to depend upon gµν .
3.2 Consistency with the gauge condition
Let us analyse now consistency of the CWE with the gauge conditions we
imposed. More concretely, we consider a characteristic initial value problem,
where, for definiteness, we think of two transversally intersecting null hypersur-
faces or a light-cone, and assume that we have been given initial data (˚gµν , s˚,
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Θ˚, L˚µν , d˚µνσ
ρ). We further assume that there exists a smooth solution (gµν , s,
Θ, Lµν , dµνσ
ρ) of the CWE with gauge source function R which induces these
data. We aim to work out conditions, which need to be satisfied initially, which
guarantee consistency with the gauge conditions in the sense that the solution
implies Hσ = 0 and Rg = R, where Rg := R[g] denotes the curvature scalar
of gµν . (Recall that there is, depending on the type of the characteristic initial
surface, the additional gauge freedom to prescribe Θ or s, but here consistency
is trivial.)
Let us outline the strategy. To make sure that Hσ and R − Rg vanish we
shall derive a linear, homogeneous system of wave equations for Hσ as well as
some subsidiary fields, which is fulfilled by any solution of the CWE. We shall
see that it is not necessary to regard R −Rg as an unknown. We shall assume
that all the fields which are regarded as unknowns in this set of equations vanish
on the initial surface (in Section 5 these assumptions will be justified). Due to
the uniqueness of solutions of wave equations, which is established by standard
energy estimates, cf. e.g. [15], we then conclude that the trivial solution is the
only one and that the fields involved need to vanish everywhere.
Some properties of solutions of the CWE
Let establish some properties of solutions of the CWE. First of all we show that
the tensors gµν and Lµν are symmetric, supposing that their initial data are
(and that dµνσρ satisfies a certain symmetry property on the initial surface).
Lemma 3.2 Assume that the initial data on a characteristic initial surface S of
some smooth solution of the CWE are such that gµν |S is the restriction to S of
a Lorentzian metric, that L[µν]|S = 0 and dµνσρ|S = dσρµν . Then the solution
has the following properties:
1. gµν and Lµν are symmetric tensors,
2. dµνσρ = dσρµν .
Remark 3.3 A priori it might happen that gµν becomes non-symmetric away
from the initial surface. However, the lemma shows that the tensor gµν does
indeed define a metric as long as it does not degenerate (i.e. at least sufficiently
close to the vertex or the intersection manifold, respectively). Later on, the
initial data will be constructed from certain free data such that all the hypotheses
of Lemma 3.2 are satisfied, we thus will assume throughout that gµν and Lµν
have their usual symmetry properties.
Proof: Equation (3.14) yields9
✷
(H)
g (dµνσρ − dσρµν ) = 4Θ[g
[αβ]dσβµκdραν
κ − g[γκ]dσβµκdρ
β
νγ ]
+2Θgαβgκγ [dρανγ(dµκσβ − dσβµκ)− dσκµβ(dναργ − dργνα)]
+
1
2
R(dµνσρ − dσρµν ) . (3.16)
9 The indices are raised and lowered as follows: vµ := gµνvν and wµ := gµνwν . Note
for this that gµν is non-degenerated sufficiently close to S. The definition of the Ricci tensor,
which appears in (3.15), in terms of Christoffel symbols which in turn are expressed in terms
of g make sense even if g is not symmetric.
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From (3.11) and (3.15) we find
✷
(H)
g L[µν] = 4g[αβ]Lµ
αLν
β − g[µν]|L|
2 +ΘgργLρ
σ(dνσµγ − dµγνσ)
+2Θgσκdµ
ρ
νσL[ρκ] − 2Θg
[σκ]dµσν
ρLρκ , (3.17)
R
(H)
[µν][g(σρ), g[σρ]] = 2L[µν] +
1
6
Rg[µν] . (3.18)
The equations (3.16)-(3.18) are to be read as a linear, homogeneous system of
wave equations satisfied by g[µν], L[µν] and dµνσρ−dσρµν , and with all the other
fields regarded as being given. Since, by assumption, these fields vanish initially
they have to vanish everywhere and the assertion follows. ✷
It is useful to derive some more properties of the tensor dµνσρ. We emphasize
that dµνσρ is assumed to be part of some given solution of the CWE and that,
a priori, it neither needs to be the rescaled Weyl tensor nor does it need to have
all its algebraic properties.
Lemma 3.4 Assume that dµνσρ belongs to a solution of the CWE (3.11)-(3.15)
for which the hypotheses of Lemma 3.2 are fulfilled. Then the tensor dµνσρ has
the following properties:
(i) dµνσρ = dσρµν ,
(ii) dµνσρ is anti-symmetric in its first two and last two indices,
(iii) dµνσρ satisfies the first Bianchi identity, i.e. d[µνσ]ρ = 0,
(iv) dµνσρ is trace-free,
supposing that (i)-(iv) hold initially.
Remark 3.5 The constraint equations we shall impose later on on the initial
data guarantee that (i)-(iv) are initially satisfied. As for gµν and Lµν we shall
therefore use the implications of this lemma without mentioning it each time.
Proof: (i) This is part of the proof of Lemma 3.2.
(ii) Equation (3.14) implies a linear, homogeneous wave equation for d(µν)σρ,
✷
(H)
g d(µν)σρ = Θdσρα
κd(µν)κ
α +
1
2
Rd(µν)σρ ,
i.e. the tensor dµνσρ is antisymmetric in its first two (and therefore by (i) in its
last two indices) since this is assumed to be initially the case.
(iii) Due to the (anti-)symmetry properties (i)-(ii), we find the following
linear, homogeneous wave equation from (3.14),
✷
(H)
g d[µνσ]ρ = Θd[µν|κ|
αdσ]ρα
κ + 4Θdκ[σµ
αdν]αρ
κ +
1
2
Rd[µνσ]ρ
= 2Θdσαρ
κd[κµν]
α + 2Θdµαρ
κd[κνσ]
α + 2Θdναρ
κd[κσµ]
α
+Θdµνκ
αd[ασρ]
κ +Θdνσκ
αd[αµρ]
κ +Θdσµκ
αd[ανρ]
κ +
1
2
Rd[µνσ]ρ .
(iv) It remains to be shown that dµρσ
ρ = 0. Employing the properties (i)-(iii)
we conclude from (3.14) that
✷
(H)
g dµρσ
ρ = −2Θdσ
κ
µ
αdκρα
ρ +
1
2
Rdµρσ
ρ ,
which is again a linear, homogeneous wave equation. ✷
15
Next, let us establish another important property:
Lemma 3.6 Assume that the hypotheses of Lemma 3.2 and 3.4 are satisfied and
that, in addition, the trace
L := Lσ
σ
of Lµν coincides on the initial surface with one sixth of the gauge source func-
tion R, L = 16R. Then
L =
1
6
R . (3.19)
(This is what one would expect if Lµν was the Schouten tensor and R the Ricci
scalar.)
Proof: We observe that in virtue of (3.11) the tracelessness of dµνσρ implies
✷g(L−
1
6
R) = 0 .
and the assertion follows again from standard uniqueness results for linear wave
equations. ✷
Gauge consistency
Let us return to the question of whether we have consistency with the gauge
condition in the sense that a solution of the CWE satisfies Hσ = 0 and Rg = R.
For that we assume that all the hypotheses of Lemma 3.2, 3.4 and 3.6 are
fulfilled. We consider the identity
Rµν −
1
2
Rggµν ≡ R
(H)
µν −
1
2
R(H)gµν + gσ(µ∇ˆν)H
σ −
1
2
gµν∇ˆσH
σ . (3.20)
Invoking (3.15) and Lemma 3.6 we deduce that
Rµν −
1
2
Rggµν = 2Lµν −
1
3
Rgµν + gσ(µ∇ˆν)H
σ −
1
2
gµν∇ˆσH
σ
Bianchi
=⇒ ∇ν∇ˆνH
α + 2gµα∇[σ∇ˆµ]H
σ + 4(∇νLν
α −
1
6
∇αR) = 0 . (3.21)
Be aware that at this stage it is not known whether Lµν coincides with the
Schouten tensor and thus satisfies the contracted Bianchi identity (3.1) such
that the term in brackets in (3.21) drops out. That is the reason why we cannot
immediately deduce Hσ = 0 as in [5] supposing that this is initially the case.
Given two covariant derivative operators ∇ and ∇ˆ (associated to the metrics
g and gˆ, respectively), there exists a tensor field Cσµν = C
σ
νµ, which depends on
g, ∂g, gˆ and ∂gˆ, such that
∇µv
σ − ∇ˆµv
σ = Cσµνv
ν , (3.22)
for any vector vσ, and similar formulae hold for tensor fields of other types.
Setting
ζµ := −4(∇νLµ
ν −
1
6
∇µR) , (3.23)
the equation (3.21) can therefore be written as
✷gH
α = ζα + fα(g, gˆ;H,∇H) , (3.24)
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which is a linear wave equation satisfied by the wave-gauge vector Hσ.10 In
(3.24), as in what follows, the generic smooth field fα(g, gˆ;H,∇H), or more
general fα1...αp
β1...βq (v1, . . . , vm;w1, . . . , wn), represents a sum of fields, each of
which contains precisely one multiplicative factor from the set {wi} as well as
further factors which may depend on the vj ’s and also higher-order derivatives of
the vj ’s. The latter does not cause any problems since the vj ’s will be regarded
as given fields rather than unknowns of the system we are about to derive. In
most cases we will therefore simply write fα1...αp
β1...βq (x;w1, . . . , wn).
Taking the trace of (3.20) and inserting (3.15), yields (note that L = R/6)
Rg ≡ R
(H) + ∇ˆσH
σ = R+ ∇ˆσH
σ . (3.25)
The vanishing of Hσ would therefore immediately ensure that Rg = R.
The tensor dµνσ
ρ is supposed to be part of a solution of the CWE. Note,
again, that at this stage it is by no means clear whether it, indeed, represents
the rescaled Weyl tensor of gµν and Θ. As before, we denote byWµνσ
ρ the Weyl
tensor associated to gµν , defined via the decomposition
Rµνσρ = Wµνσρ + gσ[µRν]ρ − gρ[µRν]σ −
1
3
Rggσ[µgν]ρ . (3.26)
As outlined above we want to derive a closed, linear, homogeneous system
of wave equations for a certain set of fields in order to establish the vanishing
of Hσ. First of all, we need a wave equation for ζµ. Making use of the Bianchi
identity, (3.19) and (3.11), we obtain
✷gζµ ≡ −4∇ν✷gLµ
ν +
2
3
✷g∇µR − 8∇
ν(Wµσν
ρLρ
σ) + 8Rν
κ∇κLµ
ν
−4Rν
κ∇µLκ
ν −Rµ
νζν +
1
3
Rgζµ − 4Rµ
ν∇ν(L −
1
6
R)
+
4
3
Rg∇µ(L−
1
6
R) +
8
3
Lµ
ν∇νRg −
2
3
L∇µRg
= (4Lµ
ν −Rµ
ν)ζν + 4(2Lνσ −Rνσ +
1
6
Rgνσ)(∇µL
νσ − 2∇σLµ
ν)
−8∇ν[(Wµσν
ρ −Θdµσν
ρ)Lρ
σ] +
1
3
(ζµ + 8Lµ
ν∇ν − 2L∇µ)(Rg −R)
−4Lν
λ∇ν∇[λHµ] − 4Lµ
λ∇ν∇[λHν] + fµ(x;H,∇H) . (3.27)
We employ (3.10), (3.15), (3.25) and (3.24) to end up with
✷gζµ = 4Lµ
νζν −
1
6
Rζµ − 8∇
ν [(Wµσν
ρ −Θdµσν
ρ)Lρ
σ]−
2
3
L∇µ∇νH
ν
+
2
3
Lµ
ν∇ν∇σH
σ − 4Lν
λ∇ν∇[λHµ] + fµ(x;H,∇H) . (3.28)
In order to get rid of the undesired second-order derivatives in Hσ, we introduce
the tensor field
Kµ
ν := ∇µH
ν (3.29)
10Note that in this part the metric is regarded as being given, so ✷g is a wave-operator
and there is no need to work with the reduced wave-operator ✷
(H)
g .
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as another unknown for which we need to derive a wave equation, as well. We
employ the fact that the right-hand side of (3.24) does not contain derivatives of
ζα: Differentiating (3.24) we are straightforwardly led to the desired equation,
✷gKµν ≡ ∇µ✷gHν +Rµ
κ∇κHν +H
κ∇σRκνµ
σ + 2Rκνµ
σ∇σH
κ
= ∇µζν + fµν(x;H,∇H,∇K) . (3.30)
Moreover, (3.28) becomes a wave equation for ζµ,
✷gζµ = 4Lµ
νζν −
1
6
Rζµ − 8∇
ν [(Wµσνρ −Θdµσνρ)L
σρ]
+fµ(x;H,∇H,∇K) . (3.31)
We observe that we need a wave equation for Wµσνρ−Θdµσνρ (actually just for
its contraction with Lσρ, but for later purposes it is useful to show that Θdµσνρ
coincides with the Weyl tensor, which would follow, supposing, as usual, that it
is initially true). For this purpose let us introduce the tensor field ζµνσ ,
ζµνσ := 4∇[σLν]µ .
Note that ζ[µνσ] = 0 for a symmetric Lµν .
Starting from the second Bianchi identity, we find with (3.26), (3.10), (3.15)
and (3.25)
∇αWµνσρ ≡ −2∇[µWν]ασρ + 2∇[αRν][σgρ]µ − 2∇[αRµ][σgρ]ν − 2∇[µRν][σgρ]α
+
2
3
gµ[σgρ][ν∇α]Rg −
1
3
gα[σgρ]ν∇µRg
= gµ[σζρ]αν + gν[σζρ]µα − gα[σζρ]µν − 2∇[µWν]ασρ
+
2
3
gµ[σgρ][ν∇α]∇κH
κ −
1
3
gα[σgρ]ν∇µ∇κH
κ + gα[σ∇ρ]∇[µHν]
+gµ[σ∇ρ]∇[νHα] + gν[σ∇ρ]∇[αHµ] + fαµνσρ(x;H,∇H) . (3.32)
Applying ∇α yields
✷gWµνσρ = 2∇[ν∇
αWµ]ασρ +Wµνα
κWσρκ
α − 4Wσκ[µ
αWν]αρ
κ +
1
3
RWµνσρ
+2(gρ[µWν]ασ
κ − gσ[µWν]αρ
κ)Lκ
α − 2L[µ
κWν]κσρ − 2L[σ
κWρ]κµν
+∇[σζρ]νµ + gσ[µ∇
αζ|ρα|ν] − gρ[µ∇
αζ|σα|ν] +
1
3
gµ[σgρ]ν∇κ✷gH
κ
+
1
6
gµ[σ∇ρ]∇ν∇αH
α −
1
6
gν[σ∇ρ]∇µ∇αH
α −
1
2
gµ[σ∇ρ]✷gHν
+
1
2
gν[σ∇ρ]✷gHµ + fµνσρ(x;H,∇H,∇K) . (3.33)
Before we manipulate this expression any further it is useful to compute
∇αζµνα ≡ 2✷gLµν − 2∇ν∇αLµ
α − 2Rανµ
κLκ
α − 2RνκLµ
κ
= 2✷(H)g Lµν + 2Lα
κWµκν
α − 3Lµ
κR(H)νκ − Lν
αR(H)µα + gµνL
ακR(H)ακ
−
1
2
∇µ∇ν(Rg −
1
3
R) + LR(H)µν +
1
3
LµνRg −
1
3
LRggµν
+
1
2
∇ν∇κ∇ˆµH
κ +
1
2
gµκ∇ν∇
α∇ˆαH
κ + fµν(x;H,∇H)
= 2(Wµαν
κ − 2Θdµαν
κ)Lκ
α +
1
2
∇ν✷gHµ
+fµν(x;H,∇H,∇K) , (3.34)
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which follows from (3.10), (3.11), (3.15), (3.19), (3.21), (3.25) and (3.26). Due
to the Bianchi identity, (3.10), (3.15) and (3.25), we also have
∇αWµνσ
α ≡ −∇[µRν]σ −
1
6
gσ[µ∇ν]Rg
=
1
2
ζσµν −
1
2
∇σ∇[µHν] −
1
6
gσ[µ∇ν]∇κH
κ + fµνσ(x;H,∇H) .(3.35)
Invoking (3.34) and (3.35) we rewrite (3.33) to obtain
✷gWµνσρ = ∇[σζρ]νµ −∇[µζν]σρ +Wµνα
κWσρκ
α − 4Wσκ[µ
αWν]αρ
κ +
1
3
RWµνσρ
−2L[µ
κWν]κσρ − 2L[σ
κWρ]κµν + 4Lκ
α(Wρα[µ
κ −Θdρα[µ
κ)gν]σ
−4Lκ
α(Wσα[µ
κ − Θdσα[µ
κ)gν]ρ +
1
2
gρ[µ∇ν]✷gHσ −
1
2
gσ[µ∇ν]✷gHρ
+
1
2
gν[σ∇ρ]✷gHµ −
1
2
gµ[σ∇ρ]✷gHν +
1
3
gµ[σgρ]ν∇κ✷gH
κ
+fµνσρ(x;H,∇H,∇K) . (3.36)
We insert (3.24),
✷gWµνσρ = ∇[σζρ]νµ −∇[µζν]σρ +Wµνα
κWσρκ
α − 4Wσκ[µ
αWν]αρ
κ
−2L[µ
κWν]κσρ − 2L[σ
κWρ]κµν + 4Lκ
α(Wρα[µ
κ −Θdρα[µ
κ)gν]σ
−4Lκ
α(Wσα[µ
κ −Θdσα[µ
κ)gν]ρ +
1
3
RWµνσρ +
1
3
gµ[σgρ]ν∇κζ
κ
+
1
2
gρ[µ∇ν]ζσ −
1
2
gσ[µ∇ν]ζρ +
1
2
gν[σ∇ρ]ζµ −
1
2
gµ[σ∇ρ]ζν
+fµνσρ(x;H,∇H,∇K) . (3.37)
It proves useful to make the following definitions:
κµνσ :=
1
2
ζµνσ −∇κΘdνσµ
κ , (3.38)
Ξµν := ∇µ∇νΘ+ΘLµν − sgµν . (3.39)
We observe the relation
∇ρζµνσ = 2∇ρκµνσ + 2∇
κΘ∇ρdνσµκ + 2Ξρκdνσµ
κ − 2Lρ
κΘdνσµκ + 2sdνσµρ .
Then, due to the (anti-)symmetry properties of the tensor dµνσρ derived above,
(3.37) yields
✷gWµνσρ = 2∇
κΘ∇[σdρ]κνµ − 2∇
κΘ∇[µdν]κσρ + 2∇[σκρ]νµ − 2∇[µκν]σρ
+2dνµ[ρ
κΞσ]κ − 2dσρ[ν
κΞµ]κ +Wµνα
κWσρκ
α − 4Wσκ[µ
αWν]αρ
κ
+
1
3
RWµνσρ + 2L[µ
κ(Θdν]κσρ −Wν]κσρ)− 2L[σ
κ(Θdρ]κνµ −Wρ]κνµ)
+4Lκ
α(Wρα[µ
κ −Θdρα[µ
κ)gν]σ − 4Lκ
α(Wσα[µ
κ −Θdσα[µ
κ)gν]ρ
+
1
2
gρ[µ∇ν]ζσ −
1
2
gσ[µ∇ν]ζρ +
1
2
gν[σ∇ρ]ζµ −
1
2
gµ[σ∇ρ]ζν
+
1
3
gµ[σgρ]ν∇κζ
κ + 4sdµνσρ + fµνσρ(x;H,∇H,∇K) . (3.40)
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On the other hand, in virtue of (3.13) and (3.14), we have
✷g(Θdµνσρ) ≡ dµνσρ✷gΘ+Θ✷gdµνσρ + 2∇
κΘ∇κdµνσρ
= 4sdµνσρ + 2∇
κΘ∇κdµνσρ +Θ
2dµνκ
αdσρα
κ − 4Θ2dσκ[µ
αdν]αρ
κ
+
1
3
RΘdµνσρ + fµνσρ(x;H,∇H) . (3.41)
Combining (3.40) and (3.41), and invoking (3.5), we are led to the wave equation
✷g(Wµνσρ −Θdµνσρ) = 2∇[σκρ]νµ − 2∇[µκν]σρ + 2dµν[σ
κΞρ]κ + 2dσρ[µ
κΞν]κ
+Wµνα
κ(Wσρκ
α −Θdσρκ
α) + Θdσρκ
α(Wµνα
κ −Θdµνα
κ)
−4Wσκ[µ
α(Wν]αρ
κ −Θdν]αρ
κ)− 4(Wσκ[µ
α −Θdσκ[µ
α)Θdν]αρ
κ
−2L[µ
κ(Wν]κσρ −Θdν]κσρ) + 2L[σ
κ(Wρ]κνµ −Θdρ]κνµ)
+4Lκ
α(Wρα[µ
κ −Θdρα[µ
κ)gν]σ − 4Lκ
α(Wσα[µ
κ −Θdσα[µ
κ)gν]ρ
+
1
3
R(Wµνσρ −Θdµνσρ)−
1
2
∇κΘ(ǫκσρ
δǫµν
βγ + ǫκµν
δǫσρ
βγ)∇αdβγδ
α
+
1
2
gρ[µ∇ν]ζσ −
1
2
gσ[µ∇ν]ζρ +
1
2
gν[σ∇ρ]ζµ −
1
2
gµ[σ∇ρ]ζν
+
1
3
gµ[σgρ]ν∇κζ
κ + fµνσρ(x;H,∇H,∇K) , (3.42)
which is fulfilled by any solution of the CWE.
In order to end up with a homogeneous system of wave equations, it remains
to derive wave equations for κµνσ, Ξµν and∇ρdµνσ
ρ. Let us start with∇ρdµνσ
ρ,
✷g∇ρdµνσ
ρ ≡ ∇ρ✷gdµνσ
ρ − 4Wκρ[µ
α∇κdν]ασ
ρ + 2Wκρσ
α∇κdµνα
ρ
−2dµνρ
α∇[σRα]
ρ − 2dσρν
α∇[µRα]
ρ + 2dσρµ
α∇[νRα]
ρ
+2Rρ[µ∇
αdν]ασ
ρ +Rσ
ρ∇αdµνρ
α + 3Rρ
α∇[µdαν]σ
ρ
−
1
2
dµνσ
α∇αRg
= 2dµνρ
α
κ
ρ
σα − 4dσρ[µ
α
κ
ρ
ν]α + (Wκσρ
α −Θdκσρ
α)∇κdµνα
ρ
−4(Wκρ[µ
α −Θdκρ[µ
α)∇κdν]ασ
ρ +
1
2
Rραǫµαν
δǫσρ
βγ∇λdβγδ
λ
+2R[µ
α∇|ρdσα|ν]
ρ +Θdµνκ
α∇ρdα
κ
σ
ρ + 4Θdσ
κ
[µ
α∇|ρ|dν]ακ
ρ
+(Rσ
α +
1
2
Rδσ
α)∇ρdµνα
ρ + fµνσ(x;H,∇H,∇K) . (3.43)
The validity of the last equality follows from (3.10), (3.14), (3.15), (3.25) and
(3.5). Note that to establish (3.5) one just needs the algebraic properties of
dµνσ
ρ which are ensured by Lemma 3.4.
Next, let us derive a wave equation for Ξµν . With (3.11)-(3.13), (3.15),
(3.10), (3.19) and (3.25) the following relation is verified,
✷gΞµν ≡ ∇µ∇ν✷gΘ+ 2∇(µRν)κ∇
κΘ+ 2Rκ(µ∇ν)∇
κΘ+ 2Rσµν
κ∇σ∇κΘ
−∇κRµν∇
κΘ+ Lµν✷gΘ+Θ✷gLµν + 2∇
σΘ∇σLµν − gµν✷gs
= 2(2L(µ
κδν)
σ − gµνL
σκ −Wµ
σ
ν
κ)Ξσκ + 2ΘLσκ(Wµ
σ
ν
κ −Θdµ
σ
ν
κ)
+4∇(µΥν) +
1
6
RΞµν + fµν(x;H,∇H,∇K) , (3.44)
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where we have set
Υµ := ∇µs+ Lµν∇
νΘ . (3.45)
Of course, we also need a wave equation for Υµ. Using again (3.11)-(3.13),
(3.15) as well as (3.10) and (3.25) we find that
✷gΥµ ≡ ∇µ✷gs+Rµ
κ∇κs+✷gLµν∇
νΘ+ Lµ
ν∇ν✷gΘ+ Lµ
νRν
κ∇κΘ
+2∇σLµν∇
σ∇νΘ
= 6Lµ
κΥκ + 2ΘL
ρκ
κρκµ + 2Ξνσ∇
σLµ
ν −
1
6
Ξµ
ν∇νR
+fµ(x;H,∇H,∇K) . (3.46)
Finally, let us derive a wave equation which is satisfied by κµνσ ≡
1
2ζµνσ −
∇κΘdνσµ
κ. The definition of the Weyl tensor (3.26) together with the Bianchi
identities yield
1
2
✷gζµνσ ≡ 2∇[σ✷gLν]µ − 2Wνσκρ∇
ρLµ
κ + 4Wµκρ[σ∇
ρLν]
κ − 2Rκ[ν∇σ]Lµ
κ
+2Rκ[σ∇|µ|Lν]
κ − 2Rµ[σ∇|κ|Lν]
κ − 2Rρκgµ[σ∇
ρLν]
κ +
1
6
Rgζµνσ
+
2
3
Rggµ[σ∇
κLν]κ + 2Lµ
κ∇[νRσ]κ + 2Lν
κ∇[µRκ]σ + 2Lσ
κ∇[κRµ]ν
= 2ζµκ[σLν]
κ + 3ζα[νσgκ]µL
ακ + 4Lρ
κ∇[ν(Θdσ]κµ
ρ) + 2Θζακ[νdσ]
κ
µ
α
+4(Wµ
ρ
[ν
κ −Θdµ
ρ
[ν
κ)∇|κ|Lσ]ρ − ζµακWν
α
σ
κ +
1
3
Lµ[ν∇σ]R
+
1
6
(Rσνµ
κ + 2gµ[νLσ]
κ)∇κR +
1
12
Rgζµνσ + fµνσ(x;H,∇H,∇K) ,
where the last equality follows from (3.10), (3.11), (3.15) and (3.25). We employ
(3.13)-(3.15) and (3.10) to deduce that
✷g(∇κΘdνσµ
κ) ≡ dνσµ
κ(∇κ✷gΘ+Rκ
ρ∇ρΘ) +∇κΘ✷gdνσµ
κ + 2∇α∇κΘ∇
αdνσµ
κ
= 4Υκdνσµ
κ − 2Lκ
ρ∇ρ(Θdνσµ
κ) + 2Ξλκ∇
λdνσµ
κ + 2s∇κdνσµ
κ
+Θ(
1
2
ζµλ
α − κµλ
α)dνσα
λ −Θ(2ζαλ[σ − 4καλ[σ)dν]
λ
µ
α
+
1
2
Rdνσµ
κ∇κΘ−
1
6
Θdνσµ
κ∇κR+ fµνσ(x;H,∇H) .
With (3.25) we are led to
✷gκµνσ = 4∇
βΘ
{
gβ[νdσ]κµ
αLα
κ − gµ[νdσ]κβ
αLα
κ − dµβκ[νLσ]
κ
−dνσκ[µLβ]
κ −
1
12
Rdνσµβ
}
+6ΘLρ
κ∇[νdσκ]µ
ρ − 2Ξλκ∇
λdνσµ
κ − 4Υκdνσµ
κ
+4(Wµ
ρ
[ν
κ −Θdµ
ρ
[ν
κ)∇|κ|Lσ]ρ −
1
2
ζµκ
α(Wνσα
κ −Θdνσα
κ)
−4κµκ[νLσ]
κ + 6κα[νσgκ]µL
ακ +Θκµλ
αdνσα
λ − 4Θκαλ[σdν]
λ
µ
α
−2s∇κdνσµ
κ −
1
6
(Wνσµ
κ −Θdνσµ
κ)∇κR+
1
6
Rgκµνσ
+fµνσ(x;H,∇H,∇K) . (3.47)
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The term in braces needs to be eliminated. To this end let us consider the
expression (we use the implications of Lemma 3.4)
3∇λ∇[λdµν]σρ = ✷gdµνσρ −∇ν∇λdσρµ
λ +∇µ∇λdσρν
λ
−Wµνλ
κdσρκ
λ + 2Wλν[σ
κdρ]κµ
λ − 2Wλµ[σ
κdρ]κν
λ
−dσρ[µ
κRν]κ − dµν[σ
λRρ]λ + gµ[σdρ]κνλR
λκ − gν[σdρ]κµλR
λκ .
We take (3.5), (3.10), (3.14) and (3.15) into account to rewrite this equation as
2gν[σdρ]κµ
αLα
κ − 2gµ[σdρ]κν
αLα
κ − 2dµνκ[σLρ]
κ − 2dσρκ[µLν]
κ −
1
6
Rdµνσρ
≡ 2(Wσκ[µ
α −Θdσκ[µ
α)dν]αρ
κ − 2(W[µ|αρ
κ −Θd[µ|αρ
κ)dσκ|ν]
α
−(Wµνκ
α −Θdµνκ
α)dσρα
κ + 2∇[µ∇|λdσρ|ν]
λ
−
1
2
ǫλµν
κǫσρ
βγ∇λ∇αdβγκ
α + fµνσρ(x;H,∇H) . (3.48)
Combining (3.48) with (3.47) and (3.5) yields a wave equation for κµνσ ,
✷gκµνσ = 4∇
βΘ[(Wνκ[µ
α −Θdνκ[µ
α)dβ]ασ
κ − (Wσκ[µ
α −Θdσκ[µ
α)dβ]αν
κ]
+2(Wµβκ
α −Θdµβκ
α)∇βΘdσνα
κ + 4∇βΘ∇[β(∇λd|σν|µ]
λ)
+ǫλµβ
κǫσν
δγ∇βΘ∇λ(∇αdδγκ
α) + ΘLρ
κǫσκν
δǫµ
ρβγ∇αdβγδ
α
−2Ξλκ∇
λdνσµ
κ − 4Υκdνσµ
κ + 4(Wµ
ρ
[ν
κ −Θdµ
ρ
[ν
κ)∇|κ|Lσ]ρ
−4κµκ[νLσ]
κ + 6κα[νσgκ]µL
ακ +
1
2
ζµκ
α(Wνσα
κ −Θdνσα
κ)
+Θκµλ
αdνσα
λ + 4Θκαλ[νdσ]
λ
µ
α −
1
6
(Wνσµ
κ −Θdνσµ
κ)∇κR
−2s∇κdνσµ
κ +
1
6
Rgκµνσ + fµνσ(x;H,∇H,∇K) . (3.49)
The equations (3.24), (3.30), (3.31), (3.42), (3.43), (3.44), (3.46) and (3.49)
form a closed, linear, homogeneous system of linear wave equations satisfied by
the fields Hσ, Kµν , ζµ, Wµνσρ −Θdµνσρ, ∇ρdµνσ
ρ, Ξµν , Υµ and κµνσ, with all
other quantities regarded as being given. An application of standard uniqueness
results, cf. e.g. [15], establishes that all the fields vanish, supposing that this
is initially the case. In particular this guarantees consistency with the gauge
condition, i.e. Hσ = 0 and, by (3.9), Rg = R, for solutions of the CWE. In fact
we have proven more, and that will be of importance in the next section.
3.3 Equivalence issue between the CWE and the MCFE
Recall the CWE (3.11)-(3.15) and the MCFE (2.5)-(2.10). Let us tackle the
equivalence issue between them. A look at the derivation of the CWE reveals
that any solution of the MCFE which satisfies the gauge condition Hσ = 0
will be a solution of the CWE with gauge source function R = Rg. The other
direction is the more interesting albeit more involved one. We therefore devote
ourselves subsequently to the issue whether (or rather under which conditions)
a solution of the CWE is also a solution of the MCFE. We shall demonstrate
that a solution of the CWE is a solution of the MCFE supposing that it satisfies
certain relations on the initial surface. In fact, most of the work has already
been done in the previous section.
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We have the following intermediate result; we emphasize that the conformal
factor is allowed to have zeros, or vanish, on the initial surface:
Theorem 3.7 Assume we have been given data (˚gµν , s˚, Θ˚, L˚µν , d˚µνσ
ρ) on a
characteristic initial surface S (for definiteness we think either of two transver-
sally intersecting null hypersurfaces or a light-cone) and a gauge source function
R, such that g˚µν is the restriction to S of a Lorentzian metric, L˚µν is symmet-
ric, L˚µ
µ ≡ L˚ = R/6, and such that d˚µνσ
ρ satisfies all the algebraic properties of
the Weyl tensor (cf. the assumptions of Lemma 3.4). Suppose further that there
exists a solution (gµν , s, Θ, Lµν , dµνσ
ρ) of the CWE (3.11)-(3.15) with gauge
source function R which induces the above data on S and fulfills the following
conditions:
1. The MCFE (2.5)-(2.8) are fulfilled on S;
2. equation (2.9) holds at one point on S;
3. the Weyl tensor Wµνσ
ρ[g] coincides on S with Θ˚d˚µνσ
ρ;
4. the wave-gauge vector Hσ and its covariant derivative Kµ
σ ≡ ∇µH
σ van-
ish on S;
5. the covector field ζµ ≡ −4(∇νLµ
ν − 16∇µR) vanishes on S.
Then
a) Hσ = 0 and Rg = R;
b) Lµν is the Schouten tensor of gµν ;
c) Θdµνσ
ρ is the Weyl tensor of gµν ;
d) (gµν , s, Θ, Lµν , dµνσ
ρ) solves the MCFE (2.5)-(2.10) with Hσ = 0 and
Rg = R.
The conditions 1-5 are necessary for d) to be true.
Proof: The conditions 1 and 3-5 make sure that the fields Hσ, Kµν , ζµ,
Wµνσρ − Θdµνσρ, ∇ρdµνσ
ρ, Ξµν , Υµ and κµνσ vanish on S. In the previous
section we have seen that they provide a solution of the closed, linear, homo-
geneous system of wave equations (3.24), (3.30), (3.31), (3.42), (3.43), (3.44),
(3.46) and (3.49), so that all these fields need to vanish identically. In particular
that implies Hσ = 0, that Θdµνσ
ρ is the Weyl tensor of gµν , and that (2.5)-(2.8)
hold. The vanishing of Hσ guarantees that the Ricci tensor coincides with the
reduced Ricci tensor and by (3.25) that R is the curvature scalar Rg of gµν .
Equation (3.15) then tells us that Lµν is the Schouten tensor. Hence (2.10) is
an identity and automatically satisfied. To establish (2.9), it suffices to check
that it is satisfied at one point, which is ensured by condition 2. ✷
In the following we shall investigate to what extent the conditions 1-5 are
satisfied if the fields g˚µν , L˚µν , d˚µνσ
ρ, Θ˚ and s˚ are constructed as solutions of
the constraint equations induced by the MCFE on the initial surface.
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4 Constraint equations induced by the MCFE
on the Ci−-cone
4.1 Adapted null coordinates and another gauge freedom
The aim of this section is to derive the set of constraint equations induced by
the MCFE,
∇ρdµνσ
ρ = 0 , (4.1)
∇µLνσ −∇νLµσ = ∇ρΘ dνµσ
ρ , (4.2)
∇µ∇νΘ = −ΘLµν + sgµν , (4.3)
∇µs = −Lµν∇
νΘ , (4.4)
2Θs−∇µΘ∇
µΘ = 0 , (4.5)
Rµνσ
κ[g] = Θdµνσ
κ + 2
(
gσ[µLν]
κ − δ[µ
κLν]σ
)
, (4.6)
on the initial surface S, where we assume henceforth
λ = 0 . (4.7)
By constraint equations we mean intrinsic equations on the initial surface which
determine the fields gµν |S , Lµν |S , dµνσ
ρ|S , Θ|S and s|S starting from suitable
free “reduced” data. We shall do this in adapted null coordinates and imposing
a generalized wave-map gauge condition. To avoid too many case distinctions
we shall derive them in the case where the initial surface is the light-cone Ci−
on which the conformal factor Θ vanishes (this requires (4.7), cf. (2.9) evaluated
on Ci−), which is completely sufficient for our purposes.
Adapted null coordinates (u, r, xA) are defined in such a way that {x0 ≡ u =
0} = I − ≡ Ci− \ {i
−}, x1 ≡ r > 0 parameterizes the null rays emanating from
i−, and xA, A = 2, 3, are local coordinates on the level sets {r = const, u = 0} ∼=
S2 (note that these coordinates are singular at the tip, see [5] for more details).
First we shall sketch how the constraint equations are obtained in a general-
ized wave-map gauge with arbitrary gauge functions. We shall write them down
explicitly in a specific gauge afterwards.
We use the same notation as in [5], i.e. ν0 := g01, νA := g0A. The function
χA
B := 12g
BC∂1gAC denotes the null second fundamental form, the function τ ,
which describes the expansion of the cone, its trace, and the shear tensor σA
B
its traceless part. The symbols ∇˜A, Γ˜
C
AB and R˜AB refer to the r-dependent
Riemannian metric g˜ := gABdx
AdxB.
The equation (4.12) below together with regularity conditions at the tip of
the cone imply that g˜ is conformal to the the standard metric sAB on the 2-
sphere S2. It therefore makes sense to take as reduced data the g˜ -trace-free part
of LAB on Ci− (which coincides with its s-trace-free part). It will be denoted
by L˘AB =: ωAB.
The field ωAB is an r-dependent tensor on S
2. Here and in what follows .˘
denotes the g˜-trace-free part of the corresponding 2-tensor on S2. As before,
overlining is used to indicate restriction to the initial surface. The gauge degrees
of freedom are comprised by R, Wλ, s (cf. Sections 2 and 3.1) and κ. The
function κ is given by
κ := ν0∂1ν0 −
1
2
τ −
1
2
ν0(g
µνΓˆ0µν +W
0) , (4.8)
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where ν0 := g01 = (ν0)
−1. It reflects the freedom to parameterize the null
geodesics generating the initial surface [5]; the choice κ = 0 corresponds to an
affine parameterization.
4.2 Constraint equations in a generalized wave-map gauge
We show that, in the case where the initial surface is Ci− , the constraint equa-
tions form a hierarchical system of algebraic equations and ODEs along the
generators of Ci− . In doing so, we merely consider those gauge choices W
λ
which depend just upon the coordinates and none of the fields appearing in the
CWE (cf. footnote 11). To derive the constraint equations we assume we have
been given a smooth solution of the MCFE in a generalized wave-map gauge
Hσ = 0, smoothly extendable through Ci− We then evaluate the MCFE on
Ci− and eliminate the transverse derivatives. For this we shall assume that the
solution satisfies si− 6= 0, which implies that s
−1 and (∂0Θ)
−1 exist near i−
(the existence of the latter one follows e.g. from (4.10) below). The function
τ−1 needs to exist anyway close to i− [5]. It should be emphasized that, on a
light-cone, the initial data for the ODEs cannot be specified freely but follow
from regularity conditions at the vertex. For sufficiently regular gauges the be-
haviour of the relevant fields near the vertex is computed in [5]. When stating
this behaviour below we shall always tacitly assume that the gauge is sufficiently
regular.
In the following we shall frequently make use of the formulae (A.8)-(A.25)
in [5] for the Christoffel symbols computed in adapted null coordinates on a
cone.
We consider (4.3) for (µν) = (10), (AB) on Ci− , where we take the g
AB-trace
of the latter equation,
∂1∂0Θ+ (κ− ν
0∂1ν0)∂0Θ = ν0s , (4.9)
s =
1
2
τν0∂0Θ (4.10)
(note that H0 = 0 implies κ = Γ111 [5]). Differentiating (4.10) and inserting the
result into (4.9) we obtain an equation for τ ,
∂1τ − (κ+ ∂1 log |s|)τ +
1
2
τ2 = 0 . (4.11)
The boundary behaviour is given by τ = 2r−1 +O(r) [5].
Due to our assumption si− 6= 0 the (AB)-component of (4.3), together with
(4.10), provides an equation for gAB (at least sufficiently close to the vertex),
s(∂1gAB − τgAB) = 0 ⇐⇒ σAB = 0 . (4.12)
The boundary condition is gAB = r
2sAB+O(r
4) [5], with sAB the round sphere
metric.
Using the definition of Lµν , which can be recovered from (4.6), as well as
(4.12), we find that
L11 ≡ −
1
2
(
∂1τ − Γ
1
11τ + χA
BχB
A
)
= −
1
2
∂1τ +
1
2
κτ −
1
4
τ2 . (4.13)
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The gauge condition H0 = 0 provides an equation for ν0,
11
∂1ν
0 + ν0(
1
2
τ + κ) +
1
2
V 0 = 0 . (4.14)
Here we have set
V λ := gµνΓˆλµν +W
λ .
The boundary condition is ν0 = 1+O(r
2) [5]. Equation (4.10) then determines
∂0Θ. The function ∂0g11 is computed from κ = Γ
1
11,
∂0g11 = 2∂1ν0 − 2ν0κ . (4.15)
We remark that the values of certain transverse derivatives are needed on the
way to derive the constraint equations. As a matter of course the constraint
equations themselves will not involve any transverse derivatives, for they are
not part of the characteristic initial data for the CWE.
Let us introduce the field
ξA := −2ν
0∂1νA + 4ν
0νBχA
B + νAV
0 + gABV
B − gADg
BC Γ˜DBC . (4.16)
In a generalized wave-map gauge we have [5]
ξA = −2Γ
1
1A . (4.17)
Invoking (4.10) and (4.12), equation (4.3) with (µν) = (0A) can be written as
an equation for ξA,
ξA = 2∂A log |∂0Θ| − 2ν
0∂Aν0 . (4.18)
The definition of ξA can then be employed to compute νA,
ν0∂1νA − τν
0νA −
1
2
νAV
0 −
1
2
gABV
B +
1
2
gADg
BC Γ˜DBC +
1
2
ξA = 0 . (4.19)
The boundary condition is given by νA = O(r
3) [5]. The equation ξA = −2Γ
1
1A
then determines ∂0g1A algebraically,
∂0g1A = (∂A + ξA)ν0 + (∂1 − τ)νA . (4.20)
From (4.9), (4.10) and (4.18) we obtain the relation
∂1ξA = ∂A(τ − 2κ) ,
which yields
L1A ≡
1
2
(∂1 + τ)Γ
1
1A +
1
2
∇˜BχA
B −
1
2
∂AΓ
1
11 −
1
2
∂Aτ
= −
1
4
τξA −
1
2
∂Aτ . (4.21)
11 Recall that we assume Wλ to depend just upon the coordinates, otherwise one would
have to be careful here and specify upon which components of which fields Wλ is allowed to
depend in order to get the hierarchical system we are about to derive.
26
We define the function
ζ := 2(∂1 + κ+
1
2
τ)g11 + 2V 1 . (4.22)
For a solution which satisfies the generalized wave-map gauge condition Hσ = 0
it holds [5] that
ζ = 2gABΓ1AB + τg
11 . (4.23)
We find that
gABRACB
C ≡ R˜−
1
2
g1A∂Aτ + τg
ABΓ1AB +
1
2
τg1AΓ11A +
1
2
τ2g11
= R˜−
1
2
g1A(∂A +
1
2
ξA)τ +
1
2
τζ . (4.24)
On the other hand, the gABRACB
C -part of (4.6) yields (we set ξA := gABξB)
gABRACB
C = g1AL1A + 2g
ABLAB
= (∇˜A −
1
2
ξA −
1
4
τg1A)ξA −
1
2
g1A∂Aτ + (∂1 + τ + κ)ζ
+R˜−
1
3
R , (4.25)
where we took into account that
2gABLAB ≡ (∂1 + τ + κ)ζ + (∇˜A −
1
2
ξA)ξ
A + R˜−
1
3
R . (4.26)
Combining (4.24) and (4.25), we end up with an equation for ζ,
(∂1 +
1
2
τ + κ)ζ + (∇˜A −
1
2
ξA)ξ
A −
1
3
R = 0 , (4.27)
where the boundary condition is ζ + 2r−1 = O(1). Then (4.26) becomes
gABLAB =
1
4
τζ +
1
2
R˜ . (4.28)
The definition (4.22) of ζ can be employed to compute g00, since g00 =
gABνAνB − (ν0)
2g11. The boundary condition is [5] g11 = 1 + O(r2). The
equation ζ = 2gABΓ1AB + τg
11 can then be read as an equation for gAB∂0gAB,
gAB∂0gAB = 2∇˜
AνA − ν0(τg
11 + ζ) . (4.29)
An expression for L01 follows from the relation g
µνLµν =
1
6R, which yields
L01 = −
1
2
νA(∂A +
1
2
ξA)τ +
1
4
ν0g
11[∂1τ − κτ +
1
2
τ2]
−
1
8
ν0(τζ + 2R˜) +
1
12
ν0R , (4.30)
where νA := gABνB. On the other hand we have
2L01 ≡ R01 −
1
6
ν0R
≡ ∂0Γ001 − ∂1Γ
0
00 + (∇˜A +
1
2
τν0νA)Γ
A
01 + (ν
0∂1ν0 − κ+ τ)Γ
1
01
−(∂1 − ν
0∂1ν0 + κ+
1
2
τ)ΓA0A −
1
6
ν0R .
27
Combining this with the gauge condition ∂0H0 = 0 one determines ∂0g01 and
∂200g11, with boundary condition ∂0g01 = O(r) [5].
Note that up to this stage the initial data ωAB have not entered yet, i.e.
all the field components computed so far have a pure gauge-character. Note
further that (∂0gAB )˘ can be computed in terms of ωAB ≡ L˘AB =
1
2 R˘AB and
those quantities computed so far. (Recall that (∂0gAB )˘ denotes the trace-free
part of ∂0gAB with respect to gAB, and note that (.)˘ always refers to the two
free angular indices.)
Equation (4.6) with (µνσκ) = (0ABC), contracted with gAB, gives an equa-
tion for L0A,
L0A = −gACg
BD(∂BΓ
C
0D − ∂0Γ
C
BD + Γ
α
0DΓ
C
αB − Γ
α
BDΓ
C
α0)
−ν0νAν
BL1B + ν
BLAB + 2ν
0νAL01 −
1
6
νAR˜ (4.31)
(the right-hand side contains only known quantities). From the definition of
L0A and the gauge condition ∂0HC = 0 one then computes ∂0g0A and ∂200g1A.
The relevant boundary condition is ∂0g0A = O(r
2). The g˜-trace-free part of
(4.6) for (µνσκ) = (0A0B) yields (∂200gAB )˘.
The 10 independent components of the rescaled Weyl tensor in adapted null
coordinates are
d0101 , d011A , d010A , d01AB , d˘1A1B , d˘0A0B .
The g˜-trace-free part of (4.2) with (µνσ) = (A1B) determines d˘1A1B,
d˘1A1B = ν0(∂0Θ)
−1
[
(∂1 −
1
2
τ)ωAB + L11Γ˘
1
AB − ∇˜AL1B +
1
2
ξBL1A
+
1
2
gAB(∇˜
C −
1
2
ξC)L1C
]
. (4.32)
All the remaining components of the rescaled Weyl tensor can be determined
from (4.1). We will be rather sketchy here. For (µνσ) = (1A1) one finds
∇1d011A + ν
B∇1d1A1B − ν0g
CD∇Cd1A1D = 0 , (4.33)
which is an ODE for d011A, since the term g
ABd1ABC , which appears when ex-
pressing the covariant derivatives in terms of partial derivatives and connection
coefficients, can be written as
gABd1ABC = ν
0d011C − g
1Bd1B1C .
Any bounded solution of the MCFE satisfies d011A = O(r) for small r.
For (µνσ) = (AB1) one obtains an ODE for d01AB,
∇1d01AB + ν
C∇1d1CAB − ν0g
CD∇Dd1CAB = 0 , (4.34)
the boundary condition is given by the requirement d01AB = O(r
2). Note for this
that d1ABC and d0[AB]1, both of which are hidden in the covariant derivatives
appearing in (4.34), can be expressed in terms of d1A1B and d011A. Indeed,
symmetries of the rescaled Weyl tensor imply that
d1ABC = 2g
EFd1EF [CgB]A = 2(ν
0d011[C − g
1Dd1D1[C)gB]A ,
2d0[AB]1 = −d01AB .
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The (µνσ) = (101)-component of (4.1) can be employed to determine d0101,
∇1d0101 + ν
C∇1d011C − ν0g
CD∇Cd011D = 0 . (4.35)
For that purpose one needs to express gABd0AB1 in terms of known components
and d0101,
gABd0AB1 = g
1Ad011A − ν
0d0101 .
The boundary condition for bounded solutions is d0101 = O(1).
The function d010A is obtained from (4.1) with (µνσ) = (0A1),
∇1d010A + ν
C∇1d0A1C − ν0g
CD∇Cd0A1D = 0 , (4.36)
and d010A = O(r). To obtain the desired ODE one needs to use the following
relations, which, again, follow from the symmetry properties of the rescaled
Weyl tensor:
gABd0AB1 = g
1Ad011A − ν
0d0101 ,
2ν0d0(AB)1 = g
11d1A1B − 2g
1Cd1(AB)C − g
CDdCABD ,
gABgCDdCABD = −2g
AB(g1Cd1ABC + ν
0d0AB1) ,
gCDdCABD =
1
2
gABg
CDgEFdCEFD ,
dABCD = g
EF (gC[BdA]EFD − gD[BdA]EFC) ,
gABd0ABC = −ν
0d010C − g
11d011C − g
1B(d01BC − d0(BC)1 − d0[BC]1) ,
d0ABC = 2g
EFd0EF [CgB]A .
To gain an equation for d˘0A0B we observe that due to the tracelessness of
the rescaled Weyl tensor we have
0 = gµν∇0dµABν −
1
2
gABg
CDgµν∇0dµCDν
= 2ν0∇0d˘0(AB)1 − g
11∇0d˘1A1B + 2(g
1C∇0d1(AB)C )˘ .
Two of the transverse derivatives can be eliminated via the following relations,
0 = ν0∇ρd˘1(AB)ρ ≡ −∇0d˘1A1B +∇1d˘0(AB)1 − ν0g
11∇1d˘1A1B
−(νC∇1d1(AB)C )˘ + ν
C∇C d˘1A1B + ν0(g
CD∇Dd1(AB)C )˘ ,
0 = ν0∇ρdABCρ ≡ ∇0dABC1 +∇1dABC0 + ν0g
11∇1dABC1
−νD∇1dABCD − ν
D∇DdABC1 + ν0g
DE∇EdABCD ,
so that we end up with an expression for ∇0d˘0(AB)1. The trace-free and sym-
metrized part of equation (4.1) with (µνσ) = (0AB) reads
0 = ν0∇0d˘0(AB)1 + ν
0∇1d˘0AB0 + g
11∇1d˘0(AB)1 + g
1C∇C d˘0(AB)1
+(g1C∇1d0(AB)C )˘ + (g
CD∇Dd0(AB)C )˘ , (4.37)
which thus provides an ODE for d˘0A0B with boundary condition d˘0A0B = O(r
2).
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Finally, one determines L00 from equation (4.2) with (µνσ) = (100) and the
contracted Bianchi identity (3.1),
2ν0∇1L00+ g
11∇1L01+2g
1A∇(1LA)0+ g
AB∇AL0B −
1
6
∂0R = (ν
0)2∂0Θ d0101 .
(4.38)
The boundary condition, satisfied by any bounded solution, is L00 = O(1).
4.3 Constraint equations in the (R = 0, s = −2, κ = 0, gˆ = η)-
wave-map gauge
To simplify computations significantly let us choose a specific gauge. The CWE
take their simplest form if we impose the gauge condition
R = 0 , (4.39)
which we shall do henceforth. Moreover, we assume the wave-map gauge con-
dition and an affinely parameterized cone, meaning that
κ = 0 and W σ = 0 . (4.40)
Furthermore, we set
s = −2 , (4.41)
(the negative sign of s makes sure that Θ will be positive inside the cone), and
use a Minkowski target gˆµν = ηµν . This way many of the constraint equations
can be solved explicitly. From now on all equalities are meant to hold in this
particular gauge, if not stated otherwise.
The relevant boundary conditions for the ODEs, which follow from regularity
conditions at the vertex, have been specified in the previous section. Recall that
the free initial data are given by the g˜-trace-free tensor ωAB and that we treat
the case where the initial surface is Ci− , i.e. we have
Θ = 0 . (4.42)
Regularity for the Schouten tensor requires ωAB = O(r
2). However, regularity
for the rescaled Weyl tensor requires the stronger condition (cf. (4.46) below)
ωAB = O(r
4) . (4.43)
Many of the above equations can be solved straightforwardly, we just present
the results,
gµν = ηµν , L1µ = 0 , g
ABLAB = 0 , L0A =
1
2
∇˜B∂0gAB . (4.44)
Note that Lµν is trace-free as required by Lemma 3.6. On the way to compute
these quantities we have found
τ = 2/r , ∂0Θ = −2r , ∂0g1µ = 0 , g
AB∂0gAB = 0 ,
ξA = 0 , ζ = −2/r ,
(∂1 − r
−1)∂0gAB = −2ωAB with ∂0gAB = O(r
3) . (4.45)
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We further obtain (note that ΓB0A =
1
2g
BC∂0gAC)
d1A1B = −
1
2
∂1(r
−1ωAB) , (4.46)
(∂1 + 3r
−1)d011A = ∇˜
Bd1A1B , (4.47)
(∂1 + 3r
−1)d0101 = ∇˜
Ad011A −
1
2
∂0gABd1A1B , (4.48)
(∂1 + r
−1)d01AB = 2∇˜[AdB]110 − 2Γ
C
0[AdB]11C , (4.49)
(∂1 + r
−1)d010A =
1
2
∇˜B(d01AB − d1A1B) +
1
2
∇˜Ad0101 + r
−1d011A
+2ΓB0Ad011B , (4.50)
with d011A = O(r), d0101 = O(1), d01AB = O(r
2) and d010A = O(r). To derive
(4.46)-(4.50) we have used the following relations, which follow from algebraic
symmetry properties of the Weyl tensor,
dABCD = −2gA[CgD]Bd0101 , (4.51)
2d0[AB]1 = −d01AB , (4.52)
2d0(AB)1 = d1A1B − gABd0101 , (4.53)
d1ABC = −2d011[BgC]A , (4.54)
d0ABC = 2d010[BgC]A + 2d011[BgC]A . (4.55)
Before we proceed let us establish some relations:
Lemma 4.1 (i) (gCD∂0gAC ∂0gBD )˘ = 0,
(ii) (gCD∂0gC(AωB)D )˘ = 0,
(iii) (gCD∂0gC(A dB)1D1)˘ = 0.
Proof: This follows from the constraint equations (4.45)-(4.46), together with
the g˜-tracelessness of ∂0gAB. ✷
The lemma can be employed to simplify the ODE which determines d˘0A0B ,
2(∂1 − r
−1)d˘0A0B = 3(∂1 − r
−1)d˘0(AB)1 − (∂1 − r
−1)d1A1B
+(∇˜Cd1(AB)C )˘ + 2(∇˜
Cd0(AB)C )˘− (∂0gCDdACBD )˘
+[2ΓC0(A(dB)C01 − dB)01C +
1
2
dB)1C1)]˘
=
1
2
(∂1 − r
−1)d1A1B + (∇˜(AdB)110)˘ + 2(∇˜(AdB)010)˘
+3ΓC0(AdB)C01 +
3
2
d0101∂0gAB , (4.56)
with d˘0A0B = O(r
2). Finally, one shows that the missing component of the
Schouten tensor satisfies
2(∂1 + r
−1)L00 =
1
2
ωAB∂0gAB − 2rd0101 − ∇˜
AL0A , (4.57)
with L00 = O(1).
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We aim now to find explicit solutions to some of the remaining ODEs (4.47)-
(4.50). The key observation to solve (4.47) is that, due to (4.45), we have
d1A1B = −
1
2
r−1∂1
(
ωAB +
1
2
r−1∂0gAB
)
. (4.58)
Hence we find
∂1(r
3d011A) = −
1
2
∂1
(
r2∇˜BωAB + rL0A
)
d011A=O(r)
=⇒ d011A = −
1
2
r−1∇˜BωAB −
1
2
r−2L0A (4.59)
(4.45)
=
1
2
r−1∂1L0A . (4.60)
The equations (4.45) and (4.60) can be used to rewrite (4.49),
∂1(rd01AB) = ∂1∇˜[ALB]0 − rΓ
C
0[A∂|1|(r
−1ωB]C)
= ∂1(∇˜[ALB]0 − Γ
C
0[AωB]C)
d01AB=O(r
2)
=⇒ d01AB = r
−1∇˜[ALB]0 − r
−1ΓC0[AωB]C . (4.61)
The constraint equations in the (R = 0, s = −2, κ = 0, gˆ = η)-wave-map
gauge are summed up in (5.6)-(5.16) below.
5 Applicability of Theorem 3.7 on the Ci−-cone
Let us suppose we have been given initial data ωAB ≡
˘˚
LAB on Ci− , supple-
mented by a gauge choice for R, s˚, W σ and κ. Then we solve the hierarchical
system of constraint equations derived above; the solutions are denoted by g˚µν ,
L˚µν and d˚µνσρ. Let us further assume that there exists a smooth solution
of the CWE in some neighbourhood to the future of i−, smoothly extendable
through Ci− , which induces the data Θ = 0, s = s˚, gµν = g˚µν , Lµν = L˚µν and
dµνσρ = d˚µνσρ on Ci− . The purpose of this section is to investigate to what
extent the hypotheses made in Theorem 3.7 are satisfied in the case of initial
data which have been constructed as a solution of the constraint equations. For
convenience and to make computations significantly easier we shall not do it in
an arbitrary generalized wave-map gauge but prefer to work within the specific
gauge (4.39)-(4.41).
5.1 (R = 0, s = −2, κ = 0, gˆ = η)-wave-map gauge
We restrict attention to the κ = 0-wave-map gauge with W σ = 0; moreover, we
set R = 0 and s˚ = −2, and use a Minkowski target gˆµν = ηµν . All equalities
are meant to hold in this specific gauge. For reasons of clarity let us recall the
CWE in an (R = 0)-gauge, where they take their simplest form,
✷
(H)
g Lµν = 4LµκLν
κ − gµν |L|
2 − 2Θdµσν
ρLρ
σ , (5.1)
✷gs = Θ|L|
2 , (5.2)
✷gΘ = 4s , (5.3)
✷
(H)
g dµνσρ = Θdµνκ
αdσρα
κ − 4Θdσκ[µ
αdν]αρ
κ , (5.4)
R(H)µν [g] = 2Lµν . (5.5)
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The constraint equations, from which the initial data for the CWE are de-
termined from given free data ωAB ≡
˘˚
LAB = O(r
4) read:
g˚µν = ηµν , (5.6)
L˚1µ = 0 , L˚0A =
1
2
∇˜BλAB , g˚
ABL˚AB = 0 , (5.7)
d˚1A1B = −
1
2
∂1(r
−1ωAB) , (5.8)
d˚011A =
1
2
r−1∂1L˚0A , (5.9)
d˚01AB = r
−1∇˜[AL˚B]0 −
1
2
r−1λ[A
CωB]C , (5.10)
(∂1 + 3r
−1)d˚0101 = ∇˜
Ad˚011A +
1
2
λAB d˚1A1B , (5.11)
2(∂1 + r
−1)d˚010A = ∇˜
B(d˚01AB − d˚1A1B) + ∇˜Ad˚0101 + 2r
−1d˚011A
+2λA
B d˚011B , (5.12)
4(∂1 − r
−1)
˘˚
d0A0B = (∂1 − r
−1)d˚1A1B + 2(∇˜(Ad˚B)110 )˘ + 4(∇˜(Ad˚B)010 )˘
+3λ(A
C d˚B)C01 + 3d˚0101λAB , (5.13)
4(∂1 + r
−1)L˚00 = λ
ABωAB − 4rd˚0101 − 2∇˜
AL˚0A , (5.14)
with
d˚0101 = O(1) , d˚010A = O(r) ,
˘˚
d0A0B = O(r
2) , L˚00 = O(1) , (5.15)
and where λAB is the unique solution of
(∂1 − r
−1)λAB = −2ωAB with λAB = O(r
5) . (5.16)
Note that the expansion τ satisfies
τ = 2/r . (5.17)
All the other components of g˚µν , L˚µν and d˚µνσρ follow from their usual symme-
try properties which they are required to satisfy.
5.2 Vanishing of Hσ
Inserting the definition of the reduced Ricci tensor (3.10) equation (5.5) becomes
Rµν − gσ(µ∇ˆν)H
σ = 2Lµν . (5.18)
Utilizing the constraint equations (5.6) and the identities [5]
R11 ≡ −∂1τ + τΓ
1
11 − |σ|
2 −
1
2
τ2 = τΓ111 ,
Γ111 ≡ κ−
1
2
ν0H
0 = −
1
2
H0 ,
the latter one follows from the definitions of Hσ and κ, we conclude that the
solution satisfies the ODE
∇ˆ1H
0 +
1
2
τH0 = 0 ⇐⇒ (∂1 + r
−1)H0 = 0 . (5.19)
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For any regular solution of the CWE the function H0 will be bounded near the
vertex. We observe that
H0 = 0 (5.20)
is the only solution of (5.19) where this is the case. Then we immediately obtain
Γ111 = κ = 0 . (5.21)
Recall the definition of the field ξA, which vanishes in our gauge,
ξA ≡ −2ν
0∂1νA + 4ν
0νBχA
B + νAV
0 + gABV
B − gADg
BC Γ˜DBC = 0 .
From the constraint equations, (5.18) and the identities [5]
R1A ≡ (∂1 + τ)Γ
1
1A + ∇˜BχA
B − ∂AΓ
1
11 − ∂Aτ = (∂1 + τ)Γ
1
1A , (5.22)
ξA ≡ −2Γ
1
1A −HA − νAH
0 = −2Γ11A −HA , (5.23)
we find that HA := gABH
B fulfills the ODE
∂1HA = 0 .
Any regular solution necessarily satisfies HA = O(r) and we infer
HA = 0 and Γ11A = 0 . (5.24)
We have introduced the function
ζ ≡ 2(∂1 + κ+
1
2
τ)g11 + 2V 1 = −τ .
From (5.18), the constraint equation gABLAB = 0 and the identities [5]
gABRAB ≡ 2(∂1 + Γ
1
11 + τ)[(∂1 + Γ
1
11 +
1
2
τ)g11 + gµνΓ1µν︸ ︷︷ ︸
≡gABΓ1
AB
+ 1
2
τg11
]
+R˜− 2gABΓ11AΓ
1
1B − 2g
AB∇˜AΓ
1
1B
= 2(∂1 + τ)[g
ABΓ1AB +
1
2
τ ] +
1
2
τ2 , (5.25)
ζ ≡ 2gABΓ1AB + τg
11 + ν0g
11H0 − 2H1
= 2gABΓ1AB + τ − 2H
1 , (5.26)
we deduce that
(∂1 + r
−1)H1 = 0 .
Our solution is supposed to be regular at i−, whenceH1 = O(1) and we conclude
H1 = 0 and gABΓ1AB = −τ . (5.27)
Altogether we have proven that
Hσ = 0 . (5.28)
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Note that once we know the values of the wave-gauge vector on Ci− , we can
compute the values of certain components of the transverse derivative of the
metric on Ci− . More concretely, we find that the solution satisfies
∂0g11 = 0 , ∂0g1A = 0 , g
AB∂0gAB = 0 .
We also have
RAB ≡ ∂αΓαAB − ∂AΓ
α
αB + Γ
α
ABΓ
β
βα − Γ
α
βAΓ
β
αB
= R˜AB −
1
4
τ2gAB −
1
2
(∂1 − τ)∂0gAB + ∂0Γ0AB −
1
2
τgABΓ
0
00
= −(∂1 − r
−1)∂0gAB ,
where we employed the relation
∂0Γ0AB =
1
2
τgAB∂0g01 −
1
2
∂1∂0gAB .
The vanishing of Hσ implies via (5.18) and (5.6)
RAB = 2LAB = 2ωAB ,
and thus by (5.16)
(∂1 − r
−1)(λAB − ∂0gAB) = 0 .
For initial data of the form ωAB = O(r
4) we have λAB = O(r
5). Since regularity
requires [5] ∂0gAB = O(r
3), we discover the expected relation
λAB = ∂0gAB .
5.3 Vanishing of ∇µHσ and ζµ
We know that the wave-gauge vector satisfies the wave equation (3.21),
∇ν∇ˆνH
α + 2gµα∇[σ∇ˆµ]H
σ + 4∇νLν
α = 0 . (5.29)
Let us first consider the α = 0-component evaluated on I −,
(∂1 + r
−1)∂0H0 + 2∂0L11 = 0 . (5.30)
We need to show that the source term vanishes. Equation (5.1) provides an
expression for ∂0L11,
✷
(H)
g L11 = 0 ⇐⇒ (∂1 + r
−1)∂0L11 = 0 . (5.31)
Any regular solution satisfies ∂0L11 = ∇0L11 = O(1). There is precisely one
bounded solution of (5.31), which is
∂0L11 = 0 . (5.32)
The function ∇0H0 = ∂0H0 needs to be bounded as well, and the only bounded
solution of (5.30) is
∂0H0 = 0 . (5.33)
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Taking the trace of (5.18) then shows that the curvature scalar vanishes initially,
Rg = 0 . (5.34)
Using (5.33) as well as the relation R01 = 2L01 = 0, which follows from (5.18),
one verifies that
∂0g01 = 0 and ∂200g11 = 0 .
The α = A-component of (5.29) yields
(∂1 + 2r
−1)∂0HA + 2g
AB(∂0L1B + ∂1L0B + τL0B + ∇˜
CωBC) = 0 . (5.35)
We employ (5.1) to compute the source term,
✷
(H)
g L1A = 0 ⇐⇒ 2∂1∂0L1A − τ∇˜
BωAB − τ
2L0A = 0 . (5.36)
Equation (5.16) implies
2∇˜BωAB = −∇˜
B∂1λAB + τL0A = −2∂1L0A − τL0A . (5.37)
From (5.36) and (5.37) we derive the ODE
∂1(∂0L1A + r
−1L0A) = 0 . (5.38)
For any sufficiently regular solution we have ∂0L1A = ∇0L1A = O(r). Since
the initial data satisfy ωAB = O(r
4), we have L0A = O(r
2) by (5.36). We then
conclude from (5.38) that
∂0L1A = −r
−1L0A = −
1
4
τ∇˜BλAB . (5.39)
With (5.6), (5.37) and (5.39) equation (5.35) becomes
(∂1 + 2r
−1)∂0HA = 0 . (5.40)
Any solution which is regular at i− fulfills ∂0HA = ∇0HA = O(r
−1). The ODE
(5.40) admits precisely one such solution, namely
∂0HA = 0 . (5.41)
We have
∇˜BλAB = 2L0A = R0A =
1
2
∂200g1A −
1
2
(∂1 − τ)∂0g0A +
1
2
∇˜BλAB ,
0 = gAB∂0H
B = ∂200g1A + (∂1 + τ)∂0g0A + ∇˜
BλAB .
The combination of both equations yields
∂1∂0g0A + ∇˜
BλAB = 0 and ∂200g1A = −τ∂0g0A . (5.42)
Utilizing the previous results of this section the α = 1-component of (5.29)
can be written in our gauge as
(∂1 + r
−1)∂0H1 + 2(∂1 + τ)L00 + 2∇˜
AL0A − g
AB∂0LAB︸ ︷︷ ︸
=:f
= 0 , (5.43)
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where we took into account that owing to Lemma 3.6 we have
0 = ∂0L = 2∂0L01 + g
AB∂0LAB − ω
ABλAB . (5.44)
We show that the source f vanishes. To do that we compute the g˜-trace of the
(µν) = (AB)-component of (5.1) on I −. With (5.16) we obtain
gAB✷
(H)
g LAB = 2LA
BLB
A ⇐⇒
2(∂1 + r
−1)(gAB∂0LAB)− 2λ
AB(∂1 − r
−1)ωAB
+ 2τ∇˜AL0A + τ
2L00 + 2|ω|
2 = 0 , (5.45)
where we have set |ω|2 := ωA
BωB
A.
As another intermediate step it is useful to derive a second-order equation
for L00, so let us differentiate (5.14) with respect to r,
(4∂211 + 2τ∂1 − τ
2)L00 = 8d0101 − 4r(∂1 + 3r
−1)d0101 − 2∂1∇˜
AL0A + ∂1(λ
ABωAB) .
With (5.8), (5.9) (5.11), (5.16) and again (5.14) that yields
2(∂211 + 3r
−1∂1 + r
−2)L00 = λ
AB(∂1 − r
−1)ωAB − |ω|
2 − 2∇˜A∂1L0A . (5.46)
Let us return to the source term f in (5.43). It satisfies the ODE
2(∂1 + r
−1)f = 4∂211L00 + 6τ∂1L00 − 2τ∇˜
AL0A + 4∇˜
A∂1L0A
−2(∂1 + r
−1)(gAB∂0LAB)
(5.45)
= 4∂211L00 + 6τ∂1L00 + τ
2L00 + 4∇˜
A∂1L0A
−2λAB(∂1 − r
−1)ωAB + 2|ω|
2
(5.46)
= 0 .
We conclude that
f ≡ 2(∂1 + τ)L00 + 2∇˜
AL0A − g
AB∂0LAB = c(x
A)r−1 (5.47)
for some angle-dependent function c. Regularity at i− implies L00 = O(1) and
∂1L00 = ∇1L00 = O(1). Furthermore, we have (note that λ
ABωAB = O(r
5))
O(1) = ∇AL0A = ∇˜
AL0A −
1
2
λABωAB + τL00 ,
O(1) = gAB∇0LAB = g
AB∂0LAB − λ
ABωAB
=⇒ ∇˜AL0A + τL00 = O(1) , g
AB∂0LAB = O(1) .
Therefore the problematic r−1-term in the expansion of f needs to vanish, and
we conclude c = 0. Then (5.43) enforces ∂0H1 to vanish in order to be bounded,
i.e. altogether we have proven that
∇µHν = 0 . (5.48)
Recall that ζµ ≡ −4(∇νLµ
ν −∇µR/6) = −4∇νLµ
ν . If we evaluate (5.29)
on I − (which, as a matter of course, is to be read as an equation for ζµ) and
insert (5.48), we immediately observe that
ζµ = 0 . (5.49)
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5.4 Vanishing of W µνσρ
We want to show that the Weyl tensor Wµνσρ of gµν vanishes on Ci− , and thus
coincides there with the tensor Θdµνσρ. The 10 independent components are
W 0101 , W 011A , W 010A , W 01AB , W˘ 1A1B , W˘ 0A0B .
Due to the vanishing of Hσ, ∇µHσ and Rg, (5.5) tells us that the tensor Lµν
coincides on Ci− with the Schouten tensor. We thus have the formula:
Wµνσρ = Rµνσρ − 2(gσ[µLν]ρ − gρ[µLν]σ) . (5.50)
The following list of Christoffel symbols, or rather of their transverse derivatives,
will be useful:
∂0Γ001 = ∂0Γ
1
11 = 0 ,
∂0Γ00A
(5.42)
= −
1
2
(∂1 + τ)∂0g0A ,
∂0Γ0AB = −
1
2
∂1λAB ,
∂0Γ11A =
1
2
∂1∂0g0A ,
∂0Γ1AB =
1
2
τgAB∂0g00 + ∇˜(A∂|0g0|B) −
1
2
∂200gAB −
1
2
∂1λAB ,
∂0ΓC0A =
1
2
gCD∂200gAD −
1
2
λA
DλD
C + gCD∇˜[A∂|0g0|D] ,
∂0ΓC1A =
1
2
∂1λA
C ,
∂0ΓCAB =
1
2
τgABg
CD∂0g0D + ∇˜(AλB)
C −
1
2
∇˜CλAB ,
∂200Γ
0
AB
(5.42)
=
1
2
τgAB∂
2
00g01 − τ∇˜(A∂|0g0|B) −
1
2
∂1∂200gAB .
We compute the relevant components of the Riemann tensor Rµνσ
ρ ≡ ∂νΓ
ρ
µσ −
∂µΓ
ρ
νσ + Γ
α
µσΓ
ρ
να − Γ
α
νσΓ
ρ
µα,
R0101 = 0 , R011A = 0 , R01AB = 0 , R1A1B = 0 , (5.51)
R010A =
1
2
(∂1 − τ)∂0g0A −
1
2
∂200g1A
(5.42)
= −
1
2
∇˜BλAB , (5.52)
R˘0A0B = (∇˜(A∂|0g0|B))˘−
1
2
(∂200gAB )˘ . (5.53)
Next, we determine the independent components of the Weyl tensor on I − via
(5.50) and by taking into account the values we have found for Lµν ,
W 0101 = 0 , W 011A = 0 , W 010A = 0 , (5.54)
W 01AB = 0 , W 1A1B = 0 , (5.55)
W˘ 0A0B = ωAB + (∇˜(A∂|0g0|B))˘−
1
2
(∂200gAB )˘ . (5.56)
It remains to determine ∂200gAB. Note that according to (5.18) the vanishing of
Hσ and ∇µHσ implies
∂0RAB = 2∂0LAB
=⇒ ✷gRAB = 2✷gLAB = 2✷
(H)
g LAB
(5.1)
= 8ωACωB
C − 2gAB|ω|
2 .
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A rather lengthy computation, which uses (5.16), reveals that this is equivalent
to (set ∆g˜ := ∇˜
A∇˜A)
(∂1 − r
−1)∂0RAB − 2(∂1 − r
−1)(ωC(AλB)
C) + 2τ∇˜(ALB)0
+ (∂211 − τ∂1 +∆g˜)ωAB + gAB(
1
2
τ2L00 + |ω|
2) = 0 .
We take its traceless part and invoke Lemma 4.1,
(∂1 − r
−1)(∂0RAB )˘ + 2τ(∇˜(ALB)0)˘ + (∂
2
11 − τ∂1 +∆g˜)ωAB = 0 .(5.57)
Let us compute ∂0RAB on I
−, which is done by using (5.16), (5.42) and the
above formulae for the u-differentiated Christoffel symbols,
∂0RAB = ∂200Γ
0
AB + ∂1∂0Γ
1
AB + ∇˜C∂0Γ
C
AB − ∇˜A∂0Γ
C
BC − ∇˜A∂0Γ
1
1B
−∇˜A∂0Γ00B − Γ
0
BC∂0Γ
C
0A − Γ
0
AC∂0Γ
C
B0 − Γ
C
B0∂0Γ
0
AC − Γ
C
0A∂0Γ
0
BC
−Γ1BC∂0Γ
C
1A − Γ
1
AC∂0Γ
C
B1 + Γ
0
AB∂0Γ
µ
µ0 + Γ
1
AB∂0Γ
µ
µ1
= −(∂1 − r
−1)∂200gAB + (∂1 − r
−1)ωAB −
1
2
(∆g˜ −
1
2
τ2)λAB
−τ∇˜(A∂|0g0|B) −
1
2
τλA
CλBC − 2λ(A
CωB)C + f(r, x
C)gAB .(5.58)
The traceless part of ∂0RAB reads
(∂0RAB )˘ = −(∂1 − r
−1)(∂200gAB )˘ + (∂1 − r
−1)ωAB −
1
2
(∆g˜ −
1
2
τ2)λAB
−τ(∇˜(A∂|0g0|B))˘ . (5.59)
Next, we apply 2(∂1 − r
−1) to the expression (5.56) which we have found for
W˘ 0A0B. With (5.59) and (5.42) we end up with
2(∂1 − r
−1)W˘ 0A0B = (∂1 − r
−1)
[
2ωAB + 2(∇˜(A∂|0g0|B))˘− (∂
2
00gAB )˘
]
= (∂1 − r
−1)ωAB − 4(∇˜(ALB)0)˘ + (∂0RAB )˘
+
1
2
(∆g˜ − 2r
−2)λAB . (5.60)
On the other hand, from the Bianchi identity ∇[µRiA]B
µ = 0, i = 0, 1, we infer
(∇µWi(AB)µ)˘ +
1
2
(∇iRAB )˘−
1
2
(∇(ARB)i)˘ = 0 .
Employing further the tracelessness of the Weyl tensor,
gµν∇0WµABν = 0 =⇒ 2(∇0W0(AB)1 )˘ = (∇0W1A1B )˘ ,
we obtain with Rµν = 2Lµν , Rg = 0, Lemma 4.1 and since the other components
of the Weyl tensor are already known to vanish initially,
2(∂1 − r
−1)W˘ 0A0B = (∂1 − r
−1)ωAB + (∂0RAB )˘− 2(∇˜(ALB)0)˘ . (5.61)
Combining (5.60) and (5.61) we are led to
(∆g˜ −
1
2
τ2)λAB − 4(∇˜(ALB)0)˘ = 0 . (5.62)
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We apply (∂1 + r
−1) and use (5.16) to conclude that
(∆g˜ −
1
2
τ2)ωAB + 2(∂1 + r
−1)(∇˜(ALB)0)˘ = 0 , (5.63)
which will prove to be a useful relation. Next we apply (∂1 − r
−1) to (5.60).
With (5.16), (5.57), (5.62) and (5.63) we end up with
2(∂1 − r
−1)2W˘ 0A0B = (∂
2
11 − 2r
−1∂1 + 2r
−2)ωAB − 4(∂1 − r
−1)(∇˜(ALB)0)˘
−(∆g˜ − 2r
−1)(ωAB + r
−1λAB) + (∂1 − r
−1)(∂0RAB )˘
= 0
=⇒ W˘ 0A0B = cAB(x
C)r2 + dAB(x
C)r = cAB(x
C)r2 ,
for any regular solution satisfies W˘ 0A0B = O(r
2) in adapted coordinates.
We have ωAB = O(r
4) and λAB = O(r
5) = ∂0gAB. A regular solution
satisfies O(r2) = (∇(ALB)0)˘ = ∇˜(ALB)0. Similarly, we have O(r
2) = ∇0RAB =
∂0RAB − 2Γ
C
0(ARB)C , which implies (∂0RAB )˘ = O(r
2), so the right-hand side of
(5.61) is O(r2), consequently W˘ 0A0B = O(r
3), whence cAB = 0 and
W˘ 0A0B = 0 .
5.5 Validity of equation (2.9) on Ci−
We need to show that (2.9) holds at at least one point. In fact, since Θ vanishes
and∇µΘ is null, one immediately observes that it is satisfied on the whole initial
surface Ci−.
5.6 Vanishing of Υµ
Using the constraint equations (5.6) it is easily checked that the components
µ = 1, A of Υµ ≡ ∇µs + Lµ
ν∇νΘ vanish. To show that also the µ = 0-
component vanishes, we need to compute the value of the transverse derivative
of s on I −, which is accomplished via the CWE (5.2),
✷gs = 0 ⇐⇒ (∂1 + r
−1)∂0s = 0 .
The function ∂0s is bounded. Thus
∂0s = 0 , (5.64)
and the vanishing of Υµ is ensured.
5.7 Vanishing of Ξµν
We consider
Ξµν ≡ ∇µ∇νΘ+ΘLµν − s gµν = ∂µ∂νΘ− Γ
0
µν∂0Θ+ 2gµν .
First of all we need to determine the value of ∂0Θ, which is not part of the
initial data. It can be derived from the CWE. Evaluation of (5.3) on I − gives
✷gΘ = 4s ⇐⇒ (∂1 + r
−1)∂0Θ = −4 .
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For any sufficiently regular solution of the CWE the function ∂0Θ is bounded
near the vertex, and there is precisely one such solution,
∂0Θ = −2r . (5.65)
One straightforwardly checks that Ξµν = 0 for (µν) 6= (00). To determine Ξ00
we need to compute the second-order transverse derivative of Θ first. This is
done via the CWE (5.3),
∂0✷gΘ = 4∂0s
(5.64)
= 0 ⇐⇒ (∂1 + r
−1)∂200Θ− 2r
−1 = 0 ,
where we took into account that ∂0g1µ = 0, g
AB∂0gAB = 0 , ∂200g11 = 0, as
well as the formulae for the u-differentiated Christoffel symbols. The general
solution of the ODE is ∂200Θ = 2 + cr
−1. For any sufficiently regular solution
∂200Θ = ∇0∇0Θ is bounded, and we conclude
∂200Θ = 2 ,
which guarantees the vanishing of Ξ00.
5.8 Vanishing of κµνσ
Recall the definition of the tensor
κµνσ ≡ 2∇[σLν]µ −∇κΘdνσµ
κ .
Due to the symmetries κµ(νσ) = 0, κ[µνσ] = 0 and κνµ
ν = 0 (since ζµ = 0 and
L = 0) its independent components on the initial surface are
κ11A , κA1B , κ01A , κABC κ00A , κA0B .
We find (recall that L1µ = 0 and L0A =
1
2∇˜
BλAB),
κ11A = 0 ,
κA1B = −(∂1 − r
−1)ωAB − 2rd1A1B
(5.8)
= 0 ,
κ01A = −∂1L0A + 2rd011A
(4.59)
= 0 ,
κABC = 2∇˜[CωB]A − τgA[BLC]0 − 2rd1ABC
= 2∇˜[CωB]A − 2∇˜Dω[B
DgC]A
tr(ω)=0
= 0 ,
where the first equal sign in the last line follows from (4.54), (5.9), (5.6) and (5.16).
To prove the vanishing of the remaining components,
κA0B = ∇˜BL0A −
1
2
λB
CωAC +
1
2
τgABL00 −∇0LAB + 2rd0BA1 ,
κ00A = ∇˜AL00 − λA
BL0B −∇0L0A + 2rd010A ,
is somewhat more involved as it requires the knowledge of certain transverse
derivatives of Lµν on I
−. These can be extracted from (5.1),
✷gLAB = ✷
(H)
g LAB = 4ωACωB
C − gAB|ω|
2 ,
✷gL0A = ✷
(H)
g L0A = 4ωA
BL0B .
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We employ the facts, established above, that the Weyl tensor vanishes on Ci−
and that Lµν coincides there with the Schouten tensor, to compute the action
of ✷g on LAB and L0A,
✷gLAB = 2(∂1 − r
−1)∇0LAB + ∂1(∂1 − τ)ωAB + (∆g˜ −
1
2
τ2)ωAB
+2τ∇˜(ALB)0 − τλ(A
CωB)C +
1
2
τ2gABL00
(5.63)
= 2(∂1 − r
−1)∇0LAB + ∂1(∂1 − τ)ωAB − 2(∂1 − r
−1)(∇˜(ALB)0)˘
+τgAB∇˜
CL0C − τλ(A
CωB)C +
1
2
τ2gABL00 ,
✷gL0A = 2∂1∇0L0A + (∂1 + r
−1)(∂1 − r
−1)L0A − 2ωA
BL0B
+(∆g˜ − r
2)L0A + τ∇˜AL00 − λB
C∇˜BωAC − τλA
BL0B
(5.16)
= 2∂1∇0L0A − (∂1 − r
−1)∇˜BωAB − 2ωA
BL0B
+(∆g˜ + r
−2)L0A + τ∇˜AL00 − λB
C∇˜BωAC − τλA
BL0B .
With these expressions, Lemma 4.1, (5.6)-(5.16) and (4.51)-(4.55) we find
2(∂1 − r
−1)κA0B = 2(∂1 − r
−1)∇˜BLA0 − ωA
C(∂1 − r
−1)λBC + τgAB∂1L00
−λB
C(∂1 − τ)ωAC + 4r∂1d0BA1 − 2(∂1 − r
−1)∇0LAB
= 2(∂1 − r
−1)∇˜[BLA]0 + gAB(∂1 + 3r
−1)∇˜CLC0
−λB
C∂1ωAC + τλ[B
CωA]C − 2ωACωB
C + gAB|ω|
2
+τgAB(∂1 + r
−1)L00 − 2rgAB(∂1 + τ)d0101 + 2r∂1d01AB
= −(∂1 + r
−1)(λ(A
CωB)C )˘− 4(ωCAωB
C )˘
= 0 ,
as well as
2∂1κ00A = 2∂1∇˜AL00 + 4(ωA
B + r−1λA
B)L0B + 2λA
B∇˜CωBC − 2∂1∇0L0A
+4r(∂1 + r
−1)d010A
=
1
2
∇˜A(ωBCλ
BC) + 2(r−1λA
B − ωA
B)L0B − ∇˜A∇˜
BL0B − λC
B∇˜CωAB
+2λA
B∇˜CωBC − (∂1 − r
−1)∇˜BωAB + (∆g˜ + r
−2)L0A
+2r∇˜Bd01AB − 2r∇˜
Bd1A1B + 4d011A + 4rλA
Bd011B
= −∇˜B(λC(AωB)
C )˘− r−2L0A − 2∇˜[A∇˜B]L0
B
= 0 .
Due to regularity we have κA0B = O(r
2) and κ00A = O(r), so the only remain-
ing possibilities are
κA0B = 0 and κ00A = 0 .
5.9 Vanishing of ∇ρdµνσρ
The independent components of∇ρdµνσρ, which by Lemma 3.4 is antisymmetric
in its first two indices, trace-free and satisfies the first Bianchi identity, are
∇ρd0A0ρ , ∇ρd0A1ρ , ∇ρd0ABρ , ∇ρd1A1ρ , ∇ρd1ABρ , ∇ρdABCρ .
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We need to show that they vanish altogether. Let us start with those compo-
nents which do not involve transverse derivatives. Then their vanishing follows
immediately from the constraint equations (5.6)-(5.16) and (4.51)-(4.55),
∇ρd0A1ρ = −(∂1 + r
−1)d010A +
1
2
∇˜Bd01AB −
1
2
∇˜Bd1A1B +
1
2
∇˜Ad0101
+r−1d011A + λA
Bd011B = 0 ,
∇ρd1A1ρ = −(∂1 + 3r
−1)d011A + ∇˜
Bd1A1B = 0 .
To determine the remaining components we first of all need to compute the
transverse derivatives. This is done by evaluating the CWE (5.4) on Ci− ,
✷gdµνσρ = ✷
(H)
g dµνσρ = 0 . (5.66)
Moreover, we will exploit the Lemmas 3.4 and 4.1, the fact that the Weyl tensor
vanishes on Ci− , and that Lµν coincides there with the Schouten tensor, i.e.
that (4.6) holds initially.
Invoking (5.6)-(5.16) and (4.51)-(4.55) we compute
(∂1 − r
−1)∇ρd1ABρ = −(∂1 − r
−1)∇0d1A1B −
1
2
(∂1 − r
−1)2d1A1B
+2τ(∇˜(AdB)110)˘− (∇˜(A∇˜
CdB)1C1)˘ . (5.67)
With (5.51) we further find
✷gd1A1B = 2(∂1 − r
−1)∇0d1A1B + (∂
2
11 − 2r
−1∂1)d1A1B +∆g˜d1A1B
+2τ∇˜Cd1(AB)C +
1
2
τ2gCDdACBD + 2τ∇˜(AdB)101 +
1
2
τ2gABd0101
= 2(∂1 − r
−1)∇0d1A1B + (∆g˜ + ∂
2
11 − 2r
−1∂1)d1A1B − 4τ(∇˜(AdB)110 )˘ .
The transverse derivative in (5.67) is eliminated via ✷gd1A1B = 0,
(∂1 − r
−1)∇ρd1ABρ =
1
2
∆g˜d1A1B − r
−2d1A1B − (∇˜(A∇˜
CdB)1C1)˘ .
We need an expression for the ∆g˜-term, which can be derived from (5.8), (5.63),
(5.6) and (5.16) as follows,
∆g˜d1A1B = −
1
2
r−1(∂1 + r
−1)∆g˜ωAB
=
1
2
r−1(∂1 + r
−1)[2(∂1 + r
−1)(∇˜(ALB)0)˘−
1
2
τ2ωAB]
= 2r−2d1A1B + 2(∇˜(A∇˜
CdB)1C1)˘ . (5.68)
Plugging that in we are led to the ODE
(∂1 − r
−1)∇ρd1ABρ = 0 .
For any sufficiently regular solution of the CWE we have ∇ρd1ABρ = O(r
2) and
hence
∇ρd1ABρ = 0 .
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To show that the other components of ∇ρdµνσ
ρ vanish initially, we pro-
ceed in a similar manner. In particular, we shall make extensively use of the
constraint equations (5.6)-(5.16) (and also of their non-integrated counterparts
(4.46)-(4.50)), (4.51)-(4.55) and of the expressions (5.51)-(5.53) we computed
for the components of the Riemann tensor.
Let us establish the vanishing of ∇ρdABCρ. By (5.66) we have ✷gd1ABC = 0
on I − with
✷gd1ABC = 2(∂1 − τ)∇0d1ABC + (∂
2
11 − 4r
−1∂1 + r
−2)d1ABC +∆g˜d1ABC
−τ∇˜DdDABC + τ∇˜Ad10BC + 2τ∇˜[BdC]0A1 + 2τ∇˜[BdC]1A1
+2∇˜D(λ[B
DdC]1A1)− τλ[B
DdC]1AD − τλ[B
DdC]DA1
−
1
2
τ2d0ABC − τ
2gA[BdC]010 − τ
2gA[BdC]110 − τλA[BdC]110
= 2(∂1 − τ)∇0d1ABC + 2gA[B(∂
2
11 − 5r
−2)dC]110 + 2gA[B∆g˜dC]110
−3τgA[B∇˜C]d0101 − τ∇˜Ad01BC + τ∇˜[BdC]A01 + τ∇˜[BdC]1A1
+2∇˜D(λ[B
DdC]1A1)− 2τgA[BλC]
Dd011D − 2τλA[BdC]110 .(5.69)
We determine
∇ρdABCρ = ∇0dABC1 + 2gC[A(∂1 + r
−1)dB]010
−2gC[A∇˜B]d0101 − gC[AλB]
Dd011D + λC[AdB]110
= ∇0dABC1 + gC[A∇˜
DdB]D01 + gC[A∇˜
DdB]11D + τgC[AdB]110
−gC[A∇˜B]d0101 + gC[AλB]
Dd011D + λC[AdB]110 .
Due to the constraint equations that yields
2(∂1 − τ)∇ρdCBAρ
= 2(∂1 − τ)∇0d1ABC + 2gA[B∇˜
D(∂|1| − τ)dC]1D1
−2gA[B∇˜
D(∂|1| + r
−1)dC]D01 − 2τgA[B(∂|1| + 3r
−1)dC]110
+2gA[B∇˜C](∂1 + 3r
−1)d0101 − 2gA[BλC]
D(∂1 + 3r
−1)d011D
−2λA[B(∂|1| + 3r
−1)dC]110 + 3τgA[B∇˜
DdC]D01 + 4τ
2gA[BdC]110
−3τgA[B∇˜C]d0101 + 4τgA[BλC]
Dd011D + 4τλA[BdC]110
+4ωA[BdC]110 + 4gA[BωC]
Dd011D︸ ︷︷ ︸
=0
= 2(∂1 − τ)∇0d1ABC + 2gA[B∇˜
D(∂|1| − 2τ)dC]1D1 + 4τgA[BλC]
Dd011D
+4τλA[BdC]110 − 3τgA[B∇˜C]d0101 + 3τgA[B∇˜
DdC]D01 +
7
2
τ2gA[BdC]110
+gA[B∇˜C](λ
DEd1D1E) + 2gA[B∆g˜dC]110 + gA[B∇˜
D(dC]1F1λD
F )
−gA[B∇˜
D(λC]
Ed1D1E)−2gA[BλC]
E∇˜Dd1D1E − 2λA[B∇˜
DdC]1D1︸ ︷︷ ︸
=0
.
With ✷gd1ABC = 0 we eliminate the transverse derivative. Employing further
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(5.8), (5.9) and (5.16) we end up with
2(∂1 − 2r
−1)∇ρdCBAρ
= −
1
4
τ2(∂1 − r
−1)(gA[B∇˜
DωC]D − ∇˜[BωC]A)
+τ∇˜Ad01BC − τ∇˜[BdC]A01 + 3τgA[B∇˜
DdC]D01
+6τgA[BλC]
Dd011D + 6τλA[BdC]110
−gA[B∇˜
D(λC]
Ed1D1E) + gA[B∇˜C](λ
DEd1D1E)− ∇˜D(λ[B
DdC]1A1)
+gA[B∇˜
D(dC]1E1λD
E)− ∇˜D(λ[B
DdC]1A1)
= 0 , (5.70)
since the terms in each line add up to zero, as one checks e.g. by introducing an
orthonormal frame for g˜. By regularity we have ∇ρdABCρ = O(r
3), so (5.70)
enforces
∇ρdABCρ = 0 .
To check the vanishing of ∇ρd0A0ρ we start with the relation ✷gd010A = 0,
and compute
✷gd010A = 2L0
Bd0A1B + 2L0
Bd01AB + 2L0Ad0101 + 2∂1∇0d010A −
1
2
τλA
Bd010B
+(∆g˜ + ∂
2
11 −
5
4
τ2)d010A − λB
C∇˜BdC10A + λB
C∇˜Bd01AC
+
1
2
λB
CλBDd1CAD −
1
4
|λ|2d011A + (τλA
B + λA
CλC
B)d011B
−τ∇˜Bd0A0B −
1
2
τλBCd0BAC + τ∇˜Ad0101 + λA
B∇˜Bd0101
= 2∂1∇0d010A + ∇˜A∇˜
Bd011B −
1
2
∆g˜d011A +
1
4
∇˜B(λA
Cd1B1C)
+
1
4
∇˜A(λ
BCd1B1C)−
1
2
∇˜B(∂1 − 5r
−1)d1A1B − τ∇˜
Bd01AB
−2ωA
Bd011B + λA
C∇˜Bd1B1C − τ∇˜
Bd0A0B −
3
4
∇˜B(λB
Cd1A1C)
+
3
2
∇˜B(λB
Cd01AC) +
3
2
∇˜B(λA
Bd0101) + ∆g˜d010A −
9
8
τ2d011A
−
3
4
τ2d010A − τλA
Bd011B +
3
2
λA
BλB
Cd011C −
3
4
|λ|2d011A︸ ︷︷ ︸
=0
,
as follows from the constraint equations. We have
∇ρd0A0ρ = ∇0d010A + (∂1 + τ)d010A + ∇˜
Bd0A0B −
1
2
λA
Bd011B ,
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which implies, again via the constraint equations,
2∂1∇ρd0A0ρ = 2∂1∇0d010A + 2∇˜
B(∂1 − r
−1)d˘0A0B − ∇˜A(∂1 + 3r
−1)d0101
+τ∇˜Ad0101 − τ∇˜
Bd0A0B − λA
B(∂1 + 3r
−1)d011B − τ
2d010A
+2τλA
Bd011B + 2ωA
Bd011B + 2(∂1 + r
−1)2d010A
= 2∂1∇0d010A −
9
8
τ2d011A −
3
4
τ2d010A +∆g˜d010A −
1
2
∆g˜d011A
+
3
2
∇˜B(λ(A
CdB)C01) +
3
2
∇˜B(λA
Bd0101) + ∇˜
B(λ[A
CdB]1C1)
+∇˜A∇˜
Bd011B − τ∇˜
Bd0A0B − τ∇˜
Bd01AB − 2ωA
Bd011B
−
1
2
∇˜B(∂1 − 5r
−1)d1A1B − τλA
Bd011B + λA
C∇˜Bd1B1C .
Combining these results we end up with
2∂1∇ρd0A0ρ =
1
2
∇˜B(λ(A
CdB)1C1)−
1
4
∇˜A(λ
BCd1B1C)︸ ︷︷ ︸
=0
−
3
2
∇˜B(λ[B
CdA]C01)︸ ︷︷ ︸
=0
,
and, as regularity requires ∇ρd0A0ρ = O(r), that gives
∇ρd0A0ρ = 0 .
To continue, we analyse the vanishing of ∇ρd0ABρ. We have
✷gd0AB1 = 2(∂1 − r
−1)∇0d0AB1 − 2L0
Cd1BAC − 2L0Ad011B
+(∂1 − τ)∂1d0AB1 +∆g˜d0AB1 − λAC∇˜
Cd011B − τ∇˜Ad011B
+τ∇˜Bd010A − τ∇˜
Cd0ABC − λ
CD∇˜Dd1BAC −
1
2
τλCDdACBD
−
1
2
τλA
Cd1B1C +
1
2
τ2d01AB +
1
2
τ(τgAB + λAB)d0101
−τ λ[A
CdB]C01︸ ︷︷ ︸
=0
+
1
4
|λ|2d1A1B −
1
2
λA
CλC
Dd1B1D︸ ︷︷ ︸
=0
= 2(∂1 − r
−1)∇0d0AB1 − 2gABL0
Cd011C − 4L0[AdB]110 +
1
2
∆g˜d1A1B
+
1
2
(∂1 − τ)∂1d1A1B −
1
2
gAB∇˜
C∇˜Dd1C1D +
1
2
gABω
CDd1C1D
−
1
4
gABλ
CD(∂1 − 2τ)d1C1D −
1
2
gAB∆g˜d0101 − ∇˜[A∇˜
CdB]1C1
−τ∇˜BdA110 + ω[A
CdB]1C1 −
1
2
λ[A
C(∂1 − 2τ)dB]1C1 −
1
2
∆g˜d01AB
−2λC[A∇˜
CdB]110 − τ∇˜(AdB)110 − 2τ∇˜[AdB]010 −
1
2
τλA
Cd1B1C
+τgAB∇˜
Cd010C +
5
2
τgAB∇˜
Cd011C − gABλ
CD∇˜Dd011C ,
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which vanishes owing to (5.66). Moreover,
∇ρd0ABρ = ∇0d0AB1 + (∂1 − r
−1)d0AB0 + (∂1 − r
−1)d0AB1 + ∇˜
Cd0ABC
+
1
2
λCDdACBD +
1
2
λA
Cd01BC +
1
2
λB
Cd0A1C −
1
2
τd01AB
= ∇0d0AB1 +
1
4
(∂1 − r
−1)d1A1B −
1
4
λA
Cd1B1C + ∇˜[AdB]010
+
1
2
∇˜(AdB)110 −
1
2
gAB∇˜
Cd010C −
3
4
gAB∇˜
Cd011C +
1
4
λ[A
CdB]C01 ,
and thus
2(∂1 − r
−1)∇ρd0ABρ
= 2(∂1 − r
−1)∇0d0AB1 +
1
2
(∂1 − r
−1)2d1A1B −
1
2
λA
C(∂1 − τ)d1B1C
+ωA
Cd1B1C + 2∇˜[A(∂1 + r
−1)dB]010 + ∇˜(A(∂1 + 3r
−1)dB)110
−gAB∇˜
C(∂1 + r
−1)d010C −
3
2
gAB∇˜
C(∂1 + 3r
−1)d011C − 2τ∇˜[AdB]010
+
1
2
λ[A
C(∂1 + r
−1)dB]C01 −
3
2
r−1λ[A
CdB]C01 + τgAB∇˜
Cd010C
−2τ∇˜(AdB)110 + 3τgAB∇˜
Cd011C − ω[A
CdB]C01
= 2(∂1 − r
−1)∇0d0AB1 +
1
2
(∂1 − r
−1)2d1A1B −
1
2
λA
C(∂1 − τ)d1B1C
+ωA
Cd1B1C + ∇˜B∇˜
Cd1A1C − gAB∇˜
C∇˜Dd1C1D − τ∇˜BdA110
−τ∇˜(AdB)110 +
5
2
τgAB∇˜
Cd011C + 2(∇˜[AλB]
C − gABL0
C)d011C
+∇˜[A∇˜
CdB]C01 −
3
2
λ[A
C∇˜B]dC110 − 2τ∇˜[AdB]010 + τgAB∇˜
Cd010C
−
1
2
λC[A∇˜
CdB]110 − gABλC
D∇˜Cd011D −
1
2
gAB∆g˜d0101
−
1
4
λC
Dλ[A
CdB]1D1︸ ︷︷ ︸
=0
−ω[A
CdB]C01︸ ︷︷ ︸
=0
−
3
2
r−1 λ[A
CdB]C01︸ ︷︷ ︸
=0
.
Using the formula (5.68) we derived for ∆g˜d1A1B, we conclude that
2(∂1 − r
−1)∇ρd0ABρ
= 2{(∇˜Cλ[A
C)dB]110 + (∇˜[AλB]
C)d011C} −
1
2
(∂1 − 3r
−1){(λ(A
CdB)1C1)˘}
+
3
2
{λC[A∇˜
CdB]110 − λ[A
C∇˜B]dC110}+ {∇˜[A∇˜
CdB]C01 +
1
2
∆g˜d01AB}
= 0 ,
since the terms in each of the braces add up to zero (recall Lemma 4.1). Taking
further into account that regularity yields ∇ρd0ABρ = O(r
2), we deduce that
∇ρd0ABρ = 0 .
5.10 Main result
By way of summary we end up with the following result:
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Theorem 5.1 Let us suppose we have been given a smooth one-parameter family
of s-traceless tensors ωAB(r, x
A) = O(r4) on the 2-sphere, where s denotes the
standard metric. Let λAB be the unique solution of the equation
(∂1 − r
−1)λAB = −2ωAB , (5.71)
with λAB = O(r
5). A smooth solution (gµν , Lµν , dµνσ
ρ,Θ, s) of the CWE (5.1)-
(5.5) to the future of Ci− , smoothly extendable through Ci− , with initial data
(˚gµν , L˚µν , d˚µνσ
ρ, Θ˚ = 0, s˚ = −2) and with
˘˚
LAB = ωAB, is a solution of the
MCFE (4.1)-(4.6) with λ = 0 in the
(R = 0, s = −2, κ = 0, gˆµν = ηµν)-wave-map gauge ,
if and only if the initial data have their usual algebraic properties and solve the
constraint equations (5.6)-(5.14) with boundary conditions (5.15).
The function Θ is positive in the interior of Ci− and sufficiently close to i
−,
and dΘ 6= 0 on Ci− \ {i
−}.
Remark 5.2 Note that regularity for the rescaled Weyl tensor implies that the
initial data necessarily need to satisfy ωAB(r, x
A) = O(r4), cf. equation (5.8).
Proof: The previous computations show that Theorem 3.7 is applicable. The
positivity of Θ inside the cone simply follows from (4.3) and the negativity of s
near the vertex as one might check using e.g. normal coordinates.
Concerning the “only if”-part: That the constraint equations (5.6)-(5.14) are
satisfied by any solution of the MCFE in the (R = 0, s = −2, κ = 0, gˆµν = ηµν)-
wave-map gauge and with Θ = 0 follows directly from their derivation. ✷
6 Alternative system of conformal wave equa-
tions (CWE2)
Instead of a wave equation for the rescaled Weyl tensor dµνσ
ρ, it might be
advantageous in certain situations to work with the Weyl tensor itself, which
we denote here by Cµνσ
ρ, as unknown. The Weyl tensor is a more physical
quantity (it is conformally invariant and thus coincides with the physical Weyl
tensor) and can be expressed in terms of the metric even on null and timelike
infinity. We shall see that proceeding this way it becomes necessary to regard
the Cotton tensor as another unknown, so that the system of wave equations
we are about to derive might be somewhat more complicated. An advantage
is that we just need to require the metric to be regular at i− rather than the
metric and the rescaled Weyl tensor, so the alternative system might be useful
to find a more general class of solutions (cf. the discussion in Section 7.1).
Since many of the computations which need to be done to derive the alter-
native system of wave equations (6.9)-(6.14) and prove Theorem 6.5 are very
similar to the ones we did for the CWE involving the rescaled Weyl tensor, the
computations are partially even more compressed than in the previous part.
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6.1 Derivation
The Cotton tensor in 4-spacetime dimensions is defined as
ξµνσ := 2∇[σRν]µ +
1
3
gµ[σ∇ν]R = 4∇[σLν]µ .
It is manifestly antisymmetric in its last two indices. Moreover, the Bianchi
identities imply the following properties,
ξ[µνσ] = 0 , (6.1)
ξρν
ρ = 0 , (6.2)
∇ρξρνσ = 0 , (6.3)
ξµνσ = −2∇αC
α
µνσ . (6.4)
Using the wave equation (3.2) for the Schouten tensor (written in terms of Cµνσ
ρ
rather than Θdµνσ
ρ) one further verifies the relation
2LασCµ
α
ν
σ +∇σξµνσ = 0 , (6.5)
which expresses the vanishing of the Bach tensor.
The second Bianchi identity implies,
2∇[αCµν]σ
ρ = gσ[µξ
ρ
αν] + δ[µ
ρξ|σ|να] . (6.6)
(In particular one recovers (6.4) for ρ = α.) Contracting (6.6) with ∇α we find
a wave equation for the Weyl tensor12
✷gCµνσρ
(6.5)
= 2∇α∇[νCµ]ασρ + 2gσ[µCν]αρβL
αβ − 2gρ[µCν]ασβL
αβ −∇[σξρ]µν
(6.4)
= Cµνα
κCσρκ
α − 4Cσκ[µ
αCν]αρ
κ − 2Cσρκ[µLν]
κ − 2Cµνκ[σLρ]
κ
−∇[σξρ]µν −∇[µξν]σρ +
1
3
RCµνσρ . (6.7)
We observe that the Cotton tensor is needed to eliminate the disturbing second-
order derivatives of Cµνσρ.
Finally, we derive a wave equation for the Cotton tensor ξµνσ by employing
the wave equation (3.2) for the Schouten tensor, the Bianchi identity and (6.4):
✷gξµνσ ≡ 4∇[σ✷gLν]µ + 8gµ[νL|α|
κ∇αLσ]κ − 16L[ν
κ∇σ]Lµκ
+2ξκσνLµ
κ + 4ξµκ[σLν]
κ + Cνσα
κξµκ
α + 8Cα[σ|µ|
κ∇αLν]κ
−
2
3
R∇[νLσ]µ +
2
3
Lµ[ν∇σ]R+
2
3
gµ[νLσ]κ∇
κR
= 4ξκα[νCσ]
α
µ
κ + Cνσα
κξµκ
α − 4ξµκ[νLσ]
κ + 6gµ[νξ
κ
σα]Lκ
α
+8Lακ∇[νCσ]
α
µ
κ +
1
6
Rξµνσ −
1
3
Cνσµ
κ∇κR . (6.8)
Combining these results with the equations we found for Θ, s, gµν and Lµν ,
we end up with an alternative system of conformal wave equations (of course
12Recall that ✷g, acting on higher valence tensors, is not a wave-operator if the metric field
belongs to the unknowns.
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we need to replace ✷g by ✷
(H)
g , cf. Section 3.1),
✷
(H)
g Lµν = 4LµκLν
κ − gµν |L|
2 − 2Cµσν
ρLρ
σ +
1
6
∇µ∇νR , (6.9)
✷gs = Θ|L|
2 −
1
6
∇κR∇
κΘ−
1
6
sR , (6.10)
✷gΘ = 4s−
1
6
ΘR , (6.11)
✷
(H)
g Cµνσρ = Cµνα
κCσρκ
α − 4Cσκ[µ
αCν]αρ
κ − 2Cσρκ[µLν]
κ − 2Cµνκ[σLρ]
κ
−∇[σξρ]µν −∇[µξν]σρ +
1
3
RCµνσρ , (6.12)
✷
(H)
g ξµνσ = 4ξκα[νCσ]
α
µ
κ + Cνσα
κξµκ
α − 4ξµκ[νLσ]
κ + 6gµ[νξ
κ
σα]Lκ
α
+8Lακ∇[νCσ]
α
µ
κ +
1
6
Rξµνσ −
1
3
Cνσµ
κ∇κR , (6.13)
R(H)µν [g] = 2Lµν +
1
6
Rgµν . (6.14)
Remark 6.1 Note that (6.9) and (6.12)-(6.14) do not involve the functions s
and Θ, so they form a closed system of wave equations for gµν , Lµν , ξµνσ and
Cµνσρ. Once a solution has been constructed, it remains to solve the linear wave
equations (6.10) and (6.11) for s and Θ.
We want to investigate under which conditions a solution of the system (6.9)-
(6.14), which we denote henceforth by CWE2, provides a solution of the MCFE.
6.2 Some properties of the CWE2 and gauge consistency
First of all we want to establish consistency with the gauge conditions Hσ = 0
and R = Rg. To do that we assume that there are smooth fields gµν , s, Θ,
Cµνσ
ρ, Lµν and ξµνσ which solve the CWE2. We aim to derive necessary and
sufficient conditions on the initial surface which guarantee the vanishing of Hσ
and R − Rg. For definiteness we, again, think of the case where the initial
surface consists of either two transversally intersecting null hypersurfaces or a
light-cone. The strategy will be the same as for the CWE, which is to derive a
homogeneous system of wave equations for Hσ as well as some subsidiary fields,
and infer the desired result from standard uniqueness results for wave equations
by making the assumption, which will be analysed afterwards, that all the fields
involved vanish initially.
However, let us first derive some properties of solutions of the CWE2.
Lemma 6.2 Assume that the initial data on a characteristic initial surface S of
some smooth solution of the CWE2 are such that gµν |S is the restriction to S
of a Lorentzian metric, that L[µν]|S = 0 and Cµνσρ|S = Cσρµν . Then gµν and
Lµν are symmetric and Cµνσρ = Cσρµν .
Proof: Equation (6.9) yields (cf. footnote 9)
✷
(H)
g (Cµνσρ − Cσρµν ) =
1
3
R(Cµνσρ − Cσρµν )
+4gαβgκγ [(C[µ|βσκ| − Cσκ[µ|β|)Cν]αργ + (Cρα[ν|γ| − C[ν|γρα|)Cµ]κσβ ]
−4(gαβg[κγ] + gγκg[αβ])CναργCµβσκ . (6.15)
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From (6.9) and (6.14) we further find
✷
(H)
g L[µν] = 4g[αβ]Lµ
αLν
β − g[µν]|L|
2 + gργLρ
σ(Cνσµγ − Cµγνσ)
+2gσκCµ
ρ
νσL[ρκ] − 2g
[σκ]Cµσν
ρLρκ , (6.16)
R
(H)
[µν][g(σρ), g[σρ]] = 2L[µν] +
1
6
Rg[µν] . (6.17)
The equations (6.15)-(6.17) are to be read as a linear, homogeneous system of
wave equations satisfied by g[µν], L[µν] and Cµνσρ − Cσρµν with all the other
fields being given. Hence if we assume these fields to vanish initially they will
vanish everywhere. ✷
The lemma shows that the tensor gµν determines indeed a metric as long
as it does not degenerate. We will only care about initial data for which the
assumptions of this lemma hold.
In analogy to Lemma 3.4 one could show that Cµνσρ is anti-symmetric in
its first two and last two indices and satisfies C[µνσ]ρ = 0, and that ξµνσ is
anti-symmetric in its last two indices and fulfills ξ[µνσ] = 0, supposing that this
is initially the case. However, these properties will follow a posteriori anyway,
so it is not necessary to prove them here. Due to the appearance of first-order
derivatives on the right-hand side of the wave equations for Cµνσρ and ξµνσ, it is
not possible to establish tracelessness of Cµνσρ and ξµνσ at this stage in a manner
it was possible for the CWE (where it simplified the subsequent computations),
since this would require to have something like the second Bianchi identity; also
these properties can be, again, inferred a posteriori, once we know that Cµνσρ
and ξµνσ are Weyl and Cotton tensor of gµν , respectively.
Gauge consistency
Similarly to what we did in Section 3.2, one proceeds to verify the formulae
Rµν −
1
2
Rggµν = 2Lµν − (L+
1
6
R)gµν + gσ(µ∇ˆν)H
σ −
1
2
gµν∇ˆσH
σ , (6.18)
∇ν∇ˆνH
α + 2gµα∇[σ∇ˆµ]H
σ + 4∇νLν
α − 2∇αL−
1
3
∇αR = 0 , (6.19)
✷gH
α = ζα + fα(x;H,∇H) , ζµ := −4∇κLµ
κ + 2∇µL+
1
3
∇µR , (6.20)
✷gKµν = ∇µζν + fµν(x;H,∇H,∇K) , Kµν := ∇µHν , (6.21)
Rg = 2L+
2
3
R + ∇ˆσH
σ . (6.22)
From (6.9) we derive a wave equation for L−R/6,
✷g(L−
1
6
R) = −2Cµσ
µρLρ
σ = 2(Wµσ
µρ − Cµσ
µρ)Lρ
σ . (6.23)
The tensors Lµν , Cµνσ
ρ and ξµνσ are supposed to be part of the given solution of
the CWE2; we stress that it is by no means clear, whether they, indeed, represent
the Schouten, Weyl and Cotton tensor of gµν , respectively. We denote byWµνσ
ρ
the Weyl tensor associated to gµν , while we define the tensor ζµνσ to be
ζµνσ := 4∇[σLν]µ .
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Since we do not know at this stage whether the source term in (6.23) vanishes,
we have no analogue of Lemma 3.6. It is not possible to conclude that L− 16R
vanishes as we did for the CWE, supposing that it vanishes initially. In fact
that is the reason for the modified definition of ζµ in (6.20).
Note that once we have established L = 16R and H
σ = 0, (6.22) implies R =
Rg. For (6.23) to be part of a homogeneous system of wave equations, we regard
Wµνσρ − Cµνσρ as another unknown and show that it satisfies an appropriate
homogeneous wave equation (for later purposes this is more advantageous than
to derive a wave equation for the traces Cµσ
µρ).
From (6.18) and (6.22) we find for the Weyl tensor, cf. (3.32) and (3.36) (since
we do not know yet whether L−R/6 vanishes, the formulae differ slightly),
∇αWµνσρ = gµ[σζρ]αν + gν[σζρ]µα − gα[σζρ]µν − 2∇[µWν]ασρ
+gµ[σ∇ρ]∇[νHα] + gν[σ∇ρ]∇[αHµ] + gα[σ∇ρ]∇[µHν]
+
4
3
gµ[σgρ][ν∇α](L−
1
6
R)−
2
3
gα[σgρ]ν∇µ(L−
1
6
R)
+
2
3
gµ[σgρ][ν∇α]∇κH
κ −
1
3
gα[σgρ]ν∇µ∇κH
κ + fαµνσρ(x;H,∇H) ,
✷gWµνσρ = ∇[σζρ]νµ + 2∇[ν∇
αWµ]ασρ +Wµνα
κWσρκ
α − 4Wσκ[µ
αWν]αρ
κ
+2(gρ[µWν]ασ
κ − gσ[µWν]αρ
κ)Lκ
α − 2L[µ
κWν]κσρ − 2L[σ
κWρ]κµν
+gσ[µ∇
αζ|ρα|ν] − gρ[µ∇
αζ|σα|ν] +
1
2
gν[σ∇ρ]✷gHµ −
1
2
gµ[σ∇ρ]✷gHν
+
1
2
gσ[µ∇ν]∇ρ∇αH
α −
1
2
gρ[µ∇ν]∇σ∇αH
α −
1
3
gµ[σ∇ρ]∇ν∇κH
κ
+
1
3
gν[σ∇ρ]∇µ∇κH
κ +
1
3
gµ[σgρ]ν✷g∇κH
κ +
2
3
gµ[σgρ]ν✷g(L−
1
6
R)
+
4
3
gα[σgρ][µ∇ν]∇
α(L −
1
6
R) +
1
3
RWµνσρ + fµνσρ(x;H,∇H,∇K) .
We further have (cf. (3.34) and (3.35))
∇αζµνα = 2(Wµαν
κ − 2Cµαν
κ)Lκ
α +
1
2
∇ν✷gHµ −∇µ∇ν(L−
1
6
R)
−(
5
3
Rg − 6L−
2
3
R)Lµν + (
2
3
Rg − 2L−
1
3
R)Lgµν
+fµν(x;H,∇H,∇K) , (6.24)
∇αW
α
µνσ = −
1
2
ζµνσ +
1
2
∇µ∇[νHσ] +
1
6
gµ[ν∇σ](Rg −R)
+fµνσ(x;H,∇H) , (6.25)
which yields with (6.20) and (6.22)
✷gWµνσρ = ∇[σζρ]νµ −∇[µζν]σρ +Wµνα
κWσρκ
α − 4Wσκ[µ
αWν]αρ
κ
−2L[µ
κWν]κσρ − 2L[σ
κWρ]κµν + 4Lκ
α(Wρα[µ
κ − Cρα[µ
κ)gν]σ
−4Lκ
α(Wσα[µ
κ − Cσα[µ
κ)gν]ρ +
1
2
gρ[µ∇ν]ζσ −
1
2
gσ[µ∇ν]ζρ +
1
2
gν[σ∇ρ]ζµ
−
1
2
gµ[σ∇ρ]ζν −
8
3
gσ[µLν]ρ(L−
1
6
R) +
8
3
gρ[µLν]σ(L−
1
6
R) +
1
3
RWµνσρ
+
4
3
Lgσ[µgν]ρ(L−
1
6
R) +
1
3
gµ[σgρ]ν✷g(Rg −R) + fµνσρ(x;H,∇H,∇K) .
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The first term in the last line is disturbing. However, invoking (6.22) and (6.23)
we find the relation
✷g(Rg −R) = 2✷g(L−
1
6
R) +✷g∇ˆσH
σ
= 4(Wµσ
µρ − Cµσ
µρ)Lρ
σ + f(x;H,∇H,∇K) .
Combining with (6.12) we end up with the wave equation
✷g(Wµνσρ − Cµνσρ) = −∇[σ(ζρ]µν − ξρ]µν)−∇[µ(ζν]σρ − ξν]σρ)
+(Wµνα
κ − Cµνα
κ)Wσρκ
α + Cµνα
κ(Wσρκ
α − Cσρκ
α)
−4(Wσκ[µ
α − Cσκ[µ
α)Wν]αρ
κ − 4Cσκ[µ
α(Wν]αρ
κ − Cν]αρ
κ)
−2(Wσρκ[µ − Cσρκ[µ)Lν]
κ − 2(Wµνκ[σ − Cµνκ[σ)Lρ]
κ
+4Lκ
α(Wρα[µ
κ − Cρα[µ
κ)gν]σ − 4Lκ
α(Wσα[µ
κ − Cσα[µ
κ)gν]ρ
+
1
2
gρ[µ∇ν]ζσ −
1
2
gσ[µ∇ν]ζρ +
1
2
gν[σ∇ρ]ζµ −
1
2
gµ[σ∇ρ]ζν
+
4
3
(L −
1
6
R)(Lgσ[µgν]ρ − 2gσ[µLν]ρ + 2gρ[µLν]σ) +
R
3
(Wµνσρ − Cµνσρ)
+
4
3
gµ[σgρ]ν(Wκα
κβ − Cκα
κβ)Lβ
α + fµνσρ(x;H,∇H,∇K) , (6.26)
which is fulfilled by any solution of the CWE2.
To end up with a homogeneous system we need to derive wave equations for
ζµ and ζµνσ − ξµνσ . Let us start with ζµ. In close analogy to (3.27) and (3.28)
we find with (6.9), (6.23), (6.25), (6.18) and (6.22),
✷gζµ ≡ −4∇κ✷gLµ
κ − 8Wακµ
ρ∇αLρ
κ − 4Rκρ∇µL
ρκ + 8Rαρ∇
αLµ
ρ
−4Lρκ∇µRρκ + 4L
ρκ∇ρRµκ +
2
3
Rµ
κ∇κR−Rµ
νζν +
1
3
Rgζµ
+2Lµ
ρ∇ρRg +
2
3
Rg∇µ(L−
1
6
R) + 2∇µ✷g(L+
1
6
R)
= −8∇ν [(Wµσν
ρ − Cµσν
ρ)Lρ
σ] + 4∇µ[(Wασ
αρ − Cασ
αρ)Lρ
σ]
−
8
3
Lµ
ν∇ν(L−
1
6
R) +
4
9
R∇µ(L−
1
6
R)−
2
3
(L −
1
6
R)∇µR
+(4Lµ
ν −Rµ
ν)ζν +
1
3
(Rg −R)ζµ + fµ(x;H,∇H,∇K) . (6.27)
Finally, let us establish a wave equation which is satisfied by ζµνσ − ξµνσ.
The definition of the Weyl tensor together with the Bianchi identities yield
✷gζµνσ ≡ 4∇[σ✷gLν]µ − 4Wνσκρ∇
ρLµ
κ + 8Wµκρ[σ∇
ρLν]
κ − 4Rκ[ν∇σ]Lµ
κ
+4Rκ[σ∇|µ|Lν]
κ − 4Rµ[σ∇|κ|Lν]
κ − 4Rρκgµ[σ∇
ρLν]
κ +
1
3
Rgζµνσ
+
4
3
Rggµ[σ∇
κLν]κ + 4Lµ
κ∇[νRσ]κ + 4Lν
κ∇[µRκ]σ + 4Lσ
κ∇[κRµ]ν
(6.9)
= 4Lµ
κζκνσ − 4Lµ
κ∇[σRν]κ + 16Lκ[ν∇σ]Lµ
κ − 4Rκ[ν∇σ]Lµ
κ
−8Lρ
κgµ[ν∇σ]Lκ
ρ − 4Rρκgµ[σ∇
ρLν]
κ + 4Rκ[σ∇|µ|Lν]
κ
−4Rµ[σ∇|κ|Lν]
κ + 4Lν
κ∇[µRκ]σ + 4Lσ
κ∇[κRµ]ν +
4
3
Rggµ[σ∇
κLν]κ
+8Lρ
κ∇[νCσ]κµ
ρ + 4ζακ[νCσ]
κ
µ
α − 2ζµακWν
α
σ
κ +
1
3
Rσνµ
κ∇κR
+8(Wµ
ρ
[ν
κ − Cµ
ρ
[ν
κ)∇|κ|Lσ]ρ +
1
3
Rgζµνσ + fµνσ(x;H,∇H,∇K) .
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Using the relations (6.18), (6.22) and ζ[µνσ] = 0 one then shows
✷gζµνσ = −4ζµκ[νLσ]
κ + 6gµ[νζ
κ
σα]Lκ
α + 8Lρ
κ∇[νCσ]κµ
ρ + 4ζακ[νCσ]
κ
µ
α
−2ζµακWν
α
σ
κ + 8(Wµ
ρ
[ν
κ − Cµ
ρ
[ν
κ)∇|κ|Lσ]ρ − 2Lµ[νζσ]
+
1
3
Wσνµ
κ∇κR −
1
6
(R− 2Rg)ζµνσ + fµνσ(x;H,∇H,∇K) .
Combining with (6.13) we infer that ζµνσ − ξµνσ fulfills the wave equation,
✷g(ζµνσ − ξµνσ)
= 6gµ[ν(ζ
κ
σα] − ξ
κ
σα])Lκ
α − 4(ζµκ[ν − ξµκ[ν)Lσ]
κ + 4(ζακ[ν − ξακ[ν)Cσ]
κ
µ
α
+ξµκ
α(Wνσα
κ − Cνσα
κ) + 8(Wµ
ρ
[ν
κ − Cµ
ρ
[ν
κ)∇|κ|Lσ]ρ − 2Lµ[νζσ]
−
1
3
(Wνσµ
κ − Cνσµ
κ)∇κR+ (ζµκ
α − ξµκ
α)Wνσα
κ +
1
6
R(ζµνσ − ξµνσ)
+4Lµ[ν∇σ](L −
1
6
R) +
8
3
(L−
1
6
R)gµ[σ∇
κLν]κ +
2
9
(L−
1
6
R)gµ[ν∇σ]R
+
2
3
(L−
1
6
R)ζµνσ + fµνσ(x;H,∇H,∇K) . (6.28)
The equations (6.20), (6.21), (6.23), (6.26), (6.27) and (6.28) form a closed,
linear, homogeneous system of wave equations satisfied by Hσ, Kµν , L − R/6,
Wµνσρ−Cµνσρ, ζµ and ζµνσ− ξµνσ, with gµν , Lµν , etc. regarded as being given.
An application of standard uniqueness results for wave equations, cf. e.g. [15],
establishes that all the fields vanish identically, supposing that this is initially
the case. In particular this guarantees the vanishing of Hσ and, via (6.22), of
Rg −R, and therefore consistency of the CWE2 with the gauge condition.
Moreover, the computations above reveal that the solution satisfies certain
relations expected from the derivation of the CWE2; e.g. it follows from (6.14)
that Lµν is the Schouten tensor of gµν if H
σ = 0 and Rg = R.
Proposition 6.3 Let us assume we have been given data (˚gµν , s˚, Θ˚, L˚µν ,
C˚µνσ
ρ, ξ˚µνσ) on an initial surface S (for definiteness we think either of two
transversally intersecting null hypersurfaces or a light-cone) and a gauge source
function R, such that g˚µν is the restriction to S of a Lorentzian metric, L˚µν is
symmetric and L˚ = R/6. Suppose further that there exists a smooth solution
(gµν , s, Θ, Lµν , Cµνσ
ρ, ξµνσ) of the CWE2 (6.9)-(6.14) with gauge source func-
tion R which induces the above data on S and fulfills the following conditions:
1. Hσ[g] = 0,
2. Kµ
σ[g] = 0, where Kµ
σ ≡ ∇µH
σ,
3. Wµνσ
ρ[g] = Cµνσ
ρ,
4. ζµνσ[g, L] = ξµνσ, where ζµνσ ≡ 4∇[σLν]µ,
5. ζµ = 0, where ζµ ≡ −4∇κLµ
κ + 2∇µL+
1
3∇µR.
Then
a) Hσ = 0 and Rg = R,
b) Cµνσ
ρ is the Weyl tensor of gµν ,
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c) Lµν is the Schouten tensor of gµν ,
d) ξµνσ is the Cotton tensor of gµν .
The validity of the assumptions 1-5 will be the subject of Section 6.5.
6.3 Equivalence issue between the CWE2 and the MCFE
We devote ourselves now to the issue to what extent and under which conditions
a solution of the CWE2 is also a solution of the MCFE. It turns out that
this issue is somewhat more intricate than for the CWE due to the change of
variables. Note that at this stage the cosmological constant λ does not need to
vanish.
A subsidiary system
Recall the MCFE,
∇ρdµνσ
ρ = 0 , (6.29)
∇µLνσ −∇νLµσ = ∇ρΘ dνµσ
ρ , (6.30)
∇µ∇νΘ = −ΘLµν + sgµν , (6.31)
∇µs = −Lµν∇
νΘ , (6.32)
2Θs−∇µΘ∇
µΘ = λ/3 , (6.33)
Rµνσ
κ[g] = Θdµνσ
κ + 2
(
gσ[µLν]
κ − δ[µ
κLν]σ
)
. (6.34)
The MCFE are equivalent to the following system, supposing that Θ > 0,
∇ρCνµσ
ρ = ∇µLνσ −∇νLµσ , (6.35)
Θ(∇µLνσ −∇νLµσ) = ∇ρΘCνµσ
ρ , (6.36)
∇µ∇νΘ = −ΘLµν + sgµν , (6.37)
∇µs = −Lµν∇
νΘ , (6.38)
2Θs−∇µΘ∇
µΘ = λ/3 , (6.39)
Rµνσ
κ[g] = Cµνσ
κ + 2
(
gσ[µLν]
κ − δ[µ
κLν]σ
)
. (6.40)
This can be seen as follows: Suppose we have a solution of (6.35)-(6.40), then we
obtain a solution of (6.29)-(6.34) by identifying dµνσ
ρ with Θ−1Cµνσ
ρ and vice
versa (hence the system (6.35)-(6.40) is also equivalent to the vacuum Einstein
equations for Θ > 0). In fact, a solution of (6.29)-(6.34) provides a solution of
(6.35)-(6.40) for any Θ since the identification of Cµνσ
ρ with Θdµνσ
ρ is possible,
even where Θ = 0.
We elaborate in somewhat more detail on the characteristic initial value
problem for an initial surface S for which the set {Θ = 0} is non-empty. Since
we are mainly interested in a light-cone with Θ = 0 everywhere we specialise
to the case S = Ci− (we then need to assume λ = 0). Let us assume we have
been given free initial data ωAB ≡ L˘AB on Ci− , and that the fields g˚µν , Θ˚ = 0,
s˚, L˚µν , C˚µνσ
ρ = 0 and ξ˚µνσ have been constructed by solving the constraint
equations to be derived below (cf. Section 6.4). Let us further assume that there
exists a smooth solution of the system (6.35)-(6.40) to the future of S which
induces these data on S and which satisfies s|i− 6= 0. Then Θ has no zeroes
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inside the cone and sufficiently close to the vertex. Moreover, cf. the proof of
Lemma A.5 in Appendix A, dΘ 6= 0 on I − and dΘ|i− = 0. Since the tensor
Cµνσ
ρ vanishes on Ci− the field Cµνσ
ρ/Θ can be smoothly continued across I −
(though not necessarily across i−). The solution at hand thus solves (6.29)-
(6.34) (except possibly at i−) when identifying Cµνσ
ρ/Θ with dµνσ
ρ, smoothly
continued across I −.
The system (6.35)-(6.40) is not regular for Θ = 0, and thus does not provide a
good evolution system. However, it turns out that it is equivalent to the CWE2,
when the latter system is supplemented by the constraint equations, and thus
provides a useful tool to solve the equivalence issue between the MCFE and
the CWE2. The only grievance (or possibly advantage, we will come back to
this issue later) is that we do not know how dµνσ
ρ behaves near the vertex,
in particular it is by no means clear whether it can be continuously continued
across past timelike infinity at all. Nevertheless, the solution provides a solution
of the MCFE up to and excluding the vertex, which induces the free initial data
ωAB on Ci− , and it provides a solution of the vacuum Einstein equations inside
the cone, at least near i−.
Equivalence of the CWE2 and the subsidiary system
In this section we address the equivalence issue between the CWE2 (6.9)-(6.14)
and the subsidiary system (6.35)-(6.40) we just introduced and which, once we
have constructed a solution thereof, provides a solution of the MCFE (6.29)-
(6.34), with the possible exception of the vertex of the cone Ci− . For that we
shall demonstrate that a solution of the CWE2 is a solution of the subsidiary sys-
tem supposing that certain relations are satisfied on the initial surface, namely
the constraint equations, cf. the next section. The other direction follows from
the derivation of the CWE2. As initial surface we have, as before, two transver-
sally intersecting null hypersurfaces or a light-cone in mind.
Recall the CWE2 (6.9)-(6.14). We assume we have been given a smooth
solution (gµν , Lµν , Cµνσ
ρ, ξµνσ,Θ, s) with all the hypotheses of Proposition 6.3
being satisfied. Then Lµν , Cµνσ
ρ and ξµνσ are the Schouten, Weyl and Cotton
tensor of gµν , respectively. The equations (6.35) and (6.40) are thus identities
and automatically satisfied. Recall that it suffices for (6.39) to be satisfied at
just one point. Let us derive a homogeneous system of wave equations which
establishes the validity of the remaining equations, (6.36)-(6.38).
It is convenient to make the following definitions:
Λσνµ :=
1
2
Θξσνµ +∇ρΘCµνσ
ρ ,
Ξµν := ∇µ∇νΘ+ΘLµν − sgµν ,
Υµ := ∇µs+ Lµν∇
νΘ .
Computations similar to the ones which led us to (3.44) and (3.46) (now
with Hσ and Kµν vanishing) reveal that, because of (6.9)-(6.11), we have
✷gΞµν = 2Ξσκ(2L(µ
κδν)
σ − gµνL
σκ − Cµ
σ
ν
κ) + 4∇(µΥν) +
1
6
RΞµν , (6.41)
✷gΥµ = 6Lµ
κΥκ + 2L
ρκΛρκµ + 2Ξν
σ∇σLµ
ν −
1
6
Ξµ
ν∇νR . (6.42)
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Furthermore, in virtue of (6.11)-(6.13) and (6.6) we find that
✷gΛσνµ = sξσνµ − 2Lρκ∇
κΘCµνσ
ρ − 2∇ρΘCσρκ[µLν]
κ − 2∇ρΘCµνκ[σLρ]
κ
+∇ρΘ(∇[ρξσ]νµ +∇[µξν]ρσ) +∇
ρΘ∇σξρνµ + 4ΥρCµνσ
ρ
+2Ξκρ∇
κCµνσ
ρ + 4Cσ
κ
[µ
αΛ|κα|ν] − Cµνα
κΛσκ
α +
1
3
RΛσνµ .
We observe the relation
2∇ρΘ(∇[ρξσ]νµ +∇[µξν]ρσ)
= 4∇ρΘ(∇[ρ∇µ]Lνσ −∇[ρ∇ν]Lµσ +∇[σ∇ν]Lµρ −∇[σ∇µ]Lνρ)
= 4∇ρΘ(Cµν[σ
κLρ]κ − Cσρ[µ
κLν]κ) ,
which yields
✷gΛσνµ = 2Ξκρ∇
κCµνσ
ρ + ξρµνΞσρ + 2Lσ
ρΛρνµ + 4Cσ
κ
[µ
αΛ|κα|ν]
−Cµνα
κΛσκ
α + 4ΥρCµνσ
ρ +∇σ(ξρνµ∇
ρΘ) +
1
3
RΛσνµ . (6.43)
It remains to derive a wave equation for ξρνµ∇
ρΘ which follows from (6.11),
(6.13) and (6.6),
✷g(ξρνµ∇
ρΘ) = ξρνµ∇ρ✷gΘ+ 2Ξ
κρ(∇κξρνµ + 2Lκ
δCµνδρ)− 4L
κρ∇κΛρνµ
+∇κΘ(4Lδρ∇δCµνρκ + 4Lκ
ρξρνµ +✷gξκνµ) +
1
6
Rξρνµ∇
ρΘ
= 4ξρνµΥρ + 2Ξ
κρ(∇κξρνµ + 2Lκ
δCµνδρ)− 4L
κρ∇κΛρνµ
−(ξκβ
α∇κΘ)Cµνα
β + 4ξαβ [µΛ|αβ|ν] −
1
3
Λρνµ∇
ρR
+
1
2
R ξρνµ∇
ρΘ . (6.44)
The equations (6.41)-(6.44) form a closed, linear, homogeneous system of
wave equations for the fields Ξµν , Υµ, Λσνµ and ξρνµ∇
ρΘ. If we assume that
the equations (6.36)-(6.38) are initially satisfied and that ξρνµ∇ρΘ = 0, we have
vanishing initial data, and standard uniqueness results for wave equations can
be applied (cf. e.g. [15]) to conclude that (6.36)-(6.38) are fulfilled.
As an extension of Proposition 6.3 we have proven the following result (note
that the cosmological constant λ is allowed to be non-vanishing):
Theorem 6.4 Let us assume we have been given data (˚gµν , s˚, Θ˚, L˚µν , C˚µνσ
ρ,
ξ˚µνσ) on a characterteristic initial surface S (for definiteness we think either
of two transversally intersecting null hypersurfaces or a light-cone) and a gauge
source function R, such that g˚µν is the restriction of a Lorentzian metric, L˚µν
is symmetric and L˚ = R/6. Suppose further that there exists a smooth solution
(gµν , s, Θ, Lµν , Cµνσ
ρ, ξµνσ) of the CWE2 (6.9)-(6.14) with gauge source func-
tion R which induces the above data on S and satisfies the following conditions
(since it is the case of physical relevance we assume Θ 6= 0 away from S; later
on we shall consider only initial data where this is automatically the case, at
least sufficiently close to S):
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1. The equations (6.36)-(6.39) are satisfied on S (it suffices if (6.39) holds
at just one point on S).
2. The Weyl tensor of gµν coincides on S with Cµνσ
ρ.
3. The relation ξµνσ = 4∇[σLν]µ holds on S.
4. The covector field ζµ ≡ −4∇κLµ
κ + 2∇µL+
1
3∇µR vanishes on S.
5. The tensor field ξρνµ∇
ρΘ vanishes on S.
6. The wave-gauge vector Hσ and its covariant derivative Kµ
σ ≡ ∇µH
σ
vanish on S.
Then:
a) Hσ = 0 and Rg = R.
b) The fields Cµνσ
ρ, Lµν and ξµνσ are the Weyl, Schouten and Cotton tensor
of gµν , respectively.
c) Set dµνσ
ρ := Θ−1Cµνσ
ρ where Θ 6= 0. The tensor dµνσ
ρ extends to the
set {Θ = 0, dΘ 6= 0} ⊂ S. Moreover, the tuple (gµν , Lµν , Θ , s , dµνσ
ρ)
solves the MCFE (6.29)-(6.34) in the (Hσ = 0, Rg = R)-gauge.
The conditions 1-6 are necessary for c) to be fulfilled.
We shall investigate next to what extent the conditions 1-6 are satisfied if
the initial data are constructed as solutions of the constraint equations induced
by the MCFE on the initial surface.
6.4 Constraint equations on Ci− in terms of Weyl and Cot-
ton tensor
Generalized wave-map gauge
The aim of this section is to determine the constraint equations induced by the
MCFE on the fields gµν , Lµν , Θ, s, Cµνσρ and ξµνσ . For this purpose we assume
we have been given some smooth solution (gµν , Lµν , Θ, s, dµνσρ) of the MCFE.
For simplicity and to avoid an exhaustive case-by-case analysis we shall restrict
attention, as for the CWE, to the case where the initial surface is S = Ci− .
This requires to assume
λ = 0 .
As a matter of course the constraints for gµν , Lµν , Θ and s are the same as
before, cf. Section 4.2. The Weyl tensor vanishes on I [32],
Cµνσ
ρ = 0 . (6.45)
It thus remains to determine the constraint equations for ξµνσ . In adapted null
coordinates the independent components of the Cotton tensor are
ξ00A , ξ01A , ξ11A , ξA0B , ξA1B , ξABC .
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We have
ξ01A = 2(∇AL01 −∇1L0A) , (6.46)
ξ11A = 2(∇AL11 −∇1L1A) , (6.47)
ξA1B = 2(∇BL1A −∇1LAB) , (6.48)
ξABC = 2(∇CLAB −∇BLAC) , (6.49)
and no transverse derivatives of Lµν are involved. The remaining components
follow from (6.30),
ξ00A = 2ν
0∂0Θ d010A , (6.50)
ξA0B = 2ν
0∂0Θ d0BA1 . (6.51)
(R = 0, s = −2, κ = 0, gˆ = η)-wave-map gauge
To make computations easier we restrict attention to the (R = 0, s = −2, κ =
0, gˆ = η)-wave-map gauge. Henceforth all equalities are meant to hold in this
particular gauge. As free initial data we take the s-trace-free tensor ωAB = L˘AB.
The constraint equations for g˚µν , L˚µν and C˚µνσρ read (cf. (5.6)-(5.16))
g˚µν = ηµν , C˚µνσρ = 0 , (6.52)
L˚1µ = 0 , L˚0A =
1
2∇˜
BλAB , g˚
ABL˚AB = 0 , (6.53)
4(∂1 + r
−1)L˚00 = λ
ABωAB − 4rρ− 2∇˜
AL˚0A , (6.54)
where
(∂1 − r
−1)λAB = −2ωAB , (6.55)
(∂1 + 3r
−1)ρ =
1
2
r−1∇˜A∂1L˚0A −
1
4
λAB∂1(r
−1ωAB) . (6.56)
The relevant boundary conditions are
L˚00 = O(1) , λAB = O(r
3) , ρ = O(1) . (6.57)
The equations (6.46)-(6.51) yield
ξ˚01A = −2∂1L˚0A = g˚
BC ξ˚BAC , (6.58)
ξ˚11A = 0 , (6.59)
ξ˚A1B = −2r∂1(r
−1ωAB) , (6.60)
ξ˚ABC = 4∇˜[CωB]A − 4r
−1g˚A[BL˚C]0 , (6.61)
ξ˚00A = −4rd˚010A , i.e. (6.62)
∂1ξ˚00A = ∇˜
B(λ[A
CωB]C)− 2∇˜
B∇˜[AL˚B]0 +
1
2
∇˜B ξ˚A1B
−2r∇˜Aρ+ r
−1ξ˚01A + λA
B ξ˚01B , (6.63)
ξ˚A0B = 2rg˚AB d˚0101 − 2rd˚1A1B − 2rd˚01AB
= λ[A
CωB]C − 2∇˜[AL˚B]0 + 2rρ g˚AB −
1
2
ξ˚A1B , (6.64)
with boundary condition
ξ˚00A = O(r) . (6.65)
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We employed the dµνσρ-constraints (5.8)-(5.12) to derive the expressions for
ξ˚00A and ξ˚A0B (recall that ∂0Θ = −2r, cf. Section 4.3).
Using the constraints for ξµνσ , one may rewrite the equation for ρ,
8(∂1 + 3r
−1)ρ = r−1λAB ξ˚A1B − 2r
−1∇˜Aξ˚01A . (6.66)
Note that for the Cotton tensor to be regular at i− the initial data necessarily
need to satisfy ωAB = O(r
3), cf. (6.60).
6.5 Applicability of Theorem 6.4 on the Ci−-cone
Let us assume we have been given initial data ωAB = O(r
3) on Ci− , such that
a smooth solution of the CWE2 exists in some neighbourhood to the future
of i−, smoothly extendable through Ci− , which induces the prescribed data
Θ˚ = 0, s˚ = −2, C˚µνσ
ρ = 0, g˚µν = ηµν , L˚µν and ξ˚µνσ on Ci− , the last two
fields determined from the hierarchical system of constraint equations (6.52)-
(6.64). We want to investigate to what extent the hypotheses of Theorem 6.4
are satisfied under these assumptions.
For convenience let us recall the CWE2 in an (R = 0)-gauge,
✷
(H)
g Lµν = 4LµκLν
κ − gµν |L|
2 − 2Cµσν
ρLρ
σ , (6.67)
✷gs = Θ|L|
2 , (6.68)
✷gΘ = 4s , (6.69)
✷
(H)
g Cµνσρ = Cµνα
κCσρκ
α − 4Cσκ[µ
αCν]αρ
κ − 2Cσρκ[µLν]
κ − 2Cµνκ[σLρ]
κ
−∇[σξρ]µν −∇[µξν]σρ , (6.70)
✷
(H)
g ξµνσ = 4ξκα[νCσ]
α
µ
κ + Cνσα
κξµκ
α − 4ξµκ[νLσ]
κ + 6gµ[νξ
κ
σα]Lκ
α
+8Lακ∇[νCσ]
α
µ
κ , (6.71)
R(H)µν [g] = 2Lµν . (6.72)
Vanishing of H
σ
This can be shown in exactly the same manner as for the CWE, Section 5.2.
Vanishing of ∂0Hσ and ζµ
We know that the wave-gauge vector fulfills the wave equation (6.19) with R = 0,
∇ν∇ˆνH
α + 2gµα∇[σ∇ˆµ]H
σ + 4∇νLν
α − 2∇αL = 0 . (6.73)
As for the CWE the vanishing of ∂0H0 and ∂0HA follows from (6.73) with
α = 0, A by taking regularity at the vertex into account. Taking the trace of
the restriction of (6.72) to the initial surface then shows that the curvature
scalar vanishes initially, Rg = 0.
The α = 1-component of (6.73) can be written as
(∂1 + r
−1)∂0H1 + 2(∂1 + τ)L00 + 2∇˜
AL0A − g
AB∂0LAB = 0 , (6.74)
where we used that ∂0L11 = 0, cf. (5.32), and that
∂0L = ∂0(gµνLµν) = 2∂0L01 + g
AB∂0LAB − λ
ABLAB . (6.75)
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We observe that, although we do not know yet whether ∂0L vanishes, equation
(6.74) coincides with (5.43) of Section 5.3, and thus the vanishing of ∂0H1 can
be established by proceeding in exactly the same manner as for the CWE; one
first shows that the source terms in (6.74) vanishes and then utilizes regularity
to deduce the desired result. Altogether we have
∇µHν = 0 . (6.76)
Inserting the definition (6.20) of ζµ into (6.73) yields
ζµ = 0 . (6.77)
Vanishing of ξρνµ∇ρΘ
Since Θ = 0, it suffices to show that ξ1µν = 0. Invoking the symmetries of ξµνσ,
we deduce from the constraint equations (6.58)-(6.64) that
ξ101 ≡ g
ABξA1B = 0 ,
ξ10A ≡ g
BCξBAC − ξ01A − ξ11A = 0 ,
ξ11A = 0 ,
ξ1AB ≡ −2ξ[AB]1 = 0 .
Vanishing of ζµνσ − ξµνσ
We need to show that
ξµνσ = ζµνσ ≡ 4∇[σLν]µ .
For the components ξ01A, ξ11A, ξA1B and ξABC this follows straightforwardly
from the constraint equations (6.58)-(6.61). The remaining independent com-
ponents ξ00A and ξA0B are determined by (6.63) and (6.64), respectively. We
observe that ζ00A − ξ00A and ζA0B − ξA0B satisfy the same equations as the
components κ00A/2 and κA0B/2 in Section 5.8, so one just needs to repeat the
computations carried out there to accomplish the proof that ξµνσ = ζµνσ.
Vanishing of Wµνσ
ρ
In the same manner as for the CWE, Section 5.4, one shows that the Weyl
tensor Wµνσ
ρ of gµν vanishes initially.
Validity of the equations (6.36)-(6.39) on Ci−
The validity of (6.36) on Ci− follows from the vanishing of Θ and Cµνσρ. The
computation which shows the vanishing of (6.37)-(6.39) is identical to the one
we did for the CWE, cf. Sections 5.5-5.7.
6.6 Main result concerning the CWE2
We end up with the following result, which is in close analogy with Theorem 5.1:
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Theorem 6.5 Let us suppose we have been given a smooth one-parameter family
of s-traceless tensors ωAB(r, x
A) = O(r3) on the 2-sphere, where s denotes the
standard metric. A smooth solution (gµν , Lµν , Cµνσ
ρ, ξµνσ ,Θ, s) of the CWE2
(6.67)-(6.72) to the future of Ci− , smoothly extendable through Ci− , with initial
data (˚gµν , L˚µν , C˚µνσ
ρ, ξ˚µνσ , Θ˚ = 0, s˚ = −2), where
˘˚
LAB = ωAB, provides a
solution
(gµν , Lµν , dµνσ
ρ = Θ−1Cµνσ
ρ,Θ, s)
of the MCFE (6.29)-(6.34) with λ = 0, smoothly continued across I −, in a
neighbourhood of i− intersected with J+(i−), with the possible exception of i−
itself, in the
(R = 0, s = −2, κ = 0, gˆµν = ηµν)-wave-map gauge
if and only if the initial data have their usual symmetry properties and satisfy the
constraint equations (6.52)-(6.56) and (6.58)-(6.64) with boundary conditions
(6.57) and (6.65),13
Remark 6.6 Note that regularity for the Cotton tensor implies that the initial
data necessarily need to satisfy ωAB(r, x
A) = O(r3), cf. equation (6.60).
7 Conclusions and outlook
Let us finish by briefly comparing the two systems of wave equations, CWE and
CWE2, which we have studied here, and by summarizing the results we have
established for them.
7.1 Comparison of both systems CWE & CWE2
It might be advantageous in certain situations that the Schouten, Weyl and
Cotton tensor, which appear in the CWE2-system, can be directly expressed in
terms of the metric. In contrast, the rescaled Weyl tensor, which is an unknown
of the CWE, can be defined on I in terms of the metric and the conformal
factor only via a limiting process from the inside.
Once a smooth solution of the CWE has been constructed (we think of a
characteristic Cauchy problem with data on Ci−), it is, as a matter of course,
known that the rescaled Weyl tensor is regular at i−. Since both, Θ and dΘ,
vanish at i− the same conclusion cannot be straightforwardly drawn for a solu-
tion of CWE2, even if one takes initial data ωAB = O(r
4). Note for this that the
constraint equations for CWE2 are somewhat “weaker” than the constraints for
the CWE involving the rescaled Weyl tensor, which is due to the fact that the
Cotton tensor has less independent components than the rescaled Weyl tensor.
It is the d˘0A0B-constraint which has no equivalent in the CWE2-system. Thus it
seems to be plausible that the conclusions are weaker, too. One has no control
how Cµνσρ/Θ behaves near the vertex. It seems to be hopeless to catch the
behaviour of dµνσ
ρ when approaching i− in terms of the initial data on Ci− .
However, this can be seen as an advantage as well, for there seems to be no
reason why the rescaled Weyl tensor should be regular at i−. It might be more
13Note that if s|i− < 0 then Θ is positive in the interior of Ci− and sufficiently close to
i− and dΘ 6= 0 on Ci− \ {i
−} near i−, so a solution of the CWE2 provides a solution of the
MCFE in J+(i−) \ {i−} sufficiently close to i−.
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sensible to assume just the unphysical metric to be regular there. Note, however,
that for analytic data the rescaledWeyl tensor will be regular at i− [24], while for
smooth data this is an open issue. The CWE2 might be predestined to construct
solutions of the Einstein equations with a rescaled Weyl tensor which cannot be
extended across i−, supposing of course that such solutions do exist at all. In
fact, we have seen that any smooth solution of the CWE (supplemented by the
constraint equations) necessarily requires initial data ωAB = O(r
4), while for
the CWE2 we just needed to require ωAB = O(r
3). So if one is able to construct
a solution of the CWE2 from free initial data ωAB which are properly O(r
3), the
corresponding solution of the MCFE will lead to a rescaled Weyl tensor which
could not be regular at i−.
7.2 Summary and outlook
Both CWE and CWE2 have been extracted from the MCFE by imposing a
generalized wave-map gauge condition. Similar to Friedrich’s reduced conformal
field equations, they provide, in 3 + 1 dimensions, a well behaved system of
evolution equations. The main object of this paper was to investigate the issue
under which conditions a solution of the CWE/CWE2 is also a solution of
the MCFE. Since, roughly speaking, the CWE/CWE2 have been derived from
the MCFE by differentiation, one needs to make sure, on characteristic initial
surfaces, that the MCFE are initially satisfied, as made rigorous by Theorems 3.7
and 6.4.
One would like to construct the initial data for the CWE/CWE2 in such
a way, that all the hypothesis in these theorems are fulfilled. The expectation
is that this is the case whenever the data are constructed from suitable free
“reduced” data by solving a set of constraint equations induced by the MCFE
on the initial surface, which is a hierarchical system of algebraic equations and
ODEs, as typical for characteristic initial value problems for Einstein’s vacuum
field equations. In this work, we have restricted attention to the Ci− -cone,
which requires λ = 0, and, for computational purposes, to a specific gauge, and
showed that this is indeed the case, cf. Theorems 5.1 and 6.5.
Analogous results should be expected to hold for e.g. a light-cone for λ ≥ 0
whose vertex is located at I −, or for two transversally intersecting null hy-
persurfaces, one of which belongs to I − for λ = 0, or where the intersection
manifold is located at I − for λ > 0, and also for such surfaces with a vertex, or
intersection manifold, located in the physical space-time. Furthermore, any gen-
eralized wave-map gauge with sufficiently well-behaved gauge functions should
lead to the same conclusions. We will not work out the details here. It should
also be clear that results similar to Theorems 5.1 and 6.5 can be established
with initial data of finite differentiability.
The equivalence issue between CWE/CWE2 and MCFE is also of relevance
for spacelike Cauchy problems. This has been analysed in [30]. It is shown
there that, roughly speaking, a solution of the CWE is a solution of the MCFE
if the MCFE and their transverse derivatives are satisfied on the initial surface.
As in the characteristic case, it should be expected that this can be guaranteed
whenever the initial data are constructed as solutions of an appropriate set of
constraint equations. In [30] this has been proved to be the case if the initial
surface is a spacelike I − (here one needs to assume λ > 0).
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A Cone-smoothness and proof of Lemma 2.1
In order to prove Lemma 2.1 we need some facts about cone-smooth functions.
Therefore let us briefly review the notion of cone-smoothness as well as some
basic properties of cone-smooth functions. For the details we refer the reader
to [9, 11].
We denote by {y0 ≡ t, yi} coordinates in a 4-dimensional spacetime for which
CO :=
{
yµ ∈ R4 : y0 =
√∑
i
(yi)2
}
.
is the light-cone emanating from a point O. Such coordinates exist at least
sufficiently close to the vertex. Adapted null coordinates are denoted by {x0 ≡
u, x1 ≡ r, xA}. Both coordinate systems are related via a transformation of the
form (cf. [11]),
y0 = x1 − x0 , yi = x1Θi(xA) with
3∑
i=1
[Θi(xA)]2 = 1 .
Definition A.1 ([11]) A function ϕ defined on CO is said to belong to C
k(CO),
k ∈ N∪ {∞}, if it can be written as ϕˆ+ rϕˇ with ϕˆ and ϕˇ being C k-functions of
yi. If k =∞ the function ϕ is called cone-smooth.
Remark A.2 We are particularly interested in the cone-smooth case k =∞.
Proposition A.3 ([11]) Let ϕ : CO → R be a function and let k ∈ N ∪ {∞}.
The following statements are equivalent:
(i) The function ϕ can be extended to a C k function on R4.
(ii) ϕ ∈ C k(CO).
(iii) The function ϕ admits an expansion of the form (ϕi1...ip , ϕ
′
i1...ip−1
∈ R)
ϕ =
k∑
p=0
ϕpr
p+ok(r
k) where ϕp := ϕi1...ipΘ
i1 . . .Θip+ϕ′i1...ip−1Θ
i1 . . .Θip−1 .
Lemma A.4 ([9]) Let ϕ ∈ C k(CO) with k ∈ N ∪ {∞}. Then
(i) exp(ϕ) ∈ C k(CO), and
(ii) r−1
∫ r
0
ϕ(rˆ, xA) drˆ ∈ C k(CO).
If, in addition, ϕ(0) = 0, then
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(iii)
∫ r
0
rˆ−1ϕ(rˆ, xA) drˆ ∈ C k(CO).
Lemma A.5 Consider any smooth solution of the MCFE in 4 spacetime dimen-
sions in some neighbourhood U to the future of i−, smoothly extendable through
Ci− , which satisfies
si− := s|i− 6= 0 . (A.1)
Let ρ be any function on U ∩∂J+(i−) with ρi− := ρ|i− 6= 0 and limr→0 ∂rρ = 0
which can be extended to a smooth spacetime function. Then the equation
∇µΘ∇µφ˚+ φ˚ s− φ˚2ρ = 0 (A.2)
is a Fuchsian ODE for φ˚ and any solution satisfies (set φ˚i− := φ˚|i−)
sign(φ˚i− ) = sign(si−)sign(ρi−) (A.3)
(in particular φ˚i− 6= 0), and is the restriction to Ci− of a smooth spacetime
function.
Proof: We assume a sufficiently regular gauge so that the regularity conditions
(4.41)-(4.51) in [5] hold. Evaluation of the MCFE (2.7) on I − in coordinates
adapted to the cone implies the relation
gAB∇A∇BΘ = 2s ⇐⇒ τ∂0Θ = 2ν0s . (A.4)
The notation is introduced at the beginning of Section 4. The expansion τ of
the light-cone satisfies
τ =
2
r
+O(r) , ∂1τ = −
2
r2
+O(1) .
Moreover, regularity requires
ν0 = 1 +O(r
2) , ∂1ν0 = O(r) , s = O(1) , ∂1s = O(1) .
Hence
∂0Θ = si−r +O(r
2) and ∂1∂0Θ = si− +O(r) . (A.5)
The r-component of the MCFE (2.8) yields
∂1s+ ν
0L11∂0Θ = 0 =⇒ ∂1s|i− = 0
due to regularity (note that L11 = O(1)), i.e.
s = si− +O(r
2) .
In adapted null coordinates (A.2) reads
ν0∂0Θ∂1φ˚+ sφ˚− ρφ˚
2 = 0 , (A.6)
i.e., since dΘ|I − 6= 0, (A.2) is a Fuchsian ODE for φ˚ along the null geodesics
emanating from i−. By assumption, the functions s and ρ are cone-smooth.
In [9] it is shown that ν0 and rτ are cone-smooth. That implies that the function
ψ :=
∂0Θ
r
(A.4)
=
2ν0s
rτ
= si− +O(r
2)
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is cone-smooth, as well (note that (rτ)|i− 6= 0). Since we have assumed si− 6= 0,
the function ψ has no zeros near i−, so ψ−1 exists near i− and is cone-smooth.
The ODE (A.6) thus takes the form
r∂1φ˚+ ωˆφ˚− ωφ˚
2 = 0 , (A.7)
where the functions ωˆ := ν0sψ
−1 = 1 +O(r2) and ω := ν0ρψ
−1 =
ρ
i−
s
i−
+O(r2)
are cone-smooth and non-vanishing near the tip of the cone.14
Let ε > 0 be sufficiently small. We introduce the function
γ := e−
∫
r
ε
rˆ−1ωˆ drˆ φ˚−1 , (A.8)
so that (A.7) becomes
r2∂1γ + ζ = 0 , (A.9)
where
ζ := εωe−
∫
r
ε
rˆ−1(ωˆ−1) drˆ = ε
ρi−
si−
e
∫
ε
0
rˆ−1(ωˆ−1) drˆ
︸ ︷︷ ︸
=:c
+O(r2) (A.10)
is cone-smooth by Lemma A.4 and has a sign near the tip,
sign(ζi−) = sign(si−)sign(ρi−) .
Consequently,
rγ = −r
∫
rˆ−2ζ drˆ = c+ cˆr +O(r2) (A.11)
is cone-smooth and has a sign as follows immediately from the expansions in
Proposition A.3 and term-by-term integration. The constant cˆ can be regarded
as representing the, possibly xA-dependent, integration function. We conclude
that the function
φ˚ = εe−
∫
r
ε
rˆ−1(ωˆ−1) drˆ (rγ)−1 =
si−
ρi−
+O(r) (A.12)
is cone-smooth and has a sign near the vertex of the cone,
sign(φ˚i−) = sign(si−)sign(ρi−)
(Note that there remains a gauge freedom to choose ∂1φ˚|i− .) ✷
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