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Dnesˇn´ı lidska´ civilizace vyuzˇ´ıva´ nejr˚uzneˇjˇs´ı prˇ´ırodn´ı jevy k r˚uzny´m u´cˇel˚um. Ve vsˇech prˇ´ıpa-
dech je vy´hodne´, kdyzˇ umı´me tyto jevy matematicky popsat a potom i s pomoc´ı vy´pocˇetn´ı
techniky nasimulovat. Jednoduche´ simula´tory, ktere´ umı´ rˇesˇit soustavy diferencia´ln´ıch rov-
nic, ve ktery´ch se vyskytuj´ı pouze derivace podle jedne´ promeˇnne´, jsou relativneˇ jednoduche´
a je s nimi mozˇne´ simulovat pouze jednoduche´ u´lohy, naprˇ. zapojen´ı elektricky´ch obvod˚u
s prˇechodny´mi deˇji, kde se vyskytuje pouze derivace podle cˇasove´ promeˇnne´.
V prˇ´ıpadeˇ, zˇe chceme rˇesˇit proble´my, ve ktery´ch se vyskytuj´ı derivace podle v´ıce pro-
meˇnny´ch, naprˇ. podle 3 mozˇny´ch prostorovy´ch rozmeˇr˚u a cˇasu, vyvsta´vaj´ı proble´my, ktere´
jednodusˇsˇ´ı simula´tory rˇesˇit nemusely, at’ uzˇ se ty´kaj´ı rychlosti a prˇesnosti.
Mezi proble´my, ve ktery´ch se vyskytuj´ı derivace podle v´ıce promeˇnny´ch, patrˇ´ı naprˇ.
proudeˇn´ı tekutin, deformace a pr˚uhyby nosn´ık˚u apod. Velmi zaj´ımavy´mi rovnicemi jsou
Navierova-Stokesova, Laplaceova, Poissonova rovnice, rovnice veden´ı tepla, rovnice vlneˇn´ı
a dalˇs´ı. Vsˇechny tyto diferencia´ln´ı rovnice maj´ı spolecˇne´ to, zˇe obsahuj´ı derivace podle v´ıce
promeˇnny´ch. Rˇesˇen´ım teˇchto rovnic jsou v´ıcerozmeˇrne´ krˇivky.
S pocˇtem rozmeˇr˚u take´ stoupa´ cˇasova´ slozˇitost rˇesˇen´ı soustavy rovnic, a proto se snazˇ´ıme
naj´ıt metody, ktere´ jsou schopny rˇesˇit tyto rovnice v rea´lne´m cˇase. Kvalitn´ı algoritmy pro
rˇesˇen´ı rovnic na´m mohou pomoci prˇi rˇesˇen´ı nejr˚uzneˇjˇs´ıch fyzika´ln´ıch proble´mu˚ a tak na´m
mohou pomoci konstruovat nove´ prˇ´ıstroje, ktere´ na´m zprˇ´ıjemnˇuj´ı zˇivot.
Tato pra´ce navazuje na semestra´ln´ı projekt, ktery´ se zaby´val u´vodem do cele´ proble-
matiky. Konkre´tneˇ cela´ prvn´ı, druha´ a trˇet´ı kapitola byla s drobny´mi u´pravami prˇejata a
ostatn´ı cˇa´sti textu byly pouzˇity v r˚uzny´ch kapitola´ch jako teoreticky´ u´vod.
V druhe´, cˇtvrte´ a pa´te´ kapitole te´to pra´ce se zameˇrˇuji na teoreticky´ u´vod do cele´ pro-
blematiky mozˇnost´ı a zp˚usob˚u rˇesˇen´ı obycˇejny´ch a parcia´ln´ıch diferencia´ln´ıch rovnic. Trˇet´ı
kapitola se zameˇrˇuje na steˇzˇejn´ı metodu cele´ te´to pra´ce - metodu Taylorovy rˇady. Posledn´ı,
sˇesta´, kapitola popisuje zp˚usob pouzˇit´ı metody Taylorovy rˇady prˇi implementaci paraleln´ıho






Zada´n´ı te´to pra´ce se ty´ka´ specia´ln´ıch typ˚u parcia´ln´ıch diferencia´ln´ıch rovnic. Aby bylo
mozˇne´ se zameˇrˇit pra´veˇ na tyto rovnice, je nezbytne´ porozumeˇt obycˇejny´m diferencia´ln´ım
rovnic´ım a na´sledneˇ parcia´ln´ım diferencia´ln´ım rovnic´ım. Pozdeˇji uvid´ıme, zˇe prˇi nume-
ricke´m rˇesˇen´ı parcia´ln´ıch diferencia´ln´ıch rovnic dostaneme velkou soustavu obycˇejny´ch di-
ferencia´ln´ıch rovnic a to je take´ jeden z d˚uvod˚u procˇ veˇnuji obycˇejny´m diferencia´ln´ım rov-
nic´ım tolik pozornosti.
2.1 Popis obycˇejny´ch diferencia´ln´ıch rovnic
Rovnice, ve ktery´ch se vyskytuj´ı derivace hledane´ funkce jednoho argumentu nazy´va´me
Obycˇejnou diferencia´ln´ı rovnic´ı. Cˇisteˇ matematicky zapsa´no se jedna´ o
F (x, y, y′, . . . , y(n−1), y(n)) = 0 (2.1)
Rˇesˇen´ım te´to rovnice na intervalu J nazy´va´me kazˇdou funkci φ : J → <, ktera´ ma´ na
intervalu J definovanou derivaci n-te´ho rˇa´du a ktera´ splnˇuje danou rovnici. Vı´ce informac´ı
o definici obycˇejny´ch diferencia´ln´ıch rovnic je mozˇne´ nale´zt v literaturˇe [5].
Obycˇejna´ diferencia´ln´ı rovnice vsˇak mu˚zˇe mı´t nekonecˇneˇ mnoho rˇesˇen´ı. V praxi mus´ıme
tuto vlastnost rˇesˇit, a proto prˇida´va´me k rovnici pocˇa´tecˇn´ı podmı´nky, d´ıky nimzˇ z´ıska´me
jednoznacˇne´ rˇesˇen´ı.
2.2 Analyticke´ rˇesˇen´ı obycˇejny´ch diferencia´ln´ıch rovnic
V te´to kapitole bych se chteˇl zameˇrˇit na typy diferencia´ln´ıch rovnic a popsat mozˇne´ zp˚usoby
jejich rˇesˇen´ı. Je ovsˇem nutne´ zd˚uraznit, zˇe analyticke´ rˇesˇen´ı je snadno dostupne´ pouze
v jednoduchy´ch prˇ´ıpadech a v technicke´ praxi se vyskytuj´ı takove´ rovnice, jejichzˇ analyticke´
rˇesˇen´ı je velmi obt´ızˇne´ nebo i nemozˇne´.
2.2.1 Linea´rn´ı diferencia´ln´ı rovnice
Linea´rn´ı diferencia´ln´ı rovnici prvn´ıho rˇa´du mu˚zˇeme obecneˇ zapsat jako
a(x)y′ + b(x)y + c(x) = 0 (2.2)
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za prˇedpokladu, zˇe a[a(x) 6= 0], b, c jsou spojite´ funkce na intervalu J . Tuto rovnici
mu˚zˇeme prˇeve´st do normovane´ho tvaru jako
y′ + p(x)y + q(x) = 0 (2.3)
V prˇ´ıpadeˇ, zˇe q(x) = 0, pak tuto rovnici nazy´va´me homogenn´ı linea´rn´ı diferencia´ln´ı
rovnic´ı prvn´ıho rˇa´du.
2.2.2 Rˇesˇen´ı pomoc´ı substituce
Metodou substituce vyrˇesˇ´ıme na´sleduj´ıc´ı rovnici v obecne´m tvaru,
y′ + p(x)y + q(x) = 0 (2.4)




y + q(x) = 0 (2.5)
V te´to rovnici vyna´sob´ıme obeˇ strany funkc´ı u(x), odstran´ıme t´ım zlomek
u(x)y′ + u′(x)y + u(x)q(x) = 0 (2.6)
Vsˇimneˇme si, zˇe prvn´ı dva cˇleny jsou derivac´ı soucˇinu funkc´ı y a u(x). Potom dostaneme
rovnici ve tvaru
(u(x)y)′ + u(x)q(x) = 0 (2.7)
(u(x)y)′ = −u(x)q(x) (2.8)








Vı´ce informac´ı o te´to metodeˇ je mozˇne´ naj´ıt v [5].
2.2.3 Metoda variace konstant
Tato metoda vyzˇaduje, abychom nasˇli obecne´ rˇesˇen´ı homogenn´ı diferencia´ln´ı rovnice. Po-
dobneˇ jako v prˇedchoz´ı metodeˇ budeme rˇesˇit rovnici
y′ + p(x)y + q(x) = 0 (2.11)
Obecneˇ je tato rovnice nehomogenn´ı, a tedy budeme nejprve rˇesˇit homogenn´ı rovnici ve
tvaru
y′ + p(x)y = 0 (2.12)
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Rˇesˇen´ım te´to rovnice je funkce yh, ktera´ ma´ tvar
yh = Ce−P (x) (2.13)





Konstantu C nahrad´ıme nezna´mou funkc´ı z(x) a budeme metodou variace konstant
rˇesˇit rovnici tak, zˇe dosad´ıme na´sleduj´ıc´ı vyja´drˇen´ı funkce y a y′.
y = z(x)e−P (x) (2.15)
y′ = z′(x)e−P (x) − z(x)p(x)e−P (x) (2.16)
Dosazen´ım do vy´choz´ı rovnice dosta´va´me
z′(x)e−P (x) − z(x)p(x)e−P (x) + z(x)p(x)e−P (x) + q(x) = 0 (2.17)
Prostrˇedn´ı dva cˇleny se odecˇtou a spocˇ´ıta´me funkci z′
z′ = −q(x)eP (x) (2.18)




Obecny´m rˇesˇen´ım nasˇ´ı rovnice je funkce y
y = −e−P (x)
∫
q(x)eP (x)dx (2.20)
Nyn´ı vid´ıme, zˇe rˇesˇit obycˇejne´ diferencia´ln´ı rovnice analyticky je velmi obt´ızˇne´, a proto
pouzˇ´ıva´me rˇesˇen´ı numericke´, o ktere´m budu hovorˇit v na´sleduj´ıc´ıch kapitola´ch. Vı´ce infor-
mac´ı o analyticke´m rˇesˇen´ı rovnic je mozˇne´ naj´ıt v literaturˇe [5] nebo [16].
2.3 Numericke´ rˇesˇen´ı obycˇejny´ch diferencia´ln´ıch rovnic
V prˇedchoz´ıch kapitola´ch jsme si uvedli, zˇe rˇesˇen´ı obycˇejny´ch diferencia´ln´ıch rovnic je
obt´ızˇne´. Plat´ı to take´ pro soustavy diferencia´ln´ıch rovnic, ktere´ v technicke´ praxi mohou
cˇ´ıtat rˇa´doveˇ azˇ stovky nebo tis´ıce rovnic. Nasˇ´ı snahou je naj´ıt dostatecˇneˇ prˇesny´ zp˚usob
rˇesˇen´ı rovnic ktery´ bude i dostatecˇneˇ rychly´. V posledn´ı dobeˇ se zacˇ´ına´ kla´st d˚uraz na pa-
raleln´ı vy´pocˇty, a tedy zp˚usob rˇesˇen´ı ktery´ bude mozˇne´ dobrˇe paralelizovat mu˚zˇe by´t velmi
u´speˇsˇny´.
Co znamena´ kdyzˇ se rˇekne numericke´ rˇesˇen´ı obycˇejne´ diferencia´ln´ı rovnice? Snazˇ´ıme se
vypocˇ´ıtat prˇiblizˇne´ hodnoty v urcˇity´ch bodech, nejcˇasteˇji jsou tyto body od sebe vzda´leny
h. Tuto hodnot nazy´va´me integracˇn´ı krok. Integracˇn´ı metody pocˇ´ıtaj´ı na´sleduj´ıc´ı hodnotu
s pomoc´ı hodnot spocˇ´ıtane´ v prˇedchoz´ıch kroc´ıch. S jejich pomoc´ı mu˚zˇeme potom pouzˇ´ıt
interpolacˇn´ı polynom k aproximaci rˇesˇen´ı v libovolne´m bodeˇ.
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2.4 Rozdeˇlen´ı numericky´ch metod
Nyn´ı bych uvedl klasicke´ rozdeˇlen´ı numericky´ch metod pro rˇesˇen´ı obycˇejny´ch diferencia´ln´ıch




– metoda Taylorovy rˇady
• v´ıcekrokove´
– metoda Adams-Bashforth
– v´ıcekrokova´ metoda Taylorovy rˇady
∗ metoda zpeˇtny´ch diferencˇn´ıch vy´raz˚u
∗ metoda doprˇedny´ch diferencˇn´ıch vy´raz˚u
∗ metoda kombinovane´ho vy´pocˇtu diferencˇn´ıch vy´raz˚u
O metoda´ch Taylorovy rˇady bude pojedna´no v na´sleduj´ıc´ı kapitole, proto se zde letmo
zmı´n´ım pouze o teˇch ostatn´ıch.
2.4.1 Vlastnosti numericky´ch metod
Zde bych chteˇl popsat za´kladn´ı vlastnosti numericky´ch metod. Mezi neˇ patrˇ´ı stabilita
a chyba metody. Podrobneˇji se te´to problematice veˇnuje [14].
Chyby se deˇl´ı na
• loka´ln´ı – objevuj´ı se v ra´mci vy´pocˇtu jednoho kroku. Jedna´ se o chybu prˇi zaokrouh-
lova´n´ı a chyby prˇi orˇ´ıznut´ı
• akumulovane´ – noveˇ spocˇ´ıtane´ hodnoty jsou spocˇteny z prˇedchoz´ıch, a proto i chyba
ktera´ se vyskytla drˇ´ıve se promı´ta´ do novy´ch hodnot.
V pr˚ubeˇhu vy´pocˇtu se objevuj´ı zaokrouhlovac´ı chyba a chyba aproximace numericke´
metody. Podstatne´ je, zˇe cˇ´ım mensˇ´ı je zaokrouhlovac´ı chyba, t´ım veˇtsˇ´ı je chyba aproximace
a naopak. Vsˇe za´vis´ı na integracˇn´ım kroku. Cˇ´ım veˇtsˇ´ı je krok, t´ım veˇtsˇ´ı chyba aproximace
metody, ale t´ım mensˇ´ı je chyba zaokrouhlova´n´ı. Vhodne´ je pouzˇ´ıvat metody, ktere´ meˇn´ı
velikost integracˇn´ıho kroku podle potrˇeby a t´ım koreluj´ı velikost chyb.
Stabilita metody je dalˇs´ı d˚ulezˇitou vlastnost´ı ovlivnˇuj´ıc´ı prˇesnost vy´sledk˚u. Za´vis´ı na
velikosti integracˇn´ıho kroku h. Pro velky´ integracˇn´ı krok mu˚zˇe by´t metoda nestabiln´ı. Volba
integracˇn´ıho kroku je pomeˇrneˇ d˚ulezˇita´ a nelze obecneˇ rˇ´ıci kolik by se meˇl volit.
2.4.2 Eulerova metoda
Je asi nejjednodusˇsˇ´ı integracˇn´ı metodou vycha´zej´ıc´ı z geometricke´ reprezentace derivace.






= f(t, y) (2.21)
y(0) = y0 (2.22)
Vid´ıme, zˇe prvn´ı hodnotu ma´me zadanou v pocˇa´tecˇn´ı podmı´nce. Dalˇs´ı hodnoty z´ıska´me
rekurentneˇ ze vztahu
yi+1 = yi + hf(tj , yj) (2.23)
Kde h je integracˇn´ı krok.
2.4.3 Metody Runge-Kutta
Je velmi cˇasto pouzˇ´ıvana´ skupina metod rˇesˇen´ı obycˇejny´ch diferencia´ln´ıch rovnic. Pouzˇ´ıvaj´ı
va´zˇeny´ pr˚umeˇr derivac´ı v bodech nacha´zej´ıc´ıch se mezi krokem. Informace je mozˇne´ z´ıskat
v literaturˇe [14] nebo [16].
V podstateˇ je tato skupina metod zalozˇena na Tayloroveˇ rˇadeˇ. Podle toho kolik cˇlen˚u
Taylorovy rˇady vezmeme podle toho dostaneme urcˇity´ rˇa´d metody.
Pro strucˇnost uvedu pouze Runge-Kuttovu metodu s rˇa´dem 4.
k1 = f(x0, y0) (2.24)
k2 = f(x0 + h/2, y0 + k1/2) (2.25)
k3 = f(x0 + h/2, y0 + k2/2) (2.26)
k4 = f(x0 + h, y0 + k3) (2.27)














Jedna z v´ıcekrokovy´ch metod, kterou objevil astronom John Couch Adams. Vı´ce informac´ı
je mozˇne´ naj´ıt v literaturˇe [16].
∂y
∂x
= f(x, y) (2.29)
Jednodusˇe mu˚zˇeme odvodit
xk = x0 + kh (2.30)


















Vnitrˇek integra´lu mu˚zˇeme interpolovat newtonovy´m interpolacˇn´ım vzorcem s prˇesnost´ı
do diference 4. rˇa´du.





∆2y k − 2 + u(u+ 1)(u+ 2)
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∆3y′k−3 (2.36)
Dosazen´ım na´m vyjde Adams˚uv vzorec ve tvaru










A kdyzˇ tento vztah dosad´ıme do vzorce, vyjde na´m vzorec pro numerickou metodu jako
yk+1 = yk +
h
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(55y′k − 59y′k−1 + 37y′k−2 − 9y′k−3) (2.38)
2.5 Tuhe´ syste´my
Prˇi numericke´m rˇesˇen´ı obycˇejny´ch diferencia´ln´ıch rovnic nara´zˇ´ıme na urcˇitou vlastnost sou-
stavy – tzv. tuhost (anglicky stiffness). Je obt´ızˇne´ definovat pojem tuhost, ale obecneˇ se da´
rˇ´ıci, zˇe rˇesˇen´ı rovnice mu˚zˇe by´t nestabiln´ı, protozˇe je trˇeba rovnici rˇesˇit s extre´mneˇ maly´m
integracˇn´ım krokem. Vı´ce informac´ı o te´to problematice je mozˇne´ naj´ıt naprˇ. v [17].
y′ = ky + f(t) (2.39)
Tato rovnice je tuha´ pro ”velke´“ k ∈ <. Da´le bych chteˇl uka´zat a demonstrovat tuhost
rovnice na na´sleduj´ıc´ım prˇ´ıkladu. Informace jsem cˇerpal z literatury [6]. Meˇjme na´sleduj´ıc´ı
rovnici
y′ = A(y − p(t)) + p′(t), t ∈ (0, T 〉
y(0) = a
(2.40)
kde y ∈ Cm, kde m je dimenz´ı syste´mu a A je Jacobiho matice. Rˇesˇen´ım rovnice je
potom na´sleduj´ıc´ı
y(t) = (a− p(0))eAt + p(t) (2.41)
Chova´n´ı cele´ho syste´mu potom za´vis´ı hlavneˇ na A. Mohou nastat trˇi situace,
1. ∀i,Re(aii) > 0 a za´rovenˇ budou hodnoty aii relativneˇ ”velke´“, potom rovnice bude
teˇzˇce rˇesˇitelnou pro numericke´ metody
2. ∀i,Re(aii) > 0 a za´rovenˇ budou hodnoty aii relativneˇ ”male´“, potom rovnice dobrˇe
rˇesˇitelnou konvencˇn´ımi numericky´mi metodami
3. ∀i,Re(aii) < 0 a za´rovenˇ mu˚zˇeme naj´ıt i a j takove´, zˇe i 6= j a Re(ajj)Re(aii) je relativneˇ
”mala´“ hodnota, bude se rˇesˇen´ı bl´ızˇit funkci p(t) a od urcˇite´ hodnoty t je nazy´va´me
inicializacˇn´ı tranzientou (anglicky initial transient).
Soustavu rovnic nazy´va´me tuhou, kdyzˇ jsou splneˇny na´sleduj´ıc´ı dveˇ podmı´nky
1. zˇa´dna´ komponenta syste´mu nen´ı nestabiln´ı a zˇa´dna´ rovnice nema´ na diagona´le Jaco-
biho matice ”velka´“ kladna´ cˇ´ısla a alesponˇ jedna komponenta mus´ı by´t silneˇ stabiln´ı





Metoda Taylorovy rˇady je steˇzˇejn´ı pro celou tuto pra´ci. V dalˇs´ıch kapitola´ch si uka´zˇeme, jak
rozlozˇit parcia´ln´ı diferencia´ln´ı rovnici do velke´ soustavy obycˇejny´ch diferencia´ln´ıch rovnic.
Tyto rovnice uzˇ umı´me rˇesˇit touto metodou.
3.1 Jednokrokova´ metoda Taylorovy rˇady
Metoda Taylorovy rˇady je zalozˇena na Tayloroveˇ rozvoji


























Alternativneˇ mu˚zˇeme Taylor˚uv rozvoj zapsat jako
yi+1 = DY 0i +DY 1i +DY 2i +DY 3i + · · ·+DY pi (3.2)
Vy´hodou te´to metody je, zˇe mu˚zˇeme ovlivnˇovat chybu metody t´ım, zˇe pouzˇijeme tolik
cˇlen˚u Taylorovy rˇady kolik je potrˇeba.
Na uka´zku vyrˇesˇ´ıme jednoduchou rovnici y′ = y s pocˇa´tecˇn´ı podmı´nkou y(0) = 1. Kdyzˇ
budeme obeˇ strany rovnice derivovat, zjist´ıme, zˇe y = y′ = y′′ = y′′′ . . .. T´ımto jednoduchy´m
zp˚usobem mu˚zˇeme vyrˇesˇit ota´zku vysˇsˇ´ıch derivac´ı.










Kdyzˇ dosad´ıme vysˇsˇ´ı derivace, dostaneme










Intuitivneˇ mu˚zˇeme rovnici vyrˇesˇit y = ex. Zkousˇkou se mu˚zˇeme prˇesveˇdcˇit o spra´vnosti
rˇesˇen´ı. (ex)′ = ex a to vyhovuje rovnici a pocˇa´tecˇn´ı podmı´nce.
Prˇesnost Taylorovy rˇady mu˚zˇeme videˇt na na´sleduj´ıc´ıch dvou grafech 3.1, kde je zna´-
zorneˇno rˇesˇen´ı eulerovou metodou a Taylorovou rˇadou.
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Obra´zek 3.1: Graf rˇesˇen´ı rovnice eulerovou metodou a Taylorovou rˇadou a graf chyby obou
metod
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3.2 Vı´cekrokova´ metoda Taylorovy rˇady
Vı´cekrokova´ metoda Taylorovy rˇady je zalozˇena na tom, zˇe z neˇkolika prˇedchoz´ıch krok˚u
jsme schopni spocˇ´ıtat vysˇsˇ´ı derivace na´sleduj´ıc´ıho bodu. Zamysleme se nad geometrickou
reprezentac´ı derivace a meˇjme funkci, u ktere´ zna´me neˇkolik hodnot v urcˇity´ch bodech,
necht’ jsou tyto body od sebe vzda´leny h.
Zna´me hodnoty funkce
y(x0) = u0 (3.5)
y(x1) = u1 (3.6)
y(x2) = u2 (3.7)
y(x3) = u3 (3.8)
. . . (3.9)
























u2 − 2u1 + u0
(∆x)2
(3.12)
Jizˇ vid´ıme, zˇe cˇ´ım vysˇsˇ´ı stupenˇ derivace, t´ım v´ıc hodnot funkce budeme potrˇebovat
k vy´pocˇtu. Tento zp˚usob vy´pocˇtu se nazy´va´ vy´pocˇet pomoc´ı diferencˇn´ıch vzorc˚u. Rozliˇsu-
jeme zpeˇtne´, doprˇedne´ a kombinovane´ diferencˇn´ı vzorce. Vsˇechny typy pop´ıˇsu v na´sleduj´ıc´ıch
odstavc´ıch. Dalˇs´ı informace je mozˇne´ naj´ıt v literaturˇe [12].
3.2.1 Doprˇedne´ diferencˇn´ı vzorce
Pouzˇit´ı doprˇedny´ch diferencˇn´ıch vzorc˚u budu demonstrovat na obra´zku 3.2. Na grafu je
zakreslena funkce, na ktere´ mohu uka´zat jak pocˇ´ıtat v´ıcekrokovou metodu Taylorovy rˇady.
S pomoc´ı Taylorovy rˇady mu˚zˇeme zapsat hodnoty funkce v bodech yk+1, yk+2, . . . za
prˇedpokladu, zˇe zna´me yk.









y′′′k + . . . (3.13)









y′′′k + . . . (3.14)









y′′′k + . . . (3.15)
... (3.16)
Tuto soustavu rovnic mu˚zˇeme zapsat take´ na´sleduj´ıc´ım zp˚usobem
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yk+1 = yk + aF (1,1)y
′
k + aF (1,2)y
′′
k + aF (1,3)y
′′′
k + . . . (3.17)
yk+2 = yk + aF (2,1)y
′
k + aF (2,2)y
′′
k + aF (2,3)y
′′′
k + . . . (3.18)
yk+3 = yk + aF (3,1)y
′
k + aF (3,2)y
′′
k + aF (3,3)y
′′′
k + . . . (3.19)
... (3.20)
Nyn´ı jizˇ vid´ıme, zˇe celou soustavu rovnic lze zapsat v na´sleduj´ıc´ım maticove´m tvaru
aF (1,1) aF (1,2) aF (1,3) . . .
aF (2,1) aF (2,2) aF (2,3) . . .


















Z te´to rovnice mu˚zˇeme z´ıskat matici derivac´ı, s jejichzˇ pomoc´ı mu˚zˇeme spocˇ´ıtat na´sle-







aF (1,1) aF (1,2) aF (1,3) . . .
aF (2,1) aF (2,2) aF (2,3) . . .












Obra´zek 3.2: Graf pro uka´zku doprˇedny´ch diferencˇn´ıch vzorc˚u
3.2.2 Zpeˇtne´ diferencˇn´ı vzorce
Podobneˇ jako doprˇedne´ diferencˇn´ı vzorce mu˚zˇeme pouzˇ´ıt i zpeˇtne´ diferencˇn´ı vzorce, ktere´
jsou velmi podobne´ doprˇedny´m. Mu˚zˇeme opeˇt sestavit soustavu rovnic. Obra´zek pro tuto
situaci je na 3.3.
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y′′′k + . . . (3.23)









y′′′k + . . . (3.24)









y′′′k + . . . (3.25)
... (3.26)
Tuto soustavu mu˚zˇeme zapsat take´ jako




k + . . . (3.27)




k + . . . (3.28)




k + . . . (3.29)
... (3.30)
Tuto soustavu rovnic mu˚zˇeme zapsat pomoc´ı matic
aB(1,1) aB(1,2) aB(1,3) . . .
aB(2,1) aB(2,2) aB(2,3) . . .


















Obra´zek 3.3: Graf pro uka´zku zpeˇtny´ch diferencˇn´ıch vzorc˚u









aB(1,1) aB(1,2) aB(1,3) . . .
aB(2,1) aB(2,2) aB(2,3) . . .












3.2.3 Kombinovane´ diferencˇn´ı vzorce
Kombinovane´ diferencˇn´ı vzorce jsou posledn´ı mozˇnost´ı jak pocˇ´ıtat vysˇsˇ´ı derivace z okoln´ıch
krok˚u. Jejich hodnoty jsou spocˇ´ıta´ny z prˇedchoz´ıch a z na´sleduj´ıc´ıch krok˚u podobneˇ jako je
to na obra´zku 3.4.
Obra´zek 3.4: Graf pro uka´zku kombinovany´ch diferencˇn´ıch vzorc˚u
Stejny´m zp˚usobem jako v prˇedchoz´ıch kapitola´ch sestav´ıme opeˇt soustavu rovnic









y′′′k + . . . (3.33)
... (3.34)









y′′′k + . . . (3.35)









y′′′k + . . . (3.36)
... (3.37)









y′′′k + . . . (3.38)
Po u´prava´ch dostaneme tuto soustavu rovnic
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k + . . . (3.39)
... (3.40)
yk+R = yk + aF (R,1)y
′
k + aF (R,2)y
′′
k + aF (R,3)y
′′′
k + . . . (3.41)









aB(L,1) aB(L,2) . . . aB(L,L+R)
...
... · · · ...
aB(1,1) aB(1,2) . . . aB(1,L+R)
















3.3 Vy´pocˇet vysˇsˇ´ıch derivac´ı
V te´to kapitole bych chteˇl shrnout metody a jejich vlastnosti pro vy´pocˇet vysˇsˇ´ıch derivac´ı,
ktere´ jsou kl´ıcˇove´ pro pouzˇit´ı Taylorova rozvoje. Abychom prˇi pouzˇit´ı Taylorovy rˇady dosa´hli
pozˇadovane´ prˇesnosti, mus´ıme by´t schopni spocˇ´ıtat tolik vysˇsˇ´ıch derivac´ı, kolik je potrˇeba.
3.3.1 Analyticky´ vy´pocˇet vysˇsˇ´ıch derivac´ı
Prˇedstavuje nejprˇesneˇjˇs´ı zp˚usob z´ıska´n´ı vysˇsˇ´ıch derivac´ı, ktery´ je vsˇak mozˇny´ pouze v prˇ´ı-
padech, kdy zna´me zadanou soustavu diferencia´ln´ıch rovnic. Nav´ıc je obt´ızˇneˇ strojoveˇ apli-
kovatelny´.
Meˇjme naprˇ´ıklad soustavu rovnic 3.43
y′ = z + 3w (3.43)
z′ = y + w (3.44)
w′ = 2y (3.45)
Vysˇsˇ´ı derivace funkc´ı y, z a w z´ıska´me zderivova´n´ım obou stran rovnic
y′′ = z′ + 3w′ = y + w + 3(2y) (3.46)
z′′ = y′ + w′ = z + 3w + 2y (3.47)
w′′ = 2y′ = 2(z + 3w) (3.48)
Vid´ıme, zˇe princip z´ıska´n´ı vysˇsˇ´ıch derivac´ı je velmi jednoduchy´ a dobrˇe automatizo-
vatelny´. Nicme´neˇ je trˇeba dodat, zˇe ne vzˇdy ma´me k dispozici vhodnou soustavu dife-
rencia´ln´ıch rovnic. V rea´lny´ch aplikac´ıch se pracuje s rovnicemi vysˇsˇ´ıch rˇa´d˚u, ktere´ je trˇeba
prˇeve´st na soustavu obycˇejny´ch diferencia´ln´ıch rovnic prvn´ıho rˇa´du. Tato operace je obecneˇ
pomeˇrneˇ sˇpatneˇ algoritmizovatelna´.
V prˇ´ıpadeˇ, zˇe ma´me k dispozici vhodnou soustavu, potom je pouzˇit´ı rekurentn´ıho
vyja´drˇen´ı vysˇsˇ´ıch derivac´ı vhodnou a prˇesnou metodou pro vy´pocˇet vysˇsˇ´ıch derivac´ı.
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3.3.2 Pouzˇit´ı vzorce odvozene´ho z geometricke´ reprezetace derivace
Zamysleme se, co prˇedstavuje derivace z geometricke´ho hlediska. Jedna´ se o smeˇrnici tecˇny,
ktera´ prˇedstavuje tangens u´hlu, ktery´ sv´ıra´ tecˇna s osou x. Pokud ma´me k dispozici neˇkolik
funkcˇn´ıch hodnot mu˚zˇeme spocˇ´ıtat hodnotu derivace podle na´sleduj´ıc´ıho vzorce
y′(x0) =
y(x1)− y(x0)
x1 − x0 (3.49)





T´ımto zp˚usobem spocˇ´ıta´me prˇiblizˇnou hodnotu prvn´ı derivace v libovolne´m bodeˇ. Kdyzˇ
chceme pocˇ´ıtat vysˇsˇ´ı derivace, budeme potrˇebovat tolik funkcˇn´ıch hodnot, kolika´tou deri-
vaci budeme cht´ıt vypocˇ´ıtat. Derivace funkce je totizˇ jina´ funkce, jejizˇ hodnoty budeme
aproximovat a potom aplikujeme stejny´ vzorec.
V prˇ´ıpadeˇ druhe´ derivace budeme nejprve muset zna´t trˇi funkcˇn´ı hodnoty, s jejichzˇ















y2 − 2y1 + y0
h2
(3.53)
Podobny´m zp˚usobem mu˚zˇeme pokracˇovat azˇ do libovolne´ho stupneˇ derivace. Obecny´












Kdyzˇ se zamysl´ıme nad vlastnostmi tohoto vzorce, vid´ıme, zˇe cˇ´ım mensˇ´ı krok zvol´ıme,
t´ım prˇesneˇjˇs´ı hodnotu derivace dostaneme, ale za´rovenˇ vzr˚usta´ zaokrouhlovac´ı chyba. Vlast-
nosti vy´pocˇtu jsou shrnuty v na´sleduj´ıc´ıch odstavc´ıch.
Pro tento zp˚usob vy´pocˇtu derivac´ı jsem vytvorˇil testovac´ı program, ktery´ pocˇ´ıta´ hodnoty
vysˇsˇ´ıch derivac´ı s r˚uzny´m krokem. Jako testovac´ı funkci jsem zvolil sinx. Pro vybrane´ body
jsou spocˇ´ıta´ny vysˇsˇ´ı derivace funkce sinx podle vzorce 3.54 v 64 bitove´ aritmetice v plovouc´ı
rˇa´dove´ cˇa´rce.
Graf A.6 zobrazuje hodnoty derivace vypocˇtene´ s krokem h = 0.1. Vid´ıme, zˇe chyba
je ve stejne´m rˇa´du jako krok. Podobneˇ jsou na tom i grafy A.7 a A.8, s krokem h = 0.01
a h = 0.001. Zaj´ımaveˇjˇs´ı prˇ´ıpad nastane azˇ s krokem h = 0.0001, kde na´m zacˇ´ına´ nar˚ustat
zaokrouhlovac´ı chyba. Z toho d˚uvodu jsem dal grafy dva, prvn´ı A.9 obsahuje derivace do
cˇtvrte´ho rˇa´du, jejichzˇ hodnoty jsou relativneˇ prˇesne´ a v rˇa´du kroku a druhy´ graf A.10,
ktery´ zobrazuje derivaci od pa´te´ho do sedme´ho rˇa´du, kde je videˇt, zˇe zaokrouhlovac´ı chyba
nar˚usta´ do velky´ch rozmeˇr˚u. Rozsah osy y je v tomto prˇ´ıpadeˇ v rˇa´du 107, cozˇ vy´razneˇ
prˇesahuje obor hodnot funkce sinx.
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Pouzˇit´ı te´to metody ale nelze omezit na urcˇity´ integracˇn´ı krok, proto zde uvedu grafy,
ktere´ zobrazuj´ı chybu vy´pocˇtu derivace v za´vislosti na rˇa´du integracˇn´ıho kroku. V teˇchto
grafech se prˇedpokla´da´ ”vanova´“ krˇivka, tedy v oblasti male´ho kroku je chyba velka´ a v ob-
lasti velke´ho kroku take´. Je to z toho d˚uvodu, zˇe v male´m kroku nar˚usta´ aritmeticka´ chyba
a prˇi velke´m kroku vzr˚usta´ chyba metody. Na´sleduj´ıc´ı grafy 3.5 a 3.6 zobrazuj´ı chyby.
Obra´zek 3.5: Chyba vy´pocˇtu v za´vislosti na rˇa´du kroku, 32 bitova´ aritmetika, Geometricka´
reprezentace derivace
3.3.3 Pouzˇit´ı Lagrangeova interpolacˇn´ıho polynomu
Obecneˇ lze rˇ´ıci, zˇe derivace polynomu˚ je velmi jednoducha´ operace. Proto jsem analyzo-
val pouzˇit´ı Lagrangeova interpolacˇn´ıho polynomu pro vy´pocˇet vysˇsˇ´ıch derivac´ı pro rˇesˇen´ı
diferencia´ln´ıch rovnic metodou Taylorovy rˇady. Informace jsem cˇerpal hlavneˇ z [8].
Lagrange˚uv interpolacˇn´ı polynom je definova´n pro danou soustavu x0, x1, . . ., xn
vza´jemneˇ r˚uzny´ch bod˚u, a pro dane´ hodnoty y0, y1, . . ., yn hleda´me takovou funkci F ,
ktera´ je polynomem a procha´z´ı zadany´mi body, tedy
F (xi) = yi (3.55)
Prˇi konstrukci polynomu vycha´z´ıme z na´sleduj´ıc´ıho vzorce
Fn(x) = y1
(x− x2)(x− x3) . . . (x− xn)
(x1 − x2)(x1 − x3) . . . (x1 − xn) + . . .+ yn
(x− x1)(x− x2) . . . (x− xn−1
(xn − x1)(xn − x2) . . . (xn − xn−1)
(3.56)
Prˇesnost vy´pocˇtu jsem oveˇrˇil programem, ktery´ pocˇ´ıta´ vysˇsˇ´ı derivace funkce sinx s r˚u-
zny´m krokem. Na za´kladeˇ graf˚u, ktere´ jsem z´ıskal pouzˇit´ım testovac´ıho programu, je mozˇne´
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Obra´zek 3.6: Chyba vy´pocˇtu v za´vislosti na rˇa´du kroku, 64 bitova´ aritmetika, Geometricka´
reprezentace derivace
prohla´sit, zˇe Lagrange˚uv interpolacˇn´ı polynom nen´ı v zˇa´dne´m prˇ´ıpadeˇ vhodny´ zp˚usob
z´ıska´n´ı vysˇsˇ´ıch derivac´ı, protozˇe integracˇn´ı metoda potrˇebuje relativneˇ maly´ integracˇn´ı krok,
kdezˇto interpolace funkc´ı je lepsˇ´ı s veˇtsˇ´ım krokem. Tyto protich˚udne´ pozˇadavky zp˚usobuj´ı
nepouzˇitelnost te´to metody. Na na´sleduj´ıc´ıch grafech A.1, A.2, A.3, A.4 a A.5 jsou zobrazeny
hodnoty vypocˇteny´ch derivac´ı v za´vislosti na kroku. Pro vy´pocˇet byla pouzˇita 64 bitova´
aritmetika v plovouc´ı rˇa´dove´ cˇa´rce a prˇesto obor hodnot je zcela jiny´ nezˇ u funkce sinx
a cosx.
3.3.4 Pouzˇit´ı diferencˇn´ıch vzorc˚u odvozeny´ch z Taylorova rozvoje
Pouzˇit´ı diferencˇn´ıch vzorc˚u odvozeny´ch z Taylorova rozvoje je slibnou variantou vy´pocˇtu
vysˇsˇ´ıch derivac´ı. Tyto metody s sebou prˇina´sˇ´ı veˇtsˇ´ı prˇesnost metody, ale jsou velmi na´rocˇne´
na aritmetickou prˇesnost vy´pocˇtu. Kdyzˇ se zamysl´ıme nad zp˚usobem vy´pocˇtu, potrˇebujeme
vypocˇ´ıtat matici koeficient˚u. Kazˇdy´ koeficient za´vis´ı na velikosti integracˇn´ıho kroku. Mu˚zˇeme







Da´le v´ıme, zˇe h  1. V prˇ´ıpadeˇ, zˇe budeme pouzˇ´ıvat krok h = 0.1 a budeme pocˇ´ıtat
5. derivaci, zjist´ıme, zˇe mezi nejveˇtsˇ´ım a nejmensˇ´ım koeficientem je rozd´ıl 8 rˇa´d˚u! Obecneˇ
mu˚zˇeme rˇ´ıci, zˇe krok h = 0.1 je pomeˇrneˇ velky´ a v praxi pouzˇ´ıva´me daleko mensˇ´ı krok
a za´rovenˇ potrˇebujeme v´ıce cˇlen˚u Taylorova rozvoje a take´ potrˇebujeme vysˇsˇ´ı derivace.
Proble´m nasta´va´ v momenteˇ, kdy zacˇneme rˇesˇit rovnici, ve ktere´ se vyskytuj´ı koeficienty
s velmi rozd´ılny´mi rˇa´dy, zaneseme do vy´sledku aritmetickou chybu. Cˇ´ım mensˇ´ı krok, t´ım
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veˇtsˇ´ı aritmeticka´ chyba prˇi zaokrouhlova´n´ı.
Pro testova´n´ı diferencˇn´ıch vzorc˚u jsem vytvorˇil program, ktery´ pocˇ´ıta´ vysˇsˇ´ı derivace
s pomoc´ı vzorc˚u odvozeny´ch z Taylorova rozvoje. Lze rˇ´ıci, zˇe velmi za´lezˇ´ı na pouzˇite´ arit-
metice. Dnes standardn´ı 32 bitova´ aritmetika v plovouc´ı rˇa´dove´ cˇa´rce je nedostatecˇna´.
Bohuzˇel pro vy´pocˇet vysˇsˇ´ıch derivac´ı nen´ı dostatecˇna´ ani 80 bitova´ aritmetika.
Pro experimenta´ln´ı oveˇrˇen´ı jsem zkusil vypocˇ´ıtat prvn´ıch peˇt derivac´ı funkce sinx
s pouzˇit´ım standardn´ı 32 bitovou, 64 bitovou a 80 bitovou aritmetikou v plovouc´ı rˇa´dove´
cˇa´rce. V na´sleduj´ıc´ıch rˇa´dc´ıch uvid´ıme, zˇe pouzˇit´ı 32 bitove´ aritmetiky je prakticky ne-
pouzˇitelne´. Prˇi pouzˇit´ı ostatn´ıch aritmetik je mozˇne´ pouzˇ´ıt prvn´ıch 5 derivac´ı. Chyba teˇchto
metod je v rˇa´du integracˇn´ıho kroku.
Na´sleduj´ıc´ı grafy zobrazuj´ı velikost chyby vy´pocˇtu v za´vislosti na rˇa´du integracˇn´ıho
kroku. Hodnoty na ose x jsou v logaritmicke´m meˇrˇ´ıtku. Doprˇedne´ a zpeˇtne´ diferencˇn´ı vzorce
maj´ı velmi podobny´ pr˚ubeˇh, proto uvedu pouze grafy jedne´ z nich. Graf 3.7 zobrazuje, zˇe
derivace, ktere´ touto metodou vypocˇteme budou mı´t relativneˇ velkou chybu.
V prˇ´ıpadeˇ kombinovany´ch diferencˇn´ıch vzorc˚u je situace o neˇco horsˇ´ı, protozˇe chyba je
veˇtsˇ´ı nezˇ v prˇedchoz´ım prˇ´ıpadeˇ. Z grafu 3.8 lze vycˇ´ıst, zˇe prˇi vy´pocˇtu vysˇsˇ´ıch derivac´ı chyba
neu´meˇrneˇ nar˚usta´.
3.3.5 Kombinace diferencˇn´ıch vzorc˚u a symbolicke´ho vy´pocˇtu
Na´padem jak vyrˇesˇit proble´my s aritmetikou mu˚zˇe by´t kombinace symbolicke´ho a nu-
mericke´ho vy´pocˇtu. Pokud budeme analyzovat metody pro vy´pocˇet diferencˇn´ıch vzorc˚u,
vid´ıme, zˇe nejveˇtsˇ´ı chybu zp˚usobuje vy´pocˇet inverzn´ı matice a na´sledneˇ na´soben´ı dvou
matic. Tyto dva kroky by bylo vhodne´ nahradit symbolicky´m vy´pocˇtem.
Pro symbolicke´ operace jsem pouzˇil syste´m Maple, a zkusil vypocˇ´ıtat azˇ desa´tou derivaci
funkce sinx.
Vy´stupem symbolicky´ch u´prav je matice vzorc˚u popisuj´ıc´ı jaky´m zp˚usobem spocˇ´ıtat
vysˇsˇ´ı derivace. Pro uka´zku v te´to pra´ci jsem vytvorˇil matici do pa´te´ derivace. A je inverzn´ı
matice ke koeficientove´ matici podle vzorce uvedene´ho vy´sˇe – 3.22 a matice B je matice
prave´ strany. Maticovy´m soucˇinem teˇchto dvou matic z´ıska´me matici derivac´ı, prˇesneˇ podle
vzorce 3.22.
Kdyzˇ zkus´ıme nahradit vy´pocˇet inverzn´ı matice a maticovy´ soucˇin symbolicky´m vy´po-
cˇtem, z´ıska´me pro kazˇdou derivaci vzorec. Matice vzorc˚u je v 3.58. Pro prˇehlednost jsem
substituoval cˇa´st vzorce V1 = sinh − sinx0, V2 = sin 2h − sinx0, V3 = sin 3h − sinx0


























(−4V1 + 6V2 − 4V3 + V4)
 (3.58)
Za prˇedpokladu, zˇe bod x0 = 0, tedy budeme pocˇ´ıtat derivace v bodeˇ x = 0 jsem dosˇel
k na´sleduj´ıc´ım vy´sledk˚um. Jakmile vsˇechny derivace pocˇ´ıta´me od pocˇa´tku numericky´m










































Stejny´ vy´pocˇet, ale se symbolicky´m mezikrokem jsem udeˇlal v na´sleduj´ıc´ım prˇ´ıpadeˇ.























































Na za´veˇr te´to kapitoly mohu prohla´sit, zˇe ani kombinace symbolicke´ho vy´pocˇtu s nu-
mericky´m neprˇinesla vy´razneˇjˇs´ı zvy´sˇen´ı prˇesnosti za pouzˇit´ı standardn´ı aritmetiky. Pouzˇit´ı
prˇesneˇjˇs´ı aritmetiky odda´l´ı chyby vysˇsˇ´ıch derivac´ı. Vzˇdy ale za´lezˇ´ı na velikosti integracˇn´ıho
kroku, ktery´ vy´razny´m zp˚usobem ovlivnˇuje prˇesnost vy´pocˇtu. Prˇ´ıliˇs maly´ integracˇn´ı krok
zvysˇuje chybu aritmetickou a prˇ´ıliˇs velky´ krok zp˚usobuje chybu metody.
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Obra´zek 3.7: Chyba vy´pocˇtu 1. azˇ 5. derivace v za´vislosti na velikosti integracˇn´ıho kroku.
Aritmetiky jsou 32 a 64 bitove´. Metoda Doprˇedny´ch Diferencˇn´ıch vzorc˚u odvozeny´ch z Ta-
ylorova rozvoje.
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Obra´zek 3.8: Chyba vy´pocˇtu 1. azˇ 5. derivace v za´vislosti na velikosti integracˇn´ıho kroku.





4.1 U´vod do parcialn´ıch diferencia´ln´ıch rovnic
Rovnice, ve ktery´ch se vyskytuj´ı parcia´ln´ı derivace hledane´ funkce dvou nebo v´ıce argu-
















Obecneˇ mu˚zˇeme parcia´ln´ı diferencia´ln´ı rovnici zapsat jako funkci
F (x1, . . . , xm, y,
∂y
x1






, . . . ,
∂ny
xnm
) = 0 (4.3)
Za´rovenˇ ale plat´ı, zˇe leva´ strana rovnice za´vis´ı asponˇ na jedne´ n-te´ derivaci hledane´ funkce.
Prˇi rˇesˇen´ı parcia´ln´ı diferencia´ln´ı rovnice hleda´me funkci, ktera´ dane´ rovnici vyhovuje.
V prˇ´ıpadeˇ, zˇe hledana´ funkce ma´ pra´veˇ dva argumenty, x a y mu˚zˇeme cha´pat rˇesˇen´ı
jako plochu ve trˇ´ırozmeˇrne´m prostoru. Tuto plochu nazy´va´me integra´ln´ı plochou parcia´ln´ı
diferencia´ln´ı rovnice.
Dalˇs´ı informace je mozˇne´ cˇerpat z [5], [15] nebo [16].
4.1.1 Jednoduche´ parcia´ln´ı diferencia´ln´ı rovnice
Prˇi rˇesˇen´ı jednoduchy´ch typ˚u parcia´ln´ıch diferencia´ln´ıch rovnic mu˚zˇeme pouzˇ´ıt metodu
integrova´n´ı, podobneˇ jako u obycˇejny´ch diferencia´ln´ıch rovnic, ale v praxi se nanesˇteˇst´ı vy-
skytuj´ı slozˇite´ rovnice, u ktery´ch je te´meˇrˇ nemozˇne´ z´ıskat analyticke´ rˇesˇen´ı. V na´sleduj´ıc´ıch
kapitola´ch se zameˇrˇ´ıme na metody rˇesˇen´ı parcia´ln´ıch diferencia´ln´ıch rovnic.




Na prvn´ı pohled mu˚zˇeme rˇ´ıci, zˇe dana´ rovnice neza´vis´ı na promeˇnne´ y, protozˇe derivace
funkce z je nulova´. To znamena´, zˇe rˇesˇen´ı rovnice je funkce promeˇnne´ x.
z = f(x) (4.5)
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kde f(x) je libovolna´ funkce argumentu x. Naprˇ´ıklad na´sleduj´ıc´ı funkce jsou rˇesˇen´ım
rovnice, protozˇe kdyzˇ kazˇdou rovnici budeme derivovat podle y rovnice bude platit.
z = ex
z = sinx
z = cosx+ 3
Podobneˇ jako u obycˇejny´ch diferencia´ln´ıch rovnic je nutne´ definovat jednu nebo neˇkolik
libovolny´ch konstant, abychom dostali jednoznacˇne´ rˇesˇen´ı. U parcia´ln´ıch diferencia´ln´ıch
rovnic je to podobne´. Abychom zarucˇili jednoznacˇnost rˇesˇen´ı, mus´ıme definovat jednu nebo
neˇkolik libovolny´ch funkc´ı. Dodatecˇne´ informace o pocˇa´tecˇn´ıch podmı´nka´ch je mozˇne´ naj´ıt
v literaturˇe [16].
Parcia´ln´ı diferencia´ln´ı rovnice prvn´ıho rˇa´du ve tvaru
∂z
∂x







kde hleda´me funkci u = u(x, y, z) pokla´da´me pocˇa´tecˇn´ı podmı´nku, aby pro pevne´ cˇ´ıslo
x = a platil vztah
u(a, y, z) = φ(y, z) (4.7)
kde funkce φ za´vis´ı pouze na argumentech y a z.
Pro slozˇiteˇjˇs´ı parcia´ln´ı diferencia´ln´ı rovnice druhe´ho rˇa´du ve tvaru
∂2u
∂x2

























opeˇt pro pevne´ cˇ´ıslo x = a platily 2 rovnice
u(a, y, z) = φ(y, z) (4.9)
ux(a, y, z) = ψ(y, z) (4.10)
kde pro dane´ funkce φ a ψ za´vis´ı pouze na argumentech y a z. Vı´ce informac´ı je mozˇne´
z´ıskat v literaturˇe [16], kde jsou popsa´ny veˇty ty´kaj´ıc´ı se jednoznacˇnosti rˇesˇen´ı parcia´ln´ıch
diferencia´ln´ıch rovnic.
4.2 Typy parcia´ln´ıch diferencia´ln´ıch rovnic
Na za´kladeˇ chova´n´ı kvadraticke´ formy urcˇujeme typy parcia´ln´ıch diferencia´ln´ıch rovnic.

















+ Fz +G = 0 (4.11)
Funkce A, B, C, D, E, F , G jsou spojite´ funkce promeˇnny´ch x a y na oblasti Ω na




A(x, y) B(x, y)
B(x, y) C(x, y)
)
(4.12)





Kde ξ ∈ <n a koeficienty aij jsou koeficienty z rovnice. Potom spocˇ´ıta´me determinant
δ jako
δ = ‖Q‖ (4.14)
Podle determinantu matice rozliˇsujeme tyto trˇi typy parcia´ln´ıch diferencia´ln´ıch rovnic
druhe´ho rˇa´du
• δ > 0 – elipticka´
• δ = 0 – parabolicka´
• δ < 0 – hyperbolicka´
Kazˇde´mu typu bude veˇnova´no pa´r slov v na´sleduj´ıc´ıch kapitola´ch. Podrobneˇji se budeme
zaby´vat elipticky´mi parcia´ln´ımi diferencia´ln´ımi rovnicemi, protozˇe jsou hlavn´ım te´matem
te´to pra´ce. O vsˇech typech je mozˇne´ se docˇ´ıst v literaturˇe [15] a [13].
4.2.1 Elipticke´ parcia´ln´ı diferencia´ln´ı rovnice
Te´matem cele´ te´to pra´ce je zameˇrˇit se na neˇktere´ elipticke´ parcia´ln´ı diferencia´ln´ı rovnice.
Mezi typicke´ elipticke´ rovnice rˇad´ıme Laplaceovu a Poissonovu rovnici.





, kde n je dimenze prostoru. Potom
nazveme rovnici Laplaceovou rovnic´ı
∆u = 0 (4.15)
Specia´ln´ım prˇ´ıpadem Laplaceovy rovnice v dimenzi n = 1 je rovnice
u′′ = 0 (4.16)
Obecne´ rˇesˇen´ı Laplaceovy rovnice v <n je funkce
U(x) =
{ − 12pi ln |x|, n = 2
1
(n−2)σn |x|2−n, n ≥ 3
(4.17)
kde σn je povrch koule o polomeˇru jedna v <n. Naprˇ´ıklad v trˇ´ırozmeˇrne´m prostoru je




Poissonova rovnice je nehomogenn´ı rovnic´ı ve tvaru
−∆u = f (4.19)





Pro n = 2 se integra´l nazy´va´ logaritmicky´m potencia´lem funkce f a pro n ≥ 3 se nazy´va´
Newtonovy´m potencia´lem funkce f . Vı´ce informac´ı je mozˇne´ z´ıskat naprˇ. v literaturˇe [13].
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4.2.2 Parabolicke´ parcia´ln´ı diferencia´ln´ı rovnice
Letmo se zmı´n´ım o teˇchto rovnic´ıch. Typickou parabolickou parcia´ln´ı diferencia´ln´ı rovnic´ı
je rovnice veden´ı tepla.
∂u
∂t
−∆u = 0 (4.21)
Pocˇa´tecˇn´ı u´lohou je naj´ıt spojitou funkci w v <n × 〈0,∞), ktera´ pro t > 0 rˇesˇ´ı rovnici
veden´ı tepla a pro t = 0 naby´va´ prˇedepsany´ch hodnot
∂w
∂t (x, t)−∆u(x, t) = 0, x ∈ <n, t > 0
u(x, 0) = φ(x), x ∈ <n (4.22)
kde φ(x) je dana´ spojita´ funkce.
4.2.3 Hyperbolicke´ parcia´ln´ı diferencia´ln´ı rovnice
Podobneˇ jako v prˇedchoz´ı kapitole uvedu pouze prˇ´ıklad teˇchto rovnic, protozˇe se jimi tato
pra´ce vysloveneˇ nezaby´va´. Typicky´m prˇedstavitelem je vlnova´ rovnice
∂u2
∂2t
−∆u = 0 (4.23)
Jelikozˇ se v rovnici vyskytuje druha´ derivace cˇasove´ promeˇnne´, mu˚zˇeme zadat jako
pocˇa´tecˇn´ı hodnoty funkce podle cˇasove´ derivace. Rˇesˇen´ım je tedy naj´ıt funkci w v <n+1
takovou, zˇe pro t = 0 naby´va´ prˇedepsany´ch hodnot, tedy
∂2w
∂t2
(x, t)−∆w(x, t) = 0, (x, t) ∈ <n+1,
w(x, 0) = φ2(x), x ∈ <n
∂w
∂t w(x, 0) = φ1(x), x ∈ <n
(4.24)
4.3 Analyticke´ rˇesˇen´ı parcia´ln´ıch diferencia´ln´ıch rovnic
V te´to kapitole bych chteˇl uve´st metody, ktere´ se pouzˇ´ıvaj´ı pro analyticke´ rˇesˇen´ı parcia´ln´ıch
diferencia´ln´ıch rovnic. Uvid´ıme, zˇe tento zp˚usob je prakticky strojoveˇ nepouzˇitelny´ a z toho
d˚uvodu pouzˇ´ıva´me numericke´ rˇesˇen´ı. Informace pro tuto kapitolu jsem cˇerpal hlavneˇ z [10]
a dalˇs´ı uzˇitecˇne´ informace jsem z´ıskal z [3].
Podobneˇ jako u obycˇejny´ch diferencia´ln´ıch rovnic existuje v´ıce metod pro analyticke´






C´ılem te´to kapitoly je uka´zat, zˇe vytvorˇit jednoduchy´ algoritmus, ktery´ by analyticky
rˇesˇil parcia´ln´ı rovnice nen´ı prakticky mozˇne´.
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4.3.1 Separace promeˇnny´ch
Je velmi jednoducha´ metoda vhodna´ pro rˇesˇen´ı syste´mu˚ s okrajovy´mi nebo pocˇa´tecˇn´ımi
podmı´nkami, kde okrajove´ podmı´nky ohranicˇuj´ı obde´ln´ıkovou oblast.
Tato metoda prˇedpokla´da´, zˇe nezna´ma´ funkce je soucˇinem dvou funkc´ı, kde kazˇda´ funkce
za´vis´ı pra´veˇ na jedne´ promeˇnne´. Naprˇ. funkce u(x, y) je funkce dvou promeˇnny´ch a v te´to
metodeˇ prˇedpokla´da´me, zˇe je to soucˇin nebo soucˇet dvou funkc´ı
u(x, y) = X(x).Y (y) (4.25)
nebo
u(x, y) = X(x) + Y (y) (4.26)
Obecneˇ mu˚zˇeme zapsat, separaci promeˇnny´ch obecne´ funkce jako
F (x1, x2, . . . , xn) = F1(x1).F2(x2). . . . .Fn(xn) (4.27)
nebo
F (x1, x2, . . . , xn) = F1(x1) + F2(x2) + . . .+ Fn(xn) (4.28)











F (x, y, z) = X(x) + Y (y) + Z(z) (4.30)










Protozˇe v´ıme, zˇe funkce X ′(x) je pouze funkce promeˇnne´ x, funkce Y ′ je funkce pouze











c1 + c2 + c3 = 0 (4.33)
Proto funkce F (x, y, z) mu˚zˇeme snadno spocˇ´ıtat jednoduchou integrac´ı a vy´sledkem je
F (x, y, z) = c1x+ c2y + c3z + c4 (4.34)
Nyn´ı za´vis´ı na pocˇa´tecˇn´ıch cˇi okrajovy´ch podmı´nka´ch, ktere´ na´m zajist´ı jednoznacˇne´
rˇesˇen´ı. Mus´ı se vsˇak zajistit podmı´nka, aby c1 + c2 + c3 = 0.
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4.3.2 Rˇesˇen´ı Laplaceovy rovnice metodou separace promeˇnny´ch
Chteˇl bych zde uka´zat rˇesˇen´ı Laplaceovy rovnice, kterou pouzˇ´ıva´m jako vhodny´ prˇ´ıklad









u(x, 0) = f(x) u(x, L) = g(x)
u(0, y) = 0 u(M,y) = 0
kde M = 1 a L = 1. Da´le zadefinujeme f(x) = 0 a g(x) = sinpix.
Analyticke´ rˇesˇen´ı metodou separace promeˇnny´ch bude postupovat na´sleduj´ıc´ımi kroky
1. separace promeˇnny´ch
2. nalezen´ı vy´sledny´ch diferencia´ln´ıch rovnic za´visej´ıc´ıch na okrajovy´ch podmı´nka´ch
3. vyrˇesˇen´ı teˇchto rovnic
4. vytvorˇen´ı obecne´ho rˇesˇen´ı
5. vy´pocˇet konkre´tn´ıho rˇesˇen´ı s pouzˇit´ı okrajovy´ch podmı´nek
Nejprve provedeme separaci promeˇnny´ch. Budeme uvazˇovat, zˇe funkce u(x, y) = X(x).Y (y).
Tuto funkci u budeme derivovat a Dosad´ıme do p˚uvodn´ı rovnice.
X ′′Y +XY ′′ = 0 ∧ X(0)Y (y) = X(M)Y (y) = 0 (4.36)
Nyn´ı sestav´ıme soustavu diferencia´ln´ıch rovnic a tyto rovnice vyrˇesˇ´ıme
X ′′ + λ2X = 0 (4.37)
Y ′′ − λ2Y = 0 (4.38)
X(0) = 0 (4.39)
X(M) = 0 (4.40)
Pro vyrˇesˇen´ı teˇchto diferencia´ln´ıch rovnic jsem cˇerpal informace z [7]. Pro vyrˇesˇen´ı
pouzˇiji vzorec pro rˇesˇen´ı obycˇejny´ch diferencia´ln´ıch rovnic, ktery´ rˇ´ıka´,
y′′ + λ2y = 0, y = C cosλx+D sinλx (4.41)
Dosazen´ım okrajovy´ch podmı´nek do rovnice z´ıska´me λ = 1M npi, pro celocˇ´ıselne´ n,
protozˇe se jedna´ o periodicke´ funkce.
Vyrˇesˇ´ıme druhou rovnici, opeˇt pouzˇijeme vztah
y′′ − λ2y = 0, y = Ceλx +De−λx (4.42)
Da´le pouzˇijeme vztah, zˇe sinhx = 12(e













Nyn´ı uzˇ mu˚zˇeme zapsat obecne´ rˇesˇen´ı rovnice za prˇedpokladu, zˇe L = 1 a M = 1 a n
je cele´ cˇ´ıslo.
u(x, y) = X(x).Y (y) = sinnpix (a sinh (npix) + b sinh (npi(1− y))) (4.45)
Protozˇe na okrajovy´ch podmı´nka´ch se vyskytuje pouze jedna p˚ulperioda funkce sin t,
mu˚zˇeme vypocˇ´ıtat n. Protozˇe v´ıme, zˇe T = 2pif a f = pi2 dopocˇ´ıta´me zˇe T = 1, a tedy
n = 1. Zby´va´ pouze posledn´ı krok, kdy s pomoc´ı okrajovy´ch podmı´nek spocˇ´ıta´me vy´sledne´
rˇesˇen´ı. Nejprve dosad´ıme podmı´nku a pocˇ´ıta´me b
u(x, 0) = 0 (4.46)
0 = sinpix (a sinh 0 + b sinhpi) (4.47)
0 = b sinhpi (4.48)
b = 0 (4.49)
A nyn´ı dosad´ıme druhou podmı´nku a vypocˇ´ıta´me a.
u(x, 1) = sinpix (4.50)
sin (pix) = a sin (pix) sinhpi (4.51)
1 = a sinhpi (4.52)
a = sinhpi−1 (4.53)




sin (pix) sinh (piy) (4.54)
































Vy´sledna´ funkce je na na´sleduj´ıc´ım obra´zku 4.1.
4.4 Numericke´ rˇesˇen´ı parcia´ln´ıch diferencia´ln´ıch rovnic
Jak jsme videˇli v prˇedchoz´ı kapitole, analyticke´ rˇesˇen´ı parcia´ln´ıch diferencia´ln´ıch rovnic je
velmi obt´ızˇne´, neˇkdy i nemozˇne´, proto se v praxi uchylujeme k numericke´mu rˇesˇen´ı, ktere´
na´m prˇiblizˇneˇ odpov´ıda´ analyticke´mu rˇesˇen´ı.
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Obra´zek 4.1: Analyticke´ rˇesˇen´ı Laplaceovy rovnice
Numericky´m rˇesˇen´ım parcia´ln´ı diferencia´ln´ı rovnice rozumı´me mnozˇinu uzlovy´ch bod˚u,
ve ktery´ch aproximujeme skutecˇny´ pr˚ubeˇh rˇesˇen´ı. Hodnotu v libovolne´m bodeˇ potom mu˚-
zˇeme spocˇ´ıtat naprˇ. interpolac´ı.
Informace o na´sleduj´ıc´ıch metoda´ch je mozˇne´ z´ıskat v [14]. Mezi nejzna´meˇjˇs´ı a nejcˇasteˇji
pouzˇ´ıvane´ numericke´ metody patrˇ´ı
• FEM (finite elements method), metoda konecˇny´ch prvk˚u
• Metoda konecˇny´ch objemu˚
• Metoda prˇ´ımek
• Metoda konecˇny´ch diferenc´ı
• . . .
4.4.1 Metoda konecˇny´ch diferenc´ı
Tato spocˇ´ıva´ v tom, zˇe se derivace nahrad´ı vhodnou diferenc´ı. Vı´me, zˇe derivace v bodeˇ je
smeˇrnice tecˇny, tud´ızˇ mu˚zˇeme zapsat, zˇe
∂u(x, y)
∂x
∼ u(x+ ∆x, y)− u(x, y)
∆x
(4.60)
Prˇi pouzˇit´ı te´to metody nejprve rozdeˇl´ıme rˇesˇenou oblast mrˇ´ızˇkou, ve ktere´ nahrad´ıme
derivace konecˇnou diferenc´ı. Vy´sledkem tohoto nahrazen´ı je soustava linea´rn´ıch algebrai-
cky´ch rovnic – SLAR. Tu mu˚zˇeme rˇesˇit konvencˇn´ımi metodami jako je Gauss-Seidelova
metoda, prˇ´ıpadneˇ je mozˇne´ analyticky rˇesˇit tuto soustavu.
Chyba se do rˇesˇen´ı vna´sˇ´ı diskretizac´ı spojite´ho prostoru. Cˇ´ım mensˇ´ı se zvol´ı hodnota ∆x,
t´ım mensˇ´ı chybu vykazuje metoda, avsˇak veˇtsˇ´ı na´roky se kladou na vy´pocˇetn´ı aritmetiku
a cˇ´ım veˇtsˇ´ı hodnota ∆x, t´ım v´ıc vzr˚usta´ chyba metody, ale aritmeticka´ chyba je mensˇ´ı.
32
4.4.2 Metoda prˇ´ımek
Tato metoda je podobna´ metodeˇ konecˇny´ch diferenc´ı. V rovnici ponecha´me derivaci podle
jedne´ promeˇnne´ a ostatn´ı derivace nahrad´ıme diferencˇn´ı podobneˇ jako v prˇedchoz´ı kapitole.
Vznikne rozsa´hla´ soustava ODR, ktere´ mu˚zˇeme rˇesˇit naprˇ. metodou Runge-Kutta, nebo
metodou Taylorovy rˇady.
4.4.3 Metoda konecˇny´ch prvk˚u
Se pouzˇ´ıva´ k zjiˇst’ova´n´ı pr˚ubeˇh˚u r˚uzny´ch fyzika´ln´ıch velicˇin. Cela´ soustava se rozdeˇl´ı do
urcˇite´ho pocˇtu cˇa´st´ı, mezi ktery´mi se zjiˇst’uj´ı vza´jemne´ vazby. Vy´sledky se zjiˇst’uj´ı pouze
v teˇchto prvc´ıch. Vy´sledkem te´to metody je soustava obycˇejny´ch diferencia´ln´ıch rovnic,
ktere´ mu˚zˇeme rˇesˇit konvencˇn´ımi metodami, naprˇ. metodou Taylorovy rˇady.
Rˇesˇen´ı prob´ıha´ v na´sleduj´ıc´ıch fa´z´ıch
1. Diskretizace, generova´n´ı s´ıteˇ, v rovineˇ se pouzˇ´ıvaj´ı naprˇ. troju´heln´ıky.
2. Na kazˇde´m prvku se vol´ı aproximacˇn´ı funkce definuj´ıc´ı stav uvnitrˇ prvku. Potom
se pro kazˇdy´ uzel vytvorˇ´ı rovnice rovnova´hy s vyuzˇit´ım podmı´nek pro minimalizaci
energeticke´ho potencia´lu. Tato soustava rovnic se potom rˇesˇ´ı konvencˇn´ımi metodami.





Rˇesˇen´ı elipticky´ch parcia´ln´ıch diferencia´ln´ıch rovnic bych chteˇl demonstrovat na Laplaceoveˇ
rovnici, kterou jsem zkusil vyrˇesˇit v TKSL a na´sledneˇ jsem pro jej´ı rˇesˇen´ı vytvorˇil program
vyuzˇ´ıvaj´ıc´ı prostrˇed´ı CUDA k paraleln´ımu rˇesˇen´ı. Vı´ce informac´ı veˇnovany´ch rˇesˇen´ı pra´veˇ
elipticky´ch parcia´ln´ıch diferencia´ln´ıch rovnic je mozˇne´ nale´zt v [11].
5.1 Laplaceova rovnice
Laplaceova rovnice je cˇasto uva´deˇnou eliptickou parcia´ln´ı diferencia´ln´ı rovnic´ı. Jej´ı rovnice







Tato rovnice naprˇ. popisuje velikost napeˇt´ı na dvourozmeˇrne´ desticˇce. Pr˚ubeˇh napeˇt´ı
za´vis´ı na okrajovy´ch podmı´nka´ch. Na na´sleduj´ıc´ım sche´matu 5.1 je zobrazena desticˇka kde
jsou nast´ıneˇny okrajove´ podmı´nky a mrˇ´ızˇka na ktere´ se bude aproximovat rˇesˇen´ı.
Obra´zek 5.1: Schematicke´ zobrazen´ı rˇesˇene´ho prˇ´ıkladu
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5.1.1 Metoda konecˇny´ch diferenc´ı
Rovnici mu˚zˇeme rˇesˇit metodou konecˇny´ch diferenc´ı na dostatecˇneˇ jemne´ mrˇ´ızˇce, kterou si
zvol´ıme. Pro jednoduchost bude stacˇit mrˇ´ızˇka 4 × 4. Vy´sledkem bude soustava 16 alge-
braicky´ch rovnic. Rovnice na okraji zvol´ıme v za´vislosti na okrajovy´ch podmı´nka´ch.




∼ u(x+ ∆x)− u(x, y)
∆x
(5.2)
Derivaci podle y nahrad´ıme opeˇt diferenc´ı
∂u(x, y)
∂y
∼ u(x, y + ∆y)− u(x, y)
∆y
(5.3)
Potrˇebujeme druhe´ derivace, proto vyja´drˇ´ıme t´ımto zp˚usobem druhe´ derivace funkce u.
∂2u(x, y)
∂x2





∼ u(x, y + ∆y)− 2u(x, y) + u(x, y −∆y)
∆y2
(5.5)
Nyn´ı dosad´ıme tyto diference do nasˇ´ı mrˇ´ızˇky, kde v´ıme, zˇe ∆x = ∆y = h.
ui+1,j − 2ui,j + ui−1,j
h2
+
ui,j+1 − 2ui,j + ui,j+1
h2
= 0 (5.6)
Vy´sledkem je algebraicka´ rovnice
4ui,j = ui−1,j + ui,j−1 + ui+1,j + ui,j+1 (5.7)
Da´le prˇedpokla´dejme na´sleduj´ıc´ı okrajove´ podmı´nky
u(x, 0) = 0 (5.8)
u(0, y) = 0 (5.9)
u(1, y) = 0 (5.10)
u(x, 1) = sinx (5.11)
Vy´sledkem u´prav je soustava sˇestna´cti algebraicky´ch rovnic
u0,3 = u0,2 = u0,1 = u0,0 = u1,0 = u2,0 = u3,0 = u3,1 = u3,2 = u3,3 = 0 (5.12)



















(u1,2 + u3,2 + u2,1 + u2,3) (5.17)
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Obra´zek 5.2: Vy´sledek rˇesˇen´ı metodou konecˇny´ch diferenc´ı, mrˇ´ızˇka 4× 4 a 5× 5
Rˇesˇen´ı jsem provedl s pomoc´ı programu Maple a vy´sledek je mozˇne´ videˇt na grafu 5.2.
Je videˇt, zˇe rˇesˇen´ı ne u´plneˇ dobrˇe aproximuje na´mi pozˇadovane´ rˇesˇen´ı. Mrˇ´ızˇka nereflektuje
maximum funkce sinx na intervalu 〈0, pi〉. Tento fakt odstran´ıme tak, zˇe zjemn´ıme mrˇ´ızˇku.
Je nutne´ si uveˇdomit, zˇe cˇ´ım jemneˇjˇs´ı mrˇ´ızˇka, t´ım veˇtsˇ´ı soustava rovnic vznikne. V grafu 5.2
jsem zjemnil mrˇ´ızˇku na 5× 5 rovnic. Prˇesto rˇesˇen´ı nen´ı sta´le pouzˇitelne´. Dalˇs´ı zjemnˇova´n´ı
mrˇ´ızˇky ale prˇina´sˇ´ı nevy´hodu rˇesˇen´ı rozsa´hly´ch soustav algebraicky´ch rovnic, ktere´ je cˇasoveˇ
velmi na´rocˇne´, proto v na´sleduj´ıc´ı kapitole vyrˇesˇ´ıme rovnici s pomoc´ı metody Taylorovy
rˇady.
5.1.2 Metoda Taylorovy rˇady
V prˇedchoz´ı kapitole se rˇesˇila soustava algebraicky´ch rovnic, a kv˚uli tomuto kroku je metoda
konecˇny´ch diferenc´ı nepouzˇitelna´ v realtime aplikac´ıch. Prˇesto ale poskytuje dobry´ za´klad
pro metodu Taylorovy rˇady, ktera´ pouzˇ´ıva´ podobny´ postup.
Prˇedstavme si, zˇe rˇesˇ´ıme prˇechodny´ deˇj a cˇeka´me na usta´leny´ stav, tedy na stav, kdy
∂u












Tuto rovnici prˇevedeme na soustavu obycˇejny´ch diferencia´ln´ıch rovnic podobny´m zp˚u-









∼ u(x, y + ∆y, t)− 2u(x, y, t) + u(x, y −∆y, t)
∆y2
(5.20)
Opeˇt dosad´ıme do p˚uvodn´ı rovnice a sestroj´ıme soustavu rovnic. Tyto rovnice budou
v sobeˇ obsahovat jesˇteˇ derivaci podle cˇasu, a proto se jedna´ o soustavu obycˇejny´ch dife-
rencia´ln´ıch rovnic.
Po dosazen´ı do rovnice vyjde diferencia´ln´ı rovnice, kde se vyskytuj´ı pouze derivace podle
cˇasu.
u′i,j = A (ui−1,j + ui,j−1 + ui+1,j + ui,j+1 − 4ui,j) (5.21)
Budeme uvazˇovat stejne´ okrajove´ podmı´nky jako v prˇedchoz´ım prˇ´ıkladu a vyjde na´m
soustava diferencia´ln´ıch rovnic
u0,3 = u0,2 = u0,1 = u0,0 = u1,0 = u2,0 = u3,0 = u3,1 = u3,2 = u3,3 = 0 (5.22)




u′1,1 = A (u0,1 + u2,1 + u1,0 + u1,2 − 4u1,1) ∧ u1,1(0) = 0 (5.24)
u′1,2 = A (u0,2 + u2,2 + u1,1 + u1,3 − 4u1,2) ∧ u1,2(0) = 0 (5.25)
u′2,1 = A (u1,1 + u3,1 + u2,0 + u2,2 − 4u2,1) ∧ u2,1(0) = 0 (5.26)
u′2,2 = A (u1,2 + u3,2 + u2,1 + u2,3 − 4u2,2) ∧ u2,2(0) = 0 (5.27)
Kde A je konstanta, kterou si mu˚zˇeme zvolit, protozˇe na vy´sledek usta´lene´ho deˇje nema´





Jelikozˇ cˇeka´me na usta´leny´ stav, tedy
u′i,j = 0 (5.29)
mu˚zˇeme tuto hodnotu na´sobit libovolnou konstantou, ale v usta´lene´m stavu na´m vyjde
A ∗ 0 = 0 (5.30)
Na´sleduj´ıc´ı grafy jsou rˇesˇen´ım r˚uzneˇ velky´ch soustav rovnic, jejichzˇ rˇesˇen´ı bylo z´ıska´no
pouzˇit´ım simulacˇn´ıho na´stroje TKSLC.
Vy´hodou tohoto prˇ´ıstupu k zˇe, zˇe nerˇesˇ´ıme soustavu algebraicky´ch rovnic, jej´ızˇ vyrˇesˇen´ı
je vy´pocˇetneˇ na´rocˇneˇjˇs´ı nezˇ vyrˇesˇen´ı soustavy obycˇejny´ch diferencia´ln´ıch rovnic. V tomto
prˇ´ıpadeˇ mu˚zˇeme snadno vytvorˇit obrovske´ soustavy diferencia´ln´ıch rovnic a ty relativneˇ
rychle vyrˇesˇit s pomoc´ı metody Taylorovy rˇady.
37
Obra´zek 5.3: Rˇesˇen´ı na mrˇ´ızˇce 6× 6 a 8× 8
Nevy´hodou prˇ´ıliˇs rˇ´ıdke´ mrˇ´ızˇky je chyba vy´pocˇtu. Naprˇ. na obra´zku 5.2 je videˇt, zˇe zde
nen´ı reflektova´na hodnota sin pi2 a vy´sledny´ graf neprˇesneˇ aproximuje rˇesˇen´ı. Naopak, prˇ´ıliˇs
husta´ mrˇ´ızˇka klade daleko veˇtsˇ´ı na´roky na metodu. Obra´zek 5.4 obsahuje rˇesˇen´ı deseti tis´ıc
rovnic. Vy´sledne´ rˇesˇen´ı je relativneˇ prˇesne´ a pouzˇitelne´, ale integracˇn´ı metoda mu˚zˇe mı´t
proble´my s konvergenc´ı. Ta se da´ zajistit pouzˇit´ım v´ıce cˇlen˚u Taylorova rozvoje. Grafy 5.3
byly vyrˇesˇeny s pouzˇit´ım maxima´lneˇ 50 cˇlen˚u Taylorova rozvoje, kdezˇto graf 5.4 potrˇeboval
k vyrˇesˇen´ı 200 cˇlen˚u Taylorova rozvoje, protozˇe jinak rˇesˇen´ı nekonvergovalo.
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U´kolem te´to pra´ce je vytvorˇit program, ktery´ rˇesˇ´ı vybrane´ elipticke´ parcia´ln´ı diferencia´ln´ı
rovnice paraleln´ı metodou Taylorovy rˇady. Jizˇ v u´vodu jsem se zmı´nil, zˇe metoda Taylo-
rovy rˇady je velmi dobrˇe paralelizovatelna´, a proto rˇesˇen´ı rovnic bude prob´ıhat paraleln´ım
zp˚usobem.
6.1 Paraleln´ı prostrˇed´ı CUDA
Vy´pocˇetn´ı vy´kon graficky´ch karet rostl v posledn´ı dobeˇ mnohem v´ıce nezˇ vy´kon CPU.
Je to da´no hlavneˇ masivn´ı paralelizac´ı, protozˇe u graficky´ch cˇip˚u se ocˇeka´va´, zˇe budou
vykona´vat pro kazˇdy´ pixel velmi podobnou u´lohu, a tedy je mozˇne´ spustit paraleln´ı vy´pocˇet.
Tato mysˇlenka se rozv´ıjela azˇ vznikla knihovna CUDA, ktera´ umozˇnˇuje spustit paralelneˇ
jaky´koliv ko´d, ktery´ je mozˇne´ napsat v jazyce C s neˇktery´mi omezen´ımi.
CUDA je prostrˇed´ı pro skutecˇneˇ paraleln´ı zpracova´va´n´ı u´loh. V soucˇasne´ dobeˇ je pod-
porova´na na graficky´ch karta´ch firmy nVidia a podporuje skutecˇneˇ paraleln´ı beˇh rˇa´doveˇ asi
stovek azˇ tis´ıc˚u vla´ken. Ve skutecˇnosti je CUDA knihovna, ktera´ poskytuje standardizovane´
rozhran´ı ke graficke´mu adapte´ru. Informace pro tuto kapitolu jsem cˇerpal hlavneˇ z [1].
6.1.1 Popis architektury
V te´to oblasti se zat´ım nezavedly odpov´ıdaj´ıc´ı cˇeske´ ekvivalenty k anglicky´m termı´n˚um,
proto budu pouzˇ´ıvat anglicke´ na´zvy, abych prˇedesˇel mozˇne´mu neprˇesne´mu prˇekladu.
Hlavn´ımi prvky cele´ architektury jsou dveˇ komponenty, prvn´ı je host – procesor a druhou
je device – graficka´ karta. Na procesoru beˇzˇ´ı program, ktery´ spousˇt´ı u´lohy na graficke´ karteˇ.
Tento program nebo jeho podprogram se nazy´va´ kernel a u´kolem tohoto podprogramu je
spustit vy´pocˇet na graficke´ karteˇ.
Kazˇdy´ kernel beˇzˇ´ıc´ı na procesoru spust´ı sv˚uj grid na graficke´ karteˇ, cozˇ je dvourozmeˇrne´
pole. Prvky ulozˇene´ v tomto poli jsou thread block, cozˇ je trojrozmeˇrne´ pole vla´ken – thread.
Tato vla´kna jizˇ prova´d´ı vy´pocˇet. Sche´ma cele´ architektury je zobrazen na na´sleduj´ıc´ım
obra´zku.
Da´le bych chteˇl shrnout d˚ulezˇite´ vlastnosti vyply´vaj´ıc´ı z architektury CUDA. Pro vy´pocˇet
je trˇeba prova´deˇt vza´jemnou synchronizaci a pro bude potrˇeba, aby kazˇde´ vla´kno mohlo
cˇ´ıst data z kazˇde´ho dalˇs´ıho vla´kna rˇesˇ´ıc´ı soustavu rovnic.
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Obra´zek 6.1: Sche´ma architektury CUDA, prˇevzato z [1]
Tyto podmı´nky splnˇuje pouze thread block, ktery´ umozˇnˇuje synchronizaci vla´ken, ktere´
beˇzˇ´ı uvnitrˇ a za´rovenˇ mohou sd´ılet pameˇt’ mezi sebou. Jednodusˇe se da´ rˇ´ıct, zˇe rovnice
v kazˇde´m uzlove´m bodeˇ bude rˇesˇena jedn´ım vla´knem. Synchronizace vla´ken beˇzˇ´ıc´ıch v thread
blocku je prova´deˇna tzv. barie´rou, cozˇ znamena´ zˇe v programu se nacha´z´ı bod, ve ktere´m
se beˇh vla´ken zastav´ı do te´ doby, dokud do neˇj nedoraz´ı vsˇechna ostatn´ı vla´kna.
Neprˇ´ıjemnou nevy´hodou architektury CUDA je, zˇe je p˚uvodneˇ navrzˇena pro graficke´
aplikace, a proto je jej´ı za´kladn´ı aritmetika pouze 32 bitova´ v plovouc´ı rˇa´dove´ cˇa´rce. Firma
nVidia si je toho veˇdoma, a proto neˇktere´ noveˇjˇs´ı graficke´ karty podporuj´ı i 64 bitovou
aritmetiku, ale nen´ı to pravidlem. Nav´ıc je take´ mozˇne´, zˇe operace jako je sinus a kosinus
jsou optimalizova´ny pro rychlost a mohou da´vat i me´neˇ prˇesne´ vy´sledky.
Prˇestozˇe thread block nen´ı mozˇne´ v ra´mci gridu synchronizovat, samo prostrˇed´ı se stara´
o to, aby vzˇdy vsˇechny u´lohy beˇzˇ´ıc´ı na graficke´ karteˇ dobeˇhly prˇedt´ım, nezˇ se spust´ı nove´.
41
6.2 Analy´za rˇesˇen´ı
V te´to kapitole rozeberu mozˇnosti a potrˇeby metody Taylorovy rˇady z pohledu za´vislost´ı
a vy´pocˇtu vysˇsˇ´ıch derivac´ı. Da´le se take´ budu zaby´vat mozˇnostmi paralelizace.
6.2.1 Rˇesˇen´ı ODR
Metoda rˇesˇen´ı soustav ODR je kl´ıcˇova´ pro rˇesˇen´ı PDE rovnic. V te´to kapitole bych chteˇl
nast´ınit mozˇnosti a zp˚usob vy´pocˇtu s pomoc´ı Taylorovy rˇady.
Pod´ıva´me se, jaky´m zp˚usobem je mozˇne´ rˇesˇit rovnice, ktere´ jsem odvodil v prˇedchoz´ı
kapitole. Nejprve se pod´ıva´me na rˇesˇen´ı soustavy 3 rovnic.
y′ = a1y + b1z + c1w (6.1)
z′ = a2y + b2z + c2w (6.2)
w′ = a3y + b3z + c3w (6.3)
Z metody Taylorovy rˇady odvod´ıme, zˇe
yi+1 = yi +DY 10 +DY 20 +DY 30 + . . . (6.4)
zi+1 = zi +DZ10 +DZ20 +DZ30 + . . . (6.5)
wi+1 = wi +DW10 +DW20 +DW30 + . . . (6.6)
Je videˇt, zˇe prvn´ı cˇleny rˇady mu˚zˇeme vyja´drˇit prˇ´ımo ze zada´n´ı soustavy. V tomto kroku
se prakticky jedna´ o eulerovu metodu.
DY 10 = hy′ = h (a1y + b1z + c1w) (6.7)
DZ10 = hz′ = h (a2y + b2z + c2w) (6.8)
DW10 = hw′ = h (a3y + b3z + c3w) (6.9)





















(a3DY 10 + b3DZ10 + c3DW10) (6.12)












(a3DY 20 + b3DZ20 + c3DW20) (6.15)
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Je videˇt, zˇe tento postup lze velmi dobrˇe automatizovat a toho vyuzˇiji prˇi rˇesˇen´ı rozsa´-
hly´ch soustav ODR. Dalˇs´ı vy´hodou tohoto prˇ´ıstupu je, zˇe jej lze i paralelizovat. C´ılem te´to
pra´ce je nale´zt paraleln´ı rˇesˇen´ı vybrany´ch elipticky´ch parcia´ln´ıch diferencia´ln´ıch rovnic.
V prˇedchoz´ıch kapitola´ch jsem uka´zal, jak prˇeve´st tyto rovnice na soustavu obycˇejny´ch
diferencia´ln´ıch rovnic a v te´to kapitole jsem nast´ınil mozˇnosti, jak tuto soustavu vyrˇesˇit
metodou Taylorovy rˇady.
6.2.2 Paraleln´ı rˇesˇen´ı ODR
V te´to podkapitole uvedu mozˇnosti pro paraleln´ı rˇesˇen´ı. Protozˇe CUDA spousˇt´ı na GPU
neˇkolik vla´ken paralelneˇ, budeme prˇedpokla´dat, zˇe kazˇdou rovnici rˇesˇ´ı jedno vla´kno. Kazˇde´
toto vla´kno je pouze suma´tor neˇkolika cˇlen˚u rˇady, ktere´ je nutne´ spocˇ´ıtat. Je videˇt, zˇe obecneˇ
za´vis´ı kazˇdy´ cˇlen Taylorovy rˇady na vsˇech cˇlenech, ktere´ byly spocˇ´ıta´ny v prˇedchoz´ım kroku.
Vsˇechny operace je nutne´ vza´jemneˇ synchronizovat.
6.2.3 Analy´za vy´pocˇtu diferencˇn´ıch vzorc˚u s vyuzˇit´ım CUDA
V prˇedchoz´ım textu jsem uvedl, zˇe obecneˇ se jedna´ o maticove´ operace. V kazˇde´m uzlove´m
bodeˇ se pocˇ´ıta´ pra´veˇ jedna matice. Nejprve se z Taylorova rozvoje odvod´ı koeficientova´
matice, potom se z n´ı vytvorˇ´ı inverzn´ı matice a na za´veˇr se vyna´sob´ı matic´ı prˇedchoz´ıch
hodnot. Vy´sledkem tohoto postupu je matice vysˇsˇ´ıch derivac´ı v uzlove´m bodeˇ. Nyn´ı stacˇ´ı
pouze tyto vysˇsˇ´ı derivace dosadit do Taylorova rozvoje a secˇ´ıst.
Tento algoritmus lze implementovat dveˇma zp˚usoby. Obecneˇjˇs´ı zp˚usob je spustit vy´pocˇet
kazˇde´ matice ve sve´m vlastn´ım thread blocku, ktery´ bude pocˇ´ıtat paralelneˇ maticove´ operace
a potom vy´pocˇet pojede v cele´m gridu, anebo pro vybrane´ matice analyticky prˇ´ımo spocˇ´ıtat
vy´sledek, do ktere´ho se v pr˚ubeˇhu rˇesˇen´ı dosad´ı pouze potrˇebne´ informace a vy´pocˇet nen´ı
brzˇdeˇn slozˇity´mi maticovy´mi operacemi.
Vzhledem k tomu, zˇe CUDA standardneˇ poskytuje maxima´lneˇ 32 bitova´ cˇ´ısla v plovouc´ı
rˇa´dove´ cˇa´rce a v prˇedchoz´ıch kapitola´ch jsem odvodil, zˇe prakticky je mozˇne´ spocˇ´ıtat pouze
pa´tou derivaci s rozumnou prˇesnost´ı, zvolil jsem druhy´ zp˚usob a vyja´drˇil vzorce pro vy´pocˇet
derivac´ı v programu Maple.
6.3 Popis rˇesˇen´ı
V te´to kapitole bych chteˇl popsat jakou cestou jsem se ub´ıral prˇi implementaci programu˚.
Kv˚uli mozˇny´m chyba´m prˇi implementaci jsem se nejprve uchy´lil nejprve k jednoduche´mu
sekvencˇn´ımu rˇesˇen´ı a posle´ze implementoval i paraleln´ı program.
Paraleln´ı programy rˇesˇ´ı Laplaceovu rovnici, a proto v obou zp˚usobech vy´pocˇtu se rˇesˇ´ı
obycˇejne´ diferencia´ln´ı rovnice ve tvaru
u′i,j = A (ui−1,j + ui,j−1 + ui+1,j + ui,j+1 − 4ui,j) (6.16)
6.3.1 Paralelneˇ pracuj´ıc´ı program s analyticky´m vy´pocˇtem vysˇsˇ´ıch deri-
vac´ı
Koncepce je pomeˇrneˇ jednoducha´. Rˇesˇ´ı se prˇechodny´ deˇj soustavy ODR, kde kazˇda´ rovnice
je rˇesˇena jedn´ım vla´knem.
Protozˇe je nutne´ mı´t k dispozici sd´ılenou pameˇt’, je nutne´ pouzˇ´ıt thread blocky, protozˇe
sd´ılet pameˇt’ a vza´jemna´ synchronizace je mozˇna´ pouze na te´to u´rovni.
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Program pouzˇ´ıva´ dvourozmeˇrne´ sd´ılene´ pole, kde kazˇda´ hodnota odpov´ıda´ pra´veˇ jedne´
rovnici. Na pocˇa´tku je toto pole inicializova´no s pomoc´ı okrajovy´ch podmı´nek a ostatn´ı
hodnoty jsou nastaveny na pocˇa´tecˇn´ı podmı´nky odpov´ıdaj´ıc´ıch diferencia´ln´ıch rovnic. Jako
pocˇa´tecˇn´ı podmı´nky pro tyto rovnice jsem zvolil nulovou hodnotu.
Rˇesˇen´ı pro kazˇdy´ krok spocˇ´ıva´ ve dvou fa´z´ıch. V prvn´ı fa´zi se pouze cˇte z pameˇti, protozˇe
kazˇde´ vla´kno potrˇebuje prˇistoupit k pameˇti okoln´ıch vla´ken, aby mohlo vypocˇ´ıtat dalˇs´ı cˇlen
Taylorovy rˇady. Noveˇ vypocˇteny´ cˇlen prˇicˇte k pr˚ubeˇzˇneˇ pocˇ´ıtane´mu vy´sledku. Nyn´ı se mus´ı
vla´kna sesynchronizovat, protozˇe je trˇeba noveˇ vypocˇteny´ cˇlen distribuovat do okoln´ıch
vla´ken. Po za´pisu je opeˇt nutne´ synchronizovat beˇh vla´ken, aby se prˇedesˇlo chyba´m read
after write nebo write after read.
Pr˚ubeˇhy r˚uzny´ch rˇesˇen´ı Laplaceovy rovnice s r˚uzny´mi okrajovy´mi podmı´nkami je mozˇne´
nale´zt v prˇ´ıloze te´to pra´ce. Analy´za cˇasove´ slozˇitosti a analy´za chyby metody bude popsa´na
v dalˇs´ıch kapitola´ch.
6.3.2 Sekvencˇneˇ pracuj´ıc´ı program zalozˇeny´ na diferencˇn´ıch vzorc´ıch
Protozˇe implementovat prˇ´ımo paraleln´ı algoritmus vyuzˇ´ıvaj´ıc´ı diferencˇn´ı vzorce nen´ı u´plneˇ
jednoduche´, implementoval jsem nejprve jednoduchy´ sekvencˇn´ı algoritmus, ktery´ rˇesˇ´ı jed-
noduche´ funkce, jako referencˇn´ı program.
Pro implementaci jsem zvolil zpeˇtne´ diferencˇn´ı vzorce, protozˇe je logicke´ postupovat
v cˇase doprˇedu a vyuzˇ´ıvat hodnoty vypocˇtene´ v prˇedchoz´ıch kroc´ıch k vy´pocˇtu na´sleduj´ıc´ıho
kroku.
Hlavn´ı vy´hodou diferencˇn´ıch vzorc˚u je to, zˇe nepotrˇebujeme zna´t analyticky´ za´pis sou-
stavy rovnic a vystacˇ´ıme si pouze s neˇkolika hodnotami. Tato metoda mu˚zˇe by´t vy´hodna´
v rea´lny´ch aplikac´ıch, kde prosteˇ nema´me rovnice k dispozici a potrˇebujeme zna´t pr˚ubeˇh
funkce.
Program pracuje t´ım zp˚usobem, zˇe prˇedpocˇ´ıta´ hodnoty rˇesˇene´ funkce a pokracˇuje v rˇesˇen´ı
pouze za pomoci zpeˇtne´ho diferencˇn´ıho vzorce.
Nejprve jsem zkusil rˇesˇit funkci sin t. Pr˚ubeˇh rˇesˇen´ı je zobrazen na obra´zku 6.2. Chyba
rˇesˇen´ı je zobrazena na dalˇs´ım grafu. Z teˇchto graf˚u vyply´va´, zˇe chyba rˇesˇen´ı nar˚usta´ expo-
nencia´lneˇ a to mu˚zˇe zp˚usobit obrovske´ proble´my.
6.3.3 Paraleln´ı program zalozˇeny´ na diferencˇn´ıch vzorc´ıch
Paraleln´ı program vyuzˇ´ıvaj´ıc´ı diferencˇn´ı vzorce pracuje tak, zˇe nejprve analyticky prˇedpocˇ´ıta´
neˇkolik hodnot, cˇ´ımzˇ si prˇiprav´ı vhodny´ zacˇa´tek pro metodu zpeˇtny´ch diferencˇn´ıch vzorc˚u.
Jelikozˇ nen´ı potrˇeba ani analyticke´ zada´n´ı rovnice ani prˇ´ıstup ke sd´ılene´ pameˇti, nen´ı
potrˇeba ani zˇa´dna´ synchronizace.
Jedine´ co je potrˇeba mı´t k dispozici je pameˇt’ na uchova´n´ı neˇkolika prˇedchoz´ıch hodnot,
z nichzˇ zpeˇtny´m diferencˇn´ım vzorcem spocˇ´ıta´ vysˇsˇ´ı derivace a s pomoc´ı teˇchto vysˇsˇ´ıch
derivac´ı spocˇ´ıta´ hodnotu rˇesˇene´ funkce v na´sleduj´ıc´ım kroku. Za´sadn´ım proble´mem ovsˇem
z˚usta´va´ exponencia´ln´ı na´r˚ust chyby rˇesˇen´ı.
6.3.4 Chyba metody rˇesˇen´ı
V te´to kapitole bych chteˇl popsat chybu rˇesˇen´ı. Vy´pocˇet za´vis´ı na velikosti integracˇn´ıho
kroku h a na rˇa´du pouzˇite´ derivace, tedy pocˇet pouzˇity´ch cˇlen˚u Taylorova rozvoje.
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Za´rovenˇ se vyskytuj´ı dva typy chyby, prvn´ı typ je aritmeticka´ chyba, ktera´ vznika´ t´ım,
zˇe zobrazujeme cˇ´ısla v pocˇ´ıtacˇi pouze s urcˇitou prˇesnost´ı a druhy´ typ chyb je chyba metody,
ktera´ je zp˚usobena integracˇn´ım krokem.
Vlastnost´ı v´ıcekrokove´ metody Taylorovy rˇady je, zˇe vyuzˇ´ıva´ hodnoty z prˇedchoz´ıch
krok˚u, ale za´rovenˇ tato vlastnost zp˚usobuje velke´ proble´my, protozˇe chyba se postupneˇ
akumuluje a exponencia´lneˇ roste. Velikost chyby je mozˇne´ videˇt na obra´zku 6.2.
Obecneˇ se da´ rˇ´ıci, zˇe v te´to podobeˇ nejsou diferencˇn´ı vzorce prakticky pouzˇitelne´. Prˇi
jejich pouzˇit´ı je vy´hodne´ pouzˇ´ıt za´rovenˇ v´ıceslovn´ı aritmetiku pro minimalizaci aritmeticke´
chyby.
6.4 Analy´za cˇasove´ slozˇitosti algoritmu˚
V te´to kapitole bych chteˇl prove´st srovna´n´ı cˇasovy´ch slozˇitost´ı paraleln´ıho a sekvencˇn´ıho
algoritmu Taylorovy rˇady a srovnat slozˇitosti i s ostatn´ımi metodami rˇesˇen´ı. Informace jsem
cˇerpal z [9].
Kdybychom pouzˇili metodu konecˇny´ch diferenc´ı na sekvencˇn´ım stroji, je nutne´ rˇesˇit
SLAR. Velikost matice je pro jednoduchost n× n. Nav´ıc meˇjme k dispozici matici pravy´ch
stran, ktera´ ma´ rozmeˇry 1 × n. Nejprve mus´ıme spocˇ´ıtat inverzn´ı matici a pote´ tuto ma-
tici vyna´sobit matic´ı pravy´ch stran. Vy´sledna´ matice obsahuje vy´sledne´ hodnoty v rˇesˇene´
mrˇ´ızˇce. Vı´ce informac´ı o metodeˇ rˇesˇen´ı je v kapitole 4.4.1.
Ze vzorce pro vy´pocˇet inverzn´ı matice vid´ıme, zˇe cˇasova´ slozˇitost je O(n3). Na´soben´ı
dvou matic se v tomto prˇ´ıpadeˇ prova´d´ı s cˇasovou slozˇitost´ı O(n2), a tedy celkoveˇ je slozˇitost
rˇesˇen´ı metodou konecˇny´ch diferenc´ı
O(n3) (6.17)
Nyn´ı stejnou rovnici budeme rˇesˇit metodou Taylorovy rˇady s analyticky´m vy´pocˇtem
vysˇsˇ´ıch derivac´ı. Rˇesˇ´ıme n × n rovnic, kde pouzˇijeme nejvy´sˇe k cˇlen˚u Taylorova rozvoje
a v za´sadeˇ vy´pocˇet prob´ıha´ azˇ do cˇasu t = ih, kde i je cele´ cˇ´ıslo. Ve vy´sledku je cˇasova´
slozˇitost O(kin2) a vy´sledkem je, zˇe slozˇitost je O(n3).
Prˇi pouzˇit´ı v´ıcekrokove´ metody Taylorovy rˇady a diferencˇn´ıch vzorc˚u jsme na tom po-
dobneˇ jako v prˇ´ıpadeˇ analyticke´ho vy´pocˇtu. Jelikozˇ pocˇet cˇlen˚u pouzˇity´ch prˇi vy´pocˇtu je
konstantn´ı, slozˇitost je opeˇt
O(n3) (6.18)
Nyn´ı prozkouma´me paraleln´ı variantu metody Taylorovy rˇady. Vid´ıme, zˇe kazˇdy´ uzlovy´
bod je rˇesˇen jedn´ım vla´knem, a tud´ızˇ cˇasova´ slozˇitost rˇesˇen´ı je tedy
O(n). (6.19)
6.5 Vy´sledky programu˚
V te´to kapitole shrnu vy´sledky, ktere´ jsem z´ıskal jednotlivy´mi programy. Nejlepsˇ´ı vy´sledky
da´va´ verze, ktera´ pouzˇ´ıva´ analyticky´ vy´pocˇet vysˇsˇ´ıch derivac´ı ze za´pisu diferencia´ln´ıch
rovnic.
Srovna´n´ı vy´sledk˚u jsem provedl u rovnice, pro kterou ma´m k dispozici analyticke´ rˇesˇen´ı.
V podstateˇ se jedna´ o rovnici analyticky vyrˇesˇenou v te´to pra´ci v 4.54.
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6.5.1 Vy´sledky analyticke´ho vy´pocˇtu cˇlen˚u
Nejprve srovna´me vy´sledky programu, ktery´ analyticky pocˇ´ıta´ vysˇsˇ´ı derivace. Graf pr˚ubeˇhu
chyby je na grafu 6.3. Velikost integracˇn´ıho kroku h = 0.01 je relativneˇ dobrˇe postacˇuj´ıc´ı.
Tato rovnice byla vyrˇesˇena aproximac´ı ve 400 uzlech. Je videˇt, zˇe smeˇrem k okraj˚um, tedy
tam kde je hodnota funkce dana´ okrajovy´mi podmı´nkami je chyba mala´ a cˇ´ım je uzlovy´
bod da´le, t´ım veˇtsˇ´ı chyba nastala. Da´le si mu˚zˇeme vsˇimnout, zˇe velikost chyby je ve stejne´m
rˇa´du jako je integracˇn´ı krok h.
Prˇi experimentova´n´ı jsem zjistil, zˇe velikost chyby je za´visla´ na velikosti integracˇn´ıho
kroku h a na vzda´lenosti uzlovy´ch bod˚u.
6.5.2 Vy´sledky pouzˇit´ı zpeˇtne´ho diferencˇn´ıho vzorce
Pro rˇesˇen´ı jsem pouzˇil nejvy´sˇe pa´tou derivaci, protozˇe CUDA umı´ pracovat standardneˇ
pouze se 32 bitovy´mi cˇ´ısly a zde je pouzˇitelna´ maxima´lneˇ pa´ta´ derivace. Integracˇn´ı krok
h jsem zvolil relativneˇ velky´ h = 0.1 kv˚uli veˇtsˇ´ı prˇesnosti prˇi vy´pocˇtu vysˇsˇ´ıch derivac´ı.
V prvn´ım prˇ´ıpadeˇ pro nastartova´n´ı te´to metody jsem pouzˇil analyticky´ vy´pocˇet cˇlen˚u
a spousˇteˇl metodu zpeˇtne´ho diferencˇn´ıho vzorce pro minima´ln´ı nutny´ prˇedrˇesˇeny´ pocˇet
hodnot. Metoda da´vala zcela sˇpatne´ vy´sledky. Na obra´zc´ıch 6.4 je mozˇne´ videˇt pr˚ubeˇh
rˇesˇen´ı a chyby.
V druhe´m prˇ´ıpadeˇ jsem zkusil spustit metodu zpeˇtne´ho diferencˇn´ıho vzorce pro nap˚ul
usta´leny´ stav. Prˇedpocˇ´ıtalo se 11 hodnot a je videˇt, zˇe dorˇesˇit ”nacˇatou“ soustavu nen´ı
obt´ızˇny´ proble´m. Vy´sledky je mozˇne´ videˇt na obra´zku 6.5.
Na za´veˇr jsem spustil metodu zpeˇtne´ho diferencˇn´ıho vzorce pro 21 prˇedpocˇ´ıtany´ch hod-
not. Tento prˇ´ıpad prˇekvapil ze vsˇech nejv´ıc, protozˇe pr˚ubeˇh byl prakticky vyrˇesˇen le´pe, nezˇ
programem, ktery´ analyticky pocˇ´ıta´ vysˇsˇ´ı derivace. Metoda zpeˇtne´ho diferencˇn´ıho vzorce
nav´ıc sn´ızˇila chybu z cca. 0.25 na 0.1. Je mozˇne´, zˇe chyba zpeˇtne´ho diferencˇn´ıho vzorce
vykompenzovala chybu metody analyticke´ho vy´pocˇtu vysˇsˇ´ıch derivac´ı. Vy´sledky jsou na
obra´zku 6.7.
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Obra´zek 6.2: Pr˚ubeˇh funkce sin t rˇesˇene´ zpeˇtny´m diferencˇn´ım vzorcem a pr˚ubeˇh chyby
metody
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Obra´zek 6.3: Pr˚ubeˇh chyby rˇesˇen´ı metody, analyticky pocˇ´ıtaj´ıc´ı vysˇsˇ´ı derivace
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Obra´zek 6.4: Rˇesˇen´ı a chyba metody zpeˇtny´ch diferencˇn´ıch vzorc˚u. Prˇedpocˇ´ıta´no 6 hodnot
pr˚ubeˇhu.
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Obra´zek 6.5: Rˇesˇen´ı a chyba metody zpeˇtny´ch diferencˇn´ıch vzorc˚u. Prˇedpocˇ´ıta´no 11 hodnot
pr˚ubeˇhu.
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Obra´zek 6.6: Rˇesˇen´ı a chyba metody zpeˇtny´ch diferencˇn´ıch vzorc˚u. Prˇedpocˇ´ıta´no 21 hodnot
pr˚ubeˇhu.
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6.6 Srovna´n´ı metody Taylorovy rˇady s Matlabem a Maplem
Rˇesˇen´ı PDE nen´ı jednoduche´ v zˇa´dne´m simulacˇn´ım na´stroji. Program Maple s sebou prˇina´sˇ´ı
mozˇnosti analyticke´ho rˇesˇen´ı PDE, ktere´mu nemu˚zˇe konkurovat zˇa´dny´ numericky´ syste´m.
Proble´m nasta´va´ v momenteˇ, kdy dana´ rovnice ma´ analyticke´ rˇesˇen´ı slozˇite´, nebo kdy
analyticke´ rˇesˇen´ı prosteˇ neexistuje.
6.6.1 Rˇesˇen´ı ODR v Matlabu a Maplu
Pro srovna´n´ı metody Taylorovy rˇady s Matlabem a Maplem jsem pouzˇil jednoduchou sou-
stavu dvou diferencia´ln´ıch rovnic
y′ = z (6.20)
z′ = −y (6.21)
y(0) = 0 (6.22)
z(0) = 1 (6.23)
V tomto prˇ´ıpadeˇ je rˇesˇen´ı dvojice funkc´ı – sin t a cos t. K rˇesˇen´ı jsem pouzˇil standardn´ı
nastaven´ı jak v Maplu tak Matlabu a srovna´vac´ı program pouzˇ´ıvaj´ıc´ı Taylorovu rˇadu pocˇ´ıtal
azˇ do padesa´ti cˇlen˚u rˇady s 64 bitovy´mi cˇ´ısly v plovouc´ı rˇa´dove´ cˇa´rce s integracˇn´ım kro-
kem h = 0.01. Integracˇn´ı krok obou vy´pocˇetn´ıch programu˚ jsem nechal na standardn´ım
nastaven´ı.
Na na´sleduj´ıc´ıch grafech je mozˇne´ videˇt chybu rˇesˇen´ı. Metoda Taylorovy rˇady od zacˇa´tku
vykazuje urcˇitou chybu, ale narozd´ıl od Maplu i Matlabu si velikost te´to chyby doka´zˇe udrzˇet
a chyba tud´ızˇ neroste (6.7).
6.6.2 Laplaceova rovnice rˇesˇena´ v Maplu a Matlabu
V Maplu i Matlabu jsem vyrˇesˇil numericky Laplaceovu rovnici na mrˇ´ızˇce 5 × 5. Prˇesnost
obou vy´sledk˚u je srovnatelna´, nicme´neˇ, Maple ma´ o neˇco prˇesneˇjˇs´ı vy´sledky. Graf pr˚ubeˇhu
chyby je mozˇne´ videˇt na na´sleduj´ıc´ıch obra´zc´ıch 6.8. Da´ se ocˇeka´vat, zˇe oba simula´tory
pouzˇ´ıvaj´ı prˇesneˇjˇs´ı aritmetiku narozd´ıl od paraleln´ıho programu pro syste´m CUDA, a tud´ızˇ
jejich vy´sledky jsou o neˇco prˇesneˇjˇs´ı.
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Obra´zek 6.7: Chyba od analyticke´ho rˇesˇen´ı, Matlab, Maple a Taylorova rˇada ve funkc´ıch
sin t a cos t
53
Obra´zek 6.8: Chyba od analyticke´ho rˇesˇen´ı Laplaceovy rovnice, rˇesˇen´ı v Matlabu (horn´ı




C´ılem pra´ce bylo sezna´mit se s elipticky´mi parcia´ln´ımi diferencia´ln´ımi rovnicemi, mozˇnostmi
a zp˚usoby jejich rˇesˇen´ı.
Je patrne´, zˇe analyticke´ rˇesˇen´ı PDE je obt´ızˇne´, v mnoha prˇ´ıpadech nemozˇne´, naprˇ.
vyrˇesˇen´ı Navier-Stokesovy rovnice je jedn´ım z proble´mu˚ trˇet´ıho mile´nia. V prakticky´ch
simulac´ıch je trˇeba rychle rˇesˇit soustavy parcia´ln´ıch diferencia´ln´ıch rovnic. Videˇli jsme, zˇe
je mozˇne´ transformovat soustavu PDE na rozsa´hlou soustavu ODE, ktere´ je mozˇne´ rˇesˇit
naprˇ. metodou Taylorovy rˇady.
Metoda Taylorovy rˇady spocˇ´ıva´ ve vy´pocˇtu vysˇsˇ´ıch derivac´ı rˇesˇene´ funkce. Pra´ce rovneˇzˇ
proveˇrˇovala r˚uzne´ zp˚usoby vy´pocˇtu vysˇsˇ´ıch derivac´ı – metodu prˇ´ımek, Lagrange˚uv inter-
polacˇn´ı polynom a take´ diferencˇn´ı vzorce odvozene´ z Taylorova rozvoje.
V pr˚ubeˇhu testova´n´ı se uka´zaly metody vy´pocˇtu vysˇsˇ´ıch derivac´ı jako neprˇ´ıliˇs spolehlive´
a nejlepsˇ´ı vy´sledky vy´pocˇtu vysˇsˇ´ıch derivac´ı da´valy diferencˇn´ı vzorce odvozene´ z Taylorova
rozvoje. S jejich pomoc´ı byl na za´veˇr implementova´n paraleln´ı program rˇesˇ´ıc´ı Laplaceovu
rovnici.
Diferencˇn´ı vzorce maj´ı jasnou vy´hodu v tom, zˇe nen´ı potrˇeba zna´t analyticky´ za´pis
rˇesˇeny´ch rovnic a postacˇuj´ı na´m jizˇ spocˇ´ıtane´ hodnoty z prˇedchoz´ıch krok˚u. Z teˇchto hodnot
spocˇ´ıta´me vysˇsˇ´ı derivace a mu˚zˇeme s jejich pomoc´ı spocˇ´ıtat na´sleduj´ıc´ı hodnotu rˇesˇen´ı.
Velkou nevy´hodou tohoto zp˚usobu je, zˇe chyba rˇesˇen´ı exponencielneˇ roste a v neˇkolika
kroc´ıch ovlivn´ı vy´sledek takovy´m zp˚usobem, zˇe nen´ı pouzˇitelny´.
Za´rovenˇ tato metoda klade velke´ pozˇadavky na pouzˇitou aritmetiku. Uka´zalo se, zˇe
standardneˇ dostupne´ aritmetiky nejsou dostacˇuj´ıc´ı a je vy´hodne´ pouzˇ´ıt v´ıceslovn´ı aritme-
tiky.
U´kolem pra´ce bylo rovneˇzˇ napsat paraleln´ı program rˇesˇ´ıc´ı vybrane´ elipticke´ parcia´ln´ı
diferencia´ln´ı rovnice. Je videˇt, zˇe paraleln´ı program pracuje s linea´rn´ı cˇasovou slozˇitost´ı,
cˇ´ımzˇ jednoznacˇneˇ prˇedcˇ´ı sekvencˇneˇ pracuj´ıc´ı simula´tory.
V posledn´ı dobeˇ jsme sveˇdky nastupuj´ıc´ı paralelizace, a proto mu˚zˇeme ocˇeka´vat, zˇe v bu-
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Seznam pouzˇity´ch zkratek a
symbol˚u
CPU – Central Processing Unit
GPU – Graphics Processing Unit
CUDA – Compute Unified Device Architecture
SLAR – Soustava linea´rn´ıch algebraicky´ch rovnic
ODR – Ordinary differential equation / obycˇejna´ diferencia´ln´ı rovnice
PDE – Partial differential equation
PDR – parcia´ln´ı diferencia´ln´ı rovnice
FEM – Finite Elements Method
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Seznam prˇ´ıloh
A Pr˚ubeˇhy derivac´ı z´ıskany´ch r˚uzny´mi metodami





A.1 Lagrange˚uv interpolacˇn´ı polynom
Na´sleduj´ıc´ı grafy zobrazuj´ı pr˚ubeˇhy derivac´ı vypocˇtene´ Lagrangeovy´m interpolacˇn´ım poly-
nomem. Krok h prˇedstavuje vzda´lenost bod˚u pouzˇity´ch prˇi interpolaci.
Obra´zek A.1: Graf vy´pocˇtu vysˇsˇ´ıch derivac´ı funkce sinx s krokem h = 0.5
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Obra´zek A.2: Graf vy´pocˇtu vysˇsˇ´ıch derivac´ı funkce sinx s krokem h = 0.1
Obra´zek A.3: Graf vy´pocˇtu vysˇsˇ´ıch derivac´ı funkce sinx s krokem h = 0.01
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Obra´zek A.4: Graf vy´pocˇtu vysˇsˇ´ıch derivac´ı funkce sinx s krokem h = 0.001
Obra´zek A.5: Graf vy´pocˇtu vysˇsˇ´ıch derivac´ı funkce sinx s krokem h = 0.0001
61
A.2 Metoda prˇ´ımek
Na´sleduj´ıc´ı grafy zobrazuj´ı vysˇsˇ´ı derivace vypocˇtene´ metodou prˇ´ımek.
Obra´zek A.6: Graf vy´pocˇtu vysˇsˇ´ıch derivac´ı s krokem h = 0.1
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Obra´zek A.7: Graf vy´pocˇtu vysˇsˇ´ıch derivac´ı s krokem h = 0.01
Obra´zek A.8: Graf vy´pocˇtu vysˇsˇ´ıch derivac´ı s krokem h = 0.001
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Obra´zek A.9: Graf vy´pocˇtu vysˇsˇ´ıch derivac´ı (prvn´ı azˇ cˇtvrta´) s krokem h = 0.0001
Obra´zek A.10: Graf vy´pocˇtu vysˇsˇ´ıch derivac´ı (pa´ta´ azˇ osma´) s krokem h = 0.0001
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A.3 Derivace vypocˇtene´ diferencˇn´ımi vzorci
Obra´zek A.11: Graf vy´pocˇtu vysˇsˇ´ıch derivac´ı doprˇedny´m vzorcem, krok h = 0.01, 32 bitova´
aritmetika
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Obra´zek A.12: Graf vy´pocˇtu vysˇsˇ´ıch derivac´ı doprˇedny´m vzorcem, krok h = 0.01, 64 bitova´
aritmetika







u(x, 0) = − sinpix
u(x, 1) = 2 sinpix
u(0, y) = sin 2piy





u(x, 0) = − sinpix
u(x, 1) = 2 sinpix
u(0, y) = sinpiy





u(x, 0) = 0
u(x, 1) = 2 sinpix
u(0, y) = sinpiy





u(x, 0) = 0
u(x, 1) = 2 sin 5pix
u(0, y) = − sinpiy
u(1, y) = 0
Obra´zek B.4:
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