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Abstract
This thesis is concerned with theoretical and numerical modeling of electron transport
through molecules coupled to metallic leads. The basic description of the atomic and
electronic structure is based on the Kohn-Sham (KS) variant of density functional
theory (DFT), which is combined with the non-equilibrium Green function (NEGF)
formalism to describe electrical properties of metal-molecule junctions.
The shortcomings of the standard DFT-NEGF approach which originates from
the use of ground-state equilibrium DFT and (semi-) local exchange correlation (xc)
density functional approximations, are addressed by: i) The use of (hybrid-) exact
exchange functional to go beyond the (semi-)local xc functional approximation. ii)
The inclusion of many-body non-equilibrium correlation effects in terms of the GW
self-energy approximation, and iii) describing the effect of electron-phonon (e-ph)
interactions via the first Born e-ph self-energy.
A numerically tractable scheme using an accurate real-space representation of
the density and wave-functions has been devised to obtain the all-electron (AE)
exact exchange (EXX) energy and the associated non-local EXX or Hartree-Fock
(HF) potential operator. The latter allows for self-consistent EXX based calculations
within a generalized KS scheme.
The (fractional) inclusion of EXX reduce self-interaction errors of the (semi-)
local xc functionals which in turn leads to an enhanced description of the highest
occupied molecular orbital (HOMO), and can also be used to improve the calculated
atomization energies of molecules. Most DFT/HF codes which support EXX are
either based on (incomplete) atomic orbital basis sets, or employ pseudopotential
schemes to reduce the numerical effort. In the presented AE scheme it is found
that valence-core interactions inaccessible in pseudopotential schemes are important
for the absolute position of the HOMO in orbital dependent exchange-correlation
functionals, while only having a small impact on atomization energies and the
fundamental gap.
The EXX scheme has been generalized to the determination of arbitrary two-
electron (four-orbital) matrix elements of the Coulomb operator for both isolated and
extended systems. The accurate evaluation of two-electron Coulomb matrix elements,
without basis set limitations or pseudopotential approximations, is essential for
many-body extensions based on DFT/HF. In this work it is used for linear response
time-dependent DFT and GW calculations.
A GW scheme is devised, which contrary to many implementations employs no
additional approximations beyond the basis set representation. A highly efficient
basis set which consists of generalized Wannier functions augmented by numerical
atomic-orbital functions is used. The majority of applications of the GW method
in the literature have been for crystalline systems, but with the expanding field of
nanoscience, its use on systems of reduced dimensionality has increased, and an
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assesment of the validity of the GW approximation for these systems is needed. In
this work the applicability of GW for isolated systems is investigated systematically
for a large database of small molecules. The predicted position of the highest
occupied molecular orbital (HOMO) is found to be consistently improved compared
to both DFT and HF. Furthermore, the full GW solution is used to asses the
validity of the often invoked linearized quasiparticle equation approximation where
off-diagonal elements in the GW self-energy operator are neglected.
A generalization of GW to non-equilibrium conditions is used to calculate the
conductance of molecules in metallic junctions. It is demonstrated that GW includes
a proper description of dynamical screening effects such as the classical image charge
formation. In mean-field descriptions like DFT and HF, such an effect is not included
and may be corrected for on an ad-hoc basis. Such a correction is often estimated
from classical electrostatic models employing perfect metal interfaces and molecules
modeled by point charges. In this work a different approach is demonstrated based
on a constrained DFT scheme and total energy differences. This scheme takes into
account the full atomistic description of the junction and it is demonstrated how
it may be used to efficiently estimate dynamical screening effects observed in GW
calculations.
A theoretical characterization of a recently demonstrated break junction ex-
periment in which a Pt wire is stretched in the presence of water vapor [1] has
been performed. The most likely atomic configuration is identified, and a lowest
order inclusion of e-ph interactions is utilized to provide insight into features of the
experimental observed IV characteristics that are believed to be related to inelastic
effects.
Resume´
Denne PhD afhandling beskriver teoretisk og numerisk modellering af elektron
transport i molekyler koblet til metalliske ledere. Den atomare og elektroniske
struktur er beskrevet ved hjælp af tæthedsfunktional teori (DFT), mere præcist er
det Kohn-Sham (KS) varianten af denne teori som er anvendt i kombination med
ikke-ligevægts Green funktion (NEGF) formalismen til at beskrive de elektriske
egenskaber af molekyler i metalliske kontaker.
Begrænsningerne i standard DFT-NEGF metoden, som stammer fra brugen af
grundtilstands ligevægt DFT og (semi-) lokal exchange-korrelation (xc) tætheds-
funktional approksimationer, er blevet adresseret ved: i) At bruge (hybrid-) eksakt-
exchange funktionaler til at g˚a ud over den (semi-) lokale xc funktional approksima-
tion, ii) At inkluderere mange-partikel ikke-ligevægt korrelationseffekter ved brug af
GW selv-energi approksimation og iii) At beskrive effekten af elektron-fonon (e-ph)
vekselvirkninger via Born e-ph selv-energi antagelsen.
En numerisk h˚andterlig implementering, som bruger en nøjagtig real-rums
repræsentation af tæthed og bølgefunktioner er blevet udarbejdet til beregning
af alle-elektron (AE) eksakt exchange (EXX) total energier samt den tilhørende
ikke-lokale EXX eller Hartree-Fock (HF) potential-operator. Sidstnævnte muliggør
selvkonsistente EXX baserede beregninger, indenfor den generaliserede KS-teori.
Den (delvise) inkludering af EXX reducerer selv-vekselvirkningsfejl i de (semi-)
lokale xc funktionaler hvilket medfører en bedre beskrivelse af den højeste okku-
perede molekylære orbital (HOMO) og kan ogs˚a anvendes til at forbedre beregning
af atomariseringsenergierne i molekyler. De fleste DFT/HF implementeringer som
understøtter EXX er enten baseret p˚a (ufuldstændige) atomar-orbital basis sæt,
eller anvender pseudopotentialer for at reducere den numeriske belastning. I den
heranvendte AE implementering ses det at valens-kerne vekselvirkninger, som uede-
lades ved brug af pseudopotentialer, er essentielle for den nøjagtige placering af
HOMO i orbital-afhængige exchange-korrelations funktionaler, mens de kun har en
mindre effekt p˚a atomariseringsenergier og det fundamentale b˚andgab.
EXX implementeringen er blevet generaliseret til bestemmelsen af arbitrære
to-elektron (fire-orbital) matrixelementer af Coulomb operatoren b˚ade for isolerede
og periodiske systemer. Den nøjagtige evaluering af to-elektron Coulomb matrix-
elementer, uden basis sæt begrænsninger og pseudopotential approksimationer, er
essentiel for mange-partikel udvidelser baseret p˚a DFT/HF. I denne afhandling er
dette anvendt til lineær-respons tidsafhængig DFT og GW beregninger.
Et system til GW beregninger er udviklet, som i modsætning til mange imple-
menteringer, ikke involverer ekstra approksimationer udover basissæt repræsentation.
Et yderst effektivt basis sæt best˚aende af generaliserede Wannier funktioner sup-
pleret med numeriske atomar-orbital funktioner er blevet anvendt. Størstedelen af
anvendelserne af GW metoden i literaturen er baseret p˚a krystallinske systemer, men
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i takt med en øget interesse for nanovidenskab er anvendelsen for lav-dimensionelle
systemer tiltaget og der er derfor behov for at evaluere anvendeligheden af GW ap-
proksimationen for disse systemer. I denne afhandling er der foretaget en systematisk
undersøgelse af anvendelsen af GW for isolerede systemer via en omfattende database
for sma˚ molekyler. Den beregnede placering af HOMO’en er konsekvent forbedret
i forhold til b˚ade DFT og HF. Derudover er den komplete GW løsningsmodel
brugt til at vurdere gyldigheden af den ofte anvendte lineariserede kvasipartikel
lignings approksimation hvor ikke-diagonale elementer i GW selv-energi operatoren
er tilsidesat.
En generalisering af GW til ikke-ligevægts betingelser er anvendt til at beregne
konduktansen af molekyler i metalliske kontakter. Det vises at GW inkluderer
en korrekt beskrivelse af dynamiske screening effekter s˚asom dannelse af klassisk
billedladninger. I middel-felt beskrivelser s˚asom DFT og HF er en s˚adan effekt ikke
inkluderet, men det er muligt at kompensere for dette ad hoc. Denne kompensation er
ofte estimeret ud fra klassike elektrostatiske modeller baseret p˚a perfekte metalliske
grænseflader og molekyler modelleret via punkt-ladninger. I dette PhD studium
er en alternativ tilgang beskrevet baseret p˚a constrained DFT beregninger og
totalenergi forskelle. Dette system tager hensyn til den komplette atomare beskrivelse
af kontakten og det vises hvordan systemet kan bruges til effektivt at estimere
dynamiske screeningseffekter observeret i GW beregninger.
Der er foretaget en teoretisk karakterisering af det for nylig demonstrerede “break
junction” eksperiment hvor en platin tr˚ad bliver strukket under tilstedeværelsen af
vanddamp [1]. Den mest sandsynlige atomare konfiguration er blevet identificeret
og en inkludering af e-ph vekselvirkninger til laveste orden er anvendt for at give
indsigt i egenskaberne af de eksperimentielt observerede IV karakteristika som menes
at være relaterede til uelastiske effekter.
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Chapter 1
Introduction
The general theme of the thesis is the development and application of tools for the
theoretical modeling of molecular electronics. The concept of “molecular” electronics
is generally used to describe all types of nanostructures used as electronic components
including actual molecules[2], but also metallic chains of single atoms [3] and larger
structures such as nanotubes [4].
The miniaturization of electronic devices is technologically important as it implies
faster devices (by reduced response times) and reduced operating currents. The
current threshold for operation determines the heating of the device, which is a key
limiting factor for many design parameters. In conventional silicon based electronics,
the incessant quest for smaller devices has led to an exponential increase in the
transistor density on integrated circuits over the last 40 years; a trend commonly
referred to as Moore’s law [5]. This reflects a corresponding exponential decrease
in the feature size of individual components to the point where state-of-the-art
commercially available transistors now have features as small as 20 nm (width of
the gate pitch in the 32nm-technology field-effect transistors available from Intel in
2011[6]). This corresponds to about 100 atoms and is already approaching device
sizes where the quantum mechanical wave nature of the charge carries can no longer
be ignored and will have a strong influence on device operation. At the ultimate
small device scale, classical continuum models like Ohm’s law does no longer apply,
and quantum mechanics must be applied to describe the motion of electrons correctly.
This makes nano-scaled components conceptually different from larger devices and
requires a firm theoretical understanding of the electron transport process. In the
down-scaling process of conventional silicon technology such an understanding may
be used to try and suppress undesirable effects (from a classical convential viewpoint)
introduced by the quantum nature of electrons.
Molecular electronics represents a markedly different approach, namely a bottom
up approach, where the quantum nature of charge carriers is used and exploited
directly in the design. One way of realizing such an approach is by using organic
molecules as the basic building blocks of integrated circuits [7, 8]. Use of molecules
that are abundant in nature may also have an economical advantage over expensively
synthesized high-purity crystals of silicon based technology. In addition molecules
can be self-organizing when contacted by leads, which would be an important step
in order to overcome the technological limitations of using lithographic procedures,
as used in the conventional technology, at the nanoscale.
Using single organic molecules as transistors was suggested already in 1974 by [9],
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but it was not until experimental advances in the mid-1990s [10, 11] made it possible
to actually perform electrical characterization of truly nano-scale structuresthat the
field of molecular electronics really gained interest. At present, tunneling microscope
(STM) imaging technique can be used to scan the IV characteristic of single molecules
[12, 13]. STM can also be used to actively create a nanostructure by crashing an
STM tip into a surface and then by subsequently slowly retracting the tip it may
happen that freely suspended homogeneous atomic chains of up to ten atoms are
dragged out from the surface [3, 14, 15]. A related method is the mechanically
controlled break-junction (MCBJ) technique [16, 17], in which a notched wire is
gently stretched to the breaking point. This can also lead to formation of atomic
wires, and further by performing the experiment in a diluted gas, it is possible to
capture single molecules in the junction before rapture [18, 19].
Nanostructured systems display a multitude of highly non-classical phenomena
such as conductance quantization[20, 21], interference effects[15, 22, 23], strong
electron-phonon coupling effects,and also electron-electron correlation effects such as
Kondo and Coulomb blockade physics [24–26]. This makes the study of such systems
interesting from a fundamental point of view and combines the fields of solid-state
physics with the chemistry of molecules, and a direct experimental probe for studying
the quantum mechanical wave nature of electrons. A detalied understanding of
these quantum effects is also essential for the future technological development of
molecular electronics as well as a potential further down scaling of conventional
silicon technology.
The non-trivial electric characteristics due to intricate quantum effects, makes
nano-scaled devices highly sensitive to the detailed atomic structure. Technologically,
this presents a barrier for making reproducible devices. However, if this barrier can
be overcome their is great prospect of exploiting the rich features and flexibility
available to represent more functionality in a single molecular device than is done
with conventional silicon technology. This could be envisioned by operating the
nano-device in different bias intervals or gate potentials intervals.
In practice, fabrication of individual molecular devices in a reliable atomic
configuration is not presently possible. Experiments performed with the same setup
often show considerable variation upon repeated junction formation, and usually a
large number of repeated measurements is used to extract a statistical description of
the considered junction. In this way the characterization is indirect and the unknown
atomic geometry implies that measurements must be complemented by theoretical
models and calculations for a full characterization and enhanced understanding.
The theoretical description of electron transport through an open boundary
quantum system of mutually interacting electrons and nuclei under non-equilibrium
conditions imposed by the applied bias represents a mayor challenge, and always
invoke a series of approximations. The validity of such approximations may in turn
be tested by comparison to experiment, thus imposing a cycle of mutual comparison
between measurements and simulations.
Due to the large difference in mass between electrons and nuclei, it is often a
good approximation to solve the separated electronic degrees of freedom subject to
the static potential of a fixed nuclei lattice, and in turn regard the nuclei as classical
charges moving on the potential energy surface generated by the electron cloud. The
isolated electronic structure problem is complicated by the electron-electron (e-e)
interactions correlating the electronic degrees of freedom. This may be addressed
by replacing the e-e interactions by an effective mean-field potential as is done
in Hartree-Fock (HF) and Kohn-Sham (KS) theory, in which case the electronic
3structure is determined by solving a set of single particle equations (one for each
electron) each subject to the same local KS or non-local HF single particle potential
operator.
The independent-particle approximation represents a major simplification. How-
ever, the KS-DFT scheme offers a construction from which the exact total energy
in principle can be obtained. And due to the existence of efficient and reason-
able accurate approximations for energies within KS-DFT a good description of
many properties derived from total energies is provided. This includes equilibrium
geometry of the junction, mechanical properties, and vibrational frequencies.
Formally the spectral properties of the KS system can not in general be inter-
preted as physical excitation energies, but it does present a practical simplification
and indeed the“standard”approach to first-principles calculations of the conductance
of nano-scale junctions is nowadays to combine KS-DFT with non-equilibrium Green
function (NEGF) techniques [27–29]. For independent-particle approximations, the
general expression for the conductance derived by Meir and Wingreen [30] reduce to
the simple Landauer formula [31]where the conductance is conveniently described in
terms of a transmission probability of electrons. The low bias and low temperature
conductance is then simply the transmission function evaluated at the Fermi level
times the unit of quantum conductance G0 = 2e2/h while the (low temperature)
finite bias current is given by the integral of the transmission probability function
over energies corresponding to the bias window.
The electron transfer process of electrons through the junction via an intermediate
charged excitation of the molecule depends acutely on the molecular excitation
spectrum provided by the underlying theoretical model.
Although not rigorously justified [32–34] the KS-DFT transport scheme have
been successfully applied to systems characterized by strong coupling between
the molecule and the electrodes, such as homogeneous metal point contacts and
mono-atomic wires [23, 35, 36]. This agreement is presumably because the high
transmission probability allows a phase-coherent electron transfer consistent with
the mean-field potential, and the large hybridization leads to broad resonances at the
Fermi level facilitating the current. The bandstructure of such “metallic” systems,
or resonances close to the Fermi level are in practice generally well described by
KS-DFT. This is in contrast to the rather poor description offered by KS-DFT in
the case of quasiparticle excitations of systems with a gap such as semi-conductors
or isolated (weakly coupled) molecules.
Indeed, the NEGF-DFT method systematically overestimates the conductance
of more weakly coupled system such as organic molecules passivated by anchoring
side groups (e.g. thiol or amine) [37–40]. For these systems, KS-DFT yields an
incorrect size for the gap which affects strongly affects the transport properties.
This class of systems span a potentially technologically important type of junctions.
This can be realized by observing that small reactive molecules are prone to large
structural and electronic reconfiguration which sometimes involves forming entirely
new structures by dynamical molecular decomposition which in turn makes the
design process rather complex. Also very weakly coupled molecules which preserves
their molecular structure can not be expected to form stable junctions. However,
the passivated organic molecules largely preserve both structure and properties of
the isolated molecule while at the same time forming reasonable chemical bonds
with the metal to allow for stable junctions even under finite bias. The positioning
of the passivated molecules in the junction is largely determined by the position
of the side groups which also dictates the bonding nature, thus producing more
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reliable junctions which may be less sensitive to details in junction geometry[41].
It is therefore unfortunate for the field of molecular electronics in general that
these systems are poorly described theoretically by the standard method based on
KS-DFT.
The erroneous positioning of molecular energy levels in KS-DFT is related to
self-interaction (SI) errors in the approximate exchange-correlation functionals (or
rather the lack of correction for the SI in the Hartree term). This can be corrected for
by e.g. introducing a degree of exact exchange, but the optimal amount depends on
the (local) screening and is therefore system dependent. Introducing SI corrections
for the occupied KS-DFT levels and thus the band gap, have been shown to improve
agreement with experiments [42]. However, with a parameter controlling the gap
and thereby the tunneling current, this is no longer first-principles and compromise
the predictive power of such an approach.
Besides the problems related to the position of molecular energy levels, dynamic
correlation effects outside the scope of a any (static) single-particle description can
be a very important physical effect. An example is the renormalization of molecular
levels by the dynamical screening [43, 44], which is a consequence of the correlations
induced by e-e interaction and cannot – even in principle, be described in mean-field
theory like DFT or HF.
In the work presented here, the limitations of some of the above mentioned
approximations in the standard DFT-NEGF approach are addressed. Several
techniques for improving the description are implemented and applied to relevant
systems. This involves first of all starting from as accurate a DFT description
as possible which implies code development such as DFT exchange correlation
functionals beyond the (semi-) local approximation. Secondly a GW implementation
devoid of the commonly employed technical simplifications and therefore unbiased
towards continuum or isolated systems, has been devised. The GW method have
been applied to a broad range of molecules as well as junction configurations in
both the strongly coupled contact and weakly coupled tunneling regime.
The above considerations are all related to purely electronic structure issues. At
a finite bias, an important effect is heating of the junction due to the interaction
between lattice vibrations (phonons) and electrons. The effect of inelastic scattering
of electrons on the transmission probability is studied in relation to an experimental
work on the conductance properties of single water molecules.
Outline of the thesis
Chapter 2 gives an introduction to the theory behind the applied methods, and
practical issues related to the numerical implementations. Density-functional
theory (DFT) is first introduced followed by a description of the non-equilibrium
Green function (NEGF) formalism, and how it can be combined with DFT
for the use of ab-initio electron transport calculations
Chapter 3 focus on pure DFT issues. It is demonstrated how quantities can be
extracted from a projector augmented-wave (PAW) implementation of DFT,
and how to modify the self-consistency scheme. The PAW-DFT development
is related to analysis of systems, inclusion of exact-exchange, linear response
time-dependent DFT, and evaluation of correlation (image charge) effects on
the ionization energies of molecules in proximity to metallic surfaces.
5Chapter 4 extends the mean-field description of DFT by addition of the GW
correlation self-energy in the NEGF framework. Details of the numerical
scheme devised for the GW calculations are first discussed, followed by an
application to small molecules. Having confirmed that GW offers a good
description in both limits of low electronic screening (molecules) and large
screening (metallic systems), the non-equilibrium variant is applied to the
hybrid setup of molecules sandwiched between metallic leads, and the conduc-
tance is determined.
Chapter 5 presents a study of water in Pt break-junctions. Energetics and vibra-
tional modes as well as the inelastic IV signals are determined and compared
to experiment.

Chapter 2
Theory and Methodology
This chapter describes the basic theoretical framework used within the thesis as well
as the applied methods.
The text is not intended as a detailed account of all the topics, as most is expected
to be well known to the reader. It will however provide a review of the relevant
topics, affording reference to more in-depth literature and original contributions
when appropriate. The aim is to present the basic equations referred to in the
remaining text, and highlight the approximations (both theoretical and technical)
that are applied as well as discuss their interpretation and justification.
The chapter is organized as follows: In section 2.1, the general concept of
electronic structure calculations is introduced. This is followed by a description of
the popular density-functional theory (DFT) description of the electronic structure
in sec. 2.2. This description also form the basis of all calculations presented in this
work, and some of the more technical aspects of numerical DFT implementations
are discussed in sec. 2.3. Section 2.4 describes the Green function approach to the
electronic structure problem, and in particular, how this can be used to incorporate
non-equilibrium conditions and many-body interactions in the description via so-
called self-energy operators. The explicit form of the relevant self-energies are
discussed in section 2.5.
Hartree atomic units (me = e2 = ~ = 1) will be used throughout the thesis
unless explicitly stated otherwise, e.g. in plots.
2.1 Electronic Structure Calculations
At an atomic scale, all properties of matter are in principle determined by the
quantum mechanical wave equation ĤΨ = i~∂tΨ known as the Schro¨dinger equation
(in this non-relativistic form). The explicit form of the differential operator Ĥ,
denoted the Hamiltonian is well known, it is linear and of second order. The
solution of the equation, many-body wave function Ψ depends in general on both
a time variable, a space variable for each nucleus, and a spin and space variable
for each electron in the system. The squared modulus of the wave function can be
interpreted as a probability distribution for the position of electrons and nuclei, and
the expectation value of any physical observable can be determined directly in terms
of this quantum state[45].
Based on this, one might claim that with the discovery of the Schro¨dinger
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equation, all problems of chemistry and a large part of physics are formally solved
(freely quoted from [46]). The problem is that the complexity of the equations is
such that they can not be solved in practise for any realistic system.
In practical simulations of matter, a series of approximations are invoked. The
standard approximations are described below (for notational brevity, the spin
coordinate for electrons has been suppressed).
Relativistic effects and core electrons For the type of systems considered here,
relativistic effects are only expected to be important for the core electrons of
heavy elements. These electrons are however also chemically inert and are, for
all applications in this thesis, treated in the frozen core approximation. The
reference orbitals of the core electrons are obtained from a scalar relativistic
description of the isolated atoms.
Time dependence All calculations are based on a determination of the time
independent ground state. For the time-dependent applications: the linear
response calculations in sec. 3.2.6 and the non-equilibrium electron transport
calculations in chapter 4, the stationary ground state act as the initial reference
state. For a time independent Hamiltonian, the product solution Ψ(t) =
e−iEitΨi solves the Schro¨dinger equation, where Ψi are the solutions of the
time independent Schro¨dinger equation
ĤΨi = EiΨi (2.1)
corresponding to the i’th excited stationary state of total energy Ei.
Ion dynamics Due to the large mass difference between electrons and nuclei
(Mn/me ≈ 103 – 106), it is usually well-justified to decouple the comparably
slow dynamics of the nuclei from the faster electron dynamics. This is the basis
for the adiabatic approximation of [47], in which the electrons are assumed
to react instantaneously to the movements of the nuclei.
Under this assumption, the electron and nuclei dynamics can be decoupled,
and the full Hamiltonian can be solved by a product solution of an ionic and
an electronic wave function.
The slow nuclei dynamics are governed by the free particle like Hamiltonian(∑
a
−1
2Ma
∇2Ra + E(R)
)
, moving on the effective potential energy surface E(R)
(denoted the Born-Oppenheimer surface, BOS) generated by the electrons,
which depends parametrically on the nuclei coordinates themselves.
For molecular dynamics, and for determining the equilibrium geometry, we
treat the ions as semi-classical particles moving on the (quantum mechanically
determined) BOS, with each atom experiencing the force
Fa = −∂E(R)
∂Ra
. (2.2)
Although the Born-Oppenheimer approximation is often well justified, lattice-
electron interactions can be important. In chapter 5, the effect of electron-
phonon interactions on electron transport is examined as a perturbation to
the BOS. For a review of lattice dynamics, see [48].
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Electronic structure and electron interactions For any given lattice configu-
ration, R0, the system is completely described by the instantaneous electronic
structure.
The electronic degrees of freedom are described by the solution of Ĥe(R0)Ψe =
En(R0)Ψe, where, in the absence of any externally applied fields, the electronic
Hamiltonian
Ĥe =
∑
n
−1
2
∇2ri+
1
2
∑
i 6=j
1
|ri − rj | −
∑
ia
Za
|ri −Ra|+
1
2
∑
a6=a′
ZaZa′
|Ra −Ra′ | (2.3)
is a sum of the kinetic energy, electron-electron interaction, electron-ion
interaction, and the electrostatic lattice energy.
In this expression, all but the second term are single particle operators involv-
ing at most one electron coordinate. The two-body electron-electron (e-e)
interaction operator V̂ee = 12
∑
i 6=j
1
|ri−rj | correlates the different electron
coordinates, and presents a major complication for determining the electronic
structure.
For all wave function based applications discussed here, the e-e interaction
will be accounted for by mapping it onto an effective single particle potential
V̂eff =
∑
i vˆi, which can be achieved via e.g. the Hartree-Fock (HF) or density-
functional theory (DFT) schemes. Both of these are discussed in sec. 2.2.
In the Green function based approach, e-e interactions can be included as a
perturbation on the non-interacting problem. The theoretical background is
discussed in section 2.4, and the effect of e-e inclusion is studied in sections
4.3 and 4.4 for molecular systems and electron transport respectively.
To simplify notation, the superscript e on the electronic Hamiltonian and wave
function is dropped in the remainder of this text. As only the electronic degrees of
freedom are treated quantum mechanically this should not cause any confusion.
The terms of the electronic Hamiltonian (2.3) are divided into three terms
Ĥ = T̂ + V̂ext + V̂ee, (2.4)
with T̂ denoting the kinetic energy operator, V̂ext the single particle part of the
potential, i.e. the electron-ion potential, the ion-ion energy, and any possible
externally applied static potentials, and V̂ee describing the (e-e) interactions.
Of the approximations described above, the mean-field description of the e-
e interaction is the most crucial, and the one given the most attention in the
applications.
The procedure for constructing such a mapping is discussed in the next section.
2.2 Density-functional Theory
As the wave function for an N -electron system is a function of 3N independent
spatial variables, solving the electronic Hamiltonian is not possible in practice.
As acknowledged by Walter Kohn in his nobel lecture [49], even representing the
solution numerically on a computer is impossible for any interesting number of
electrons. For example, representing a 5-electron wave function in single precision
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(4 bytes per number) on a mesh of 10 grid points for each direction would require
4bytes× 103×5 ≈ 4× 106GB of memory, and that is just storing the solution.
The problematic term is the electron interaction operator V̂ee, which correlates
the different electron coordinates. For a non-interacting Hamiltonian (a sum of
single particle operators only, e.g. T + Vext) the many-body wave function can
be represented as a single Slater determinant[50, 51]. A Slater determinant is an
explicit construction of an anti-symmetric N particle wave function from N single
particle waves. All quantities can thereby be re-expressed in terms of the single
particle waves. In the example used above, the required memory for representing
the 5-electron function would thus be reduced to 4× 5× 103 = 19kB.
The approximation used for the electronic structure is then to invent a fictitious
non-interacting system, where the effective external potential has been modified such
that the properties of the model system emulates that of the interacting system.
The most popular way of constructing such an effective mean-field potential
is by use of density-functional theory (DFT), which will be reviewed in the next
section. DFT offers a scheme for constructing the effective potential, such that the
non-interacting system produce the same ground state density as the interacting
system. Although the electronic energy levels of this system do not reproduce those
of the real system, the theory simultaneously offers a way to determine the real
ground state energy from the ground state energy of the model system. This gives
an accurate description of the BOS, and hence quantities derived from this, such as
equilibrium geometries, reaction barriers etc.
Working with non-interacting systems is a tremendous simplification in all wave
function based theories, and several schemes exist for describing the interacting
electrons via some mean-field effective potential. The most popular being that of
Density-functional Theory (DFT).
Although the construction is only designed to result in non-interacting wave
functions that give an accurate description of the true ground state density, it
does provide the most efficient and accurate way to construct a sensible mean-field
potential, and it is often used, with varying success, to estimate response properties
and excitation energies of real systems.
The following will be a compressed review of the theory. For a more detailed
description of DFT, see for example the excellent book [52].
2.2.1 Hohenberg-Kohn Theory
The basis of DFT is the two Hohenberg-Kohn (HK) theorems (originally formulated
by [53]), here reproduced in the more general formulation by Levy and Lieb [54–56]
which solves the ν-representability[57] of the original version.
The first HK theorem is obtained by rewriting the (Rayleigh-Ritz) variational
principle for the ground state energy E0 = minΨ→N 〈Ψ|Ĥ|Ψ〉 [58] into two separate
minimizations, one over all densities, and a second over all wave functions producing
a given density
E0 = min
n(r)→N
[
min
Ψ→n
〈Ψ|T̂ + V̂ee|Ψ〉+
∫
drn(r)vext(r)
]
. (2.5)
Expressing the first term explicitly as a density functional
F [n] ≡ min
Ψ→n
〈Ψ|T̂ + V̂ee|Ψ〉, (2.6)
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shows that the ground state energy can be considered as the minimum of a functional
E[n] = F [n] +
∫
drn(r)vext(r) which depends on the density only, and that the
minimizing density n0(r) is the ground state density of the system. This is the first
HK theorem.
The constrained minimization in equation (2.5) is achieved by solving the associ-
ated Euler-Lagrange equation [59]
δF [n]
δn(r)
∣∣∣∣
n=n0
+ vext(r)− µ = 0 (2.7)
where the conservation of electrons is enforced by the introduced Lagrange multiplier
µ, which is adjusted such that
∫
drn(r) = N , and is recognized as the chemical
potential of the system.
Since the HK functional F [n] is universal (i.e. system independent), equation
(2.7) provides a one-to-one correspondence between the external potential and the
ground state density. This constitutes the second HK theorem. Since all observables
are in principle functionals of the external potential (via the Schro¨dinger equation),
they can also be considered as functionals of the ground state density.
2.2.2 Generalized Kohn-Sham Scheme
In principle, the term density-functional theory refers to all theories based on
approximating the HK density functional F [n].
Explicitly density-dependent approximations and direct determination of the
ground state density via (2.7) are denoted Thomas-Fermi type models as this leads
to expressions similar to those already examined independently by [60, 61] and later
extended by [62] some 30 years before the HK theorem. These kinds of models have
however never led to a description accurate enough to have predictive power[63, 64].
The subject is however still an active research area due to the extreme simplicity of
working only with a single function in R3.
A different route was taken by [65]. Recognizing that the energy functional only
requires an accurate density, and is independent of how this density is constructed,
they proposed to utilize an auxiliary model system governed by a simpler Hamilto-
nian, but with an effective external potential designed such that the system would
produce the correct ground state density. The presentation below is based on the
generalization of the original procedure by [66, 67].
Equation (2.7) provides a direct recipe for designing an effective potential of a
model system such that this will produce the correct ground state density.
For a model system with an effective potential veff(r) to produce the same density
as the real system, the Euler-Lagrange equations (2.7) of the two systems must be
identical. This implies that
veff = vext + ∂∆F [n]/∂n(r). (2.8)
where ∆F [n] = F [n]− Fs[n] is the difference between the HK functional of the real
system F and that of the model system Fs. This functional must be approximated.
For a given approximated functional, the ground state density can be determined by
minimizing the energy of the model system Es[n] = Fs[n] +
∫
drveff(r)n(r). Which
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can then be used to determine the real ground state energy via
E0 = Fs[n0] + ∆F [n0] +
∫
drn0(r)vext(r)
= Es[n0] + ∆F [n0]−
∫
drn0(r)
∂∆F [n]
∂n(r)
∣∣∣∣
n=n0
. (2.9)
The advantage of this indirect approach to the HK functional, is that the
main parts of F [n] are determined by the auxiliary system (thereby implicitly
making F orbital dependent and thus much more flexible), while an explicit density
functional approximation (which is easier to evaluate but much harder to make good
approximations for) is only needed for the remaining part ∆F [n] which usually only
accounts for a small part of the energy.
One such model system is to choose the full Hamiltonian, but require that
the model system can be described by a Slater type wave function, Ψs. The HK
functional for such a system can be determined explicitly by
Fs[n] = min
Ψs→n
〈Ψs|T̂ + V̂ee|Ψs〉 = Ts + UH + Ex. (2.10)
where each term is expressible by the set of the single particle waves {ψ} constituting
Ψs
Ts =
∑
n
〈ψi| 12 |ψi〉, (2.11)
UH =
1
2
∫∫
drdr′
n(r)n(r′)
|r − r′| , (2.12)
Ex = −12
∑
nn′
∫∫
drdr′
φ∗n(r)φn′(r)φ
∗
n′(r
′)φn(r′)
|r − r′| . (2.13)
UH is the classical electrostatic energy of the charge distribution n(r), which includes
a spurious interaction of each electron with itself. The exchange energy Ex is directly
related to the anti symmetric form of the Slater determinant, and hence the Pauli
exclusion[68]. Ex also removes the orbital self-interaction of the Hartree energy.
The part of the HK functional not captured by this model is denoted the
correlation energy
Ec[n] ≡ F [n]− Fs[n] = min
Ψ0→n
〈Ψ|T̂ + V̂ee|Ψ〉 − min
Ψs→n
〈Ψs|T̂ + V̂ee|Ψs〉 (2.14)
and its functional derivative, the correlation potential vc(r) = ∂Ec/∂n(r).
To determine the ground state density, the energy of the model system Es[n] =
〈Ψs|T̂ + V̂ee + V̂eff|Ψs〉 should be minimized with respect to the N single particle
orbitals {ψn} subject to the constraint 〈ψn|ψm〉 = δnm, which leads to the single
particle equations[− 12∇2 + vH(r) + vˆx(r) + vc(r) + vext(r)]ψn(r) = nψn(r), (2.15)
where the orbitals have been rotated to diagonalize the matrix of Lagrange multipliers
nm. The Hartree potential vH(r) =
∫
dr′n(r)/|r − r′|, is the density derivative of
the Hartree energy UH , and the Fock operator vˆx comes from the orbital derivative
of the exchange energy, and is given by
vˆxψn(r) =
∂Ex
∂ψ∗n(r)
= −
∑
m
∫
dr′
φ∗m(r
′)φn(r′)
|r − r′| φm(r). (2.16)
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Note that (2.15) has been presented in the specific choice of wave functions
that diagonalize the matrix of Lagrange multiplier. This set is called the canonical
orbitals and are convenient, as each orbital is then associated with a single eigen
energy n and the total energy is just the sum of these. One could also choose a
different linear combination, like e.g. those that minimize the spread functional
(maximally localized Wannier functions) which are convenient for some purposes.
Notice that the Hamiltonian in (2.15) is invariant under rotations of the (occupied)
wave functions. Some model systems do not satisfy this, e.g. Perdew-Zunger
type self-interaction corrected functionals [69], in which case the appropriate wave
functions are those that minimize the expectation value of the Hamiltonian.
The equations (2.15) can be considered as a generalization of the Hartree-Fock
scheme which is recovered by the approximation Ec = 0. Note that the equations
must be solved self-consistently, as the Hartree, exchange and correlation potentials
are all functionals of the resulting wave functions via the density.
In principle, if the approximation of the correlation functional is correct, the
self-consistent solution of the single particle equations for the model system will
produce the exact ground state density. One should however remember that this is
the only real property the model is designed to reproduce. Even the total energy of
the model system is wrong, although the true ground state energy can be recovered
from (2.9), which for the generalized HF system, reduces to
E0 =
∑
n
n + Ec −
∫
drn0(r)vc(r). (2.17)
In the case of pure HF, in which the correlation part is completely neglected, the
total energy reduce to the energy of the Fock model system, i.e. the total energy is
simply the sum of single particle eigenvalues.
The determination of the exact exchange energy and Fock operator is computa-
tionally very demanding. In the original KS scheme, the model system was therefore
chosen as completely non-interacting electrons, such that Fs = minΨs→n〈Ψs|T̂ |Ψs〉,
leaving ∆F [n] = EHxc to be approximated by some density functional. The recon-
structed ground state energy, and the single particle equations for this model system
are
E0 =
∑
n
n + EHxc −
∫
drn0(r)vHxc(r), (2.18)[
− 12∇2 + vˆHxc(r) + vext(r)
]
ψn(r) = nψn(r). (2.19)
Note that as the Hartree energy is already an explicit density functional, the
only change compared to the previous model is that the exchange is now treated
approximately. This has the implication that the exchange potential in now a
multiplicative (approximate) potential vx(r) = ∂Ex[n]/∂n(r), which makes the
problem much easier.
2.2.3 Approximating Exchange and Correlation
The exchange-correlation functional Exc[n(r)], is a complicated quantity, which
has to account for all e-e interaction effects for the KS-DFT scheme to be exact.
Consequentially, a lot of effort has been, and still is, put into the construction of
accurate functionals, which has led to a wide range of different xc-functional of
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varying accuracy, complexity, and type of systems for which they are well-suited.
Here only a brief description will be given for the most common types.
The simplest type of functional, suggested already by Kohn and Sham in their
original work [65] is the local density approximation (LDA), in which the energy
density is simply related to the local density in each point of space
ELDAxc [n] =
∫
drn(r)homxc (n(r)). (2.20)
Here homxc is the xc energy density of a homogeneous electron gas (HEG) with
the constant density nhom = n(r). The exact expression for the exchange part is
well-known from Thomas-Fermi-Dirac theory[62], while the correlattion part is fitted
to different quantum Monte-Carlo simulations of the spin-paired HEG [69, 70] based
on various parametrizations[70–72], to arbitrary densities and spin states. Resulting
in a multitude of LDA type functionals.
These kinds of functionals work surprisingly well, also for systems with large
density gradients. This can be attributed to the LDA form satisfying many of the
known constraints of the exact xc functional [73, 74] which should be conserved
when constructing approximate functionals.
A natural improvement on the LDA is obtained by adding a dependence on the
local density-gradient
EGGAxc [n] =
∫
drn(r)f(n(r),∇n(r)), (2.21)
which makes the xc-functional a semi local functional of the density. The minimal
set of constraints this type of functional should satisfy to give sensible results, is to
reduce to LDA for a HEG, and satisfy the sum rule. Functionals satisfying this are
termed generalized gradient approximations (GGA). A large variety of these exist,
but the PBE[75] functional is generally considered reliable and is consistently used
throughout the work presented here as the only (semi-) local xc approximation.
In general, purely density dependent functionals are convenient, as they are
easily evaluated, and the corresponding xc potential can be expressed in a closed
analytic form. More generally, a large number of extra ingredients, besides the
local density and gradient, can be used, and the added flexibility used to satisfy
additional constraints, leading to a ladder of increasingly complex functionals [76]
which depend on e.g. the kinetic energy density, KS eigenvalues, or KS orbitals.
One example of an orbital dependent functional is the exact exchange (2.13).
Although the exact expression is known, the orbital dependent expression leads
to computationally harder equations to evaluate / solve than an explicit density
functional. In addition, a combined local approximation for both exchange and
correlation is often better than the exact exchange potential combined with a
local correlation approximation, due to a large degree of cancellation between the
two terms. Especially for extended systems, the self-interaction problem cured by
exchange is less significant, while screening of the long range electrostatics of the
exchange (which should be contained in the exact correlation) is important.
Exact exchange does improve some properties of the non-interacting system
(compared to the real system), and knowledge of the exact expression is valuable when
constructing approximate density functionals. For improved comparison between the
multiplicative potential induced by a density approximation of the exchange energy,
and the potential induced by the exact orbital dependent expression, there exists
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several ways of converting the Fock operator into a local form[77, 78], most notable
of which is the optimized effective potential (OEP) method, which can be used to
construct multiplicative xc-potentials from general orbital dependent functionals
[79]. A particulaly simple iterative construction has recently been proposed by
[80, 81].
The only other xc functional than PBE used here, is the hybrid variant PBE0
[82], which includes 25 % exact exchange in the PBE functional (reducing the local
exchange part by a corresponding amount), which can be argued to be a good
aproximation for certain systems, and has on an empirical basis been shown to
provide an accurate description of both energies and bandstructures for a broad
range of systems.
2.3 DFT Implementations
The fundamental approximation in DFT is the choice of exchange-correlation func-
tional, but for all practical implementations, a number of additional numerical
considerations are of importance. In this section, some of the more important
approximations will be discussed, such as the treatment of infinite systems, the
tratment of core electrons, and the representation of wave functions. For a more
detailed description of these aspects as well as many other numerical details, the
papers [83–85] can be recommended.
All code development and implementations presented in this thesis, have been
done in the real-space DFT code gpaw[86, 87] and the simulations interface ase[88,
89]. Most results are also based on these, although some have been performed using
the plane-wave code dacapoand the atomic-orbital based code siesta[90].
2.3.1 Periodic Systems
For isolated systems, the domain in which the KS equations should be solved can be
restricted to a finite region determined by the decay of the effective potential (infinite
in principle, but in practice truncted to a few A˚ of vacuum), and the appropriate
boundary conditions are simple Dirichlet boundary conditions.
For infinite systems the domain is in principle unrestricted, but if the system
can be described by a periodic lattice, Bloch’s theorem[91] states that the wave
functions can be described by a product of a function with the same periodicity as
the lattice unk(r), and a phase factor
ψn,k(r) = eik·run,k(r), (2.22)
where k is a wave vector belonging to the first Brillouin zone (BZ) of the lattice.
The advantage of this representation is that the Hamiltonian is diagonal with
respect to the reciprocal lattice vector such that the eigenstates can be determined
separately for each k-point, and secondly that although the wave function itself
is not periodic, the boundary conditions imposed by (2.22) imply that the wave
function needs only be solved within the supercell defining the lattice.
In practice expectation values related to the super cell are determined by av-
eraging over a discrete sampling of the first BZ. Efficient schemes for chosing the
set of k-points have been devised [92, 93], and accurate expectation values can be
determined using relatively coarse k-points grids. Note however that the required
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density of k-points for a given accuracy is highly system dependent and can severely
affect the quality of the averaging if not chosen appropriately.
2.3.2 Treating Core Electrons
The chemically inert core electrons are usually unaffected by the assembly of
molecules and solids, and can be frozen in the corresponding states of the isolated
atoms. The KS equations are thus only solved explicitly for the valence states,
but as these must still be orthogonal to the core states, and thereby feature rapid
variations in the core region, making them difficult to represent in an accurate way
numerically.
Several methods exist for handling this issue. gpaw is based on the projector
augmented-wave (PAW) method[94, 95], in which an auxiliary atomic basis set is
employed to project out the core structure. This basis is non-zero only in the core
region and well-suited to describe the nodal structure of the valence state there,
while a different basis can be used to represent the long range structure of the
valence states.
The effect is that the smooth part of the valence states, denoted the pseudo
waves, experience a non-local potential operator of the form
vˆ = v˜(r) +
∑
a
∑
ij
|p˜ai 〉vaij〈p˜aj |, (2.23)
where v˜(r) is a local smooth potential, |p˜ai 〉 projector functions localized in the core
region of atom a, and vaij are coefficients determined by the expansion of the pseudo
waves in the auxhilliary atomic basis. This representation is in principle exact,
provided that the set of projector functions span a complete representation of the
core region, and likewise that the pseudo waves are represented in an accurate way.
The PAW method is discussed in some detail in section 3.1. The dacapo and
siesta codes are based on the Vanderbilt ultra-soft pseudopotentials [96] and Norm-
conserving pseudopotentials [97, 98] respectively. These both represent approximate
ways of evaluating the vaij coefficients, and can be derived directly by suitable
approximations to the PAW scheme.
2.3.3 Representing the Wavefunctions
The three codes used, gpaw, dacapo, and siesta, each use different methods to
represent the pseudo wave functions. dacapo is based on plane waves, gpaw and
siesta can both use numerical atomic orbitals, while gpaw also has the possibility to
use real-space grids. Each representation has its own advantages and disadvantages
that I will try to summarize here.
Plane Waves
Due to the periodicity of the Bloch function un,k(r), the KS wave functions can be
expanded in a discrete set of plane waves
ψn,k(r) =
∑
G
cn,k+G · ei(k+G)·r, (2.24)
where G are reciprocal lattice vectors (i.e. G ·R = 2pip, p ∈ Z, where R is the
lattice vector). For large reciprocal lattice vectors, the kinetic energy contribution
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to the Hamiltonian is dominant, and the truncation of the plane wave expansion is
done by choosing a cutoff energy Ec = 12 |k +Gc|2 which determines the maximal
plane wave coefficient, Gc, used in the expansion.
The advantage of a plane waves basis is that it can be systematically converged
by increasing the cutoff energy and is not biased towards a specific form of the wave
function.
The drawbacks are that a large number of plane waves are generally needed
to aschive convergence, only periodic boundary conditions are supported implying
that large supercells must by used for finite systems to avoid spurious interactions
between repeated images, and the plane wave representation relies heavily on the
fast Fourier transform (FFT) [99], which is a non-local operation and difficult to
parallelize efficiently.
While the kinetic energy operator is diagonal in reciprocal space, implying that
both the kinetic energy operator and solving the Poisson equation for the Hartree
potential is trivial in this space, an FFT to real space is needed to evaluate the xc-
potential, and to avoid the convolution otherwise required to apply the multiplicative
(in real-space) effective KS potential.
Real Space Grids
One can also choose to represent the wave functions directly in real space, using
a uniform mesh of grid points. This allows for flexible boundary conditions, a
systematic convergence by reducing the grid spacing, and the code can be very
efficiently parallelized over many processors using domain decomposition.
In real-space the kinetic energy operator is represented by a semi-local finite-
difference stencil, and also the Poisson equation can be solved using purely grid based
algortihms [100, 101], thus requiring very little communication amongst procesors.
The disadvantages are that the representation requires even more degrees of
freedom than the plain waves for the same accuracy, and the discrete grid gives
rise to the so-called egg-box effect which is an artificial variation in observables by
shifting the grid.
Numerical atomic orbitals
A different possibility is to work with linear combinations of atomic orbitals (LCAO),
in which the KS wave function is written as
ψkn =
∑
R
∑
ν
Cknν exp(ik ·R)Φν(r−R), (2.25)
where the first sum extends over all lattice vectors for which the the atomic orbitals
Φν have overlap with the super cell in which ψnk is represented, and ν = a, n, l,m
is a combined atomic orbital index for orbitals centered on atom a
Φanlm(r) = ζ
a
nl(|r−Ra|)Ylm(r−Ra), (2.26)
where ζanl is a numerical radial function which vanishes beyond a certain cut-off
radius, and Ylm is a spherical Harmonic.
A minimal basis set consists of one atomic orbital-like function for each valence
state of the atom. Extra radial functions can be added to improve the span of the
basis; basis sets are denoted single-zeta (sz), double-zeta (dz) and so on, depending
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on the number of such radial functions per valence state. It is normally desirable to
add a basis function corresponding to the lowest unoccupied angular momentum
quantum number. This is called a polarization function.
The advantage is that very few atomic orbitals are needed for a sensible de-
scription of the wave functions, and the much reduced basis size implies that the
Hamiltonian can be directly diagonalized in this basis, while iterative minimization
algorithms are needed for plane waves and grid representations to extract only the
lowest eigenstates.
The disadvantage is that there is, in general, no systematic way of converging
the basis, and a truely accurate representation is hard to obtain.
2.3.4 Nuclei Dynamics
Irrespective of the code used for solving the electronic structure problem, the
interface program ase has been used to simulate nuclei dynamics.
Nuclei dynamics can be simulated be treating the nuclei as (semi-) classical
particles moving on the (quantum mechanically determined) Born-Oppenheimer
surface (BOS). The force on each nucleus can be determined via the Hellmann-
Feynman theorem[102]
Fa = −∂E(R)
∂Ra
= −〈Ψ|∂Ĥ(R)
∂Ra
|Ψ〉. (2.27)
In equation (2.3) only the electron-ion potential and ion-ion energy depends on R,
but in pseudopotential schemes other terms will also contribute to the force. See
section 3.1.
Of special interest is the equilibrium geometry R = R0. determined by the
condition of a vanishing force
Fa = − ∂E(R)
∂Ra
∣∣∣∣
R=R0
= 0, for all a. (2.28)
The vibrational modes and frequncies in the equilibrium configuration, are
determined from a harmonic approximation Ra(t) = R0a + v˜ae
iΩt. Inserting this in
Newton’s second law of motion Ma∂2tRa = F (Ra) leads to the eigenvalue problem
Cv = Ω2v (2.29)
for determination of the vibrations. Here Ω are the eigen frequncies, and the
normalized eigenvectors are related to the physical eigenmodes via va =
√
Mav˜a.
The mass scaled Hessian, or dynamical matrix
Caν,a′ν′ =
1√
MaMa′
∂2E
∂Raν∂Ra′ν′
, (2.30)
can be estimated by a finite difference approximation of the forces when the atoms
are slightly displaced from their equilibrium sites
Caν,a′ν′ ≈ −1√
MaMa′
Faν(∆Ra′ν′)− Faν(−∆Ra′ν′)
2∆Ra′ν′
. (2.31)
A displacement distance of ∆Ra′ν′ = 0.02 is usually appropriate [103], and is
used in all calculations presented here.
For an excellent review of simulations of lattice dynamics, and the effects of
phonons, see [48].
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2.4 Non-equilibrium Green Function Theory
In this section, the basics of non-equilibrium Green function theory (NEGF) are
presented. After a short introduction of the difference in concept compared to wave
function based theories, the non-interacting equilibrium solution is presented in
section 2.4.1, followed by a general presentation of Green function based perturbation
theory in sec. 2.4.2. This is then used to allow for a current flow through the device,
and also for a perturbation based description of electron-electron (e-e) or electron-
phonon (e-ph) interactions in sec. 2.4.3. The section concludes by a summary of
the relation to observables in sec. 2.4.4.
For the treatment here, observables are, instead of real space coordinates, repre-
sented in a basis of single-particle orbitals {φi}. These are not to be confused with
the single particle eigen states {ψi} of the wave function approach, here the orbitals
are simply any complete set of orthonormal basis functions.
In second quantization, the system Hamiltonian is described by the operator
Hˆ =
∑
ij
hij cˆ
†
i cˆj + Vˆ ,
where cˆ†i (cˆi) creates (annihilates) a state in orbital φi, the single particle part
of the Hamiltonian is described by the matrix h with elements hij = 〈φi|hˆ|φj〉,
and Vˆ describes the interacting part of the Hamiltonian. In this chapter, matrices
denoted by lower case letters will consistently refer to single particle (non-interacting)
operators, while matrices related to interacting operators use capital letters. For the
treatment here, Vˆ can be any generic type of interaction, but for the applications,
only the two-body eletron-electron interaction operator Vˆee and the electron-phonon
operator Vˆe-ph are used.
In section 2.2, the aim was to make an accurate description of the many-body
wave function (in terms of optimized single particle waves). In Green function
theory, focus is not on the wave function itself, but rather on the value of the related
expectation values.
Expectation values are determined by the trace 〈OˆH(t)〉 = Tr[ρˆOˆH(t)], where ρˆ
is the state operator at time t0, and OˆH(t) = UˆH(t0, t)OˆH UˆH(t, t0), with the time
evolution operator given by (for forward propagation)
UˆH(t, t′) = Tˆte−i
R t
t′ dt1Hˆ(t1), t > t′ (2.32)
where Tˆt is the chronological time-ordering operator ordering late times left. Back-
wards propagation is given by the unitarity relation UˆH(t, t′) = Uˆ
†
H(t
′, t).
For the pure states discussed in section 2.2, the state operator would be ρˆ =
|Ψ〉〈Ψ|, but the states considered here will not have a fixed particle number but
rather be in thermal equilibrium at temperature T with an electron reservoir at
chemical potential µ. Such a state is described by the grand canonical state operator
ρˆ = e−β(Hˆ−µNˆ)/Z, (2.33)
with Nˆ =
∑
ij c
†
i cj being the number operator, and Z = Tr
[
e−β(Hˆ−µNˆ)
]
the grand
canonical partition function.
In general, the expectation value of any generic single particle operator can be
expressed in terms of the functions
G<ij(t, t
′) = i〈cˆ†H,i(t)cˆH,j(t′)〉, G>ij(t, t′) = −i〈cˆH,i(t)cˆ†H,j(t′)〉, (2.34)
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called the lesser and greater Green function respectively. From the definition, these
are seen to correspond to electron and hole propagation respectively, with the lesser
(greater) removing an electron (hole) from state (j, t′) and reinserting it in state (i, t).
The total single particle excitation spectrum is then determined by the spectral
function
A(t, t′) = i[G>(t, t′)−G<(t, t′)]. (2.35)
For the purpose of calculating the physical response of a system, it is sometimes
convenient to work with the causal Green functions
Gr(t, t′) = θ(t− t′) [G>(t, t′)−G<(t, t′)] (2.36a)
Ga(t, t′) = θ(t′ − t) [G<(t, t′)−G>(t, t′)] (2.36b)
known as the retarded and advanced Green function. From the definition, it follows
directly that the retarded and advanced functions can be related to the lesser and
greater via the spectral function
A = i
[
G> −G<] = i [Gr −Ga] . (2.37)
For the treatment here, only systems that are stationary in time, and therefore
translationally invariant on the time axis will be considered.1 In this case, the Green
functions can only depend on the time difference t− t′, which will for notational
brevity simply be denoted t. The translational invariance implies the symmetry
relations [
G≶(t)
]†
= −G≶(−t)
[
G≶(ω)
]†
= −G≶(ω) (2.38a)
[Gr(t)]† = Ga(−t) [Gr(ω)]† = Ga(ω) (2.38b)
where the frequency argument ω is used to indicate the Fourier transform of G(t).
From the above symmetry relations, it follows that for stationary states, it is
sufficient to work explicitly with the retarded and lesser Green functions only. The
advanced then follows from the hermitian conjugate of the retarded, and the greater
component from G> = G< +Gr −Ga, thus completely defining the system. Note
that other choices are possible, but it turns out that the governing equation for Gr
and G< are particularly simple, so these will be used in general throughtout the
thesis.
2.4.1 Equilibirum
For a system in equilibrium with a single particle reservoir, i.e. characterized by a
chemical potential µ, it is possible to employ the Lehmann representation (i.e. using
an expansion in the, unknown, many-body eigenstates of Hˆ). In this representation,
the spectral function can be expressed as
Ai(ω) = 2pi
∑
n
[
|〈ΨN+1n |cˆ†i |ΨN0 〉|2δ(ω − EN+1n + EN0 )
+ |〈ΨN−1n |cˆi|ΨN0 〉|2δ(ω − EN0 + EN−1n )
]
, (2.39)
1In principle, oscillating stationary states could exist, thereby compromising translational
invariance, but assuming some sort of finite “friction” such solution will decay. The assumed time
symmetry is a major simplification and will be adopted here as a plausible assumption.
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where |ΨNn 〉 denotes the n’th excited state of the N electron system, and ENn the
corresponding energy. This is seen to have peaks at the possible excitation energies,
provided that there is finite overlap between the ground state with an electron added
in / removed from state i, and the possible states of the charged system.
This leads to the definition of a generalized density of states (DOS) ρ(ω) and
projected DOS ρi(ω)
ρ(ω) = Tr[A(ω)]/2pi, (2.40a)
ρi(ω) = Aii(ω)/2pi, (2.40b)
which are used to discern the excitation spectrum of the system.
An important consequence of the Lehmann representation is that the lesser Green
function can be related to the Fermi-Dirac distribution function f(ω) = 1/(eβω + 1)
via the fluctuation-dissipation theorem
G<(ω) = if(ω − µ)A(ω). (2.41)
As the spectral function is uniquely determined by the retarded Green function
from the relation A = i(Gr −Gr†), it is clear that Gr is sufficient to completely
characterize the equilibrium system.
For a system described by a non-interacting time-independent Hamiltonian h0,
the retarded Green function is easily determined by (see e.g. [104])
gr0(ω) = [(ω + iη)I − h0]−1 , (2.42)
where the positive infinitesimal η = 0+ has been introduced to make the Fourier
transform converge. This shifts the poles at the eigenvalues of h0 slightly below the
real frequency axis, such the inverted matrix is non-singular, and makes gr0 analytic
in the upper complex half plane.
For the non-interacting Hamiltonian, the generalized DOS reduce to Tr(a0)/2pi =∑
i δ(ω − εi), where {ε} are the eigen values of h0, and a0 the spectral function.
This is consistent with the usual definition of the DOS.
From the non-interacting equilibrium system described by g0, time-dependence
(needed for electron transport) and/or interactions can then be included by a
perturbation expansion, which is the topic of the following section.
2.4.2 Perturbation Theory
Consider a Hamiltonian H(t) = h(t) + V (t), which consist of a single particle (but
possibly time dependent) part h for which the Green functions can be determined
exactly, and a perturbation V . In the definition of the, say, greater Green function
G>ij(t, t
′) = −iTr{ρcH,i(t)c†H,j}, the reference to the full Hamiltonian H in both
the state operator and the time evolution can be changed to h by switching to the
interaction picture. This implies substituting Zρ = Z0ρ0UVh(t0 − iβ, t0) and e.g.
cH,i(t) = UVh(t0, t)ch,i(t)UVh(t, t0), where Z0 and ρ0 are the partition function and
state operator governed by h, and UVh is the time evolution operator with respect
to the perturbation Vh(t) = Uh(t0, t)V (t)Uh(t, t0).
All of the evolution operators can be collected into a single exponential by
introducing the contour CI depicted in figure 2.1a, a contour ordering operator
TˆC that orders operators according to this contour, and defining the generalized
contour-ordered Green function
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Figure 2.1: The Keldysh contour.
Gij(τ, τ ′) = −i
Tr
{
ρ0TˆCI
[
e−i
R
C dτ¯ Vˆh(τ¯)cˆh,i(τ)cˆ
†
h,j(τ
′)
]}
Tr
{
ρ0TˆCI cˆh,i(τ)cˆ†h,j(τ ′)
} . (2.43)
The contour ordered Green function (GF) is obviously a more complicated object
than its real-time counterparts, but because all reference to the perturbation is
contained in the single exponential, insertion of the taylor expansion of this leads
directly to the desired perturbation expansion. In addition, all of the real-time Green
functions are contained within the single contour GF, and can be recovered by a
suitable combination of the contour time on the real axis. For example choosing τ on
the forward (backward) horizontal branch, and τ ′ on the backward (forward) branch
leads to the the lesser (greater) GF respectively. The contour GF also contains
multiple other variants, that are needed to perform the perturbation expansion.
The vertical part of the contour in figure 2.1a is related to the effect of the
perturbation on the initial state at t = t0. Here, the assumption will be made that
the perturbation is switched on at t0, such that ρ = ρ0, and the vertical branch
can be neglected. By setting the reference time t0 → −∞ and studying only the
steady-state system reached after a long time, it seems plausible that this choice will
not affect the steady-state result. The contour used in practice is thus the contour
shown in figure 2.1b with no vertical branch, and no reference time. Notice that
setting t0 → −∞ restores translational invariance on the time axis, such that the
real-time components of the GF can be represented by a single time difference or
by a frequency argument. On the contour, two time coordinates are still needed to
distinguish times on different branches.
Inserting the Taylor expansion of the exponential in the contour GF, each term
in the expansion will contain an increasing number of interaction and annihilation /
creation operators. Since both time-evolution and statistical averaging are related to
a non-interacting Hamiltonian (hˆ), Wicks theorem[105] can be applied to contract
all multiple operator expectation values to products of single pairings. Each term
will then be a series of products of a single particle operator and the non-interacting
Green function g.
All terms in the expansion which involves the perturbation operator can formally
be collected into a single two-index function called the self-energy Σij . Representing
this as the matrix Σ, the expansion can be collapsed in the Dyson equation
G(τ, τ ′) = g(τ, τ ′) +
∫∫
dτ1τ2g(τ, τ1)Σ(τ1, τ2)G(τ2, τ ′), (2.44)
with matrix multiplication implied. The self-energy can be represented by sums of
Feynman diagrams representing all possible combinations of free propagation by
g with multiple scattering events on the perturbation V . The included diagrams
should be “connected” and “irreducible”. All disconnected diagrams are cancelled
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by the expansion of the denominator in (2.43)), and the reducible diagrams (i.e.
diagrams that can be divided into two parts only connected by a free propagation
line) are automatically included by iteration of the Dyson equation (2.44).
The explicit form of the self-energy depends on the type of perturbation. The
perturbations relevant for this text are discussed in the next section.
2.4.3 Non-equilibrium and Interactions
Two types of perturbations will be considered in this section. The first is a time-
dependent but quadratic perturbation, which is needed to describe transport of
(non-interacting) electrons in non-equilibrium systems. The second perturbation is
a many-body interaction operator (in this case e-e or e-ph). As the non-equilibrium
perturbation is quadratic, the many-body interaction can be added on top of this,
or it can act as the sole perturbation.
The non-equilibrium transport setup is an open boundary non-periodic problem,
with two semi-infinite leads (L andR) coupled to a finite central region. By employing
a localized basis set, the (non-interacting) Hamiltonian can be decomposed as hL hLC 0h†LC hc h†RC
0 hRC hR
 , (2.45)
The vanishing coupling between L and R can always be achieved by defining a large
enough central region, i.e. including more of the leads in the central region.
Initially (at t = t0) the three regions are in contact, but electron transfer is
prohibited (i.e. the elements hαC , α ∈ L,R are set to zero). Due to the partitioning
in a local basis set, the initial state operator is simply the product ρˆ = ρˆLρˆC ρˆR of the
state operators of the individual subdomains, which are all in thermal equilibrium at
the same temperature, but possibly different chemical potentials. The perturbation
is then at t = t0, to switch on the coupling between leads and central region, which
will induce a current as the lead of highest chemical potential discharges into the
one with the lowest. The leads are kept at their respective equilibrium potentials
µα and eventually a steady-state current will develop through the central region. As
the initial Hamiltonian is simply the diagonal of (2.45), the central region is initially
completely defined in terms of the retarded equilibrium GF gr0 = [(ω + iη)− hC ]−1.
The perturbation expansion leads to the contour ordered non-equilibrium GF
g(τ, τ ′) = g0(τ, τ ′) +
∫∫
dτ1τ2g0(τ, τ1)Σleads(τ1, τ2)g(τ2, τ ′), (2.46)
where Σleads = ΣL +ΣR is the perturbation to the central region by the coupling
to the left and right leads. This perturbation is particularly simple, as it is both
quadratic, and time-independent on the interval defined by the contour (t > t0).
The perturbation expansion can therefore be summed to infinite order, yielding the
exact expression[106]
Σα(τ1, τ2) = h
†
αCg0,α(τ, τ
′)hαC α ∈ L,R. (2.47)
Here, g0,α is the equilibrium GF of lead α, which is completely defined by the
retarded component gr0,α = [(ω + iη) − hα]−1. As the leads, and therefore the
dimension of hα, are infinite, direct inversion is impossible, but in a localized
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basis set, the couplings matrices hαC only couple the central region to the surface
elements of the leads, and hence only the surface elements of the lead Green functions
are needed. For a semi-infinite periodic lead Hamiltonian, a rapidly converging
iterative scheme can be devised to determine the surface Green function without
ever inverting matrices larger than the size corresponding to the periodicity of the
lead Hamiltonian.[107, 108]
Although the non-equilibrium Hamiltonian is time-dependent (it contains a step
function at t = t0 switching on the lead coupling), it is non-interacting, and in
the general formulation by [105], Wicks theorem still applies. The non-interacting
non-equilibrium system can thus be used as the unperturbed system forming the
basis of a further perturbation expansion.
If many-body interactions are only included in the central region, the perturbative
inclusion of these leads to the Dyson equation
G(τ, τ ′) = g(τ, τ ′) +
∫∫
dτ1τ2g(τ, τ1)Σint(τ1, τ2)G(τ2, τ ′), (2.48)
which when combined with (2.47) can be related to the equilibrium GF of the central
region by
G(τ, τ ′) = g0(τ, τ ′) +
∫∫
dτ1τ2g0(τ, τ1)Σtot(τ1, τ2)G(τ2, τ ′), (2.49)
where Σtot = Σint +Σleads.
The explicit form of the interaction self-energy is discussed for e-e and e-ph
interactions in section 2.5.
Note that inclusion of interactions for an isolated central region without coupling
to leads follows directly by omission of Σleads in (2.49).
2.4.4 Real-time Functions and Relations to Observables
Analytic Continuation
The Dyson equation, and the self-energy expansion are both derived on the contour,
as it is for the contour ordered GF that a perturbation expansion can be derived.
When converting these equations back to real-time expressions, the contour inte-
grations and multiplications which mix different time arguments will couple the
expressions for retarded, advanced, lesser, and greater components. A set of rules
for conversion of the most commonly encountered products and convolutions can be
derived, see e.g. [106], and are referred to as the Langreth rules[109].
For convenience, some of the most used rules are listed listed in table 2.1. In
this table, the time arguments of the real time components are reduced to the single
time-difference argument needed in steady-state, and a Fourier transform has been
performed when convenient to avoid convolutions.
An important application of the Langreth rules, is to convert the Dyson equation
(2.49) to a set of coupled equations for the real-time components (here subsequently
transformed to frequency space)
Gr(ω) = gr0(ω) + g
r
0(ω)Σ
r
tot(ω)G
r(ω), (2.50a)
G<(ω) = Gr(ω)Σ<tot(ω)G
r†(ω) +∆<(ω), (2.50b)
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A(τ1, τ2)B(τ1, τ2) A(τ1, τ2)B(τ2, τ1)
Xr(t) ArBr +ArB< +A<Br ArB<† +A<Br†
X<(t) A<B< A<B>†∫
C dτA(τ1, τ)B(τ, τ2)
∫∫
C dτdτ
′A(τ1, τ)B(τ, τ ′)C(τ ′, τ2)
Xr(ω) ArBr ArBrCr
X<(ω) ArB< +A<Br† ArBrC< +ArB<Cr +A<BrCr
Table 2.1: The Langreth conversion rules, here reduced to the single time-
difference argument required in steady-state, and Fourier transformed when
convenient.
with
∆<(ω) = [I +Gr(ω))Σrtot(ω)] g
<
0 (ω) [I +G
r(ω))Σrtot(ω)]
†
. (2.51)
The above term can be shown to vanish everywhere in the case of an interacting
system, and in the case of non-interacting systems it is only non-zero at frequencies
corresponding to bound states[107]. It is thus irrelevant for the work presented here,
and will be ignored in the following.
Notice that the equation for the retarded component, (2.50a) only couples to
the other components through a possible dependence in the retarded self-energy.
When expressed in frequency space, it does not involve any convolutions, and can
be solved directly, yielding
Gr(ω) =
[
(gr0(ω))
−1 −Σrtot(ω)
]−1
. (2.52)
This is the prime reason for choosing to work with the retarded instead of one
of the other possible real-time Green functions.
Relation To Observables
In the previous, it has been shown how to determine the Green function, but a link
to the desired observables has yet to be established.
From the definition of the lesser Green function, eq. (2.34), it is seen that the
electron density matrix is given by
D = −iG<(t = 0) = −i
∫
dω
2pi
G<(ω). (2.53)
The spectral properties of the system are given by the spectral function A(ω) =
i
[
Gr −Gr†] ,which have peaks at the quasi-particle excitation energies. The diago-
nal elements of this defines a projected density of states (DOS) ρi(ω), and the trace
gives the total DOS ρ(ω)
ρi(ω) = Aii(ω)/2pi, (2.54)
ρ(ω) = TrA(ω)/2pi. (2.55)
The electron flow from lead α can be obtained from the time-derivative of the
number operator in the lead ∂tNˆα = −i〈[Hˆ, Nˆα]〉0 using that the only part of the
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Hamiltonian which does not commute with the number operator is the tunneling
Hamiltonian. The result is the Meir-Wingreen current formula [30]
Iα =
∫
dω
2pi
Tr
[
Σ<α (ω)G
>(ω)−Σ>α (ω)G<(ω)
]
, (2.56)
where all matrices, and hence the trace, relate to basis functions in the central region
only. The lesser and greater GF components reflect the density of electron and
hole states at energy ω in the central region respectively and the lead self-energies
are simply products the corresponding lead GF and the coupling between lead and
the central region. Thus the above form of the current formula has the appealing
physical interpretation of a balence between the electron and hole transfer between
lead α and the central region.
For non-interacting systems, the fluctuation-dissipation theorem for the lead
self-energies can be used to express the lesser and greater GF, via the Keldysh
equation, in terms of the Fermi distribution relevant for the two leads respectively.
After some rearrangements, this leads to the particularly simple expression for
phase-coherent transport (i.e. with no quasiparticle scattering)
I =
2e2
h
∫
dω [fL(ω)− fR(ω)]T (ω), (2.57)
where units have been re-introduced to highlight the natural apperance of the
quantum unit of conductance G0 = 2e2/h, and the transmission function
T (ω) = Tr
{
Gr(ω)[ΣrL −Σr†L (ω)]Gr†(ω)[Σr†R (ω)−ΣrR]
}
. (2.58)
In the form of (2.57), the low temperature current is simply given by an integral
over the energy window defined by the difference in chemical potential of left and
right lead, i.e. the bias. In the limit of low bias, the conductance G = I/V thus
becomes
G = G0T (F ), (2.59)
which is identical to the Landauer-Bu¨ttiker result G = G0
∑
t |tn|2 with the squared
transmission probabilities tn given by the eigenvalues of the matrix in (2.58).
Note that the formulation of the current in terms of a transmission function and
an integral limited to energies in the bias window is only possible for non-interacting
systems. If interactions are present, quasiparticle scattering leads to contributions
from outside of the bias window, and equation (2.56) should be utilized.
2.4.5 NEGF Calculations in Practice
The preceding sections where purely based on the theoretical aspect of NEGF theory,
with no reference, as to how the involved quantities are obtained. Two types of
input is needed for the NEGF construction: i) A representation of a mean-field
Hamiltonian in a basis with finite support in the transport direction such that a
left, central, and right part can be distinguished as well as the coupling between
these, and ii) a representation of the interaction operator, if any, in the central
region. Based on these, and a specification for the chemical potentials of the leads,
the excitation spectrum (DOS), non-equilibrium density matrix, and the current
can be determined.
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The source of the mean-field Hamiltonian H0 and the interaction matrix V , is
in principle arbitrary, but for an ab-initio description of an atomistic junction, the
best available source of a mean-field Hamiltonian is by use of KS-DFT. Although
KS-DFT provides good total energies, there is no good reason why it should lead
to accurate values of the current. Putting this issue aside and accepting that it in
practice often produce good results, and it is anyway the best source of a mean-field
description of real systems, this section will describe how the different parts of the
principally infinite dimensional, open boundary, Hamiltonian can be extracted from
DFT in practice.
The representation of the many-body interactions is delayed to the chapters in
which they are used. Note that when KS-DFT is used to describe the mean-field
Hamiltonian, e-e interaction self-energies should only be used to represent the
change in Hartree, exchange, and correlation relative to the approximations of these
inherent in KS-DFT.
Non-orthognoal Basis sets
Up to now, all expressions for Green functions and related quantities have been
derived for an orthogonal basis. In practical implementations, the employed basis
is however often non-orthogonal., The generalization of NEGF theory to non-
orthogonal basis sets has been formulated by [110], and the practical implications
are summarized here for convenience.
The primary implication of the non trivial overlap matrix S is that one works
with the dual Green function
Gr(ω) = [(ω + iη)S −H0 −Σ]−1 , (2.60)
which is related to the physical Green function via SGrS. This also entails a
modified expression for the retarded lead self-energies
Σrα(ω) = [(ω + iη)SαC −HαC ]† grα(ω) [(ω + iη)SαC −HαC ]. (2.61)
Using the dual Green function defined by the above in all expressions, most equa-
tions remain structurally unchanged, namely: the Keldysh equation, the fluctuation-
dissipation equations (both for the lesser GF and the lesser lead self-energies), the
current formula, and the expansion series of the e-e and e-ph interactions (and
thereby all self-energies related to these). The only other modification, besides
the expressions for the retarded GF and lead self-energies, relates to the projected
density of states, which for orbital φi becomes
Di(ε) = [SA(ε)S]ii / 2piSii. (2.62)
Correspondingly, the total density of states, or quasiparticle spectrum, is given by
the sum of these, i.e.
D(ε) = Tr(A(ε)S)/2pi. (2.63)
Boundary Conditions
A generic, but typical, example of the type of junction considered in the applications
presented in this thesis is shown in figure 2.2.
By assuming the system is periodic in the plane transverse to the transport
direction, the transverse Bloch vector k⊥ becomes a good quantum number. This
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Figure 2.2: The setup used in practice to extract parameters for non-
equilibrium transport. The colors and gap between principal layers are
intended as a visual guide only. Red atoms indicate the principal layers of
the lead, blue the central region, and yellowish the periodic images induced
in the transverse plane by the supercell approach.
implies that all matrices are diagonal in k⊥, and can be referenced by a single such
index and basis functions belonging to the confined transverse region determined
by the periodicity, which presents a major simplification. Expectation values, such
as the current, density-matrix, transmission function etc. should then be averaged
over k⊥-vectors in the first BZ of the transverse supercell. In practice, the mean-
field Hamiltonian matrices extracted from DFT are simply based on a discrete
sampling as described in sec. 2.3.1, and these are then treated independently in
the NEGF scheme and the final output is averaged. From a practical point of view,
the inclusion of k-point sampling is thereby trivial. For notational simplicity, the
k⊥ index on quantities will be suppressed in the following, but it is noted that a
sufficient sampling of k⊥ is crucial for obtaining reliable results [111]. The assumed
periodicity can cause interferrence between the repeated junctions, but the effect
is in practice negligible for molecules seperated by about 5 A˚ or more from their
periodic images. Note that the Bloch sums of localized orbitals in the transverse
direction do not have finite support, and nor is this required of the formalism.
Locality is only required in the transport direction, to facilitate the left, central,
right partitioning in (2.45):
h0 =
 hL hLC 0h†LC hc h†RC
0 hRC hR
 .
The finite support of the basis in the transport direction also implies that the
lead Hamiltonian can be divided into principal layers which, if chosen large enough,
only have nearest neighbor coupling. In combination with the assumed periodicity
of the lead indicated in fig. 2.2 this has the consequence, that the lead Hamiltonian
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may be written in a block-tridiagonal form
hL =

. . .
...
...
...
. . . L tl 0
. . . t†L L tL
. . . 0 t†L L
 (2.64)
where L is the (onsite) Hamiltonian matrix of a single principal layer in the left
lead, and tL is the coupling between neighboring layers. A similar relation holds for
the right lead, and the overlap matrices of both.
Note that the partitioning in (2.64) assumes that the defined central region is so
large that the potential of the surface principal layer has converged to its bulk value.
If also the coupling between has converged at the interface, the (non-zero part of)
the coupling matrices HαC is also identical to tα. Thus the system is completely
defined in terms of the matrices α, tα, hC , and the corresponding overlap matrices.
A description of the leads can be extracted from DFT by performing a calculation
for a single principle layer using a sufficiently dense k-point sampling in the transport
direction, and then construct the onsite and hopping matrices by
α =
1
Nk
∑
k‖
eik‖·0hα(k‖), tα =
1
Nk
∑
k‖
eik‖·1hα(k‖), (2.65)
where the k-vector is given in scaled coordinates, and hα(k‖) is the k dependent
output of the DFT calculation.
The Hamiltonian of the central region indicated in fig. 2.2 should in principle
be determined subject to open boundary conditions. As the potential is assumed
to have converged to the bulk lead values at the end planes of the region, the
Hamiltonian is instead determined assuming periodic boundary conditions (and a Γ-
point approximation in the transport direction). The effects of the periodic boundary
conditions are subsequently removed by manually setting all matrix elements in
the Hamiltonian and overlap matrices to zero if the corresponding basis functions
are separated by more than half the length of the super-cell. The effect of the
semi-infinite leads are included in the Green function via the lead self-energies (2.61).
From the short range of the coupling between central and lead regions, only the
part of the lead GF coresponding to the surface principal layer needs be determined.
From the particularly simple form of (2.64) this surface GF can be calculated using
the efficient iterative decimation technique [108].
In practice, due to the finite size of the central region, the Fermi level of the
bulk lead and central region may differ, and the Hamiltonian of the central region
should be shifted to align these to avoid spurious electron scattering at the interface
between the regions.
2.5 Self-energy Approximations
The self-energy can be deduced by application of Wicks theorem on the expansion of
the contour Green function (2.43). The final expressions are however much simpler
to derive by drawing diagrams.
In this section, the most common self-energy approximations to the e-e interac-
tion, which are also used extensively throughout this thesis, are presented, and the
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physical content discussed. A short description of the e-ph self-energy diagrams is
also presented, as these will be used in the final chapter of the thesis in simulations
of inelastic transport experiments.
2.5.1 Electron-electron Interactions
This section is dedicated to the electron-electron pair interaction operator
Vˆ =
∑
ijkl
Vij,klcˆ
†
j cˆ
†
k cˆlcˆi, Vij,kl =
∫∫
drdr′φi(r)φ∗j (r)
1
|r − r′|φ
∗
k(r
′)φl(r′). (2.66)
The rules for drawing the Feynman diagrams are simple: Green functions are
represented by lines, and interactions by zig-zag lines, as shown in figure 2.3.
Figure 2.3: The base elements of the diagrams: The propagation line and
the interaction line.
A diagram representing an n’th order expansion term should contain n interaction
lines. An interaction line has four terminals, all of these except two (the external
terminals) should be connected by free propagation lines.
To obtain all possible terms at a given order, one should make all possible
topologically different irreducible drawings. Irreducible means that it should not
be possible to cut the drawing into two disconnected part by removing a single
propagation line. All such terms are automatically included by iteration of the
Dyson equation.
To convert the drawings into equations, one multiplies all interaction and Green
function matrices and sum over all connected terminals indices. In addition, the
term should be multiplied by in and an additional factor of −1 for every Fermion
loop[106].
Figure 2.4: The two possible first order diagrams: The Hartree bubble, and
the Fock oyster.
The system is best demonstrated by examples. Figure 2.4 shows the two possible
first order diagrams; the Hartree bubble, and the Fock oyster, with their respective
conversions into equations. The interpretation of the Hartree diagram is that an
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electron interacts instantaneously with the density of all electrons (including itself).
This is a classical electrostatic interaction. In the Fock diagram, the electron, taking
all possible routes from i to j, will interact with its own final destination. This
diagram will reinforce the Pauli exclusion principle missing in the Hartree diagram,
which implies removing the spurious self-interaction inherent in the Hartree diagram.
Both first order diagrams are instantaneous in time, implying that when converted
to real-time, their lesser component will be zero. The retarded components are2
ΣrH(t)ij = δ(t)
∑
kl
DklVij,kl, (2.67a)
ΣrF (t)ij = −δ(t)
∑
kl
DklVik,jl, (2.67b)
where D = −iG<(t = 0) is the density matrix. Inclusion of of both first order
diagrams is denoted the Hartree-Fock (HF) approximation.
The two possible second order diagrams are shown in figure 2.5. These are the
cross diagram, and the polarization bubble diagrams. Inclusion of both first order
and both second order diagrams is denoted the second Born approximation (for e-e
interactions).
Figure 2.5: The two possible second order diagrams: The cross diagram,
and the polarization bubble.
Especially the polarization bubble self-energy ΣP has interest. It resembles the
Fock diagram, but while the virtually excited electron propagates and later returns
to the Fermi sea, its self-interaction is screened by the intermediate generation of
an electron-hole pair elsewhere in the system. The loop of two connected Green
functions represents an electron-hole pair, because the two Green functions propagate
in different directions in time, which can be viewed as propagating an electron and
a hole in the same direction. Alternatively, application of the Langreth rules, table
2Note that if including a spin component in the oribital indices, the Coulomb matrix Vij,kl is
non-zero only if i, j are same-spin, as well as the k, l pair. This implies that in the Fock diagram,
all spin projections must equal that of the external vertices, while the Hartree diagram includes an
internal spin summation.
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2.1, shows that conversion of a pair of Green functions anti-parallel in time will
involve pairings of lesser and greater Green functions, which represent electron and
hole propagators.
Figure 2.6: The GW self-energy diagram.
The screening of the Fock interaction by a sequence of electron-hole pair genera-
tions can be summed to infinite order by introducing the screened interaction W
represented by the wobbly line in figure 2.6, and the associated GW self-energy also
shown in the figure. The screened interaction satisfies a Dyson-like equation that
will produce all orders of polarization when iterated.
Figure 2.7: Expansion of the terms included in the GW self-energy
The diagrams included in the GW self-energy can be argued to be the most
important of each order for a Fermi liquid using a divergence number argument[104].
On the other hand, the different diagrams of a given order represent different pairings
in the Wicks contraction of an expansion term, and neglecting some while including
other will introduce a form of self-interaction. I.e. matrix elements which should be
zero due to cancellation of different pairings in the contraction, will not vanish. On
the other hand the GW construction sums an important set of diagrams to infinite
order and is known to perform well for especially extended systems of metallic or
semiconducting character.
The GW approximation can also be derived from the formally exact set of
self-consistent equations by [112] sketched in figure 2.8a. The GW approximation
fig. 2.8b follows by ignoring the vertex corrections Γ.
2.5.2 Electron-phonon Interactions
In a harmonic approximation of the BO surface, the isolated coupling between
electrons and phonons is in second quantization, described by the Hamiltonian
Hˆe-ph =
∑
λ
∑
ij
Mλij cˆ
†
i cˆj(bˆ
†
λ + bˆλ), (2.68)
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Figure 2.8: The formaly exact coupled equations for the electron-electron
interaction self-energy knowns as Hedins wheel. Reproduced from [113].
where bˆ†λ/bˆλ creates / annihilates a phonon in eigen mode λ. The coupling matrix
Mλij is related to the directional derivative of the Hamiltonian along the eigen mode
v˜a (see section 2.3.4), or in terms of the normalized mass scaled modes va:
Mλij =
∑
aν
√
~
2MaΩλ
vλaνWij,aν , (2.69)
where Ωλ is the phonon energy and
Wij,aν = 〈φi|∂veff(r)
∂Raν
|φj〉. (2.70)
The diagramatic expansion of this interaction leads to exactly the same diagrams
as for the e-e-interaction, except in this case, the interaction (zig-zag) lines do
not represent Vij,kl, but rather MλijD0,λ(τ, τ
′)Mλkl, where D0,λ is the free phonon
propagator.
In the applications studied here, phonons are assumed to dissipate immediately
into the leads when excited (the strongly damped, or zero life-time limit), and the
mean occupation statistics are also assumed to be zero. In this limit, the real-time
free phonon GFs are simply
Dr0,λ(ω) =
1
ω − Ωλ + iη −
1
ω +Ωλ + iη
, (2.71a)
D<0,λ(ω) = −2piiδ(ω ± Ωλ). (2.71b)
The first Born approximation for the e-ph interaction is the sum of first order
terms, i.e. the equivalent of the Hartree-Fock approximation for e-e interactions.
The Hartree term however merely induce a static phonon-induced shift of the
electronic mean-field potential. It can be argued that the dynamics are better
described by omitting this term[103, 114], as it would have been at least partially
screened had it the electronic Hartree term been allowed to respond to this (when
including e-ph effects I do not also include e-e effect). In any case it does not lead
to any signal in the I/V characteristic and is not considered here. This leaves the
Fock term, which is given by
Σ≶λ (ω) =M
λG≶(ω ± Ωλ)Mλ, (2.72a)
Σrλ(ω) =
1
2 [Σ
>
λ (ω)−Σ<λ (ω)]− i
∫
dω′
2pi
Σ>λ (ω
′)−Σ<λ (ω′)
ω′ − ω . (2.72b)

Chapter 3
Developments in gpaw
Most of the work presented in this thesis has been done based on results from the
PAW-DFT code gpaw [86, 87]. Even the Green function (GF) based calculations
are based on a mean-field Hamiltonian, and Coulomb matrix extracted from gpaw.
The code is based on a frozen core approximation, thus treating only the valence
states explicitly. This also implies that the GF based methods will represent the
valence part of the Hilbert space only. It is however important to acknowledge that
the code, due to the use of PAW, is an all-electron (AE) method, such that extracted
matrix elements and expectation values correspond to AE states subject to the full
AE potential. For the self-energies used in the GF method it is important that they
are based on AE quantities, and that although operating in the valence space only,
the explicit orbital valence-core interaction can also be extracted from PAW.
The chapter starts with a short introduction to the PAW methodology in sec. 3.1,
followed by a more detailed account in sec.3.2 of how to extract various AE quantities
from the PAW code in practise, including how to implement exact-exchange based
functionals in the PAW framework. The remaining two sections are devoted to
applications. Section 3.3 studies the application of exact-exchange and hybrid
functionals to obtain improved atomization and ionization energies over standard
local xc approximations. Section 3.4 demonstrates the use of a constrained DFT
approach to study the image charge effect on ionization of a molecule at a metal
surface.
Both of the applications chosen to illustrate this section are related to describing
the charged excitation of systems in DFT. This is motivated by the general topic of
the thesis on molecular electronics. To describe the electron transport through a
molecular device, an accurate description of the quasiparticle excitation spectrum
is essential, as driving a current involves (for weakly bound molecules) sequential
tunneling of electrons from one lead onto the molecule and from the molecule to
the other lead, both processes having charged intermediate states. In the next
chapter, 4, the GF based perturbation expansion of the e-e interactions are applied
to improve the spectrum, but before venturing into this, it is interesting to study
first how far one can get in terms of accuracy of the predicted excitation spectrum
using purely DFT based methods. This is the purpose of sections 3.3 and 3.4.
The chapter is based on the papers Paper IV on extensions to PAW, Paper I on
time-dependent DFT in PAW, and Paper VI on general gpaw development. Most
of the applications in sec. 3.3 and sec. 3.4 are however unpublished.
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3.1 The Projector Augmented-wave Method
The central idea in the projector augmented-wave (PAW) method is to express the
all-electron valence states ψn in terms of a smooth pseudo wave ψ˜n augmented by a
local basis set expansion restricted to a small region Ωa, called the augmentation
sphere, around each atom a. This is achieved through the definition of a linear
transformation operator τˆ
ψn = τˆ ψ˜n, τˆ = 1 +
∑
a
∑
i
|∆φai 〉〈p˜ai |, (3.1)
where ∆φai and p˜
a
i are atom specific but system independent functions which are
only non-zero inside the augmentation sphere.
∆φai = φ
a
i − φ˜ai is formed as the difference between a basis set well suited for
expansion of ψ and ψ˜ respectively. To ensure a vanishing ∆φai outside the sphere,
these partial waves must be identical beyond Ωa, but individually, they do not need
finite support. Thus φai is usually chosen as solutions (possibly unbound) of the
atomic KS equation. The choice of φ˜ai dictates the behavior of the solution ψ˜ inside
of Ωa, and is therefore chosen as a smooth continuation of φai in this region. p˜
a
i must
be dual to φ˜ai , but can within this constraint be optimized for rapid convergence
of the expansion. In practice, these projector functions are chosen such that the
PAW transformation is exact for the isolated atom despite the truncation of the
expansion in (3.1).
Note that the partial waves ∆φai are always only represented inside the aug-
mentation sphere. They are therefore not required to be smooth, as they can be
efficiently represented using spherical harmonics and fine radial grids. The projector
functions however must be smooth, as they are used to form the inner product with
ψ˜n and must therefore be representable on the uniform real-space mesh.
Although not native to PAW, the frozen-core approximation is usually applied,
in which the core electrons are fixed to the frozen unpolarizable orbitals of the free
atom. The KS equations are then solved for the valence states only, and consequently
the PAW transformation is only applied to these.
From (3.1) it can be seen that in PAW the KS equations are re-expressed and
solved in terms of ψ˜n, and the expansion coefficients of these in the atomic basis set
P ani = 〈p˜ai |ψ˜n〉. (3.2)
I will here sketch the implications of the PAW transformation on the ground
state problem, as this is instructive for the developments in the following sections.
For an in-depth description of PAW, see [94, 95, 115] or Paper IV.
In terms of the all-electron wave functions ψn and density n(r) =
∑
n fn|ψn(r)|2,
the KS energy functional reads
E[n] = Ts[{ψn}] + U ′H [ρ] + Exc[n]
where ρ(r) = n(r) +
∑
a Z
a(r) is the total charge density of electrons plus nuclear
charges Za(r) = −Zaδ(r −Ra), with Za being the atomic number of the nucleus.
The prime on the Hartree functional indicates that one should remember to remove
the self-interaction error of the nuclear charges introduced by expressing the total
energy in this way. The KS equations then follow by minimizing E with respect
to {ψn} under the constraint 〈ψn|ψm〉 = δnm which yields a set of equations of the
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form Ĥψn(r) = nψn(r), where n are the Lagrange multipliers used to keep the
orbitals normalized, and Ĥ = ∂E/fnψn∂ψ∗n is the Hamiltonian
Ĥ = − 12∇2 + uH [ρ] + vxc[n]. (3.3)
The PAW expressions follow along the same lines but with the replacement
ψn = τˆ ψ˜. There are however a few technicalities that I would like to highlight.
Re-expressing the KS energy functional results in
E = Ts[{ψ˜n}] + UH [ρ˜] + Exc[n˜] +
∑
a
∆Ea[{Daij}]. (3.4)
The arguments of the kinetic and xc functionals are simply replaced with the pseudo
waves and a pseudo electron density n˜ =
∑
n fn|ψ˜n(r)|2+ n˜c(r), where the last term
is just a smoothened version of the core electron density. The Hartree functional
contains a pseudized total density ρ˜(r) = n˜(r) +
∑
a Z˜
a(r), but due to the non-
locality of the Hartree functional, direct insertion of the PAW transformation leads
to cross terms between different augmentation spheres. To avoid these, the term
Z˜a(r) contains not only a smoothened version of the nuclear charge but also a
set of state dependent compensation charges designed such that the mentioned
cross terms disappear. The last term of eq. (3.4),
∑
a∆E
a, is a sum of atomic
corrections for the use of pseudo quantities in the first terms, as well as a correction
due to the introduced compensation charges and a correction for the nuclear self-
interaction. These atomic corrections as well as the compensation charges depend
on the instantaneous state of the system via the atomic density matrix
Daij =
∑
n
P a∗ni fnP
a
nj . (3.5)
In the PAW transformation, pseudo waves are only orthogonal with respect to
the metric operator Sˆ = τˆ †τˆ , which implies that the PAW KS equations become a
generalized eigenvalue problem ̂˜Hψ˜n(r) = nSˆψ˜n(r), where the PAW Hamiltonian
follows from the derivative ̂˜H = ∂E/fnψ˜n∂ψ˜∗n̂˜
H = − 12∇2 + uH [ρ˜] + vxc[n˜] +
∑
a
∑
ij
|p˜ai 〉∆Haij〈p˜aj |. (3.6)
The non-local atomic part of the Hamiltonian
∆Haij =
∫
druH [ρ˜](r)
δZ˜a(r)
δDaij
+
δ∆Ea
δDaij
(3.7)
includes both a term due to the state dependence of the compensation charges and
of the atomic energy corrections.
The explicit expression for ∆Ea, ∆Haij , and Z˜
a[{Daij}](r) can be found in Paper
IV (which corrects the erroneous corresponding terms in the appendix of [87]).
In passing I note that due to the dependence of the augmentation on the ion
coordinates, the force expression in PAW
F a = − dE
dRa
= − ∂E
∂Ra
+
∑
n
fnn〈ψ˜n| dSˆ
dRa
|ψ˜n〉 (3.8)
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has contributions both from the shape functions defining the compensation charges
(in the pseudo Hartree energy), the pseudo core densities (in both pseudo Hartree
and xc energies), and the projector functions (in both atomic corrections to the
energy and the metric operator Sˆ). The term related to the compensation charges
also relays the force from the lattice potential.
The Vanderbilt type of ultra-soft pseudopotentials[96] (used in my dacapo
calculations) can be obtained by a linearization of the dependence of the atomic
energy corrections on Daij around the density matrix of the reference atom[115]
and is therefore no longer an exact transformation. Norm-conserving Troullier-
Martins [97, 116] type pseudopotentials (used in my siesta calculations) follow from
the further restriction that the pseudo partial waves should have the same norm
as the AE partial waves. Both ultra-soft and norm-conserving pseudo potentials
are more difficult to construct than PAW setups, and both suffer from larger
transferability problems. The norm-conserving restriction generally leads to very
hard pseudopotentials for elements with strongly localized orbitals like the late
transition metals, although the Troullier-Martins flavor are usually somewhat softer
than the originally suggested scheme by [98].
3.2 Extracting Quantities From PAW
Obviously it is a convenient property of PAW that one is able to make an accurate
representation of the all-electron valence states without the need of introducing a
pseudopotential to describe an effective core potential. The transformation operator
does however complicate the bookkeeping when one needs to extend the scheme or
extract quantities for post processing purposes.
This section provides a few examples of accommodating expressions to the
PAW formalism, that I have found useful, and implemented in gpaw. Focus is
restricted to quantities used in the various applications presented here and in other
chapters. These will then serve to exemplify the procedure of conforming to the
PAW framework.
Applications generally fall into two categories: Modifications to the standard
KS SCF cycle and post processing on the converged KS states. The former includes
all self-consistent treatment of e.g. external potentials, non-local exact exchange,
constrained DFT, LDA + U calculations, etc. Post processing includes extraction
of all-electron matrix elements like the Hamiltonian and overlap matrices (for
e.g. transport calculations), the xc-potential and Coulomb operator (for GW
and lrTDDFT), the spread operator (for maximally localized Wannier functions),
projections of eigenstates onto a basis set (for projected Wannier functions) and the
dipole vector (valence-valence for lrTDDFT and valence-core for XAS calculations).
For other post processing purposes it is not always enough simply to extract matrix
elements, but one might need to reconstruct all-electron quantities directly on a
real-space grid. This could for example be the all-electron density.
In connection with analysis, an additional feature of the PAW formalism is the
inherent partitioning of space into atomic regions, which supplies a direct way to
probe the local atomic structure via quantities already calculated and used in the
scheme. Of special interest are the projector overlaps P ani, eq. (3.2), which are
by construction simultaneous expansion coefficients of both the pseudo and the
all-electron wave functions inside the augmentation spheres in the set of partial
waves. They can thereby be used to probe the local orbital character of the full
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wave functions. For example I define an orbital projected density of states by
ni(ε) =
∑
n
δ(ε− n) |P ani|2 , (3.9)
which does not require any extra projections, as P ani are directly available. It can
be shown that P ani = 〈p˜ai |ψ˜n〉 ≈ 〈φai |ψn〉 (see Paper IV). The projector overlaps also
define the atomic density matrix Daij , eq. (3.5), which represent the full AE density
within the augmentation sphere and can be used for e.g. Mulliken charge analysis,
to define local magnetic moments, or to make LDA + U [117, 118] corrections to
the SCF cycle.
All examples given here are implemented in gpaw and described in Paper VI or
Paper IV. The following is a more detailed account of a selection of these examples,
used directly in applications presented here or in later chapters.
3.2.1 External Potentials
As the simplest possible example of modifying the SCF, consider the application of
an external potential in DFT.
Without the PAW transformation, this addition is trivial, as the desired potential,
vext(r), should simply be added to the effective KS potential, and the total energy
adjusted by the energy associated with the external potential Eext =
∫
drn(r)vext(r).
To conform to the PAW expressions, the total energy is rewritten in terms of
pseudo quantities, according to
Eext =
∫
drn˜(r)vext(r) +
∑
a
∫ drvext(r) [nac (r)− n˜ac (r)] +∑
ij
Daij∆V
a,ext
ij
 ,
where
∆V a,extij =
∫
drvext(r)
{
φai (r)φ
a
j (r)− φ˜ai (r)φ˜aj (r)
}
. (3.10)
The contribution to the PAW Hamiltonian from vext then follows from the
derivative with respect to ψ˜∗n which yields
H˜ext(r) = vext(r) +
∑
a
∑
ij
|p˜ai 〉∆V a,extij 〈p˜aj |.
To evaluate the atomic corrections to both Hamiltonian and energy, the inner
product with all of the partial waves must be determined. This computational
inconvenience can be avoided by assuming slow variation over the extent of the
augmentation sphere, and setting vext(r) ≈ vext(Ra). This simplifies the atomic
correction to ∆V a,extij ≈ vext(Ra)∆Saij and also the term related to the core densities
reduce to already calculated quantities.
The approximation is exact for piecewise constant potentials, which is what I
have used the implementation for. An example of the application of such potentials
to study image charge formation is given in section 3.4.
The implementation has later been generalized to first order Taylor expansions
within each augmentation sphere, such that linear external potentials (corresponding
to a homogeneous applied electric field) can be handled exactly. This has for example
been used in gpaw by [119] to study the field effects in STM simulations. Linear
fields can also be used in TDDFT calculations to drive an electron current.
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3.2.2 All-electron Density
In PAW, the all-electron density is expressed by
n(r) = n˜(r) +
∑
a
nac (r) +∑
ij
Daij
(
φai (r)φ
a
j (r)− φ˜ai (r)φ˜aj (r)
) .
In actual PAW calculations all-electron quantities are at all times available in
principle, but are in practice never handled directly. Instead they are expressed
in the composite basis representation of a global pseudo description augmented by
local atomic basis functions, as this offers the most accurate description of the core
region.
For post processing purposes I find that it is sometimes useful to reconstruct the
all-electron quantities on a single regular grid, despite the inaccurate description in
the core region.
To minimize the effect of an insufficient grid description the density is interpolated
to an extra fine grid, and the summed partial waves are then mapped onto this grid.
Usually an 23 times finer grid than the regular wave function grid can easily be
afforded, as the array is only used for post-processing and only for a single array (as
opposed to the large number of wave functions used in every iteration).
My main use of the reconstructed all-electron density is for the application of
Bader analysis [120]. Application of this partitioning scheme to the pseudo density
is problematic. As the pseudo density can feature local maxima not associated with
an atom (this is not possible for the physical electron density), the positioning of
the dividing surfaces will be wrong if these intersect the augmentation sphere, and
the integrated charge within each partition does not reflect the number of electrons.
These artifacts are mostly cured by using the reconstructed all-electron density.
In practice the insufficient grid in the core region can cause inaccuracies in the
integrated value within the augmentation sphere, especially in the presence of heavy
chemical elements. From the accurate atomic orbital description of the density
corrections, the error induced by putting them on a regular grid is however known,
and a practical fix is to simply adjust the value of the density at the grid point
closest to each nucleus such that the corrections integrate correctly. The procedure
is shown on the left of figure 3.1. This fix will never influence the determination
of the dividing surfaces, and in practice it will also never cause a spurious local
minimum, as the adjustment is minute compared to the exponential nature of the
core density.
The right panel of figure 3.1 shows the dividing surfaces of a water molecule
found using the Bader program of [121]. In this case, more than half an electron
(0.54) is transferred from each hydrogen to oxygen, which causes the saddle node
plane of the partitioning to move very close to, and well within the augmentation
sphere of the hydrogen atoms.
I apply this scheme of reconstructing the AE density plus Bader analysis to
study image charge formation in section 3.4.
3.2.3 Calculating Coulomb Matrix Elements
When trying to describe electron interactions beyond the level of standard (semi-)
local density approximations, one will often need Coulomb matrix elements of the
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Figure 3.1: Left : Adjusting the central grid point. Right : The dividing
surfaces of the all-electron density of a water molecule, as determined by a
Bader partitioning scheme.
type
Vnn′,mm′ = (nnn′ |nmm′) :=
∫∫
drdr′
|r − r′|n
∗
nn′(r)nmm′(r
′), (3.11)
where the orbital pair density nnn′(r) = ψ∗n(r)ψn′(r).
Such elements are needed in some formulations of vdW functionals (although
not the one implemented in gpaw), in linear-response TDDFT (see sec. 3.2.6, or
Paper I) where only pair densities corresponding to electron-hole pairs are needed,
in exact exchange or hybrid functionals (see next section) where only elements of
the form Vnn′,nn′ with both indices correspond to occupied states, are needed, and
for GW calculations (see chap. 4, or Paper II), where all elements are needed.
Introducing the PAW transformation in (3.11), the pair densities partition
according to
nnn′(r) = n˜nn′(r) +
∑
a
(nann′(r)− n˜ann′(r)) (3.12)
with the pseudo and one-center pair densities defined by
n˜nn′ =ψ˜∗nψ˜n′ , n
a
nn′ =
∑
ij
P a∗ni P
a
n′jφ
a
i φ
a∗
j , n˜
a
nn′ =
∑
ij
P a∗ni P
a
n′j φ˜
a
i φ˜
a∗
j . (3.13)
Similar to the problem with the Hartree potential in the standard PAW scheme,
direct insertion of the partitioned pairdensity (3.12) in the integral (3.11) would,
due to the non-local nature of the Coulomb kernel, lead to undesired cross terms
between different augmentation spheres and between quantities represented on
incompatible grids, i.e. the pseudo pair density on the regular grid, and the one-
center expansions on the radial support grid. Such terms can be avoided by
introducing some compensation charges, Z˜ann′ , chosen such that the potential of
nann′ − n˜ann′ − Z˜ann′ is zero outside the respective augmentation sphere of atom a.
This is achieved by doing a multipole expansion of the summed terms in a set of
suitable functions g˜aL(r) and requiring all expansion coefficients (multipole moments)
to be zero, and entails a compensation of the form
Z˜ann′(r) =
∑
L
g˜aL(r)
∑
ij
∆aL,ijP
a∗
ni P
a
n′j , (3.14)
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which is very similar to the regular compensation charges in PAW
Z˜a(r) =
∑
L
g˜aL(r)
∆aδl,0 +∑
ij
∆aLijD
a
ij
 . (3.15)
The main differenc is that the standard compensation charges have an additional
monopole term which corrects for the core densities. The remaining constants
∆aL,ij are identical but the state dependent coefficients P
a∗
ni P
a
n′j for the pair-density
compensation charges differ from the coefficients Daij (the atomic density matrix) of
the total density compensation charges.
Introduction of such compensation charges makes it possible to obtain the clean
partitioning
Vnn′,mm′ = (ρ˜nn′ |ρ˜mm′) + 2
∑
a
∑
i1i2i3i4
P ami1P
a∗
ni2∆C
a
i1i2i3i4P
a∗
n′i3P
a
m′i4 . (3.16)
Here the last term is a trivial functional of the expansion coefficients P ani involving
only the constants ∆Cai1i2i3i4 which are again identical to corrections used in the
expression for the Hartree potential and thus already precalculated (see Paper IV for
a derivation and the definition of Ca). The only computationally demanding term
relates to the Coulomb matrix element of the smooth compensated pair densities
ρ˜ij = n˜ij +
∑
a Z˜
a
ij , which are expressible on coarse grids.
The formally exact partitioning (3.16) makes it possible, at moderate computa-
tional effort, to obtain Coulomb matrix elements in a representation approaching the
complete basis set limit. Such elements are easily evaluated for atomic orbital based
implementations, where the analytic form of the basis functions can be exploited,
but such representations are not easily converged to accurate numbers. Compared to
standard pseudopotential schemes, it is important to note that in the PAW decom-
position, all information on the nodal structure of the all-electron wave functions
in the core region is retained, which is important due the non-local probing of the
Coulomb operator.
Integration over the the Coulomb kernel 1/|r−r′| is done by solving the associated
Poisson equation, i.e.
(ρ˜nn′ |ρ˜mm′) =
∫
drρ˜nn′(r)v˜mm′(r), ∇2v˜mm′(r) = −4piρ˜mm′(r). (3.17)
The Poisson equation can be solved in reciprocal space, using FFTs to transform
between real- and reciprocal space, but I usually stick to solving the equation directly
in real-space using the efficient multi-grid solver implemented in gpaw (see e.g.
[87]). This allows for an efficient parallelization scheme using domain decomposition,
which requires little communication across processors due to the semi-local structure
of the Laplacian.
Note that the pair-density is not a density, and can be complex valued in general.
For real-valued wave functions, it can still have negative values. Another important
difference compared to the evaluation of the Hartree energy is, that while ρ˜(r)
integrates to zero for neutral systems, the integral
∫
drρ˜nn′(r) = δnn′ shows that
the compensated pair densities ρ˜nn have a non-zero total charge.
A total charge is problematic for the determination of the associated potential,
and is handled differently for different boundary conditions. For periodic systems,
charge neutrality is enforced by subtracting a homogeneous background charge, and
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the error so introduced is removed to leading order (V −1/3 where V is the volume
of the simulation box) by adding the potential of a missing probe charge in an
otherwise periodically repeated array of probe charges embedded in a compensating
homogeneous background charge1. This can be determined using the standard
Ewald technique, and corresponds to a rigid shift of the potential. The procedure is
identical to that suggested by [124].
For non-periodic, isolated, systems a different strategy is used. As the charge is
known to have a well-defined center in this case, and that this center will not be close
to the boundaries of the simulation box, a multipole expansion of the pair density
with respect to the center of this box is performed. The Poisson equation can then
be solved subject to the boundary values dictated by the multipole expansion. In
practice a monopole correction is used. This is correct to the same order as the
correction for periodic cells, but the prefactor on the error is much smaller, and
leads to converged potentials even for small cells.
This implementation of calculating Coulomb matrix elements is used extensively
in the work presented here, both in GW calculations (chapter 4), lrTDDFT (sec.
3.2.6), and for exact exchange and hybrid functionals (sec. 3.3).
An added benefit of the implemented scheme to determine potentials of charged
densities presented above, is that it opens for the possibility of doing calculations on
charged systems. The only additional modification is that the occupation statistics
should be changed to satisfy
∑
fn = N − C where C is the charge (remember that
the chemical potential µ is a Lagrange multiplier used to enforce that the density
integrates to the total electron number). The energetics of charged molecules are
studied in section 3.3 to estimate ionization potentials from total energy differences.
A detail on the use of the above method to study charged periodic systems is
that the correcting potential shift in this case should be scaled down by the (static
macroscopic) dielectric function of the crystal. This should not be done when using
the method to calculate matrix elements of the bare Coulomb repulsion.
3.2.4 Exact Exchange Energy
Expressed in the KS eigenstates (characterized by diagonalizing the density matrix),
the exact exchange energy functional involves only two-index Coulomb elements
Exx = −12
∑
nm
fnfmδσn,σmVnm,nm. (3.18)
Rewriting this in terms of pseudo waves and atomic corrections follows directly
from eq. (3.16), for the terms in the sum where n and m both refer to valence states.
Terms where either index refers to a core orbital can be reduced to trivial functionals
of the projector overlaps P ani, as also shown in [124]. The final expression reads
Exx = −12
val∑
nm
fnfmδσn,σm(ρ˜nm|ρ˜nm)−
∑
a
∆Eaxx[{Daij}]. (3.19)
The only computationally demanding term is the first, which is the exchange energy
of the compensated pair-orbitals. The atomic corrections
∆Eaxx =
∑
σ
∑
i1i2i3i4
Da∗i1i3(σ)∆C
a
i1i2i3i4D
a
i2i4(σ) +
∑
i1i2
Dai1i2X
a
i1i2 + E
a,c-c
xx (3.20)
1The rigid potential shift is given by E =
P
R6=(0,0,0)
1
|R| −
R
V dr
1
|r| .
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divide into a correction for the pseudization and compensation charges in the
valence-valence interaction (proportional to ∆Ca), a term describing the valence-
core exchange interaction energy (proportional to Xa), and lastly the (constant)
exchange energy of the core electrons Ea,c-cxx .
The orbital interaction of valence and core thus comes out directly from the
PAW transformation, and can be accounted for by the simple product of the atomic
density matrix with the system independent tensor
Xai1i2 =
1
2
core∑
α
∫∫
drdr′
φai1(r)φ
a,core
α (r)φ
a
i2
(r′)φa,coreα (r
′)
|r − r′| . (3.21)
Although the valence-core interaction is computationally trivial to include, it is
not unimportant as will be shown in section 3.3. The inclusion stems from PAW
being an all-electron method, and this kind of valence-core interaction would be
difficult to estimate in pseudopotential schemes.
3.2.5 The Fock Operator
To include exact exchange in the self-consistent KS scheme, the form of the non-
local Fock operator must first be determined. The Fock operator can then be
used directly as described in sec. 2.2.2 within the generalized KS scheme as is the
usual convention in Hybrid functionals, or it can subsequently be converted into a
multiplicative potential via the OEP[79, 80] equation (or one of the approximations
to this, LHF[77] and KLI[125]). Here, only the non-local Fock operator is used.
For a generalization of the OEP equation to PAW, see Paper IV. The use of the
non-local operator corresponds, if correlation is completely neglected, to the HF
scheme and is equivalent to the GF based perturbation expansion of e-e interactions,
if only the first order self-energy diagrams are included.
For the iterative minimization schemes used in real-space (and plane wave) codes,
the explicit form of the non-local Fock operator vNL(r, r′) is never needed, and
would indeed be impossible to represent on any realistic grid. Instead only the
action of the operator on a state is needed. As with the Hamiltonian operator, the
action on the pseudo waves is derived via the relation fnvˆNL|ψ˜n〉 = ∂Exx/∂〈ψ˜n|,
which yields
vˆNL|ψ˜n〉 =
∑
m
δσn,σmfmv˜nm(r)|ψ˜m〉+
∑
a
∑
i
|p˜ai 〉∆V ani, (3.22)
where v˜nm is the solution of ∇2v˜nm(r) = −4piρ˜nm(r), and the Fock atomic correc-
tions
∆V ani =
∑
m
δσn,σmfm
∫
dr′v˜nm(r′)
∂Z˜anm(r
′)
∂P a∗ni
+
∑
j
∂∆Eaxx
∂Daij(σn)
P anj , (3.23)
contain both a term related to the state dependence of the introduced compensation
charges and of the total energy corrections.
The expressions (3.22) and (3.23) are equivalent to those derived by [124].
The computational bottleneck is to determine the potential of all pair-orbitals
v˜nm(r), which makes the exact-exchange potential relatively costly compared to
standard local xc approximations. It is however important to note that the only
computationally demanding step is related to pseudized quantities, which can be
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accurately represented on coarse grids. This makes it possible to do basis set
converged self-consistent EXX calculations at a relatively modest cost. Without the
PAW transformation a real-space based HF implementation would be impossible.
The need to evaluate potentials for each pair of orbitals makes the computational
cost scale quadratically with the number of bands in the calculation, whereas KS-
DFT calculations based on local xc approximations scale considerably better for
small systems. For very large systems, even standard KS scale as N3 due to the
subdiagonalization of the Hamiltonian within the basis of trial wave functions, but
this term only dominates for systems with more than a few hundred atoms. In
practice I find EXX based calculations to be a about 10-60 times slower than GGA
based calculations for molecules in the range 1-30 atoms. Exactly like for local xc
based KS-DFT calculations, exploitation of orbital locality in real-space e.g. by
transforming to Wannier functions can be used to make linear-scaling algorithms
for exact-exchange in large extended system [126, 127]. In atomic orbital basis
sets, construction of Wannier functions is not needed, and HF has been applied to
systems containing hundreds of atoms [128].
As a technical consideration, it should be mentioned that the augmentation
sphere dependence in both the compensation charges of the pair-densities and in
the atomic corrections leads to contributions to the Hellmann-Feynman forces. See
Paper IV for an explicit expression, and a derivation, of these.
3.2.6 Linear Response Time-dependent DFT
The spectrum of HF calculations reflects the spectrum for charged excitations in
the approximation of no orbital relaxation, where charged excitations mean electron
addition and removal. These are also the type of excitations described by GW
calculations and those relevant for electron transport, where the current flow induces
charge fluctuations on the molecule during electron hopping events.
A different kind of excitation is the neutral excitations usually probed by optical
spectroscopy, where electrons are excited from the ground state to an excited state.
In the Green function framework such excitations are described by the Bethe-
Salpeter equation. This kind of excitation can however also be treated within the
time-dependent DFT [129] framework.
One approach is to study the linear response of the KS system to a time-dependent
perturbation of the potential, and use this to estimate the spectrum of possible
optical excitations.
In the linear response regime, and using the adiabatic approximation for the
xc-potential of TDDFT, [130, 131, 132] showed that the poles of the density response
function, and hence the spectrum of allowed excitations, is equivalent to solving the
algebraic eigenvalue problem
ΩFI = ω2IFI . (3.24)
The eigenvalues of Ω determine the transition energies ωI from the ground state
to the excited state I, and the eigenvectors FI can be related to the corresponding
dipole oscillator strengths.
The basis of the matrix and eigenvectors in (3.24) is the set of same-spin electron-
hole pair orbitals nijσ, i.e. i and j are band indices referring to an occupied and
an unoccupied state respectively, and σ denotes the spin projection index. The
elements of Ω are then
Ωijσ,kqτ = δijσ,kqτε2ijσ + 2
√
εijσεkqτKijσ,kqτ , (3.25)
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Figure 3.2: Calculated optical absorbtion spectrum of benzene using linear
response and time-propagation TDDFT compared to experiment. From
[122].
where εijσ = εjσ − εiσ are the KS eigenenergy differences, and the coupling matrix
Kijσ,kqτ = 〈nijσ|1/|r − r′|+ δvxc(r)/δn(r′)|nkqτ 〉 (3.26)
describes the linear response of the Hartree and xc potentials to the perturbation.
The first term is the Coulomb matrix element Vijσ,kqτ , which is obtained in PAW
via eq. (3.11). The second term can for local xc functionals be determined by a
finite difference scheme and partitions due to the locality into pseudo and atomic
correction terms in the usual way, see Paper I for details.
The time limiting step in the Casida equation (3.24) is the determination of
the Coulomb matrix elements. Only pair orbitals corresponding to electron/hole
combinations are needed, and efficient algorithms exist for extracting just the lowest
transitions [133]. Still, the procedure generally requires a large number of unoccupied
states to converge the (lowest) excitation energies.
Both the linear response and time-propagation TDDFT schemes have been
implemented in gpaw. The implementation and several applications are described in
Paper I. In this, also a time-propagation TDDFT implementation is demonstrated.
The time-propagation scheme can in general also be used to study non-linear phe-
nomena, and the linear response can be extracted by applying a weak perturbation in
the form of a delta pulse in the dipole field and study the following free propagation.
A comparison of the optical absorption spectrum predicted for the standard bench-
mark molecule benzene is shown on figure 3.2, which also shows the experimental
spectrum. The excitation energies found by diagonalization of the Ω matrix in the
Casida equation have here been folded with Gaussians to give a continuous spectrum.
The weight of each excitation is determined via the eigenvectors, and a common
smearing width of 0.2 eV for the Gaussians has been used.
The agreement between the two very different implementations is striking. Also
the agreement with experiment is good, both implementations reproducing the
spectral peak at 6.9 and the overall shape of the broad feature from 10 eV and up.
Both positioning and relative strength of the peaks are reproduced.
3.3 Application of Exact Exchange
Although the explicit expression for the exact exchange energy in DFT is well
known, it is rarely used. The reason is in part that the expression is only an
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implicit functional of the density via an explicit orbital dependence which makes
it much more computationally demanding than conventional density-functional
approximations, and in part because the full inclusion of exact exchange actually
degrades the quality of the estimated total energy. The second issue is due to the lack
of accurate correlation energy functionals that are compatible with exact exchange.
The fractional inclusion of EXX in local xc approximations can however be used
to improve atomization energies. Energetics are however already well-described by
local xc approximations.
This section will focus on the application of exact exchange to molecules. In
part to benchmark the implementation, and in part to investigate the effects of an
exact treatment of exchange on energetics and spectral properties of the KS system.
3.3.1 Benchmarking and Atomization Energies
The implementation described here is probably the only full-potential real-space
implementation of exact-exchange, but there exists a fully equivalent PAW imple-
mentation in the vasp code [134] based on a plane wave basis set. A plane wave
basis can be systematically improved towards a complete representation of space in
an equivalent fashion to reducing the grid spacing in a real-space code, and as both
are PAW implementations of DFT, they should be directly comparable.
In [124], the vasp EXX implementation is benchmarked by calculating the heat
of formation of a large test-set of small molecules (the G2-1 test set [135]) and
comparing to accurate numbers determined using the gaussian03 code. While
gpaw and vasp provide an accurate representation of the valence wave functions,
but assume frozen core orbitals and employs a truncated PAW expansion to describe
the valence states, gaussian03 is an all-electron code using no pseudization schemes,
but on the other hand employs a local atomic orbital basis set which can not be
systematically converged.
In figure 3.3 atomization energies obtained using the present implementation
in gpaw (blue), are compared with those reported in [124] for vasp (green) and
gaussian03 (red). The energies are calculated using the GGA type PBE[75] xc-
functional (dotted with squares) and the hybrid PBE0[82] functional (solid with
triangles) which includes a 25% fraction of exact exchange. The atomization energy
is the negative dissociation energy, i.e. the energy required to split the molecule,
implying that it is positive for stable molecules. Atomization energies are reported
in kcal/mol (=43meV).
In the top panel of figure 3.3, the calculated energies are plotted relative to
experimental values derived from measured heats of formation extrapolated to
zero temperature and corrected for zero-point energies using calculated vibration
frequencies following [135, 136]. Note that both measurement, extrapolation, and
estimation of zero-point energies induce some variation in reported experimental
values. Comparing the experimental values reported in [124] to numbers from [137]
I find a mean absolute variation of 1.3 kcal = 55meV and a max deviation of 0.17eV.
From the plot, it is seen that the inclusion of exact exchange in the PBE functional
markedly improves the predicted atomization energies from a mean absolute error
relative to experiment of 8.6kcal/mol to 3.7 when going from PBE to PBE0, which
brings the predictions very close to the limit of experimental accuracy.
On the scale of the top panel in figure 3.3, all three codes gives numbers almost
on top of each other. Focusing on the differences between the codes, the lower panel
shows the calculated energies from gpaw and gaussian03 relative to the numbers
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Figure 3.3: Calculated atomization energies. Top: calculated energies
relative to experiment, bottom: calculated energies relative to each other.
The asterisk, *, indicates PBE0 values evaluated at PBE geometries. All
other numbers have been fully structurally relaxed.
from vasp. For comparison of the codes, it is relevant to first consider the accuracy
of the calculations.
[124] report that they have converged the size of the basis sets in both gaus-
sian03 and vasp to within at most 10meV by using an aug-cc-pV5Z basis set and
an energy cutoff of 1000eV in the two codes respectively. In vasp care was also
taken to increase the accuracy of the PAW data set which implies choosing small
augmentation spheres and extended partial wave expansions. The geometries used
in gaussian03 and vasp have been optimized for both PBE and PBE0 calculations.
In my gpaw calculations I use a well converged grid spacing of 0.16A˚, but a stan-
dard PAW data set and I have not done any geometry optimization for the PBE0
calculations, but simply used the PBE geometries.
The mean absolute deviation between the results from the three codes shown in
the lower panel of fig.3.3 is less than 0.5 kcal/mol for PBE, which is actually quite
impressive given the very different implementations. The PBE0 values from gpaw
are generally too small. This is attributed to the lacking geometry optimization
which would lower the energy of the molecules, and hence increase the atomization
energy. There is actually a nice correspondence between those systems reported in
[124] to have the largest restructuring between PBE and PBE0 to also be those with
the worst PBE0 energies calculated by gpaw. Even with these small deviations,
the variations between the three codes are much smaller than the level needed for
so-called “chemical accuracy” of 1 kcal/mol.
From the excellent agreement with gaussian03 I conclude that the frozen core
approximation used in the two PAW implementation does not have any significant
impact on the energetics. The frozen core approximation is not a prerequisite in PAW
3.3 Application of Exact Exchange 49
Figure 3.4: Importance of orbital self-consistency (red) and valence-core
inclusion (blue) in calculated PBE0 atomization energies. The asterisk, *,
indicates PBE0 energies evaluated non-selfconsistently using PBE orbitals.
and has been relaxed in the work done by [138] who came to the same conclusion;
that this approximation is well-justified. The level of agreement with an all-electron
code is only possible because PAW is a full potential code. It must be expected that
orbital-dependent functionals, to a higher degree than density functionals, probe the
qualitative nodal structure of the individual orbitals in the core region. Especially
so for the Coulomb kernel which forms the basis of exact-exchange. When applying
the PAW transformation to the EXX energy and potential, the resulting PAW
expressions had the structure of the usual expressions applied to the (compensated)
pseudo waves and in addition, a set of atomic corrections for the pseudization.
These corrections can be split in three terms: 1) a term related to valence orbitals
correcting for the difference between pseudo and AE waves in the augmentation
spheres and the influence of the compensation charges. 2) a static energy shift
related to the exchange energy of the core orbitals, and 3) a term describing the
orbital interaction between valence and core states. The importance of this last
term in the atomization energy is shown (in blue) in figure 3.4 for the entire G2-1
molecular database.
The effect of the valence-core exchange interaction for this test suite is seen to
be several kcal/mol for the atomization energy. If one looks closer at the eigenvalue
spectrum of the individual calculations (not shown here), it reveals that the valence-
core interaction can induce a shift of several eV in the eigenvalues of the frontier
orbitals. This shows that for the exchange process, it is not enough to consider
in isolation the valence electrons, which interact with the core orbitals only via
the effective potential generated by these, but that explicit orbital interactions
between valence and core are important. Both for accurate atomization energies but
especially for spectral properties. The effect is largest for the absolute positioning
of the HOMO, while the gap is affected to a lesser degree, about 0.1 eV. Note that
it has previously been concluded that the neglect of valence-core interaction in
pseudopotential codes is a minor effect [139, 140] based on calculations of band gaps
(they report an effect of 0.1 eV).
An interesting topic is the importance of self-consistency in the KS orbitals.
The difference in atomization energy between PBE0 evaluated using PBE orbitals
and self-consistent PBE0 orbitals is shown in red on figure 3.4. The effect of self-
consistency is less than 0.3 kcal/mol in average suggesting that PBE and PBE0
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orbitals are very similar. This is interesting as it allows accurate energetics to be
determined by a simple energy evaluation using PBE0 xc following a self-consistent
PBE calculation. This can save a lot of time. For the small molecules studied
here, EXX based calculations are about 5 times slower per SCF than pure GGA
type, which gets worse with bigger systems due to the inherent quadratic scaling of
EXX with the number of bands. From the figure, the difference induced by orbital
self-consistency is seen to be largest (1 kcal/mol) for CO2 which, not surprisingly,
also shows the largest difference in self-consistent PBE and PBE0 energies in figure
3.3. This implies that the predicted atomization energy for this molecule can be
improved relative to experiment from an error of 27 kcal/mol in PBE (see fig.
3.3) to within 1 kcal/mol using a non-selfconsistent PBE0 calculation. Note that
in this specific case, the prediction is actually worsened by self-consistency. The
huge improvement for CO2 is largely fortuitous, but the trend is general across the
database.
3.3.2 Ionization Potentials
While hybrid functionals can clearly improve the accuracy of DFT predicted ener-
getics, these are already well described by local approximations. A more promising
aspect of hybrid functionals is the improvement in the spectral properties of the KS
system relative to real excitations.
The DFT formalism only provides an explicit formula for converting the energy
of the KS system to an energy of the real system. No such formulas exist for
interpreting the KS eigenvalue spectrum. Despite the lacking theoretical foundation,
the raw KS eigenvalues are often used, and frequently very successfully, to estimate
excitation levels of the real system.
In Hartree-Fock theory, Koopmans’ theorem [141, 142] states that the eigenvalues
can be interpreted as electron addition and removal energies in the approximation of
no following orbital relaxation. Specifically, the HOMO is an approximation to the
(negative) ionization potential (IP). In DFT, Janack’s theorem implies that the DFT-
HOMO (but only the HOMO) has a physical interpretation, namely as the exact
(for the exact xc functional) ionization potential, including orbital relaxation [143].
In principle, the HOMO of DFT and HF should therefore be directly comparable,
both giving an estimate of the ionization potential (IP).
Note that in all calculations done here, the exact exchange operator is included
in the form of the non-local Fock operator consistent with the convention in hybrid
functional calculations. In this form, pure EXX is therefore equivalent to standard
HF.
Non-local operators are formally not within the framework of standard KS-DFT,
although they are allowed in this form in the generalized KS framework (see section
2.2.2). For some purposes, e.g. for comparing density-functional approximations to
the exact expression, it is advantageous to use a local form of the exact exchange
operator (i.e. solve the OEP equations [78]), but that is not done here.
Figure 3.5 shows the calculated ionization potential of all atoms and molecules in
the G2-1 database plus a few larger molecules (benzene, biphenyl, and naphthalene),
determined by the position of the HOMO using the three functionals PBE, PBE0,
and EXX (HF) compared to experimental (vertical) ionization potentials from [137].
In general 100% inclusion of exact exchange (HF) performs markedly better for
positioning of the HOMO level than 25% in PBE0 which is optimal for the energetics.
PBE performs the worst, with a systematic underestimation of the HOMO by a
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Figure 3.5: Ionization potentials estimated by the negative HOMO eigen-
value of DFT using different xc approximations.
factor of two on average. The optimal fraction of exact exchange is related to
electronic screening of the system, and is much reduced in metallic systems. I will
return to this aspect in chapter 4 where the use of GW allows for a system- and
even spatially dependent dynamical screening, and leave the subject for now.
Motivated by the small impact of orbital self-consistency in fig. 3.4, I have
calculated the eigenvalues of the EXX (or PBE0) Hamiltonian using the PBE
orbitals (i.e. doing a single SCF iteration). This is again done for CO2, as this
molecule shows the largest difference between PBE and PBE0 orbitals. The result
of this “one-shot” estimation of the eigenvalues is shown in figure 3.6 compared to
the fully self-consistent spectrum at each level of xc approximation.
The negative of the experimental IP is marked by the dashed line on figure 3.6.
Again it is seen that for CO2 self-consistency has almost no effect on the eigenvalue
spectrum; diagonalizing the EXX Hamiltonian using PBE orbitals is just as good.
As the total energies of DFT are generally very good, it is of course possible
to calculate the IP by total energy differences between the molecule in its neutral
state, and with one electron removed. The result of this approach is shown in figure
3.7 for a subset of the molecules (those that have a spin-paired ground state), and
is seen to be in excellent agreement with experimental numbers.
In contrast, total energy differences from HF theory severely underestimates
the ionization energies, and are actually better estimated from the HOMO energy
than the total energy difference. As an example, consider the experimental IP of
12.6 and 10.7 eV for water and ethylene respectively. These come out nicely from
DFT energy differences at 12.8 and 10.7eV, whereas HF yields 10.5 and 8.8 (in
comparison the negative HOMO is 13.5 and 10.0).
Although PBE DFT can be used to determine IPs via total energy differences,
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Figure 3.6: Importance of self-consistency on the eigenvalues of CO2. The
asterisk, *, indicates values evaluated non-selfconsistently on PBE orbitals.
The dashed line indicates the experimental IP. The two plots in the bottom
show isosurfaces of the PBE density and the density change induced by self-
consistency in EXX respectively. Self-consistency induces a density change
by less than 2%, with electrons moving from carbon towards oxygen in EXX
some applications rely directly on spectral properties, and for these, the incorrect
positioning of the HOMO by a factor of two for molecules can be critical.
3.4 Image Charge Formation
From the previous application, it seems that an accurate description of the excitation
spectrum of (small) isolated molecules can be obtained from DFT by the use of
exact exchange.
In many applications of interest, molecules do however not appear in isolation.
For example in catalysis and molecular electronics, the molecule will always be
in close proximity to a crystal surface. This can have a large influence on the
molecular excitation spectrum. For chemisorbed molecules, the renormalization of
the molecular states will be governed by hybridization with the crystal surface states,
but even for very weakly bound molecules, there can be proximity effects via image
charge formation in the crystal as a response to the electric field of the charged
molecule. This effect is dictated by the long range electrostatics and persists beyond
the reach of orbital overlap. The effect is to reduce the energy cost of charging
the molecule, as the electric field is (partially) screened at the crystal surface. The
magnitude of the reduction depends on the ability of the crystal surface to polarize,
i.e. the mobility of charge carriers at the Fermi level. Experimentally, this effect has
been observed by [44] who argues that image charge formation is the main cause of
the reduction in charging energy by an order of magnitude of an OPV5 molecule in
a single-electron transistor (SET) setup compared to the free molecule. The effect
has also been studied on the basis of model calculations by [144] within the GW
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Figure 3.7: Ionization potentials estimated from total energy differences
using the PBE xc-functional. The molecules considered her all have a spin
paired ground state, and the empty (filled) circles indicates that the charged
state has been treated as spin paired (polarized).
approach, and by [43] using ab-initio GW calculations of benzene on graphite.
Image charge formation is a dynamic correlation effect, related to the (time-
dependent) response of the metal electron cloud during the virtual excitation of the
molecule. This kind of effect can not be captured, even in principle, by a mean-field
theory like DFT or HF.
The effect is included in the GW description, which is the primary advantage
of GW over HF. It is an important effect for electron transport through molecules,
and will be scrutinized in large detail on the basis of GW calculations in the next
chapter. Here however, it is illustrated how to estimate the effect of image charge
formation on the molecular ionization potential using a DFT total energy approach
with a standard local (PBE) xc functional. This provides a very illustrative and
physically intuitive description of the phenomenon.
3.4.1 Constrained DFT
From classical electrostatic arguments it is expected that the infinite metallic surface
will react to a charging of the molecule by forming an image charge of same magnitude
but opposite sign. The charged state can therefore by modeled by a charge neutral
total system, in which the charge on the molecule is constrained to be +1e. The
removed electron is allowed to settle in the most energetically favorable position
which is not on the molecule.
Mathematically, the constraint can be formulated by the requirement∫
Ω
drn(r) =M, (3.27)
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where M is the total number of electrons which should be contained within the
domain Ω chosen to encompass the molecule. Formally, minimizing the energy
functional under this constraint is equivalent to applying the external potential
vext(r) =
{
λ, for r ∈ Ω
0 otherwise
(3.28)
to the Hamiltonian, where λ is an unknown Lagrange multiplier chosen to satisfy eq.
(3.27). I.e. a piecewise constant gate potential which is zero outside some domain
Ω. In practice, the strength of the gate potential (bias) is simply increased until a
total charge of +1e is observed in the molecule.
For the method to be applicable, the separation of molecule and metal must
be large enough that a domain Ω can be positioned such that no states overlap
(significantly) with the domain boundary.
3.4.2 Results
The case study is based on a simple molecule with a large HOMO-LUMO gap
(benzene) adjacent to a simple metallic crystal surface with high mobility charge
carriers (sodium).
The setup can be seen from figure 3.8d. The plane of the benzene atoms is
parallel to the metal surface, at a separation of 5A˚. As bonding of benzene to metal
surfaces is typically dominated by weak van der Waals forces which can not be
accounted for by simple GGA xc functionals, the distance is simply chosen (read:
no force relaxation) at a realistic size large enough to avoid hybridization and close
enough to allow electrostatic interaction, such that the image charge effect can be
studied in isolation. The yellow box indicates the domain used for the gate potential.
One side of the box is midway between metal surface plane and benzene plane, i.e.
2.5A˚ from both. The other sides of the box gate are all at least 3A˚ from the closest
benzene atom, and their position have no influence on the calculation.
As a reference, the ionization potential of gas phase benzene molecule (also
indicated on fig. 3.5) is 9.25 eV both experimentally and when estimated by DFT
total energy differences.
The gate potential is applied to the system and the bias gradually increased
until one electron has been pushed off the molecule. During this process, the system
response is monitored by following the three quantities plotted in figure 3.8: a) The
change in total energy of the system excluding the energy of the gate potential itself,
b) the charge on the molecule, and c) the position of the molecular HOMO.
Application of the gate potential in PAW follows be the description in sec. 3.2.2.
The total charge associated with benzene is determined by Bader analysis on the
all-electron density as described in sec. 3.2.2. The molecular HOMO is determined
by the local density of states formed by projecting the orbitals onto the domain Ω.
At zero bias, the LUMO level is not far above the Fermi level, and due to the
finite width it is slightly occupied, and the net charge on the molecule estimated
by Bader analysis is -0.04e. From the orbital resolved DOS as defined in (3.9), the
HOMO is seen to have pz symmetry as expected from the gas phase, the peaks have
finite width primarily due to the finite electronic temperature used in the calculation
and to a lesser degree by very weak hybridization with the metal.
The first 3 eV applied bias does not lead to any significant charge transfer, the
system energy is virtually unchanged, and the HOMO level is shifted upwards by
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Figure 3.8: Application of a box gate potential to benzene 5 A˚ from a
sodium surface. The figure shows the change in the system energy (a), total
charge of the molecule (b) and position of the molecular HOMO relative to
the Fermi level (c) upon varying the strength of the box gate potential shown
in (d). Figure (e) shows two isosurfaces of the density change induced by
applying a gate potential of 8 eV corresponding to removing one electron from
the molecule. The red (yellow) isosurface corresponds to electron deficiency
(surplus) compared to the neutral ground state. Isosurfaces are at ±0.005e/3.
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almost the same amount (2.6 eV). As the HOMO level gets within 0.7 eV of the
Fermi level, electrons start to move from the molecule to the sodium surface. During
this process the HOMO is more or less pinned to the Fermi level, as the reduction
in Hartree potential compensates the increasing gate potential.
At a bias of 8 eV, approximately one electron has been removed from the benzene
molecule. The energy change in the system is at this point only 5.8 eV, which
is almost a 40% reduction compared to the gas phase IP of 9.25 eV. The density
change at this bias relative to the neutral ground states is shown in fig. 3.8e. The
electron is seen to be removed from the pz dominated HOMO state of the benzene
and forms a screening cloud immediately in front of the sodium surface. At smaller
isosurface values, one can also see a similar charge accumulation at the backside of
the metal slab. Charge transfer proceeds after a gate bias of 8 eV, as the HOMO is
doubly occupied.
3.4.3 Summary
This small example illustrates the mechanism of one particular dynamical screening
effect; the image charge formation. The nature of the effect as well as the actual size
can be estimated by the proposed constrained approach for weakly coupled molecules.
Clearly this is not an effect accounted for by the spectrum of KS eigenvalues.
The effect is however automatically included for all levels of electron addition
and removal in the spectral function derived from GW based Green function calcu-
lations. The GW self-energy includes polarization effects in the spectrum, without
necessitating a calculation for each charged state, via the dynamical dependence
of the screened interaction on all orders of pair-bubble (particle hole formation)
diagrams, during the virtual excitations. The study of GW based excitation spectra
is the subject of the following chapter.
I note that the method used in this section can not be applied to estimate the
image charge effect on the electron affinity, as a negative gate potential leads to
unphysical states defined by the gate domain boundary. This is not a problem at
positive bias.
Chapter 4
The GW Approximation for
ab-initio Calculations
The standard approach to first-principles conductance calculations of molecular junc-
tions is today based on the combination of DFT and NEGF. While properties derived
from total energies (or rather total energy differences) are accurately predicted by
DFT, it is well known that DFT suffers from a band gap problem implying that the
single-particle KS eigenvalues cannot in general be interpreted as real quasiparticle
(QP) excitation energies. In particular, semilocal exchange-correlation functionals
severely underestimates the fundamental gaps of both insulators, semi-conductors,
and molecules.[69, 145–147]
Transport through metallic systems, and strongly bound molecules with high
transmission probabilities are generally well-described at the mean-field DFT level.
For the technologically important class of weakly bound molecules however, the poor
representation of the QP excitations offered by DFT leads to very low agreement
with experiment, as the tunneling mediated transport between leads via the resonant
states of the molecule depends exponentially on the absolute position of the frontier
orbitals relative to the Fermi level.
As shown in the last chapter (sec. 3.3), HF yields much improved values for the
HOMO eigenvalue compared to DFT for isolated molecules. For bulk semi-conductors
and insulators, the hybrid[82, 148] and screened hybrid[149, 150] functionals, which
admix around 25% of the (screened) Fock exchange with the local DFT exchange are
generally found to offer the best agreement with experimental band gaps[145, 146],
while pure HF dramatically overestimates the gap[151, 152]. For metals HF breaks
down completely.
The good agreement for molecules is due to the perfect cancellation of the
Hartree self-interaction by the corresponding terms in the Fock (exact) exchange,
while screening of the exchange interaction is a relatively weak effect in molecular
systems[69, 153]. On the other hand, in extended systems the effect of self-interaction
is less important and the long range Coulomb interaction becomes short ranged due
to dynamical screening. This also indicates that the optimal fraction and screening
length in (screened) hybrid functionals is system dependent, and for the composite
junction setup with metallic leads and a weakly coupled molecule, these parameters
would be ill defined. Also, due to the static nature of the HF self-energy, it can not
describe effects like the image charge formation studied in section 3.4.
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The many-body GW approximation of Hedin[112] was originally derived to
correct for the deficient description of metals by HF theory, and the structure of the
approximation is identical to HF save the replacement of the bare Coulomb operator
Vˆ = 1/|r− r′| by the dynamically screened interaction Wˆ = ˆ−1Vˆ , where (r, r′, ω)
is the (frequency dependent) microscopic dielectric function. The approximation has
been widely and successfully used to calculate QP band structures in metals, semi-
conductors, and insulators [113, 147, 154]. The fact that the screening is determined
by the system itself instead of being fixed a priori as in the screened hybrid schemes,
suggests that the GW method should be applicable to a broad class of systems
ranging from metals with strong screening to molecules with weak screening. From
the diagrammatic expansion of the screened interaction shown in sec. 2.5, it is
expected to give an accurate description of the long range electrostatic image charge
formation via all orders of electron-hole pair generation in the metal as a response
to the molecular excitation. It is therefore ideally suited for the description of
molecular electronics, and the present chapter presents an implementation and
several applications of the GW approximation.
The chapter proceeds by first describing in detail the numerical implementation
and the computational procedure in general in sec. 4.1. The GW approximation
has already been extensively scrutinized in the context of extended systems, but
no systematic study of the performance for molecules seems to be available. For
this reason, the scheme is first applied to a database of molecules in sec. 4.3, which
also serves to benchmark the implementation and the simple systems allow for an
easier assessment of the physical content of the approximation. In the final section,
4.4, the scheme is applied to the two molecular junctions in the opposite limits of
contact and tunneling regime.
To highlight the effect of e-e interactions, all calculations are performed at both
the DFT, HF, and GW level and compared.
4.1 Computational Procedure
This section provides a detailed account of the implemented GW scheme.
The GW perturbation expansion for the inclusion of correlation effects in the
Green function leads to a set of numerically very involved equations. This has the
consequence that most applications of GW makes a series of assumptions and/or
approximations on the form of the involved quantities. The most commonly used
approximations will be discussed in section 4.1.5.
For the GW calculations done here however, such simplifications are avoided,
and the equations solved directly in their most basic from. Avoiding assumptions
based on the expected properties of specific physical systems, leads to an unbiased
description, which is essential for the predictive power of the method when applied to
new types of systems. As a consequence of the direct description, only very limited
basis sets can be afforded numerically. Since this is the main limitation of the GW
scheme presented here, some effort will be spend on the issue of constructing an
effective, but compact, basis. This is done in section 4.1.1.
Section 4.1.2 describes an efficient technique for determining and storing the
large tensors used to represent the interaction, screened interaction and polarization
operators. This is followed by some details related to the underlying DFT code and
the treatment of core states before summarizing in sec. 4.1.4 which presents the
broad overview of the procedure.
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4.1.1 Choice of Basis Set
The chosen basis should be minimal, while providing an accurate representation of
the occupied subspace of H0 (and thereby also g0) plus the first few relevant excited
states. Additional degrees of freedom are needed to represent the perturbations due
the leads and e-e interactions. The basis should also provide a sufficient description
of the bare (screened) interaction V (W ) as well as the polarizability P . For the
use in electron transport simulations, the basis must in addition be localized to
facilitate the system partitioning.
To meet these requirements, the basis set used here is designed to: i) mimic
a numerical atomic orbital (NOA) basis {Φ} (these are described in sec. 2.3.3)
and ii) to contain an exact span of the lowest KS eigen states {ψn}, which are in
turn determined from a high accuracy grid based DFT calculation in gpaw. The
resulting basis functions, {φi}, are denoted projected Wannier functions (PWF). The
construction is based on the work by [155] but is similar to the quasi-atomic orbital
(QO) method of [156]. In practice, the PWF come out as the linear combination
φi(r) =
∑
n
ψn(r)Ani +
∑
µ
Φµ(r)Bµi, (4.1)
with the rotation matrices A and B chosen to satisfy the mentioned constraints
(span the lowest ψ, and mimic Φ). For completeness the exact procedure for
their construction is given at the end of this section. The rotation matrices are
uniquely determined from the projection and overlap matrices Vni = 〈ψn|Φi〉 and
Sij = 〈Φi|Φj〉 via a simple algebraic expression.
It is found to improve the quality of the basis to span not only the occupied
subspace, but also states a few eV higher in energy. This energy threshold should
not be increased too much, as that will only include additional irrelevant KS states
in the span, while reducing the resemblence to the target NAO. By resembling the
NAO, a more localized basis is achieved, and a better representation of the deviation
between g0 and G within the relevant Hilbert space of ground-state plus low energy
excitations.
Compared to standard maximally localized Wannier functions (MLWF), the PWF
are much easier to construct, and can be systematically augmented by additional
radial (zeta-) functions and angular channels (polarization functions). It is also an
advantage that the center and form of the PWF are known a-priori in constrast
to MLWF. This implies that the coupling between lead and central region can be
taken from the lead principal layer coupling, as the basis is expected to be similar
in the two regions. For the purpose of analysis of bond character, the minimal, and
optimally localized MLWF basis is superior, but as a generic basis set, PWF is the
better choice.
Figure 4.1 shows the difference between a set of partly occupied MLWF [157, 158]
for benzene and a SZ-PWF basis. In this figure, the PWF Hamiltonian has been
subdiagonalized in the space of orbitals on each atom, to better display the symmetry.
The figure displays the pseudo part of the functions only. The implementation of
the partly occupied MLWF follows the generalization to PAW by [159]. Note that
unlike the MLWF, the PWF basis is non-othogonal.
Compared to a pure NAO basis, the PWF basis is more effective because it
contains an exact span of the occupied KS subspace, but the price paid is that they
only resemble NAOs, thus the orbitals do not have well-defined angular momentum,
and the radial part is not exactly zero beyond any cutoff radius. Thus one cannot
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Figure 4.1: Left : Partly occupied WF; 6 C-H σ bonds, 6 C-C σ bonds, and
6 pz bonds on C. Right : Projected WF; 12 s orbitals on C and H respectively,
and 3 p-type orbitals on each C, one pz, one along the C-H bond, and one
perpendicular to the C-H bond.
utilize two- and four-center integral formulas to evaluate matrix elements of the
overlap-, kinetic- and Coulomb operators. Instead the orbitals are constructed on
the real-space grid, and subsequently the operators, likewise represented on the grid,
are projected onto the PWF basis.
In practice everything is represented within the PAW framework to allow for an
accurate description on a realistic grid. This implies that all wave functions are
defined by a pseudo part and a set of atomic expansion coefficients. This affects
calculations of projections and expectation values in a trivial fashoin, and when
contructing the PWF basis, the rotation matrices should simply be applied to both
the pseudo part and the expansion coefficients. Note that due to the use of PAW, the
operators obtained from gpaw are full-potential quantities, and the wave functions
from which the PWF basis is constructed correspond to the all-electron valence
states. The interaction of the valence states with the core is discussed in sec. 4.1.3.
For technical reasons I find it most convenient to construct the PWF based
on a single-zeta NAO, and then subsequently augment the basis by unmodified
additional NAO zeta- and polarization functions. This removes problems with linear
dependence in the basis generation, and additionally, when increasing the basis size
in this way, the original basis is left unchanged, whereas a full PWF construction
for the enlarged target NAO would produce slightly different basis functions for the
entire set.
Construction of Projected Wannier Functions
Constructing NAO PWFs, which span the Nocc < NAO lowest KS eigen states is
done by the linear combination
φi(r) =
Nocc∑
n=1
ψn(r)Uoni +
Nl∑
l=1
fl(r)Uuli , (4.2)
where the Nl = NAO −Nocc extra degrees of freedom fl(r) needed to supplement
the KS states, are extracted from the orthogonal complement to the occupied KS
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space
fl(r) =
NAO∑
µ=1
(
Φµ(r)−
∑
n
ψn(r)〈ψn|Φµ〉
)
U lµl. (4.3)
For the PWFs φ to mimic the target NAOs Φ, the expansion coefficients are then
chosen to minimize the summed squared norms of the residuals ri = φi−Φi under the
constraint that the set fl are orthonormal, i.e. from the unconstrained minimization
of
Ω =
NAO∑
i1
〈ri|ri〉 −
Nl∑
ll′=1
Λll′(〈fl|fl′〉 − δll′). (4.4)
Writing out the expressions shows that they depend only on the projection Vni =
〈ψn|Φi〉 and the overlap matrix Sij = 〈Φi|Φj〉. After some algebra, and collecting
the expressions, the two matrices A = Uo(I −U lUu) and B = U lUu in equation
(4.1) should be chosen according to
A = V (I −U lU l†F ), (4.5a)
B = U lU l†F , (4.5b)
with U l being the matrix that diagonalize F = S − V †V , truncated to the Nl
columns corresponding to the eigenvectors of highest eigenvalue, and normalized such
that U l†FU l is the Nl ×Nl identity matrix, i.e. U lµl = vµl/
√
σl, where Fvl = σlvl.
4.1.2 Calculating the Coulomb Matrix
For a basis set based on analytic atomic orbitals, matrix elements of the Coulomb
operator can be efficiently calculated by explicit analytical expressions[160]. For
NAO, analytic expressions exist for the angular part (as this is simply products
of spherical harmonics) [161] and a numerical Fourier-Bessel transform technique
can be used for the 1D radial problem. For the Wannier function based scheme
employed here, this is not possible, and the calculation is done by the grid-based
PAW technique described in section 3.2.3.
Direct calculation on the pseudo grid of all required elements was possible for
HF and lrTDDFT calculations in the KS eigen basis, as these required only 2-index
elements for HF and pair orbitals restricted to electron-hole pairs (which decayed
rapidly in importance as the energy difference between these increased) for the
lrTDDFT calculations.
For the Green function based schemes, all of the Coulomb matrix elements,
Vij,kl, are needed, which becomes prohibitively costly to compute for larger basis
sets. In addition, once calculated, storing the matrix is by itself prohibitive. For
60 orbitals, storing the full Vij,kl matrix requires 200 MB, which implies that for a
typical energy grid with 104 grid points (e.g. from -100 to 100 eV with a spacing
of 0.02eV), each of the matrices P r/</>(ω) and W r/</>(ω) would require 2 TB
to store, and determining W r would require inverting a 602 × 602 matrix at each
energy point.
A scheme for a compact representation of V describing only distinct and non-
negligible elements is therefore needed for any practical calculations. To this end,
the product basis technique of [162, 163] is implemented. In this approach, the
similarity between the elements of the non-local Coulomb operator
Vij,kl = 〈nij | 1|r − r′| |nkl〉, (4.6)
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where nij(r) = φ∗i (r)φj(r), and the much simpler local pair orbital overlap
Sij,kl = 〈nij |nkl〉, (4.7)
is used to screen for the significant elements of V . Notice that pair orbitals made
from orbitals with no overlap will also not contribute to V , and secondly that two
pair orbitals with small overlap in S are expected to give a small contribution in V .
In principle, two pair orbitals with zero direct overlap in S can have an overlap via
the long range coulomb kernel, but this contribution is presumably much smaller
than for pairs which also have direct overlap.
Let U denote the rotation matrix that diagonalize S, and σ the corresponding
eigenvalues, i.e.
U †SU = σI. (4.8)
This defines an optimized set of pair orbitals
nq(r) =
∑
ij
nij(r)Uij,q/
√
σq, (4.9)
which are mutually orthonormal, i.e. 〈nq|nq′〉 = δqq′ . In basis of these, the Coulomb
matrix elements are
Vqq′ = 〈nq| 1|r − r′| |nq′〉, (4.10)
which are related to the original matrix elements via
Vij,kl =
∑
qq′
Uij,q
√
σqVqq′
√
σq′U
∗
kl,q′ . (4.11)
From this equality, only elements of Vqq′ corresponding to elements for which both
σq and σq′ are non-negligible are expected to be of physical significance.
The idea then, is to calculate V in the basis of nq according to (4.10), but only
for pair orbitals with an eigenvalue larger than some threshold. This will reduce
the computational time to determine V , but more importantly, the reduced basis
representation Vqq, will also imply that the much larger dynamic quantities, P and
W can be kept in this reduced representation.
The truncation scheme is analyzed in figure 4.2 for a SZ-PWF basis for Benzene.
A SZ basis for Benzene consists of 30 orbitals, resulting in 900 pair orbitals. The
left plot shows the sorted eigenvalues σq and the right plot the error induced in
the calculated HF HOMO eigen value by truncation of Vqq′ relative to using the
full matrix. It is seen that an error less than 0.05eV is reached at 150 included
pair orbitals, which corresponds to 17% of the total number, and an eigen value of
σ = 10−4a−30
A truncation of pair orbitals with an eigenvalue less than σ = 10−5a−30 is used
in all calculations presented in this thesis, and is quite generally found to cause an
error that is an order of magnitude smaller than that caused by the finite basis set
(0.1eV).
The modest reduction of pair orbitals for Benzene is increased when going to
larger systems, as shown in figure 4.3 for a SZP basis set on BDA. Here the eigenvalue
threshold σ = 10−5a−30 reduces the number of pair orbitals to only 7%, which implies
a reduction of V by more than two orders of magnitude.
Note that in an AO basis, the number of pair orbitals with a norm (eigenvalue
of S) larger than a given threshold is related to the number nearest neighbor atoms
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Figure 4.2: Convergence study of the pair-orbital truncation scheme for
Benzene (SZ). Left: eigenvalues of the pair-orbital overlap matrix. Right:
the induced (signed) error in the HOMO eigen value by truncation of the
Coulomb matrix.
within a distance determined by the norm threshold. From this argument it follows
that the number of significant nq will scale linearly with system size and Vqq′
therefore quadratically as opposed to the N4 scaling of the full Coulomb matrix.
4.1.3 PAW Quantities and Core Interactions
All inputs to the NEGF code, are extracted from the real-space PAW code gpaw[86]
as described in section 3.2. The mean-field Hamiltonian H0 used in the NEGF code
is thus the self-consistent Kohn-Sham Hamiltonian. Since this includes a Hartree
contribution corresponding to the KS-DFT density distribution, and a static, local
approximation to the exchange and correlation potential, these should be subtracted
from the interaction self-energy to avoid double counting
Σrtot = Σ
r
leads +Σ
r
ee − VHxc, (4.12)
where VHxc,ij = 〈Φi|vH(r) + vxc(r)|Φj〉 is a static self-energy operator, and thus
has no lesser or greater components.
The non-trivial determination of the AE two-particle operator Vij,kl from a PAW
framework was described in section 3.2.3. The use of PAW imply that all operators
are full-potential quantities. The constructed PWF basis onto which these are
projected, span the all-electron KS valence states, and consists of a smooth pseudo
NAO-like part augmented by local atomic partial waves.
The core-electrons are assumed frozen in their respective reference states, and
are not represented in the basis. As demonstrated in section 3.2.5 for the Fock
operator, interactions between valence and core states should be included in the
self-energy operators for an accurate description of these.
The Hartree self-energy only interacts with the core electrons via the total density
of these. This effect is included in the mean-field Hamiltonian, as only the valence
part is removed in (4.12), and the core electron density remains frozen. For the
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Figure 4.3: Optimized pair orbital norm a SZP-PWF basis on a BDA
molecule. For larger systems, the truncation to σ = 10−5a−30 leads to a larger
percentage wise reduction of pair orbitals. Here reduced to only 7% of the
total number of pairs. In general the number of significant optimized pair
orbitals scales linearly with system size, whereas the total number scales
quadratically.
Fock self-energy, the valence-core interaction is
Σcorex,ij = −
core∑
k
Vik,jk, (4.13)
where it has been used that the density matrix is simply the identity matrix in
the subspace of atomic core states (these are doubly occupied, but as the operator
is diagonal in spin, no factor of two appears). This is related to the valence-core
exchange in section 3.22, and can in PAW be extracted via
Σcorex,nm = −
∑
a
∑
ij
〈Φ˜n|p˜ai 〉Xaij〈p˜aj |Φ˜m〉. (4.14)
with the tensor Xaij given by eq. (3.21).
This core contribution to the valence Fock self-energy typically has elements on
the order of 1eV, and can therefore not be ignored. Note that these interactions are
not accessible in pseudopotential approximations, where the valence wave functions
are not physically meaningful in the core region.
For the correlation part of the GW self-energy, valence-core interactions are
neglected. This is reasonable, because the polarization bubble, P , involving core
and valence states will be small due to the large energy difference and small spatial
overlap of the valence and core states. The same procedure is used by [164, 165],
who report that including more states in the valence has no significant effect, if
valence-core interactions are treated at the HF level. If these are not included, it is
necessary include more core states in the valence description.
4.1.4 Summary and Program Flow
In this section the procedure for performing a non-equilibrium GW calculation is
detailed.
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To characterize the non-interacting system, the Hamiltonian and overlap matrices
of the central and lead (if any) regions must be specified. The interaction are
determined by the specification of the coulomb matrix V . For model calculations,
this can typically be represented directly in the four index form Vij,kl. For ab-initio
calculations, the Coulomb matrix V is determined in the reduced basis of optimized
pair-orbitals defined by the (truncated) matrix of eigenvectors U and eigenvalues
σ of the pair-orbital overlap matrix, as described in section 4.1.2. When using
DFT to describe the mean-field Hamiltonian, the DFT xc matrix for the central
region should also be determined (used to avoid double counting), as well as the
core exchange self-energy ΣF,core.
The program flow is skecthed in figure 4.4. The components of the Green function
are determined in the red box, with the retarded component given by the Dyson
equation, and the lesser by either the Keldysh or the fluctuation-dissipation equation
depending on whether the system is out of equilibrium or not.
For the initial estimate of the Green function, the total self-energy is for isolated
systems assumed to be zero, and for extended systems given by the lead self-energies
only (upper left corner of the figure). The initial Green function if based on a DFT
Hamiltonian, includes electron interactions at the mean-field Hxc level. Once this
is constructed, the interaction self-energies can be calculated. The static Hartree
and Fock components are shown on the left, and the dynamic correlations on the
right. Once determined they can by used to form a new estimate for the total
self-energy (bottom of the figure) which is then used as input to a new evaluation
of the Green function (red box). This loop is iterated until self-consistency in the
Green function using a Pulay[167] mixing scheme to update the retarded GF[107].
When converged, the density matrix, projected- and total density of states, current,
and non-interacting transmission function can be evaluated and analysed.
The code assumes a spin-paired ground state, which gives rise to the factor of
2 on the Hartree self-energy and polarization matrix in the flowchart (the Fock
self-energy is diagonal in spin).
In the following some of the more technical details are listed. These are not
essential and can be skipped by the impatient reader.
Technical Details
The Langreth rules of tab. 2.1 have been used to convert the interaction self-energies
defined in the contour in sec. 2.5 to real time components. Note however that the
GW self-energy is first separated into a static exchange part and the dynamical
correlations ΣGW (τ, τ ′) = ΣF δC(τ, τ ′) + Σcorr(τ, τ ′), which is not only convenient
for analysis, but also for numerical reasons as will be explained shortly. Since the
Fock diagram is static, the lesser / greater components of GW relate purely to
correlations, while the retarded part decompose as ΣrGW (t) = ΣF δ(t) + Σ
r
corr(t).
Having removed the singular δ function for the correlation self-energy, this can be
determined from the relation
Σrcorr(t) = θ(t)
[
Σ>corr(t)− Σ<corr(t)
]
. (4.15)
This indirect route is numerically preferable to the direct application of the Langreth
rules to get ΣrGW , because use of G
r and W r in the time domain is avoided. These
functions are constructed in frequency space, where they decay like 1/ω (due to
the inherent step function in time in retarded components), and are therefore not
easily Fourier transformed to the time domain. The inverse problem arises when
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Figure 4.4: Flowchart for the NEGF based GW code KeldyshGF[166]
starting from the upper left corner. Blue boxes indicates self-energy approxi-
mations, green boxes are the total self-energy. The components of the Green
function are determined in the red box, with the lesser GF determined from ei-
ther the Keldysh or the fluctuation-dissipation equation for non-equlibibrium
and equilibrium systems respectively. The operation U†XU downfolds the
4-index polarization to the optimized pairorbital representation, while UXU†
reconstructs the bare and screened interactions. The Kronecker product
[A⊗B]ij,kl = AikBjl.
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transforming Σrcorr(t) back to frequency domain, but in this case, the function can
simply by padded by zeros before doing the inverse transform, to obtain a reliable
transform. In practice, the array is padded to ten times the original size before
being transformed. In addition, the inverse FFT from time to energy is done using
endpoint corrections as described in [168, Chap. 13.9] to correct for the use of
FFT on a non-periodic function. The reasoning and procedure is the same for the
calculation of the retarded polarization function. The extended grid and end-point
corrections are only used in conjunction with the FFTs of step functions.
The dynamical quantities G, W , P , Σleads, and Σcorr are expressed directly on
the real frequency/time axis using a dense uniform grid, thus avoiding analytic
continuations from the imaginary axis. In practice, the energy grid should extend
about 60 eV beyond the lowest and highest spectral peaks for HF, while GW
calculations, for an accurate representation of the polarization, requires a grid
that extend (about 80 eV) beyond the largest possible energy difference. For the
calculations done here, a typical energy grid range from -150 to 150 eV. A grid
spacing of 0.02 eV seems to give converged values.
The lead coupling and correlation gives natural life-time reduction of excitation,
while the parameter η, provides an artificial broadening of the discrete levels, and is
be reduced until the results have converged. The energy grid spacing determines
the lower limit of η, which is fixed to η = 2∆E for all calculations presented here.
In equilibrium, the chemical potential, µ, used in the fluctuation-dissipation
theorem is well-defined for extended systems only. For isolated systems, µ is chosen
to lie in the HOMO-LUMO gap. In the limit of small η the result of the GW
calculation becomes independent of the precise position of µ inside the gap.
Due to the finite width of the spectral peaks, the truncation of the spectrum at
the lower limit of the energy grid and the exact positioning of the Fermi level will
influence the numerical value of the total electron number. The Hartree potential is
particularly sensitive to changes in the total electron number, and it is therefore
important that the change in Hartree potential is not calculated by the difference to
an initial Hartree potential evaluated by projecting the static KS Hartree Potential
onto the PWF basis but rather evaluated using the change in density matrix only,
as indicated in figure 4.4. The initial density matrix is, like the self-consisten density
matrix, based on numerical integration of the lesser Green function. In this way,
the change in Hartree potential is formed from matrices made from compatible
numerical approximations, i.e. basis set, Coulomb matrix truncation, and energy
grid. Specifically, the change in Hartree potential is exactly zero if the Green function
does not change.
By switching between energy and time domains using the FFT algorithm[99, 169],
expensive convolutions are avoided whereby all operations in the chart are local
operations on the energy / time grid.
Parallelization is done by distributing the energy / time grid of all dynamic
matrices G, P , W , and Σcorr over the available processors. Due to the locality of
all matrix operations, no communication is required for these operations. Only
when changing between energy and time domain is communication needed, as the
FFT algorithm is highly nonlocal. To switch between energy and time domain, the
matrices are first redistributed by changing to a matrix index division, the FFT
is then performed for each matrix index independently, and lastly, the matrices
are re-collected while distributing over the energy /time axis again. In practice
this scheme works very well, showing a close to linear scaling with the number of
processors, and has been used in calculations with more than 450 CPU’s.
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4.1.5 Common Approximations to GW
In conventional GW calculations, the full Green function is not calculated, but one
focus instead only on the poles of the retarded Green function Ĝr = [ω−Ĥ0−Σ̂(ω)]−1,
giving the quasiparticle energies
εQPn = 〈ψQPn |Ĥ0 + Σ̂(εQPn )|ψQPn 〉,
where the quasiparticle states |ψQPn 〉 are the eigenstates of Ĥ0 + Σ̂ evaluated at the
pole energies.
The self-energy Σ̂ is non-local, complex, energy-dependent and in general non-
Hermitian, which implies that the quasiparticle energies are generally complex
reflecting that the quasiparticles are only approximate eigenstates of the many-
body wave function. The imaginary part of εQPn is inversely proportional to the
quasiparticle lifetime, and the real-part reflects the actual excitation energy.
The standard approach is to assume that the quasiparticle states, are well-
described by the eigenstates ψ0n of Ĥ0, which implies that the excitation energies
can be determined via
εQPn ≈ ε0n + <〈ψ0n|Σ̂GW(εQPn )|ψ0n〉, (4.16)
where ε0n are the eigenvalues of Ĥ0. Since the mean-field and quasiparticle states
are assumed to be identical, changes in the Hartree potential and the off diagonal
elements of the self-energy are ignored. Further assuming that the frequency
dependence of Σ̂GW can be approximated by its first order Taylor expansion in a
sufficiently large neighborhood of ε0n yields the linearized quasiparticle equation
εQPn ≈ ε0n + Zn<〈ψ0n|Σ̂GW(ε0n)|ψ0n〉, (4.17)
where the so-called quasiparticle weight
Zn =
[
1− ∂〈ψ
0
n|Σ̂GW(ε)|ψ0n〉
∂ε
∣∣∣
ε0n
]−1
. (4.18)
Typically, calculations reported as selfconsistent[164, 165] iterate (4.17) and
(4.18) using the estimated QP energy to re-evaluate the GW self-energy. This
makes the operators self-consistent in the energy (i.e. equivalent to (4.16)), but
any orbital renormalization are still neglected, i.e. off-diagonal elements of the
self-energy and Hartree contributions. In addition, the new energy is often only used
to re-evaluate the screened interaction and not the single-particle Green-function,
i.e. ΣGW = iG0W [G0], with G0(z) = (z −HKS)−1. The computational expensive
RPA screening used in W is often avoided using model dielectric funtions, or by the
plasmon-pole approximation[113]. Pseudopotential approaches often approximate
valence-core interactions or neglect them altogether (here, these are included exactly
at the HF level, as motivated in [164]. The convolution of the Green function and
screened interaction on the energy axis requires a very fine grid spacing due to the
poles of the Green function on (close to) the real axis. This is typically avoided by
evaluating the quantities on the imaginary frequency axis, on which these are more
well-behaved, and then relying on analytic continuation to transform back to the
real axis.
These approximations have mainly been developed and tested for solids, and less
is known about their applicability in other systems. The implementation of the GW
method presented here avoids all of these technical approximations allowing for a
direct and unbiased assessment of the GW approximation itself.
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Figure 4.5: The lattice models representing a metal-molecule and
semiconductor-molecule interface, respectively. Interaction are represented
by the non-local Coulomb interaction U between substrate and molecule.
4.2 Model Study of the Image Charge Effect in
GW
This section describes a model study of the GW based description of image charge
formation.
The psysical system modeled is a molecule on a crystalline substrate. The
molecule is assumed to be weakly coupled such that hybridization effect can be
ignored. All interactions internally on the molecule and substrate are neglected,
such that the interactions between substrate surface and molecule, and hence the
image charge effect, can be studied in isolation.
The molecule is represented by its HOMO and LUMO levels, i.e.
Hˆmol = ξH nˆH + ξLnˆL (4.19)
where e.g. nˆH = c
†
H↑cH↑ + c
†
H↓cH↓, is the number operator of the HOMO level. A
metallic substrate was studied by [144] using a semi-infinite tight-binding chain as
model Hamiltonian
Hˆmet =
0∑
i=−∞
t(c†i ci−1 + c
†
i−1ci). (4.20)
In the case of a metallic substrate, the metal-surface interaction was modeled by
the interaction operator
Uˆmet = Unˆ0Nˆmol
where Nˆmol = nˆH + nˆL is the number operator of the molecule, and n0 that of the
metal surface site. In this case, the interaction operator could be modeled by an
effective Coulomb interaction, with only two external vertices [144].
In this work, the model is extended to a semiconducting substrate modeled by
Hˆsc =
∑
α=c,v
0∑
i=−∞
εαnˆαi + t(c
†
αicαi−1 + c
†
αi−1cαi), (4.21)
where α = c, v refers to conduction and valence bands, respectively. The polarization
effect of the metal in response to charging of the molecule appear via (to first
order) the pair bubble diagram describing electron-hole pair generation. For a
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Figure 4.6: Peak position of the molecular resonances for the TB models
of metallic (upper panel) and semiconducting (lower panel) substrate as
a function of interaction strength (left) and polarizability of the substrate
(right). The polarizability is controled by varying the band width for the
metal, and the band gap for the semiconductor.
semiconductor, screening is thereby mediated by transitions between valence and
conduction bands, and the interaction operator takes the form
Uˆsc = U
∑
σ
(c†c0,σcv0,σ + c
†
v0,σcc0,σ)Nˆmol, (4.22)
which must be described by a full four-vertex interaction operator.
The models describing the metallic and semiconducting systems are depicted in
figure 4.5. The chosen Fermi level is indicated in the schematic DOS; mid-gap of
the semi-conductor and in the center of the metallic DOS. The HOMO and LUMO
level are centered around the Fermi level.
The peak position of the molecular resonances are shown in figure 4.6 at both
the HF and GW level. It is seen the the image charge induced gap reduction is
quadratic in the interaction strength. The polarization response of the substrate can
be adjusted by varying the band width for the metal (thus adjusting the DOS at the
Fermi level and therby the mobility of charge carriers) and by changing the band
gap of the semiconductor. The HF spectrum does not include polarization effects (it
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corresponds to unrelaxed addition / removal energies, following Koopmans theorem)
and hence do not shown any effect when varying the mentioned parameters.
The effect is understood by studying the first order term of GW rsulting in
polarization effects. That is the 2. order polarization bubble diagram of fig. 2.5
(the first order diagram is the static Fock operator). Neglecting hybridization effect,
the system can be described by the eigenstates of the isolated molecule {ψν} and
suurface {ψk} respectively. In terms of these, the time-ordered polarization self
energy is
Σ(2)νν =
occ∑
k
empty∑
k′
∫
iG0,νν(ω′)Vkk′ Pkk′(ω′ − ω)Vk′kdω′, (4.23)
with the polarization and Coulomb matrices are defined by
Pkk′(ω) =
1
ω − ωkk′ + iη −
1
ω + ωkk′ − iη (4.24a)
Vkk′,νν =
∫∫
drdr′
|r − r′|ψ
∗
k(r)|ψν(r′)|2ψk′(r) (4.24b)
where ωkk′ = εk′ − εk ≥ 0.
Inserting the time-ordered GF of the isolated molecule G0,νν(ω) = 1/(ω − εν +
sgn(εν − µ)iη) in the self-energy (4.23) results in
Σ(2)νν (ω) =
1
pi
∫
∆(ω′)
ω − ω′ + sgn(µ− εν)iη dω
′ (4.25)
where ∆ defines a dynamic interaction strength
∆ = pi
occ∑
k
empty∑
k′
|Vkk′,νν |2δ(ωkk′ − sgn(εν − µ)(ω − εν)). (4.26)
The physically relevant retarded self-energy follows from the time-ordered component
via the Kramer-Kronig realtion [170]
Σ(2),rνν = H[∆(ω′)](ω)− i∆(ω), (4.27)
where H denotes the Hilbert transform.
In the limit where Vkk′,νν is independent of k and k′ as in the model interaction,
the interaction strength ∆ the shifted joint density of states (JDOS) of the substrate,
shifted by the unperturbed molecular resonance εν (and scaled by U). In this case
the quasiparticle peak in the GW approximation can be determined by the graphical
construct shown in figure 4.7b+c for metals and semiconductors respectively.
The solution relies on the linearized quasiparticle equation to obtain the peaks
of the GW resonances
εQPν = εν + <〈ψν |Σ(2),r(εQPν )|ψν〉, (4.28)
i.e. the QP is determined by the intersection of the line y = ω − εν and the Hilbert
transform of the JDOS (the real part of Σ(2),rνν ).
This trends observed on figure 4.6 can be explanation in terms of the graphical
solution on fig. 4.7. For a metal, the JDOS raises linearly at ω = 0 with a slope
given by the metal’s DOS at EF . This suggests that the level shift should increase
with the substrate DOS at the Fermi level. For a semiconductor, the JDOS raises
smoothly at ω = Egap, suggesting that the level shift should decrease with Egap.
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Figure 4.7: (a) Feynman diagrams representing dynamic polarization of
the substrate induced by an electron propagating in the molecule. (b) and
(c): Generic shapes of the imaginary and real parts of the self-energy of Eq.
(4.27) for a metallic and semi-conducting substrate assuming Vkk′,νν to be
energy independent. From Paper III.
4.3 Application to Molecules
In the field of computational surface science, there is a growing tendency to apply the
GW approximation to low-dimensional systems and nanostructures[43, 144, 171–175]
and the method seems especially promising for the use in quantum transport[176,
177]. In view of this trend it is important to establish the performance of the GW
approximation for other systems than the crystalline solids. In this section first-
principles benchmark GW calculations are presented for a series of small molecules.
In the literature not many systematic tests of GW appear for molecules, and for
those that exist, a series of additional approximations are typically invoked. In
this work only the limited basis affects the results, and this approximation is in
principle simple to check for convergence, whereas the influence of e.g. the 2e-h
approximation or neglect of off-diagonal elements in the self-energy are not easily
converged. The relatively large number of atoms does provide some overlap with
existing calculations, which are compared to, thereby presenting a testing ground
for the implementation itself, and an opportunity to test convergence behavior in
basis, energy grid, pairorbital truncation etc.
4.3.1 Basis Set Convergence
As the operators are resolved in a minimal basis set, the accuracy of this should
first be validated.
The convergence on adding additional radial and ζ functions to the SZ projected
Wannier basis is shown in figure 4.8. Interestingly the addition of polarization
functions to the PWF basis does not seem to influence the results, whereas added
polarization functions has a significant impact. This is in contrast to common
experience for the use of pure NAO basis sets in standard DFT calculations, where
polarization functions are usually more important than ζ functions.
In general it is found that the augmented projected Wannier basis is significantly
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Figure 4.8: Convergence of the three highest occupied levels of H2O (left)
and CO (right) obtained from the spectral peaks of PWF-GW calculations
with a variable number of NAO augmentation functions added to the SZ
Wannier function basis.
better for HF and GW calculations than the corresponding pure NAO basis. For the
peaks of the spectral functions, a 0.1eV convergence is reached at a DZP PWF basis
for the GW calculations. Comparing the peaks of basis function resolved Green
function HF calculations to the basis set free grid-implementation of HF discussed
in section 3.2.5 yields a mean absolute error of 0.09eV for a DZP-PWF basis.
An accuracy of 0.1eV is more than sufficient for the studies done here, which
aims at correcting DFT spectra that are 4 eV off and HF spectra that are about 1
eV off. It is also the same accuracy as other published full GW calculations with to
the results are compared.
4.3.2 Results
The curent GW scheme assumes a spin-paired ground state, and the molecules
considered here therefore counts the 33 molecules of the G2-1 test set [135] (studied
in sec. 3.3) satisfying this constraint. Figure 4.9 (left) shows the calculated HOMO
energies compared experimental ionization potentials for these molecules.
The geometries are fixed at the values reported in [135]. For the correlated
GW self-energy, single eigenvalues are not defined, and the indicated values are
obtained from the peaks in the corresponding density of states. It is found that the
finite η used, giving the artificial broadening of the spectral peaks, induce a slight
dependence in the peak positions on this value. The dependence is linear and the
peak position easily extrapolated to η = 0.
As was observed in section 3.3, the dominant error in the spectrum of the local
PBE xc potential stems from the insufficient cancellation of the self-interaction in
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Figure 4.9: Left: calculated ionization potentials compared to experiment.
Right: The deviation of the calculated GW (ordinate) and HF (abscissa)
ionization potentials relative to experiment. Negative values imply an under-
estimated IP, i.e. too high HOMO energy.
the Hartree potential, and is gradually improved on going to the hybrid PBE0 and
to HF. In this case, the mean absolute error (MAE) relative to experiment is 4.4,
2.6, and 0.8 eV in PBE, PBE0, and HF respectively. In this application, also GW
values are included, which gives a further improvement on HF to a MAE of 0.5 eV.
The difference between HF and GW is highlighted in fig. 4.9 (right). The first
order term in the GW expansion is identical to HF, and the effect of the dynamical
correlation is represented by the vertical displacement of points from the diagonal
line in the figure. As is evident from the figure, the effects of adding screening in
GW to the bare interaction of HF, has only a minor effect on an absolute scale, but
does on a relative scale result in an almost 40% reduced MAE compared to HF.
From Koopmans’ theorem [141, 142] the HF eigenvalues represent electron
addition / removal energies when orbital relaxations in the final state are neglected.
The effect of GW is then in part to describe the response of the electrons to the added
/ removed electron, i.e. include orbital relaxations in the final state, and in part to
introduce correlations into the many-body eigenstates. For isolated molecules the
dominant effect is the orbital relaxations, which explains the systematic reduction
of the IP in GW compared to HF, as orbital relaxations imply a reduced energy
cost of removing an electron. Note that the reduction in the HF IP is not just a
rigid shift, but is larger for molecules where HF presents the largest overestimation
of the ionization potential. GW generally overcorrects the HF values slightly.
In Paper II, the GW values are compared to results in the literature, and
are sound to compare quite well the above results given the differences in the
implementation of the GW approximation.
For the molecules studied here, the approximations of the linearized quasiparticle
equation (4.17), i.e. that off-diagonal matrix elements of the self-energy can be
neglected, and that the frequency dependence can be approximated by its first order
Taylor expansion in a sufficiently large neighborhood of εDFTn , are found to be well
justified. An example is presented in figure 4.10 which shows the full HF and GW
density of states for NH3 together with the real part of 〈ψDFTHOMO|Σcorr(ε)|ψDFTHOMO〉,
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Figure 4.10: Density of states for the NH3 molecule calculated in HF and
GW, respectively. Arrows mark the level corresponding to the HOMO in the
two calculations. In the linearized QP equation, the intersection between the
line y = ε− εHFn and the real part of 〈ψDFTHOMO|Σcorr(ε)|ψDFTHOMO〉 (green curve)
determines the position of the GW level.
which (since the Fock part is static and thus does not contribute to the first order
expansion) gives the QP (GW) energy by the intersection with the line y = ε− εHFn .
Clearly the intersection is right at the GW peak, thus justifying the approximation.
4.4 Application to Electron Transport
In the preceding section it was demonstrated that the GW approximation, originally
derived for metallic systems to fix the deficiency of Hartree-Fock theory, could
also be applied to isolated systems due to the inherent adaptive screening. For
bulk extended systems, GW has over the last many years been extensively tested
and is known to give accurate band structures, greatly improving the dramatically
underestimated band gaps of DFT, and closing the overestimated gaps of HF. From
the application to molecules, GW is seen to be very close to HF, which provides an
excellent description of molecular spectra, and even manages to improve slightly on
these. The GW scheme is therefore expected to perform well also for the hybrid
transport setup, where an accurate description of the molecular resonances as well
as the electrode response to the charging of the molecule, is crucial to describe the
process of electron transfer between the Fermi sea of the leads, and the molecular
resonances. From the diagrammatic expansion of the GW screening operator, it
is expected to be able to account for the long range electrostatic image charge
formation via the infinite order electron-hole pair generation in the metal as a
response to the molecular excitation.
For the strongly coupled molecules, where hybridization between metal and
molecular states leads to broad resonance supporting direct charge transfer and high
transmission probabilities, DFT has already been successfully applied to a wide range
of systems. It is for the weakly coupled systems, where the severe underestimation
of the fundamental gap in DFT leads to a corresponding overestimation of the
transmission probability of electrons, sometimes by several orders of magnitude,
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Figure 4.11: Setup used to model the Pt/H2 (left) and Au/BDA junction
(right). Structures are optimized using the PAW-DFT code gpaw with the
PBE xc potential. Bond lengths are: Pt–H = 1.7 A˚, H–H is 0.9 A˚, and Au–N
= 2.54 A˚. The (orthorhombic) cell dimensions are 28.5× 11.3× 9.8 A˚ for the
Pt system and 35.6× 11.8× 10.2 A˚ for the Au system.
that the real promise of GW lies. Despite of this, to test the range of applicability,
the GW scheme is in the following applied both to transport through a strongly
coupled, highly conducting molecule and a weakly coupled molecule where transport
is governed by single electron tunneling and long excitation lifetimes. As a prototype
of the former hydrogen in a platinum junction (Pt/H2) is used, as it has been
intensively studied both experimentally and theoretically, and as a typical example
of an experimentally well characterized system for which DFT is known to fail,
benzenediamine1 coupled to gold electrodes (Au/BDA) is considered.
The simulation setups used for the two junctions are shown in figure 4.11. As
DFT gives an accurate description of the (Born-Oppenheimer) potential energy
surface, and therefore also the forces and equilibrium structures, both have been
relaxed using DFT (with PBE xc) in gpaw. For the much studied Pt/H2 system, it
is generally accepted that the shown geometry offers a good description of the actual
experimental configuration. This junction has an experimental conductance of about
1G0 which is also the prediction of DFT. Less is known about the precise geometry of
the Au/BDA junction, but it has been shown by [39] based on both measurements
and DFT calculations that conductance variation with different geometries is small,
due to the nature of the amine-gold bond. Typical DFT conductance calculations
are in the range 0.02-0.06 G0 which is almost an order of magnitude too large
compared the experimental value of 0.0064 [178], and for this reason only the single
geometry shown in 4.11 is considered, without further variation of configuration
space.
Structure optimization was done in gpaw using the PBE xc functional, and a
converged grid-spacing and k-point sampling. Due to the computational effort of the
GW calculations, all transport calculations are done in the Γ point approximation
(also DFT and HF calculations for consistency) which is somewhat crude for the 10
A˚ cell size. The leads are described at the DFT-PBE level using principal layers
three atomic layers deep.
Before showing the GW based transport calculations of the two bulk junctions
in sections 4.4.4 and 4.4.5 respectively, some initial calculations are presented in
sections 4.4.1 on the isolated H2 and BDA molecules, and sec. 4.4.2 on some
technical convergence properties of GW. These initial calculations are relevant for
the interpretation of the bulk GW transport calculations.
1Specifically the considered molecule is 1,4-benzenediaminie also known as p-phenylenediamine
(PPD) or p-aminoaniline
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Figure 4.12: Density of states for the isolated H2 (top) and BDA (bottom)
molecules evaluated at the DFT, GF, and GW level. The energy zero is the
vacuum level. Basis is a dzp PWF (spanning DFT states below 3 eV) for H2
and dz PWF (spanning DFT states below 0 eV) for BDA. E = [−150; 150]
eV, η = 0.02 eV. The H2 HOMO is -10.4, -16.1, and -15.6 eV in DFT, HF,
and GW respectively corresponding values for BDA are -4.0, -6.7, and -5.3
eV. The experimental IP of the two molecules is 15.4 and 6.9 eV [137, 179].
4.4.1 Gas Phase Molecules
Before applying the HF and GW approximations to the contacted molecules, it is
relevant to consider them in their gas phase. Figure 4.12 shows the DFT, HF, and
GW DOS for the isolated H2 and BDA molecules. The molecules follow the same
trend as those in the database of the molecular study (hydrogen and BDA are not
part of that database), with HF opening the gap compared to DFT, and inclusion
of correlations in GW then closes it a bit again. The effect of screening is less
pronounced for H2 than BDA, due to the reduced electron number, which implies a
weaker density response to excitations and a lesser degree of orbital relaxation.
Focusing first on the H2 spectrum, this behaves as expected. Compared to the
experimental IP of 15.4 eV, the DFT HOMO is much too large. Removal of self-
interaction errors in HF brings the HOMO close to experiment, but overcorrects the
DFT value. The small reduction in ionization cost of 0.5 eV by allowing dynamical
orbital relaxation (self-screening) of the HF system, brings the GW value almost on
par with experiment, with a deviation of only 0.3eV. Note that for both molecules,
the LUMO states in HF and GW are very close. Apparently the closed shell states
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of the ground state does not allow much redistribution in response to an added
electron.
The situation is different for BDA. The experimental data for the IP of BDA
in ref. [179], varies between 6.9 and 7.6 eV. Estimating it by a PBE-DFT total
energy difference in gpaw between neutral and (spin-polarized) charged state yields
6.64 eV, which is presumably close to the real vertical ionization energy for this
geometry. The HF calculation for BDA shows a peak at exactly this value, and the
considerable shift in GW (by 1.3 eV) thus severely degrades the agreement with the
expected ionization energy.
The calculation is well converged in energy grid and η, the only concern is the
limited dz-PWF basis for BDA. Polarization functions are usually included, but a dzp
basis for BDA contains 144 orbitals which is numerically intractable. From the basis
test in section 4.3.1 polarization functions are however not expected to be important
for a PWF description of molecules. Comparing the peaks corresponding to occupied
states with an accurate grid based HF calculation in gpaw shows agreement within
0.15 eV (unoccupied HF eigen energies are overestimated in the dz basis, as expected
when describing delocalized states in an atomic basis). This is maybe not surprising
as the Wannier basis is an exact span of the (occupied) DFT states, which is a good
span of HF/GW MOs. This does not prove that the dz-PWF basis provides an
accurate span of the polarization or screened interaction. A comparison of sz-PWF
and dz-PWF GW results shows only a minor effect (0.1 eV) on the occupied states,
and from the experience of section 4.3, it seems plausible that this is not a numerical
problem, but rather that GW does not give a good description of BDA for some
reason. This would then be due to the neglected diagrams in the approximation,
most notably, the second order cross diagram of figure 2.5. Note that G0W0(LDA)
calculations on the very similar benzene molecule by J.-M. Garcia-Lastra [Paper
III] performed in a plane wave code using the plasmon pole approximation, gives
a similar underestimation. In comparison, the GW HOMO of benzene is found to
be -7.9 eV (see fig. 7 in Paper III) and thus underestimates the experimental IP of
benzene of 9.2 eV by exactly the same amount (1.3 eV) as observed here for the
BDA molecule.
4.4.2 Hydrogen in 1D Platinum Wires
When applying the GW self-energy to the transport setup, there are a few additional
technical details besides those for the isolated system. This section is focused on the
study of these, using a more simple wire system as a test base for the bulk junction
of interest. The reduced system consists of monoatomic platinum wires connected
to a hydrogen molecule, as shown in figure 4.13.
When using interaction self-energies in the transport setup, a limited region
in which to described e-e interactions must be defined. First of all because the
system partitioning and hence the Meir-Wingreen current expression requires a
finite interaction region, and secondly the computational cost of the GW scheme is
too high to apply to a large region. Limiting the region for which the interaction
self-energy should be applied implies a restriction of the orbital indices i, j in
Σij(τ, τ ′) =
∑
klWik,jl(τ, τ
′)Gkl(τ, τ ′) to this region. For the self-energy to be well-
defined the k, l indices must be included in a larger region. In general large enough
for the pairobitals defined by ik and jl to no longer have overlap with the screened
interaction −1V beyond this extended region. For HF the enlarged region must be
large enough to include all overlaps with the bare Coulomb operator.
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Figure 4.13: Scattering region of the wire Pt/H2 system. Black box
indicates the simulation cell. Transverse directions are treated non-periodic.
Transport direction is extended by infinite leads described by a 5 Pt atom
principal layer. Bond lenths are Pt–Pt = 2.4 A˚, Pt–H = 1.7 A˚, and H–H =
0.9 A˚.
As the metal is well-described by DFT, the region of the GW self-energy will in
all cases considered here be restricted to the molecule only. To include more basis
functions in the sum as described above in practice; the self-energy is first determined
in the extended region which includes several metal atoms, and is consecutively
truncated to the molecule by replacing the values of the self-energy at the metal
atoms by the DFT xc self-energy. Also the coupling between the active GW region
(the molecule) and the inactive GW region (the additional metal atoms) will be
replaced by the mean-field xc approximation, such that
Σ =
Σxc Σxc ΣxcΣxc ΣGW Σxc
Σxc Σxc Σxc
 , (4.29)
where the subdivision is in the left inactive GW region, the active GW region (the
molecule), and the right inactive GW region respectively.
It is important to stress, that even-though the GW self-energy is only used on
the molecule, it is defined in terms of a larger region, which in a diagrammatic
phrasing means that the external vertices are restricted to the molecule while the
polarization bubbles can exist in the metal, and screen excitations in the molecule
by electrostatic interaction. Thus the image charge effect is fully accounted for by
this approximation.
To test the range of the (screened) Coulomb operator in the Fock (GW) self-
energy, the calculated DOS and transmission function are determined using a variable
number of additional Pt atoms on each side of the molecule in the construction of
the interaction self-energy (which only applies to the molecule itself), as shown in
fig. 4.14. Clearly the first Pt atom is of importance, especially for the bare Coulomb
operator in HF, while the GW self-energy, which includes HF as the first order
term, is somewhat less influenced by this inclusion. When one or more Pt atoms are
included in the interaction self-energy, the molecular states hybridize more strongly
with the metal d-band, resulting in an increased spectral weight in the range -6.5
to 0 eV and by extension the transmission function becomes more sensitive to the
van-Hove singularity at the upper d-band edge. This issue will be revisited based
on more detailed calculation in fig. 4.16. From the calculations shown in fig. 4.14
it is concluded that 4 Pt atoms are sufficient for an accurate description of the
self-energy, and this number will be used throughout the remaining calculations.
The transmission function shown in figure 4.14 is in principle only relevant for
non-interacting systems (and also in the case of static interactions like HF), in which
case the Meir-Wingreen expression for the current reduce to an integral over the
transmission function within the bias window, and the zero-bias linear conductance
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Figure 4.14: Convergence of the molecular DOS (left) and transmission
function (right) for the HF (top, green) and GW (bottom, red) approxima-
tions on including additional Pt atoms on each side of the molecule in the
construction of the self-energy.
is given by the value of the transmission function at the chemical potential. For
dynamic interaction self-energies (like GW), the integrand of the Meir-Wingreen
formula will in general have weight outside of the bias window. To test if at least
the linear conductance can still be related to the transmission function evaluated
with the GW self-energies and Green functions a comparison of a finite bias and
transmission function approach is given in fig. 4.15.
The smallest possible bias that can be applied is given by the grid spacing of the
energy grid, and thereby related to the size of η giving the artificial broadening of
spectral peaks. The transmission function also depends indirectly on this parameter
via the Green function. As is evident from figure 4.15, both transmission function
and finite bias conductance are linear in η, and converge towards the same limiting
value. Based on this, the transmission function will be depicted and interpreted for
all three xc approximations DFT, HF, and GW, although not formally justified for
the latter. As a comment on the η dependence, I find based on extensive testing not
shown here, that for sufficiently small eta (in practice around 0.02eV for all systems
considered here) the transmission function is point-wise (in the energy grid) linear in
η and the entire curve can therefore be extrapolated to η = 0 from two calculations
at different η. As was also observed in the study of the molecular database, this
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Figure 4.15: The zero-bias conductance using the GW approximation, as
estimated by evaluation the transmission function at the Fermi energy and
by calculating I/V for a small but finite bias (V = ∆E = 0.5η).
linear relation also holds for the peak positions of spectral function. For coupled
systems this is found to remain valid for the peaks of sharp resonances, but the
general functional behavior of the DOS can not be extrapolated in this fashion.
To conclude the study of the Pt wire / H2 system, figure 4.16 gives a comparison
of the DFT, HF, and GW density of states and transmission function. Looking first
at the spectral peaks associated with the molecule (full lines in top plot), the usual
trend is seen repeated; HF opens the gap compared to DFT, and GW then close it
a bit again. This is then directly reflected in the transmission function, which is
largest in DFT, significantly reduced in HF, and in between for GW.
The metal DOS (included in the total DOS, i.e. dotted lines) has a broad low
s-band which extends up to 9 eV, and a higher more narrow d-band ranging from
-6.5 to 1. As the system is one dimensional, van-Hove singularities appear, and the
z axis is not symmetry related to the xy directions thus splitting the d band. The
metal band restricts the range in which the transmission function can be finite, as
this is related to elastic coherent transmission, and metal states must therefore be
available at a given energy to give any transmission.
A useful tool is to look at the diagonal matrix elements of the static (i.e. non-
correlation related) Hamiltonian spanned by the renormalized molecular eigenstates
of DFT (determined by subdiagonalization of the DFT Hamiltonian in the space
of orbitals on the molecule). These will in the following be referred to as RMO
eigenvalues, and are indicated with circles in fig. 4.16. The DFT HOMO-LUMO
states at -7 and 4eV are separated considerably to the HF/GW RMOs at -11 and 9
eV. Since the static part of GW, for which the RMOs are constructed is the HF
Hamiltonian, these are almost on top of each other. The slight difference is due
to redistribution in the density matrix during self-consistency in the GW Green
function.
Comparing the RMO eigenvalues to the corresponding spectral peaks, it is seen
that hybridization with the metal states, causes the LUMOs, which lie within the
metal s band, to split into broad bonding resonances at the Fermi level, and much
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Figure 4.16: Insert shows the Pt wire / H2 system, red Pt atoms indicate
atoms included in the interaction self-energies in the molecule. Top plot
shows the total DOS (dotted) of the system and the projected DOS on the
molecule (full lines) in the DFT, HF, and GW xc approximations. Circles
indicate the matrix elements of the static Hamiltonian (i.e. DFT or HF part)
in the DFT RMO basis. Bottom plot shows the transmission function in
the three xc approximations (extrapolated to η = 0). Basis is a PWF szp,
E = [−160; 160] eV, η = 0.03 eV.
higher anti-bonding resonances to the other side of the band edge. The HOMOs are
all below the metal band edge, and the DFT and HF (bonding) spectral peaks are
therefore almost on top of the eigenvalues with a slight downshift as expected from
a Newns-Anderson [180] construction (an anti-bonding hybridization may also form
for the HOMO contributing to the plateau around F ). The GW resonance not only
shifts the wrong way, but also by a significant amount. This is due to the dynamic
correlation not included in the RMO, which reduce the removal energy of HOMO
electron. The upshift of the GW HOMO resonance can thus be taken as a measure
of the strength of the image charge effect (and to a smaller extent the molecular
self-screening) which is clearly very strong as expected from the short metal molecule
separation (1.7 A˚) and large metal DOS at F . The strong correlation can also
be recognized from the much reduced lifetime (increased spectral width) of the
GW peaks compared to the DFT and HF peaks which for resonances outside of
the metal band is only limited by the finite η. From the shift of the GW spectral
peak compared to the RMO HOMO, the image charge effect can be estimated to
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about 3.5 eV, bringing GW almost up to DFT, assuming a downshift due to metal
hybridization of about 1 eV.
Integration of the DFT molecular DOS yields a molecule occupation of 3.24
electrons. The electron pileup is caused by the broad resonance at the Fermi level
due to hybridization of the molecular LUMO. Hybridization of the HOMO causes
this to be slightly depleted.
Opening the gap in GW and even more in the HF spectrum, depopulates the
LUMO, while increasing the occupation of the HOMO. For this system the dominant
effect is the former, which leads to a reduced Hartree repulsion for HF compared to
GW, and hence the lower RMO HOMO eigenvalue. For the LUMO, an increased
Fock contribution cancels this effect and moves HF LUMO element to the other side
of GW.
For this system, the HOMO is mostly occupied in all three approximations. For
DFT, the RMO LUMO is occupied by 1.24 electrons. Going from DFT to GW to
HF, the LUMO is gradually pushed up in energy, depopulating the LUMO by 0.04
at each step. The higher molecular occupation in GW compared to HF leads to a
0.25 eV larger Hartree repulsion, which reduces the electron removal cost, and the
binding energy of an added electron, and hence move the GW RMO HOMO and
LUMO closer to the Fermi level by this amount compared to HF.
4.4.3 Basis Set Issues
Moving from the wire to the more realistic systems of figure 4.11 with bulk electrodes,
it turns out to be difficult to avoid linear dependencies in the PWF basis set. Also
the lack of bounded support of the PWF basis can cause problems. For this reason,
the bulk electrodes will be treated in a plain LCAO basis. This section will address
to which degree the reduced quality basis affects the presented results.
Figure 4.17 shows the transmission function of the two systems in consideration
in three different basis set sizes calculated at the DFT level, for which large basis
sets do not present a computational burden. Here the large dzp basis is expected to
give an accurate description of the system, while the smallest basis set (“szp/sz”) is
the only manageable basis size for GW applications. In this basis, all atoms which
are included in the description of the GW self-energy are described at a sz level,
while the remaining atoms described at the mean-field level can be any size; here
restricted to szp.
For the Pt/H2 system, the low quality basis seems to give a quite good re-
semblance to dzp, while it is a bit more dubious for the Au/BDA system, giving
a reduced peak at the LUMO resonance and a slightly too large transmission at
the Fermi level. Despite this minor discrepancy, the level of agreement is actually
surprising, as a sz LCAO basis is a very coarse representation of the wave functions.
At least for molecules it is known to give qualitative wrong results. Figure 4.18 (left)
shows the eigenvalues of the isolated BDA molecule in different basis sets compared
to an accurate grid calculation. To make the eigenvalues comparable, the values
from the LCAO calculations have been shifted to align the value of the HOMO to
the grid calculation. For the sz calculation this entails a shift of 1.6 eV.
In contrast, when subdiagonalizing the molecular Hamiltonian of the contacted
BDA, as shown in figure 4.18 (right), the agreement is much better, and does not
require a shift. Note that in the LCAO basis, the Hamiltonian spanned by orbitals
on the molecule can be diagonalized to obtain the RMO values, which is not possible
in the grid representation, hence the missing grid values. In the contacted system,
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Figure 4.17: Basis size convergence for the DFT transmission of Pt/H2
(top) and Au/BDA (bottom). The different curves indicate different LCAO
basis sets, where “szp/sz” is a combined basis for which szp is used for the
electrodes, and sz for the metal pyramids (marked in red) and the molecule.
hybridization with metal states causes a finite spectral width of the RMO HOMO
and LUMO which consequently have finite overlap with the Fermi level. This results
in a pinning of the absolute position of the HOMO. Interestingly the energetically
lower molecular states are also in close agreement between sz and dzp, which may
be due to overlap of the nearby metal sz basis with the molecular region resulting
in an improved description via basis set superposition. The cutoff radius of gold s
and d orbitals are 4.5 and 3.1 A˚ respectively, which gives substantial overlap with
the BDA molecule (the Pt tip – amine separation is 2.5 A˚).
4.4.4 Hydrogen in a Platinum Junction
The experiments performed by [181] on the conductance of a single hydrogen
molecule, have been the subject of intense theoretical scrutiny [181–186]. The interest
stems amongst other things from the simplicity of the system which constitutes the
smallest imaginable molecular contact. An interesting point is that the measured
conduction is close to 1 G0. The perfect transmission is surprising for the closed
shell, normally inert, molecule.
The structure shown in the insert of fig. 4.19 is found to reproduce many of the
experimentally observed properties of the Pt/H2 junction such as linear conductance
[184], stretching dependence of vibrational modes [185] and to some degree the
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Figure 4.18: Left: Eigenvalues af gas phase BDA relative to the vacuum
level. Right: RMO eigenvalues of the contacted BDA molecule relative to
the Fermi level. In the gas phase, inadequate basis sets cause a more or less
rigid shift of the eigen values. For the contacted molecule, peak broadening
due to hybridization causes a pinning of the RMO-HOMO resonance. The
parenthesis (szp) indicates that the electrode is described by a szp basis, but
the molecule (and pyramids) are in a pure sz description.
inelastic transmission [186].
The DFT transmission shown in the fig. 4.19 (blue curve, bottom plot) has a
wide plateau around the Fermi level, which is attributed to a wide resonance due to
hybridization of the anti-bonding H2 orbital with the metal states leading to a fully
open transmission channel [184]. The transmission predicted from plain DFT is in
good agreement with the experimental conductance, which is generally true of high
transmission systems.
For construction of the interaction self-energies, orbitals on the pyramid atoms
(marked red in the insert) have been included in the sum, but as before only the
description of the molecule itself is modified, with the platinum and the coupling
between platinum and molecule taken from the local xc DFT description. The basis
set is sz LCAO on the pyramids, and szp elsewhere. A dzp description of hydrogen
or full szp description everywhere does not affect the results significantly.
The conclusions are much the same as for the wire system. The HF and GW RMO
HOMOs are very close (indicating small density redistribution between the two) at
-10 eV, which is 3 eV below the DFT eigenvalue. Hybridization shifts the spectral
peak of the HOMO down by 1 eV compared to the eigenvalue, while polarization
effects for GW move the spectral peak up by 3 eV, in close agreement with DFT,
although with a reduced lifetime. The hybridization of the molecular orbitals with
the metal gives a wide resonance around the Fermi level. An anti-bonding hybrid of
the LUMO is formed beyond the shown energy window.
The HF transmission is reduced by a factor of two at the Fermi level compared
to DFT due the shifted LUMO. GW recovers somewhat, but unfortunately does
not bring the transmission back to 1 G0 which is the observed conductance in both
experiment and DFT based simulations.
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Figure 4.19: Insert shows the Pt/ H2 system, red Pt atoms indicate atoms
included in the interaction self-energies in the molecule. Top plot shows the
total DOS (dotted) of the system and the projected DOS on the molecule
(full lines) in the DFT, HF, and GW xc approximations. Circles indicate the
matrix elements of the static Hamiltonian (i.e. DFT or HF part) in the DFT
RMO basis. Bottom plot shows the transmission function in the three xc
approximations (extrapolated to η = 0). Basis is an LCAO szp on electrodes
+ H2 and sz on the pyramids (red atoms), E = [−150; 150] eV, η = 0.02 eV.
4.4.5 Benzenediamine in a Gold Junction
The second system considered here is the Au/BDA junction shown in figure 4.11
right. Experimentally this junction is found to have a linear conductance of 0.0064
G0 [178], putting it in the opposite limit of the Pt/H2 system, with a low tunneling
transmission probability. In this case DFT based transport calculations typically
overestimate the conductance by an order of magnitude. In [39] they argue from the
low spread of the measured conductance on repeated break junction experiments, and
a similar small variation in values predicted by DFT when considering a wide range
of different stable junction geometries, that the disagreement between calculated and
measured values is not due to geometrical effects, but rather electron correlations.
The transport is found to be determined by the slowly decaying tail of the molecular
HOMO resonance, and hence the positioning of this relative to the Fermi level is
crucial for an accurate prediction of the conductance. In both the case of BDA [39]
and the larger class of BDA and BDT (benzenedithiol) based molecules decorated by
various functional groups, as studied by [187], a good agreement with experiment
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can be obtained from the DFT calculation, by an ad-hoc adjustment of the DFT
gap to correct for self-interaction errors (which leads to an overestimation of the gas
phase HOMO), and lack of dynamical screening in the DFT description. The gap is
corrected by manually shifting all occupied orbitals down by a fixed energy, and
all unoccupied orbitals up by the same amount (denoted a scissor operator). The
size of the energy shift is determined by two things: 1) the energy shift required
to shift the HOMO to be in accordance with the ionization energy (determined by
DFT total energy differences) and 2) a reduction of this shift by the energy of the
induced image charge in the metal due to charging of the molecule (determined by
modeling the metal surfaces as perfect conductors and the molecule by a series of
point charges). In both [39] and [187] the model predicts a shift due to image charge
formation of about 1 eV.
Since GW both removes self-interaction in the Hartree term, giving good molec-
ular spectra, and includes a description of dynamical screening, the hope is that this
can produce accurate predictions of the conductance by direct application without
the need for an ad-hoc postprocessing correction scheme as presented in [39, 187].
The density of states and transmission function determined for the Au/BDA
by application of the here presented GW scheme are shown in fig. 4.20 along with
DFT and HF results for comparison. The calculational details are similar to those
for the Pt/H2 system, except in this case a sz basis is used for both pyramids and
molecule, due to the computational effort associated with the increased number of
basis functions for BDA compared to H2. The electrodes are still treated in a szp
basis.
In the case of gold, the d-band is fully occupied and is not particularly reactive.
Also hybridization with the s-band seems to be weak for all but the HOMO state.
Thus the non-HOMO resonances are all sharp with long peaks (long life-time
excitations), and for the non-correlated self-energy approximations DFT and HF,
the resonances are exactly at the position of the RMO eigenvalues. The GW
resonances are all shifted by about 2 eV compared to the (static) RMO values due
to electron correlation. These correlations are related to a reduced ionization energy
on removing an electron from occupied states or adding one for the unoccupied
states, and is therefore largely independent on which state is ionized, and changes
sign for occupied / unoccupied states. Although the LUMO state in DFT at 2.2 eV
does seem to hybridize weakly giving a smaller resonance at 1.9 eV also visible in the
transmission function, transport is largely dominated by the HOMO, and for GW
and HF the LUMO is shifted far from the metal band to 6.6 and 9 eV respectively.
The HOMO resonance is quite broad in all three cases, and lies about -2.2/-2.4
eV for DFT/GW and at -3.5 for HF. These resonances are directly recognizable
in the transmission function. Notice that in this case GW does not only move the
HF peak towards, but actually beyond the DFT peak. This is probably related to
the exaggerated polarization effect also seen for gas phase BDA. Subtracting the
superfluous polarization shift seen for the molecule (1 eV), from the total correlation
shift of the GW peaks of 2 eV observed here, gives an isolated image charge effect
of 1 eV in close agreement with the model calculations of [39] (1 eV) and [187] (0.9
eV).
In HF, the gap is large and the molecular resonances sharp. Integrating the molec-
ular DOS thus gives a total occupation of exactly 42 electrons (neutral molecule).
In DFT and GW, the proximity and resonance width of the molecular HOMO to
the Fermi level leads to a slight depopulation of the molecule by 0.1 (DFT) and 0.4
(GW) electrons. Consequently the Hartree contribution is decreased, which is the
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Figure 4.20: Insert shows the Au/BDA system, red Au atoms indicate
atoms included in the interaction self-energies in the molecule. Top plot
shows the total DOS (dotted) of the system and the projected DOS on the
molecule (full lines) in the DFT, HF, and GW xc approximations. Circles
indicate the matrix elements of the static Hamiltonian (i.e. DFT or HF part)
in the DFT RMO basis. Bottom plot shows the transmission function in
the three xc approximations (extrapolated to η = 0). Basis is an LCAO szp
on electrodes and sz on BDA + pyramids (red atoms), E = [−150; 150] eV,
η = 0.02 eV.
primary cause of the largely static down shift of GW RMO eigenvalues compared to
HF.
Despite the HOMO resonance moving closer to the Fermi level in GW compared
to DFT, the zero-bias conductance is a bit smaller due to the complete lack of
a nearby LUMO. The value of the transmission function at the Fermi level is
better distinguished on a logarithmic scale as in figure 4.21. This shows a zero-bias
transmission of 0.028, 0.019 and 0.0016 G0 for DFT, GW, and HF respectively. The
HF result is 4 times too small compared to experiment, and DFT 4 times too large.
GW is an improvement, but is still to close to the DFT value, which is presumably
due to the faulty description of the BDA molecule.
It is likely that instead of summing polarization bubbles to all orders as
done in GW, it may be better to use all second order diagrams (a 2. Born
approximation[188]). This includes the first order polarization term and the cross
diagram as discussed in section 2.5. As it includes all (both) terms of second order,
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Figure 4.21: Transmission functions of fig. 4.20 on a logarithmic scale.
it is completely self-interaction free also in the polarization. On the other hand
2. Born only treats polarization to lowest order. For bulk metals, the infinite
order polarizations in the GW approximation is vital, but as it is only used to
describe the metal polarization effect on the molecule in this application, the lowest
order inclusion may be sufficient. Note that although the second order self-energy
diagrams look similar in form to the second order Møllet-Plesset (MP2) energy,
which is known to diverge for metals, the Green function variant is different, and
the inclusion in the Dyson equation implicitly sum all reducible diagrams to infinite
order [188]. In practice summing diagrams to second order in NEGF schemes does
not lead to divergent terms for metals like MP2.
Accepting that GW does not describe gas phase BDA correctly, this can be
corrected for by applying a scissor-operator (SO), which corrects for the 1.3 eV
overestimation of the molecular HOMO. In practice this can be done by adding the
static retarded SO self-energy operator
Σ̂SO = −1.3eV
occ∑
n
|ψn〉〈ψn|, (4.30)
where ψn are the renormalized molecular eigenstates of the junction, and the sum is
restricted to the occupied molecular states.
Resolved in the non-orthogonal basis LCAO basis, this operator is equivalent to
the matrix which in the subspace of orbitals on the molecule is given by
ΣSO = −1.3eVSUU †S. (4.31)
Here U is the rotation matrix satisfying U †Hmol0 U = RMOS, (where all quantities
refer to orbitals on the molecule) but truncated to the columns corresponding to
occupied states only. With this additional self-energy, the DOS and transmission
changes as shown on fig. 4.22
After applying the scissor operator (SO), there are exactly 42 electrons on BDA
(neutral), while without it the tail of the HOMO resonance led to a 0.04e depopula-
tion. This gives a rigid increase of all MOs by 0.5eV due to an increased Hartree
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Figure 4.22: Red curves as in fig. 4.20. Orange curves utilize the additional
scissor-operator (SO) self-energy.
energy. The Fock self-energy is unchanged indicating negligable orbital relaxation.
The increased molecular gap leads to a reduced correlation shift (presumably a
reduced internal polarization of the molecule as the metal coupling is unchanged) by
0.3 eV, recognized by the reduced shift between RMO eigenvalues and spectral peaks.
Thus all occupied molecular resonances are shifted by -1.3 (SO) + 0.5 (Hartree) -
0.3 (screening) = -0.9 eV, while all unoccpied states shift by +0.5 (Hartree) + 0.3
(screening) = 0.8 eV. Note that the reduced screening has the opposite effect on
occupied and unoccupied states, thus opening the gap additionally.2
With the applied SO, the transmission function at the Fermi level is reduced
to 0.0073G0 in close agreement with the experimental value of 0.0064G0. It is
important to note that although an SO has been applied for correcting the gas-phase
spectrum, no correction is made for the polarization effects. These are included
naturally in the GW approximation. This is a major improvement over the approach
used in [39, 187] as the molecular shift is easily estimated from atomistic calculations
on the isolate molecule, while the estimated shift due to image charge formation is
based on simplified models and requires a well-defined distinction between metal
and molecule (no hybridization).
2Applying the suggested SO to the gas phase molecule, only the occupied states are affected,
and the shift of these corresponds exactly to the strength of the SO.
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4.5 Summary
An GW scheme has been implemented which support non-equilibrium calculations.
The implementation makes none of the common approximations, and the accuracy
of the calculation is only limited (besides the choice of self-energy operator) by the
quality of the input matrices representing the Hamiltonian and interaction operators
in some basis, and the undelying energy grid used to represent dynamical quantities.
The latter can be systematically converged by tuning a single parameter: the grid
spacing of the energy grid.
The issue of basis set representation has addressed by construction of highly
accurate projected Wannier functions augmented by numerical atomic orbitals. An
scheme has been devised to represent the interactions efficiently using an optimized
pairorbital basis.
The capabilities of the GW approximation to represent screening effects have
been tested by model studies of semi-conducting surfaces and ab-initio calculations
on both isolated molecules and molecular junctions.
For the molecules, GW was found to systematically improve the predicted
position of the highest occupied molecular orbital compared to both DFT and HF.
In the application to bulk junctions, GW was found to give a good description of
screening effects. For the weakly coupled Au/BDA system, close agreement with
experiment was found without using any ad hoc correction for polarization effects.
Such an manual correction based on simplified models is the only way previous
calculations have been made to agree with experiment. In GW the relevant screening
effect are automatically included in the dynamical self-energy operator.

Chapter 5
Inelastic Transport in a Pt /
H2O Junction
With on one hand the theoretical tools for describing the electronic transport proper-
ties relying on a series of approximations, and being too computationally demanding
to perform an exhaustive sampling of configuration space, and on the other hand the
experimental measurements being done with an unknown atomic configuration, a
comparison of experiment and calculations is vital for the understanding of molecular
devices.
The work presented in this chapter aims at describing, from a theoretical point
of view, the experimental work of [1] on the conductance properties of water. The
first section, 5.1 presents a review of the experimental results, and the following
section 5.2 describe computational simulations of the experiments.
5.1 Experimental Measurements on Water
The experimental setup used by [1] for probing the electrical properties of individual
water molecules, is the mechanically controlled break-junction (MCBJ) technique
[16, 17].
The procedure is sketched in figure 5.1. A single piece of metallic wire (in
Figure 5.1: Setup for mechanically controlled break-junction experiments.
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Figure 5.2: Conductance histogram for a Pt junction before (black curve)
and after (solid curve) inclusion of H2O. The histograms are made from 1000
conductance traces recorded at a bias of 0.2V. Reproduced from [1].
this case Platinum) is notched in the middle, and glued onto an elastic substrate.
The piezo element can be expanded by adjusting the piezo bias voltage Vp thus
stretching the wire. Using this setup it is possible to stretch the wire with subatomic
precision. As it is stretched, the wire will grow thinner and eventually break at the
position of the notch. With careful arrangements, in high vacuum and at cryogenic
temperatures, it is possible to pull out an atomic wire of several nm for certain
metals, before the wire finally breaks.
Due to the high reactivity of the severely under-coordinated tips formed upon
stretching, it is likely that by admitting a diluted gas of molecules (in this case
water vapor) into the chamber when the wire is stretched, one or more of these may
bridge the two sides of the metals before rapture.
Electrical characterization of the junction is done by recording the I/V char-
acteristics during stretching. This approach is obviously highly stochastic, and
to obtain a statistical description of the system, the break-junction is repeatedly
broken and reformed, by cycling the piezo bias. From the ensemble of individual
measurements, the features of the most likely (i.e. chemically stable) configurations
can be extracted.
5.1.1 Conductance Measurements
One type of electrical characterization of the junction is to simply record the
conduction at a fixed (low) bias during stretching. From each of these conduction
traces, a conductance histogram can be made showing the most likely conductance
values. Such a histogram is shown in figure 5.2 for the Pt junction, before (black
curve) and after (solid curve) admission of a diluted gas of de-ionized water vapor
in the chamber. Only conductance values in the range 0-2 G0 are shown, which is
the range associated with a nano-scaled junction.
The black curve is characteristic of a clean Platinum contact, and clearly the
inclusion of water influence the recorded conductance histogram implying that the
molecules must somehow participate in the contact. The histogram does not show
the distinct features usually seen in such experiments[2], but displays a rather
featureless histogram. Weak peaks around 0.2, 0.6, and 1.0 G0 are observed. The
flat continuum of likely conductance values, suggesting a variety of stable junction
configurations, is an important feature that can be exploited, as will become apparent
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Figure 5.3: Measured phonon distribution for the Pt/H2O junction. The
abscissa indicates possible phonon energies in meV, the ordinate shows the
(normalized) number of observations of a given phonon frequency. From [2].
later. One should note the relatively high experimental bias voltage of 200 mV,
as the computational predictions will be based on the linear conductance in the
zero-bias limit.
5.1.2 Inelastic Spectroscopy
A complementary method of characterizing the junction is by use of inelastic
spectroscopy methods, in this case point contact spectroscopy (PCS). The principle
is to record the current (or rather its derivative) as a function of the bias voltage
across the lead, for a given configuration and stretching distance. When the
bias is increased beyond the energy required to excite a phonon ~Ω, one would
expect a sudden change in the slope of the I/V curve (a step in the differential
conductance), as the current-carrying electrons then experience an extra transmission
pathway via inelastic scattering on the phonon. Experimentally one can discern if a
sudden change in conductance (a step in the differential conductance) is related to
electron-phonon interaction by isotope substitution. The mass difference between
isotopes should induce a corresponding shift in the step position. The hereby
isolated molecular vibration energies supplies a second fingerprint (along with the
conductance histogram) of the experimental geometry that can be compared to when
doing simulations. The phonon distribution of the Pt/H2O system as determined
by [2] (same group and setup, as in ref. [1]) are shown in figure 5.3.
Interestingly, the sign of the electron-phonon related conductance-step changes
from a conductance enhancement in the tunneling regime (low transmission) to a
reduction in the contact regime (high transmission).
In a simple picture of the fully open channel, the reduction can be explained by
backscattering of electrons. Since at perfect transmission, all forward momentum
states are fully occupied at the reduced energy, the electron must by Fermi statistics
take on the opposite momentum. In the tunneling regime, the current is mediated
by single electron hopping, and the enhancement can be explained by the opening
of an additional tunneling channel.
In a combined view of the two limits, based on the lowest order expansion of
the e-ph interaction, [189] derived a set of propensity rules describing the sign of
the phonon induced conduction step, for a single level model coupled to wide band
leads. In the case of a symmetric coupling to the two electrodes, the step should
change from enhancement to reduction at a transmission of 0.5.
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Figure 5.4: Measurements of inelastic features. a and b shows individual
dI/dV measurements on configurations with a high (a) and low (b) zeros-bias
conductance respectively. (c) histogram of step-up / step-down occurrences
as a function of zero-bias conductance. From [1].
A set of distinct properties of the Pt/H2O system makes it possible to study this
prediction on an experimental basis. Firstly, the featureless conductance histogram
makes is possible to form stable junctions with a zero-bias conductance in a wide
range around 0.5G0, and secondly the system exhibits a vibrational mode at about
42meV which persists in all configurations.These conditions makes it possible to
probe the e-ph signal for the same system, experimental setup, and vibrational
mode in the entire range from tunneling to contact regime, and provides a unique
possibility to investigate the theoretical predictions.
Figure 5.4a+b shows the differential conductance recorded for two different
stable configurations. One at a high zero-bias conductance, fig. 5.4a, showing a
conduction reduction at about 46 mV, and one at a low zero-bias conductance, fig.
5.4b, showing a conduction enhancement at about 42 mV.
By measuring the zero-bias conductance, and the sign of the dI/dV step from a
large number of repeated experiments, the group reports the distribution of step-up
and step-down occurrences reproduced in figure 5.4c. The figure shows a cross-over
from an enhancement to a reduction at a zero-bias conductance of about 0.65G0.
5.1.3 Transmission Channel Analysis
In the Landauer conductance formula [31, 190] G = G0
∑
i τi, the linear conductance
is given by the sum of transmission probabilities for the individual transmission
channels, τi, times the fundamental conductance unit G0 = e2/2h.
Due to the discrete nature of electrons, each scattering event can either trans-
mit or reflect a charge-quantum of 1e. This gives rise to a distinct fundamental
fluctuation statistics for the measured conductance of any non-perfect conductor,
related to the Fano factor
∑
i τi(1− τi)/
∑
i τi. Using shot-noise experiments [191]
to measure the quantum fluctuations, it is thereby possible determine the number of
open transmission channels and their individual transmission probability, by fitting
to the predictions of Landauer theory [192]. The group finds that the current is
dominated by a single channel, although a second channel accounts for up to 20%
of the transmission for high transmission configurations. From the transmission
channel analysis they find that the crossover between phonon induced reduction and
enhance of G = 0.65G0 corresponds exactly to the value at which the transmission
probability of the dominant channel is τ1 = 0.5.
They conclude by suggesting that the predicted crossover at τ = 0.5 for a single
level model can be generalized to apply for the dominant channel for a multichannel
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Figure 5.5: Model structure used for simulations of the experiment. The
box indicates the unit cell of the scattering region. dz indicates the electrode
surface separation.
system (at least when a single channel is dominant).
5.2 Computational Simulations
In this section the experiment is analysed based on computational modeling. The
first step is to determine a realistic atomic configuration, based on the stability
of different equilibrium geometries. This is done in section 5.2.1. The following
sections are devoted to zero-bias conduction calculations, sec. 5.2.2, analysis of the
transmission channels, sec. 5.2.3, and calculation of the inelastic transmission signal,
section 5.2.4.
5.2.1 Stability
To make any computational simulations of the experiment, one must first determine
a plausible atomic configuration.
The experiment is modelled using the supercell shown in fig. 5.5, i.e. a 3x3
(111) Pt surface with two aligned pyramidal tips and a single H2O molecule. The
close-packed (111) plane is the most stable surface plane, and therefore expected in
the experiment. The pyramids are used to emulate the constriction at the notch
formed upon stretching of the break-junction. I investigate configuration space for
the molecule at various electrode separations dz, allowing the Pt pyramids to relax
in each case, but fixing the Pt surface planes in their bulk equilibrium structure.
The calculations are done with dacapo using the unitcell marked in the figure
with periodic boundary conditions, and a 4× 4 kpoint mesh in the transverse plane.
To determine the most likely geometry of the molecule, the system is relaxed
starting from several symmetry-distinct initial configurations of the water molecule,
and the binding energy relative to the isolated molecule and clean junction are
determined. The resulting binding energies are shown in fig. 5.6. To give a broad
sampling of configuration space, also high temperature (80 K) Langevin molecular
dynamics (MD) have been performed, using low quality numerical parameters.
The MD calculations where first allowed 1000 time steps of 2 fs at dz = 13.2 A˚
to equilibrate, before gently pushing the two electrodes together at a speed of
2 · 10−4A˚/fs.
98 5. Inelastic Transport in a Pt / H2O Junction
Figure 5.6: Calculated binding energy for different molecule configurations.
From both relaxations and MD simulation, the conclusion is that the most likely
configuration of the water in this setup geometry (with two opposing pyramids and
a single water molecule) is the asymmetric situation shown in figure 5.5 (green curve
in fig. 5.6), where the molecule binds with the Oxygen to one tip, and one OH bond
pointing towards the other tip. The second OH bond can more or less freely rotate
in the plane transverse to the junction.
Based on the energetics in fig. 5.6, the symmetric positioning of the molecule
(red curve) and the dissociated oxygen / hydrogen configuration (blue curve) are
excluded based on the low binding energy. The symmetric setup is also unstable to
small perturbations, collapsing to the asymmetric case for small displacements of
the equilibrium coordinates.
Dissociation of a single Hydrogen atom, leaving behind an OH compound in the
middle of the contact (blue curve), with the OH bond perpendicular to the contact
axis, is energetically favorable, but in a full analysis of OH in the junction several
reasons to discard this solution are found: i) The dissociation has a large energy
barrier, and as the inlet gas in the experiment is deionized there should be no OH in
the initial water vapor. ii) The calculated conductance trace shows a wide plateau
at 1.3 G0 which lasts until the breaking point of the contact. This is incompatible
with the experimental conductance histogram. iii) The calculated phonon spectrum
of OH in the junction is strongly stretching dependent, and so do not have stable
modes at 20 and 40 meV as seen experimentally.
This analysis leaves only the asymmetric configuration as a possible candidate.
This single configuration is studied in more detail in the following sections.
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Figure 5.7: Calculated total energy (left axis, blue curve) and linear con-
ductance (right axis, red curve) as a function of electrode separation. Inserts
show the atomic configuration at each separation.
5.2.2 Linear Conductance
To calculate the transport properties of the system, a matrix description of the
Hamiltonian in a localized basis is required. To this end, siesta calculation are
performed for each configuration using a DZP basis, and based on the relaxed
geometries from the more accurate dacapo code. The periodic boundary conditions
in the transport direction are extended by infinite lead potential as described in
section 2.4.5. The leads are described by principal layers 3 atoms long in the
transport direction. The calculated linear conductance is shown in fig. 5.7 for a
range of electrode displacements, along with the total energies of each junction
(from the dacapo calculations). The insets show the atomic configuration for each
distance.
The Pt-O bond is at all separations about 2.2 A˚. The H2O bond lengths and
angle are at, or close, to their gas phase values. For dz = 12.6 A˚ and below, the
water molecule sits below the contact. From 12.6 to 13.3 A˚ it moves into the contact,
leading to a more or less stable energy and conductance in this region. Beyond 13.3,
the water molecule remains static, with oxygen binding to the left Pt apex atom on
the OH bond pointing towards the right tip apex. On stretching beyond this point,
the conductance drops exponentially and the total energy has a negative curvature,
indicating a broken contact.
The conductance curve in fig. 5.7 indicates that there are several electrode
distances, which all lead to a conductance of around 0.4, and one might therefore
expect a peak in the experimental histogram at this value. In the experimental
setup, adjusting the piezo bias does however not translate directly to the distance
indicated in the calculation, which is the distance between the surface planes of
the two bulk electrodes. In the experiment, the varied distance can be thought
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of as the distance between two points in the wires far from the contact region,
and deviates from the electrode surface separation due to the finite elasticity of
the system [193, 194]. The conversion from surface distance to the experimentally
relevant wire stretching depends on the stiffness used to model the leads. Regardless
of this parameter though, the experimental setup will never probe the region in
figure 5.7 between 12.6 and 13.4 A˚, because the slope of the energy is negative
in this. Disregarding the mentioned region, leaves a featureless conduction trace
consistent with the experimental results.
5.2.3 Transmission Channel Analysis
In the mean-field DFT description of the electronic structure, the Meir-Wingreen
current formula [30] reduce to the Landauer expression, with transmission probabili-
ties of the individual channels given by the eigenvalues of the transmission function
matrix in the NEGF formalism (see sec. 2.4.5).
The top plot of figure 5.8 shows the calculated transmission function in an interval
around the Fermi level along with the two dominant transmission eigenchannels
determined by diagonalization of the transmission matrix. The left and right
plot shows the transmission for the compressed junction with H2O pushed below
the junction, and a stretched junction where H2O has moved into the junction,
respectively. As a general trend, the dominant channel in the simulations are found
to carry 75, 85, and > 95% of the current at junction separations of 12.0, 12.6,
and ≥ 12.9 A˚respectively. This in in general agreement with the experimentally
determined transmission probability, deduced by fitting shot-noise measurements
to predictions of Landauer theory. In [1, table I] they report that transport that
the dominant transmission channel, accounts for 80-97 % of the total transmission
probability, which is slightly larger than for the simulations at relevant electrode
separations.
A useful tool for analysis of transport through molecules, is the concept of
renormalized molecular orbital (RMO), determined by diagonalizing the system
Hamiltonian in the subspace spanned by orbitals on the molecule. This provides a
tool for describing hybridization effects by comparing to the gas phase molecular
orbitals. The RMO eigenvalues of the two junctions of fig. 5.8 are compared to
the gas-phase spectrum in table 5.1. The occupied canonical MO are only slightly
perturbed, indicating weak hybridization of these states despite the relatively large
binding energy. The LUMO RMO is pushed up by almost 2 eV. The HOMO has pz
character located primarily on the oxygen, in both gas phase and in the junction,
while the LUMO, which in the gas phase is a symmetric anti-bonding σ∗ bond
between O and H2, is shifted to have most weight on the hydrogen bridging the two
leads. The lower graphs on figure 5.8 show the total and projected DOS for the
pyramid tip atoms, and the RMO HOMO and LUMO.
The structure of the transmission function is for the compressed junction dom-
inated by the local DOS of the Pt tip atoms, which due to the narrow d band of
the Pt atoms gives rise to a sharp peak in the transmission at the Fermi level. This
indicates that the conductance is very sensitive to the applied bias, as the finite
bias conductance is (neglecting density redistribution) given by the average of the
transmission function over energies in the bias window. The calculation is, due to
the same effect, sensitive to the exact position of the Fermi level. At larger electrode
separations, the transmission is to a higher degree influenced by the water LUMO,
which regains a peaked structure in the tunneling regime, but is very broad for the
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Figure 5.8: Total transmission function and the two dominant transmission
eigenchannels (top) for a short (left) and long (right) electrode separation, dz.
Bottom plots show the total ρtot DOS and the projected DOS for the pyramid
apex atoms ρpyr and the RMO HOMO and LUMO ρH/L respectively. The
pyramid and molecular PDOS have been scaled by 10 and 100 respectively
to be visible on the same scale.
compressed junction due to relatively strong hybridization.
The real-space scattering states can be constructed from the Green function
and lead self-energies, using the procedure by [195]. By visual inspection of, the
scattering states at ε = F (not shown), the transport is found to be dominated
by direct tunneling through the tip Pt atoms for the short junctions, with only
low weight on the water molecule, (which is positioned below the contact, see fig.
5.7). At larger distances, the molecule moves into the contact, and the scattering
states shortcut through the oxygen atom, but apparently do not involve the bridging
hydrogen atom. The direct Pt tunneling at short distances is consistent with the
transmission function being dominated by the local Pt DOS of the tip.
5.2.4 Coupling to Phonons
The vibrational eigenmodes, {v˜λ}, and corresponding phonon energies, {Ωλ}, of the
H2O molecule are obtained in the Harmonic approximation by diagonalizing the
mass-scaled dynamical matrix of the system using the finite difference procedure on
the DFT forces described in section 2.3.4
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Gas dz = 14.2 dz = 12.1
-23.0 -22.5 -22.1
-10.8 -10.4 -9.9
-6.8 -7.2 -6.8
-4.9 -4.7 -4.8
1.5 3.4 3.3
2.2 5.7 5.6
Table 5.1: Comparison of gas-phase eigenvalues to renormalized molecular
orbital eigen values at long, dz = 12.1, and short, dz = 12.1, electrode
separations.
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Figure 5.9: Calculated phonon energies.
Vibrations are calculated using dacapo due to the improved accuracy over
siesta, and to be consistent with the relaxed geometries also determined using
dacapo. Owing to the large difference in mass between the metal and molecule
atoms, the dynamical matrix for the molecule can be calculated keeping all metal
atoms fixed. The thusly calculated vibration eigen energies of the water molecule are
shown fig. 5.9 (showing only the energetically lowest relevant modes). The phonon
modes are, counting from the bottom and up: 1) a stretching mode of the OH bond
transverse to transport direction. 2) A rigid translation of the entire water molecule
parallel to the transport direction. 3) A frustrated translation of H2 transverse to
both transport direction and H-H bond. 4) A frustrated rotation of H2 about the
axis of the Pt-O bond.
Comparing to the experimental phonon distribution, fig. 5.3, the calculated
energies do show modes at around 40 and 20 meV, although some stretching
dependence is observed. To determine which modes give a signal in the experiment
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(i.e. couple to the scattering states) and to determine the sign of the induced step
in dI/dV , the finite bias current must be simulated including e-ph interaction. The
central ingredient for this interaction is the e-ph coupling matrix Mλ.
Intermezzo on calculating the inelastic signal
Before displaying the calculated inelastic signals for the Pt/H2O system, I will here
pause at the technicalities of calculating this, as it is far from trivial.
The chosen level of inclusion is at the first Born approximation, in which the
self-energy related to the e-ph interaction, is given by (see sec. 2.5)
Σ≶e-ph(ω) =
∑
λ
MλG≶(ω ± Ωλ)Mλ, (5.1a)
Σre-ph(ω) =
1
2 [Σ
>
e-ph(ω)−Σ<e-ph(ω)]− i2H[Σ>e-ph(ω′)−Σ<e-ph(ω′)](ω), (5.1b)
assuming a vanishing life-time of the phonons. Here, H[f(y)](x) denotes the Hilbert
transform of f(x), and Mλ is the coupling matrix
Mλij =
∑
aν
√
~
2MaΩλ
vλaν〈φ|iWaν(r)|φj〉, (5.2)
given here in terms of the mass-scaled normalized eigen-modes vλ and the gradient
of the Hamiltonian Waν(r) = ∂veff(r)/∂Raν (the kinetic energy obviously do not
depend on R).
The above expression is actually only the “Fock” diagram of the e-ph interaction.
The corresponding Hartree term is neglect, as it simply leads to a static (polaron)
potential shift, giving no signal at the phonon threshold voltage. Had it been
included along with an electronic Hartree self-energy, it would be, at least partially,
screened. In practice, both the dynamical matrix and the gradient W (r) are
determined from finite differences between the self-consistent KS systems at the
displaced configurations, and thus include electronic screening of the polaron shift
at the DFT level.
The self-consistent Born approximation (5.1) presents two complications. One
is calculation of the coupling matrix, the second is the inclusion of the dynamic
self-energy approximation in the Dyson and Keldysh equations. These issues will be
addressed in turn in the following.
Extraction of the coupling matrix can be done very accurately in the PAW
code gpaw by basing it directly on the real-space effective potential. In PAW, the
gradient of the Hamiltonian has four terms
Waν(r) =
∂v˜eff(r)
∂Raν
+
∑
ij
[
|p˜ai 〉
∂∆Haij
∂Raν
〈p˜aj |+
∂|p˜ai 〉
∂Raν
∆Haij〈p˜aj |+ |p˜ai 〉∆Haij
∂〈p˜aj |
∂Raν
]
,
(5.3)
the first being the gradient of the pseudo effective potential, and the remaining
terms correcting for the PAW transform of kinetic and potential energy terms as
well as the compensation of the Hartree potential, see sec. 3.1. The first two terms
of are calculated by a central finite difference on v˜eff(r) and ∆Haij respectively, while
the last two are calculated analytically.
Interestingly, the effect of the last two terms is an order magnitude larger than
the first, which is because the pseudo KS potential v˜ is smooth, and therefore have a
small gradient in ion displacements, while the atomic corrections are sharply peaked.
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Note that the gradient (5.3) is independent of the individual modes, and the
ingredients for the finite-difference operations can be obtained from calculations
that are anyway performed for each displaced ion for construction of the dynamical
matrix. The coupling matrix then follows directly from the real-space gradient by
projection onto the basis set of the equilibrium structure, see (5.2), and thereby
comes at no noticeable extra computational cost besides that required to determine
the dynamical matrix.
For the siesta calculations used in this study for the transport related part,
the above method can not be applied. The output of the code only allow access to
the Hamiltonian and overlap matrix resolved in the LCAO basis, for each of the
displaced systems. A finite difference scheme for the gradient based directly on these
matrices instead of the real-space approach, would be incorrect due to the moving
basis functions. This can be corrected for by the scheme described in [103], but this
also requires matrix elements inaccessible from the unmodified code (the overlap
between the displaced and original basis functions). Instead, I use the following
finite-difference along the individual vibration eigen modes
Mλij ≈
√
~
2Ωλ
Hij(R0 + δv˜λ)−Hij(R0 − δv˜λ)
2δ
, (5.4)
where v˜λaν = v
λ
aν/Ma is the physical eigen mode (hence the missing mass factor in
the prefactor). To avoid errors induced by the basis functions moving with the
displaced atoms, ghost basis functions are left at the original coordinates and after
obtaining the self-consistent Hamiltonian, the rows and columns corresponding to
the displaced basis are removed. The method is computationally cheap if only a
few modes are of interest, as only the two calculations needed for a central finite
difference are required for each mode. It does however have some drawbacks in
terms of accuracy. The use of ghost basis functions introduce basis set superposition
errors. In addition the atoms are moved along the vibration eigen modes, which
implies that some atoms move a lot, while others do not move.
Comparing to the more accurate grid-based approach in gpaw, it is found that
reliable coupling matrices can be extracted by choosing δ in (5.4) such that the
longest atomic displacement is about 0.1A˚. A ghost basis at the original position
can not be used for those atoms that are displaced less than 0.01 A˚, as this leads to
linear dependence in the basis set, so for these, a minor error for the moving basis
must be tolerated.
This resolves the issue of determining the the coupling matrix. Note that even
though only the water molecules are displaced, this has an effect also on basis
functions far from contact, and in general M and hence Σe-ph are non-zero in
the entire scattering region. I have implemented the self-energies in (5.1) in the
KeldyshGF code as an addition along the same lines as the GW self-energy. In
many ways the e-ph self-energy resembles the GW self-energy in that it is a dynamic
correlation self-energy such that the Meir-Wingreen current formula has weight
outside of the bias window, and in that it is non-local in the energy grid (due to
the Hilbert transform), and therefore can not be evaluated independently at each
energy. It does require a fine-spaced energy grid, but unlike the GW self-energy, it
does not depend upon the entire frequency range of the electronic Green function,
and in practice the energy range need only extend a few eV beyond the bias window,
or the largest phonon frequency, whichever is largest. I have not made a parallel
implementation though, and for the basis set sizes used here, the computations
becomes very heavy numerically.
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Figure 5.10: Calculated differential conductance for an H2 molecule con-
nected to Pt wires.
An alternative to the self-consistent use of the non-local self-energies in (5.1)
exists in the form of the lowest order expansion (LOE) scheme of [196, 197]. In
this scheme, the retarded electronic Green function and the lead self-energies are
assumed to be energy independent, and the inelastic signal is expanded to lowest
order in M . From this, the entire I/V spectrum can be determined from a relatively
simple algebraic equation using only the set of phonon energies, the coupling matrix
and the retarded Green function and lead self-energy evaluated at the Fermi energy.
No energy convolutions or self-consistency is needed.
To compare the two methods, and test the implementation, both are applied to
a one-dimensional Pt wire connecting a H2 molecule. This should be comparable
to the bulk Pt with a H2O molecule. The comparison is shown in figure 5.10.
For this system two vibrational modes exist at 205 meV and 320 meV respectively
corresponding to an in-phase (center-of-mass) longitudinal mode and an out-of-phase
(internal) longitudinal mode.
The left side of fig. 5.10 shows the calculated differential conductance from a
non-equilibrium finite bias calculation both with phonon contributions (denoted
1. Born) and without (denoted elastic). Clearly, even the elastic signal has some
structure, which is due to the narrow d-band of the metal. Thus, when increasing
the bias window, one first includes the tip of the d-band peak (slightly below F )
which gives an increased conduction, then one moves off-resonance giving a reduced
conduction. That the down-step of the elastic signal is right at the phonon frequency
is purely accidental. The inelastic part of the signal can be isolated by plotting the
difference between the two curves. This makes the 1. Born comparable with the
LOE scheme which only gives the inelastic contribution. The isolated inelastic signal
is shown for the LOE and 1. Born approximations on the right graph. Both phonon
modes gives a conduction reduction, consistent with the almost fully transmitting
channel.
From the good correspondence between the two methods despite the violation of
the assumed flat DOS in the LOE scheme, it is concluded that the much simpler
LOE scheme is sufficient to describe the inelastic signal and this is then the scheme
applied to the bulk Pt/H2O system.
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Figure 5.11: Calculated differential conductance at dz = 13.8A˚.
The inelastic signal for the Pt/H2O system
Using the method described in the previous, the inelastic contribution to the
differential conduction for the Pt/H2O system is calculated at various electrode
separations.
At long separations, the two modes closest to the experimental mode at 42 meV
are the H2 translation mode transverse to the junction and the translational mode of
the entire molecule parallel to the junction (see fig. 5.9). The dI/dV signal of these
are shown for dz = 13.8 in figure 5.11. At this distance, the molecule is positioned
inside the junction, and the H2 translation mode which the dominant signal. The
signal is entirely asymmetric, and can not be associated with either a step up or
down.
For short junctions, the molecule is pushed below the contact, which leads to
a decreased inelastic signal strength. At dz = 12.1 the signal almost completely
vanish, which is consistent with the scattering states for these, which involved only
direct tunneling through the Pt tips. The modes closest to the experimental mode at
42 meV are, for the short separations, the OH stretching mode and the translational
mode of the entire molecule (see fig. 5.9). The dI/dV signal of these are shown
for dz = 12.4 and dz = 12.6 in figure 5.12. None of the figures show any signal at
the OH stretching mode which is expected as it is far below the contact for short
junctions where the molecule itself is pushed below the contact. For the longer
separations a signal around 20 meV appears (not shown in fig. 5.11), which explains
the peak at this energy in figure 5.3.
The translational mode gives rise to a conduction enhancement in both cases.
This is expected for the longer junction for which the zero-bias conduction is
G(V = 0) = 0.4G0, but should have lead to a reduction for the short junction, for
which G(V = 0) = 0.7G0. The transmission probability of the dominant channel
of the short junction is 0.65 which is also larger than the expected crossover of
0.5. The disagreement can not be explained by the asymmetry of the contact, as
this according to [189] will lead to a crossover to a signal decrease at even lower
transmissions than 0.5.
The discrepancy compared to the model may be related to the inadequacy of a
single level model for this system, where the RMO HOMO and LUMO are almost
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Figure 5.12: Calculated differential conductance at dz = 12.4A˚ (top) and
12.6 A˚(bottom).
equally far from the Fermi level. The discrepancy with the experimental may be
explained by the elastic signal dominating the measured signal. That they see a
crossover to an increase at G = 0.65G0 should then be related to the e-ph induced
enhancement becoming dominant at this point. This would still give an isotope
substitution effect, making the step seem as a purely e-ph induces quantity.
In any case I can not with any of the systems recover high transmission, without
the transport being entirely Pt mediated, and therefore unaffected by the vibrational
modes of the water.
Of course it is possible that the experimental configuration should be described
using more than a single water molecule in the simulation. Bridge formation involving
several molecules is improbable, but water coverage on the Pt pyramid surfaces
might affect the result. Water coverage of the flat Pt surface should be irrelevant.
5.3 Summary
Computational simulations of the break junction experiment of [1] on H2O have
been performed. Simulation of the experiment is complicated by the statistical basis
of the experiment, and the unknown atomic junction geometry. From the large class
of different possible shapes of the metal junction formed upon streching the Pt wire,
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and the multitude of molecular arrangements, a representative subset have been
studied, and within this, the most likely geometry has been determined.
Based on DFT, binding energies and phonon energies have been determined,
and using the NEGF formalism both elstic and inelastic transmission probabilities
were calculated and compared to experiment. Some feature of the experiment could
be described by the simulations, but especially the inelastic transmission did not
provide a consistent picture of the measured spectra.
Based on an analysis of the elastic transmission function and density of states,
combined with simulations of phonon effect in an atomic wire, it is suggested that
an acute dependence of the elastic transmission on the applied bias might influence
the differential conductance measurements. The dependence is caused by the narrow
and chemically active local d-band of the tip Pt atoms in the junction.
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We present the implementation of the time-dependent density-functional theory both in
linear-response and in time-propagation formalisms using the projector augmented-wave method in
real-space grids. The two technically very different methods are compared in the linear-response
regime where we found perfect agreement in the calculated photoabsorption spectra. We discuss the
strengths and weaknesses of the two methods as well as their convergence properties. We
demonstrate different applications of the methods by calculating excitation energies and excited
state Born–Oppenheimer potential surfaces for a set of atoms and molecules with the
linear-response method and by calculating nonlinear emission spectra using the time-propagation
method. © 2008 American Institute of Physics. DOI: 10.1063/1.2943138
I. INTRODUCTION
The density-functional theory1,2 DFT has been very
successful for ground-state calculations of molecular and
condensed-matter systems due to its favorable balance of
cost against accuracy. Properties such as ground-state total
energies, lattice constants, and equilibrium geometries are
nowadays calculated routinely for systems containing up to a
few hundred atoms. However, there are several scientifically
and technologically interesting quantities which are related
to excited states of the system and are thus beyond the realm
of the standard DFT. In recent years, the time-dependent
DFT TDDFT Ref. 3 has become a popular tool for calcu-
lating excited-state properties such as linear and nonlinear
optical responses.4–9
The most general realization of the TDDFT is the time-
propagation scheme5 in which the time-dependent Kohn–
Sham KS equations are integrated over the time domain. In
the linear-response regime the excitation energies can also be
calculated in the frequency space by solving a matrix equa-
tion in a particle-hole basis.4 This is the so-called linear-
response scheme. The time-propagation and the linear-
response scheme are complementary as they have different
advantages and disadvantages. For example, the linear-
response scheme provides all the excitations in a single cal-
culation, while the time-propagation provides only the exci-
tations corresponding to the given initial perturbation and
several separate calculations may be needed. On the other
hand, the time-propagation has a wider applicability as also
non-linear-response phenomena, such as the high-harmonics
generation in intense laser beams and general time-
dependent phenomena, in which for example the ionic struc-
ture relaxes as a function of time, can be studied. Computa-
tionally, the time-propagation scales more favorably with the
system size than the linear-response scheme. However, the
prefactor in time-propagation is larger, so that the cross-over
in efficiency is reached at relatively large systems.
Previously, there have been several implementations of
the linear-response and the time-propagation formalisms us-
ing a variety of methods such as localized basis sets,10,11
plane waves,12–15 and real-space grids.5,16,17 The plane-wave
and the real-space implementations have used the pseudopo-
tential approximation which has been either of the norm-
conserving or ultrasoft flavor. To our knowledge, the projec-
tor augmented-wave PAW method18 has not been used in
time-dependent density-functional calculations previously.
Here, we present implementation of both time-propagation
and linear-response TDDFT in the electronic-structure pro-
gram GPAW,19,20 which uses the PAW method and uniform
real-space grids.
The real-space PAW method has several advantages both
in ground-state and in time-dependent calculations. First,
there is a single convergence parameter, the grid spacing,
which controls the accuracy of the discretization. Different
boundary conditions can be handled easily and especially the
ability to treat finite systems without supercells is important
for TDDFT. The PAW method can be applied on the same
footing to all elements, for example, it provides a reliable
description of the transition metal elements and the first row
elements with open p-shells. These are often problematic for
standard pseudopotentials. Also, the PAW method reduces
the number of grid points required for accurate calculations
in comparison with pseudopotential calculations. Thus, the
dimension of the Hamiltonian matrix is reduced and one isaElectronic mail: michael.walter@phys.jyu.fi.
THE JOURNAL OF CHEMICAL PHYSICS 128, 244101 2008
0021-9606/2008/12824/244101/10/$23.00 © 2008 American Institute of Physics128, 244101-1
Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
also allowed to use longer time steps in time-propagation.15
Finally, the real-space formalism allows efficient paralleliza-
tion with domain-decomposition techniques.
The present paper is organized as follows. In Sec. II A
we present the basic features of the PAW method. The linear-
response formulation of the TDDFT within the PAW method
is presented in Sec. II B and the time-propagation scheme is
reviewed in Sec. II C. In Sec. III we show that the two meth-
ods give identical results in the linear-response regime by
calculating the optical absorption spectra for the Na2 and
C6H6 molecules. Next, we focus on the linear-response
scheme and calculate excitation energies for a set of divalent
atoms followed by Born–Oppenheimer potentials of excited
states of Na2. The applicability of the time-propagation in the
nonlinear regime is demonstrated by calculating emission
spectra of the Be atom in strong laser fields. The conver-
gence properties of the two methods are discussed in Sec. IV.
Finally, we give a brief summary in Sec. V.
II. THEORY
A. Ground state
The implementation of the PAW method using a real-
space grid is explained in detail in Ref. 19. We will give here
just a short introduction with the main purpose of defining
the quantities needed for the time-propagation and linear-
response calculation. In the PAW method, a true all-electron
KS wave function n can be obtained through a linear trans-
formation from a smooth pseudo-wave-function ˜ n via
nr = Tˆ˜ n, 1
where n denotes a combined band and spin index. Using the
explicit representation of Tˆ , the KS wave functions can be
expressed as
nr = ˜ nr + 
a
n
ar − Ra − ˜ n
ar − Ra , 2
where n
a and ˜ n
a are the all-electron and smooth continua-
tions of n inside the augmentation region of the atom a at
position Ra, respectively. Their difference vanishes by defi-
nition outside the augmentation region. n
a and ˜ n
a may be
expanded in terms of atom-centered all-electron wave func-
tions a and their smooth counterparts ˜ a, respectively, i.e.,
n
ar = 
j
Pnj
a  j
ar, ˜ n
ar = 
j
Pnj
a ˜ j
ar , 3
with the same coefficients Pnj
a
= pj n, where the pj are the
so called projector functions.18,19 The main quantity of DFT,
the electron density nr has a similar partitioning as the
wave functions this behavior can be shown to be true for all
quantities that can be expressed as expectation values of lo-
cal operators18. Thus,
nr = n˜r + 
a
nar − Ra − n˜ar − Ra , 4
where the all-electron density inside the augmentation region
nar = 
i1i2
Di1i2
a i1
a ri2
a r 5
and its smooth counterpart
n˜ar = 
i1i2
Di1i2
a ˜ i1
a r˜ i2
a r 6
appear. Denoting the ground-state occupation numbers by fn,
the above atomic density matrix can be expressed as19
Di1i2
a
= 
n
P
ni1
a* fnPni2
a
. 7
B. Linear response
In the following we discuss the linear-response theory in
the TDDFT from a practical view, rather than from its formal
derivation which can be found in the original references4,10,21
or in more recent work.22 We follow closely the notation
used by Casida,4 who showed that in the linear-response TD-
DFT the calculation of excitation energies can be reduced to
solving the eigenvalue equation of the following form:
FI = I
2FI, 8
where I is the transition energy from the ground state to
the excited state I. Expanding the matrix  in KS single
particle-hole excitations leads to
ij,kq = ik jq	ij
2 + 2	f ij	ijfkq	kqKij,kq, 9
where 	ij=	 j−	i are the energy differences and f ij= f i
− f j are the occupation number differences of the KS states.
The indices i, j, k, and q are band indices, whereas  and 
denote spin projection indices. The coupling matrix can be
split into two parts Kij,kq=Kij,kq
RPA +Kij,kq
xc
. The former is
the so-called random phase approximation RPA part,
Kij,kq
RPA
=
 dr1dr2nij* r1nkqr2r1 − r2 ¬ nijnkq , 10
where nij is the i , j density matrix element or pair density
corresponding to the spin . Kij,kq
RPA describes the effect of
the linear density response via the classical Hartree energy.
The second is the exchange-correlation part,
Kij,kq
xc
=
 dr1dr2nij* r1 2Exc
r1
r2nkqr2 , 11
where 
 is the spin density. Kij,kq
xc describes the effect of
the linear density response via the exchange and correlation
energy.
We discuss the forms of the coupling matrix for the two
parts separately and suppress the explicit dependence on the
spin projection unless it is explicitly needed. In both parts of
the coupling matrix the pair density nijr=i
*r jr ap-
pears. This quantity can be partitioned in the same way as the
electron density, i.e.,
nij = n˜ij + 
a
nij
a
− n˜ij
a  , 12
where we have dropped the dependence on the position for
brevity. Inserting this expression directly into the integral in
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Eq. 10 would lead to overlaps of different augmentation
spheres due to the nonlocality of the Coulomb operator r1
−r2−1. These overlaps have to be avoided. The same prob-
lem appears already in the calculations of the Hartree energy
in the ground-state problem.18,19 It can be solved by intro-
ducing compensation charge densities Z˜ij
a
, defined to fulfill

 dr2nija r2 − n˜ija r2 − Z˜ija r2r1 − r2 = 0, 13
for r1−Rarc
a
, i.e., outside the augmentation sphere. The
compensation charge densities can be expanded in terms of
spherical harmonics YL,
18,19
Z˜ij
a r = 
L
QL,ija glarYLrˆ , 14
where L stands for the combined values of angular momen-
tum quantum numbers l and m. The choice of local functions
gl
ar is arbitrary as long as they fulfill

 drrl+2glar = 1, 15
and they are sufficiently localized inside the augmentation
sphere. For the particular choice of gl
ar in our calculations
we refer to Eq. B1 in Ref. 19. Due to Eq. 13 the coeffi-
cients QL,ija have to be
QL,ij = 
i1i2
L,i1i2Pii1
a Pji2
a
, 16
with the constants
L,i1i2 =
 drrlYLrˆi1a ri2a r − ˜ i1a r˜ i2a r . 17
Using the shorthand

˜ijr ª n˜ijr + 
a
Z˜ ij
a r − Ra , 18
we may write the RPA part of the kernel in the following
form:
Kij,kq
RPA
= 
˜ij
˜kq + 
a
Kij,kq
RPA,a
, 19
which has the desired partitioning in a pure smooth part

˜ij  
˜kq and local corrections Kij,kq
RPA,a inside the augmenta-
tion spheres. The explicit form of these corrections is given
in Appendix A Eq. A3.
The exchange-correlation part of the coupling matrix is
evaluated in a finite-difference scheme23,24 as
Kij,kq
xc n,n = lim
	→0

 drnij* rvxc n,n + 	nkqr − vxc n,n − 	nkqr2	 , 20
where we denote that Kij,kq
xc is a functional of the spin den-
sities explicitly. The finite-difference scheme is quite insen-
sitive to the actual numerical value for 	 as will be shown in
Sec. III. For the local density approximation LDA and the
generalized gradient approximation for the electron ex-
change and correlation we can write
Kij,kq
xc n,n = K˜ ij,kq
xc n˜, n˜ + 
a
Kij,kq
xc,a
, 21
where K˜ ij,kq
xc depends on the smooth densities and the cor-
rections Kij,kq
xc,a are localized inside the atomic augmenta-
tion spheres. The explicit form of these corrections is given
in Appendix B Eq. B1.
In optical absorption spectra not only the excitation en-
ergies but also the corresponding dipole oscillator strengths
are of interest. They are dimensionless and can be written as
f I =
2me
e2
II
2
, 22
where me is the electron mass, e is the unit charge, and 
=x ,y ,z denotes the direction of the light polarization. The
dipole transition moment,
I = − e0
k=1
N
rkI , 23
is defined through the many-particle ground and excited
states 0 and I, respectively. Above, N is the number of
electrons with their coordinates rk, k=1, . . . ,N. In linear-
response TDDFT the oscillator strength for a transition I can
be obtained using the corresponding eigenvector FI of the 
matrix and the KS transition dipoles,
ij = − eir j , 24
between the KS states i and  j. The oscillator strengths
are evaluated then as4
f I =
2me
e2
 
ij
f if j
ij	f ij	ijFIij2. 25
In PAW the KS transition dipoles can be partitioned as
ij = − e˜ ir˜ j + 
a

pq
Pip
* Pjqpq
a
, 26
where the local corrections are
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pq
a m = − e	41m,pqa	3 + L=0,pqa Ram , 27
with the constants L,pq
a defined in Eq. 17.
C. Time-propagation
The scheme for propagating time-dependent KS wave
functions within the ultrasoft pseudopotential or projector
augmented-wave method was already described by Qian
et al.14 As our implementation follows closely theirs, it is
reviewed only briefly here.
The all-electron time-dependent Schrödinger-type KS
equation with the Hamiltonian Hˆ t, i.e.,
i

t
nt = Hˆ tnt , 28
is transformed to the PAW formalism as follows. First the
all-electron wave function is replaced by the projector opera-
tor operating on the pseudo-wave-function n=Tˆ˜ n. Then
Eq. 28 is operated from the left by the adjoint operator Tˆ †,
i.e.,
iTˆ † 
t
Tˆ˜ nt = Tˆ †Hˆ tTˆ˜ nt . 29
If the projector operator Tˆ is independent of time, i.e., the
nuclei do not move, the above equation reads as
iS˜

t
˜ nt = H˜ t˜ nt , 30
where S˜ =Tˆ †Tˆ is the PAW overlap operator and H˜ t
=Tˆ †Hˆ tTˆ is the time-dependent PAW Hamiltonian including
the external time-dependent potential.
The linear absorption spectrum is obtained in the time-
propagation scheme by applying a very weak delta-function
pulse of a dipole field,5
Et = kot

a0e
, 31
to the system and then following the time-evolution of the
dipole vector t. Above,  is a unitless perturbation
strength parameter, ko is a unit vector giving the polarization
direction of the field, and a0 is the Bohr radius. The delta
pulse excites all possible frequencies at time zero, so that the
KS wave functions change instantaneously to
t = 0+ = expi 
a0
ko · rt = 0− . 32
Then the system is let to evolve freely.
To see the connection to the linear-response calculations,
we study the effect of the delta kick in the many-body pic-
ture. If the pulse strength is weak, i.e., 1, the time-
dependent many-body wave function after the kick is
t = 0+ = 1 − i 
ea0
ko · ˆ0 + O2 , 33
where ˆ=−ek=1
N rk is the dipole operator. When the system
evolves freely it can be expanded in eigenstates 0 and I of
the unperturbed Hamiltonian as
t = c00 + 
I
e−iItcII , 34
with the coefficients
c0 = 1 − i

ea0
ko · 0ˆ0 , 35
and
cI = − i

ea0
ko · Iˆ0 . 36
The time-dependent density can be written as25
nr,t = n0r + 
I
e−iItcI0nˆrI + c.c. , 37
where nˆ=k=1
N r−rk denotes the density operator. In the
absence of magnetic fields all states can be chosen to be real
resulting in the time-dependent dipole moment t
=−edrnr , tr of the following form:
t = 0 −
2
ea0

I
sinItko · II. 38
From this the dipole transition moment and hence the oscil-
lator strength can be extracted via the Fourier transform. In
practice, one calculates the generalization of the oscillator
strength, the dipole strength tensor with respect to the polar-
ization direction, ko via14
Sko =
2mea0
e

1



0
T
dt sintgt0 − t , 39
where T is the simulation time, and gt is an envelope func-
tion being finite in the time window only. The envelope func-
tion, typically a Gaussian or an exponential decay, yields the
shapes of the simulated spectral lines, Gaussians and Lorent-
zians, respectively, removing the effects of the finite simula-
tion time. The dipole strength tensor is connected to the
folded oscillator strength via
k
o
· Sko = 
I
f Ig˜ − I , 40
where g˜ is the normalized Fourier transform of gt and
k
o is the unit vector in the direction =x ,y ,z.
In addition to the linear regime, the time-propagation
can be used to interrogate the nonlinear regime of the light-
matter interaction. When an atom or a molecule resides in a
laser field Et=E0 sint of frequency  electrons begin to
oscillate with this frequency. If the field is strong enough,
nonlinear terms in the polarizability of the atom begin to
contribute.26 As a result, integer multiples of the field fre-
quency, i.e., harmonics, appear in the emission spectrum.
The intensities H of the emitted frequencies can be calcu-
lated from the acceleration of the dipole moment,27 i.e.,
244101-4 Walter et al. J. Chem. Phys. 128, 244101 2008
Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
H  

0
T
dt expit
d2
dt2
gtt − 02. 41
In the present implementation of the time-propagation,
the time-dependent equations are solved using the Crank–
Nicolson propagator with a predictor-corrector step28 this
choice is not unique, for other possible propagators see Ref.
29. The predictor-corrector scheme is required to efficiently
handle the nonlinearity in the Hamiltonian, i.e., to obtain a
reasonable approximation for the Hamiltonian in a future
time. In the predictor step, the wave functions are propagated
by approximating the Hamiltonian to be constant during the
time step, i.e., H˜ t+t /2=H˜ t+Ot and then solving a
linear equation for the predicted future wave functions
˜ n
predt+t,
S˜ + iH˜ tt/2˜ n
predt + t
= S˜ − iH˜ tt/2˜ nt + Ot2 . 42
The Hamiltonian in the middle of the time step is approxi-
mated as
H˜ t + t/2 = 12 H˜ t + H˜ predt + t , 43
where H˜ predt+t is obtained from the predicted wave func-
tions. In the corrector step, the improved Hamiltonian H˜ t
+t /2 is used to obtain the final, more accurate, propagated
wave functions ˜ nt+t from
S˜ + iH˜ t + t/2t/2˜ nt + t
= S˜ − iH˜ t + t/2t/2˜ nt + Ot3 . 44
The matrices in the linear equations Eqs. 42 and 44 are
complex symmetric not Hermitian, and we solve the equa-
tions using the biconjugate gradient stabilized method.30
As the Crank–Nicolson propagator is valid only for a
short time step, repeated application of the propagator is re-
quired in any practical simulation. Note that no further im-
provement in the order of the error is obtained by repeating
the corrector step with an improved approximation because
the Crank–Nicolson itself is only accurate to the second or-
der. Thus, in order to obtain more accurate results, it is more
efficient to reduce the time step instead of repeating the cor-
recting step more than once.
III. RESULTS AND DISCUSSION
In this section we will present example calculations for
the linear-response and time-propagation schemes. The two
computationally very different approaches are applied to the
same systems and very good agreement is found in the
linear-response regime. The strengths and weaknesses of
both methods are discussed.
We apply consistently the LDA Ref. 31 in all calcula-
tions. Zero Dirichlet boundary conditions are used for the
finite systems studied both in the ground state as well as in
the time-propagation calculations. A grid spacing of h
=0.2 Å is used for the representation of the smooth wave
functions unless otherwise specified.
Figure 1 shows a direct comparison of the absorption
spectra of the Na2 molecule at the experimental equilibrium
distance of R=3.068 Å Ref. 32 obtained via time-
propagation after a delta kick and in the linear-response
scheme. Both calculations are done using the simulation box
of size 151518 Å3. In the time-propagation calculation
a perturbation strength of =110−4, a grid spacing of h
=0.3 Å, and a simulation time of 36 fs with a 1.2 as time
step is used. The linear-response energy peaks are folded
with Gaussians of width =0.12 eV corresponding to the
Gaussian damping of the time-propagation. The simulated
spectra agree perfectly. This proofs the correctness of the
implementations of the two methods, which are technically
very different. The shift of the peaks with respect to the
experiment,33,34 also seen in other calculations,14,16,35 is prob-
ably related to the LDA.
In the next example we compare the absorption spectra
of the benzene molecule obtained by the two methods. This
molecule is one of the standard examples used in the
literature.14,17,36,37 The experimental spectrum shown in Fig.
2c consists of a strong peak at 6.9 eV and a broad feature
in the range from 10 to above 25 eV. In Ref. 36 this experi-
mental spectrum was nicely reproduced via a time-
propagation scheme using a real-space grid, but in the linear-
response calculation in Ref. 37 the energy of the first peak
differed from the experimental value by 0.5 eV. In our
calculations the linear-response and time-propagation results
are in good agreement. The time-propagation calculation re-
sults in f I=1.2 for the main peak at 6.74 eV and the linear-
response calculation shows f I=1.3 for the main peak at
6.85 eV. The positions and strengths of the main peak coin-
cide well with the experimental values of 6.9 eV and f =0.9,
respectively.36
The differences between the spectra of the linear-
response and the time-propagation schemes seen in Fig. 2
originate from the different convergence behavior see also
Sec. IV below. The time-propagation uses only occupied
states, but a large unit cell has to be used in order to avoid
FIG. 1. Color online Optical absorption spectra of the Na2 dimer repre-
sented as folded oscillator strengths FOS’s, Eq. 40. The results obtained
a by the time-propagation after a delta kick and b by the linear-response
scheme are compared. x and z denote the polarization directions of the light
so that the molecule symmetry axis is aligned along the z direction. Experi-
mental data is from Refs. 33 and 34 as quoted in Ref. 16.
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spurious contributions from the simulation box boundaries.
In contrast, the linear-response calculation has to sample un-
occupied states in a range which is larger than the largest
transition energy one is interested in. These unoccupied
states belong already to the continuum of KS states. In prac-
tice a finite set of states can be sufficient to describe the
essential features. This set is smaller if a smaller simulation
box is chosen. We carry out the time-propagation with a box
size of 181813 Å3 and a simulation time of 24 fs with a
time step of 1.2 arc sec. The linear-response calculation uses
the finite box of 11116 Å3 and the spectrum is folded
with Gaussians of width =0.2 eV. Both calculations used a
grid spacing of h=0.25 Å in this case.
A. Linear response
In the following we present results of linear-response
calculations for selected divalent atoms and for Born–
Oppenheimer excited state potential surfaces of the Na
dimer. These systems represent standard benchmarks. We
will make use of the advantage that in the linear-response
calculations both singlet and triplet s / t excitations are di-
rectly accessible.
Table I gives the lowest S→P s / t transition energies for
selected divalent atoms. The present LDA results are com-
pared to those obtained by pseudopotential calculations and
to experimental values quoted in Ref. 16. In our calculations
the real-space grid spans around the atom a cubic volume
with the edge length of 12 Å. Our calculated excitation en-
ergies are in reasonable agreement with experiment and con-
form with the pseudopotential calculations with the excep-
tion of Zn and Cd. For these atoms differences up to 0.4 eV
appear. They may be related to differences in the highest
occupied orbital energies HOMO
LDA also listed in Table I. We
note that our HOMO
LDA values obtained with the PAW method
for Zn and Cd are in perfect agreement with the very accu-
rate results of Ref. 38.
Next we turn our attention to the excited states of the
Na2 dimer. Usually, only the dipole spectrum at the equilib-
rium distance is studied.14,16 We want to go further and in-
vestigate the Born–Oppenheimer potential surfaces as func-
tions of the atomic separation R. Figure 3 shows the
potentials of the ground state X and the lowest excited
singlet A ,B and triplet x ,a ,b states according to our cal-
culations. These are performed using a rectangular calcula-
tion volume with the edge length of 8 Å perpendicular to and
of R+8 Å parallel to the molecules axis. The energy axis is
normalized to the LDA dissociation energy of the sodium
dimer, i.e., twice the energy of a spin polarized Na atom.
Note that the spin-compensated LDA ground-state energy
does not converge toward this limit due to the self-
interaction error.39 Therefore the ground-state potential is
above zero already at R=6 Å and the LDA triplet potential
lowers below the ground-state potential for R4.2 Å. The
latter effect is called the triplet instability and it results in
imaginary excitation energies. For this reason the lowest trip-
let state does not have a minimum in contrast to all other
potentials shown. The properties of the potentials are further
investigated in Table II in comparison to experimental data
and configuration-interaction CI calculations from Refs.
40–42. Our equilibrium distances Re and the vibrational fre-
quencies e are obtained by fitting the Morse potential to the
potentials in Fig. 3. The range of 2 ÅR4.8 Å is used to
FIG. 2. Color online Optical absorption spectra of the benzene molecule
represented as folded oscillator strengths FOS’s, Eq. 40. The results ob-
tained a by the time-propagation after a delta kick and b by the linear-
response scheme are shown. x, y, and z denote the polarization directions of
the light as shown in the inset so that the z axis is perpendicular to the plane
of the molecule. c The average spectra are compared with the experimental
one quoted in Ref. 36. The experimental spectrum is scaled to integrate to
f =0.9 in the energy range from 6.5 to 8.3 eV Ref. 36.
TABLE I. Highest occupied KS orbital energies HOMOLDA and the lowest S→P s / t spin singlet/triplet excitation
energies for selected divalent atoms. The present ground-state or linear-response LDA results GPAW are com-
pared to similar literature results. Experimental excitation values taken from Ref. 16 are also given. All values
are in eV.
Atom
HOMO
LDA eV S→P s / t
Ref. 38 Ref. 16 GPAW Ref. 16 GPAW Expt.
Be −5.60 −5.61 −5.60 4.94 /2.45 4.82 /2.41 5.28 /2.72
Mg −4.78 −4.78 −4.78 4.34 /2.79 4.28 /2.79 4.34 /2.72
Ca −3.86 −3.85 −3.85 3.22 /1.93 3.18 /1.97 2.94 /1.89
Sr −3.64 −3.59 −3.62 2.96 /1.82 2.90 /1.84 2.69 /1.82
Zn −6.21 −6.07 −6.21 5.71 /4.27 5.89 /4.41 5.79 /4.05
Cd −5.94 −5.56 −5.95 5.10 /3.69 5.52 /4.13 5.41 /3.88
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fit the X, a, b, and B potentials. The range has to be extended
to 2 ÅR8 Å for the A state due to the shallow potential
minimum. The agreement of our excited state calculations
with both experiment and CI approaches is reasonable and of
similar quality as that for the ground-state calculation.
Our dipole transition moments Eq. 23 for the dipole
allowed transitions X→A and X→B are compared in Fig. 3
with the results of the pioneering CI calculations by Stevens
et al.43 Our transition dipole moments calculated within the
LDA are in a very good agreement with the CI results prov-
ing the accuracy of the linear-response TDDFT also for this
quantity.
B. Time-propagation
Next, we present results of our time-propagation calcu-
lations in the nonlinear regime.
Figure 4 shows the calculated emission spectra of a Be
atom exposed to laser fields of the frequency of 0.5 eV and
strengths of E0=0.2, 0.4, and 0.8 V /Å. Figure 5 shows simi-
lar results for the laser fields of the frequency of 1.0 eV.
Only the odd harmonics are observed in the spectra as the
even harmonics are forbidden due to the spherical symmetry
of the atom.44 According to Figs. 4 and 5, the effect of a
nearby resonance transition45 is clearly apparent. The high-
harmonic peaks near the first dipole allowed 1Se→ 3Po tran-
sition at 4.82 eV gain intensity instead of decaying exponen-
tially as function of the frequency. We observe in Fig. 4 the
difference frequency mixing44,45 of the first resonance and
the sinusoidal field, i.e., a frequency equal to the difference
of the first resonance and field frequencies appears. Note that
we find perfect agreement in the energy of the first dipole
allowed transition in the Be atom with the result of the
linear-response calculation given in Table I. Comparing the
oscillator strength of this transition we find f I=1.35 consis-
tently in both methods and in very good agreement with the
result f I=1.375 obtained by CI calculations in Ref. 46.
IV. CONVERGENCE PROPERTIES
A. Linear response
We will now discuss the convergence properties of the
linear-response calculations. Figure 6a shows the relative
deviation of the lowest excitation energies of the Be atom for
different choices of the finite-difference parameter 	 in the
FIG. 3. Color online a Born–Oppenheimer potential curves for the Na2
dimer in the ground state X, in the lowest excited singlet states A, B and
in the triplet states x,a,b. b Comparison of the dipole transition moments
calculated within the LDA broken lines with the CI results squares of
Ref. 43. The dipole moment =  is given in debyes 1 D=3.335 64
10−30 C m.
TABLE II. Properties of the Born–Oppenheimer potentials for the Na2 dimer. The transition energies Te at the experimental equilibrium distance of R
=3.068 Å are given in eV, the equilibrium distances Re in Å, and the vibration energies e in cm−1. The experimental data is from Ref. 32 and the theoretical
data from Refs. 40–42.
State
Present work Expt. CI calculations
Te Re e Te Re Te Re
a e
a
X 1g
+ 2.99 161 3.07 159 3.17 145
x 2u
+ 0.96 ¯ ¯ ¯ ¯ ¯ 1.05a/0.99b 5.20 29
a 3u
+ 1.86 2.98 155 ¯ ¯ ¯ 1.60a/1.56b 3.21 146
A 1u
+ 2.13 3.75 85 1.82 3.64 117 1.86a/1.82b 3.75 115
b 3g+ 2.37 3.87 97 ¯ ¯ ¯ 2.34a/2.26c 3.91 101
B 3g
+ 2.41 3.42 126 2.52 3.42 124 2.62a/2.52c 3.63 106
aReference 40.
bReference 41.
cReference 42.
FIG. 4. Color online Emission spectra of a Be atom in a sinusoidal dipole
field of the frequency of 0.5 eV / and strengths of a 0.2 V /Å, b
0.4 V /Å, and c 0.8 V /Å. The thick blue vertical line at 4.82 eV denotes
the frequency of the first S→P transition. The thin vertical lines denote odd
harmonic frequencies. The green dashed lines are drawn to emphasize the
exponential decay of the high-harmonic peak intensities as a function of the
frequency in emission. The red dot-dashed lines emphasize the difference
frequency mixing of the first resonance and the dipole field.
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calculation of the XC kernel according to Eq. 20. Too large
values of 	 lead out of the perturbation regime, whereas too
small values of 	 produce numerical errors. However, the
figure shows that the results are quite insensitive to the
choice of the parameter, i.e., it can be chosen in the range of
10−12	0.01 resulting in the uncertainty of less than 0.1%
in the excitation energy. The effect of the size of the KS
excitation basis is much more severe as shown in Fig. 6b
for the same excited states. Here the number j of unoccupied
states is varied. The three lowest unoccupied KS orbitals
have the symmetry corresponding to the angular momentum
l=1. Restricting the calculation to these states can describe
only the excitations 1S→ 1/3Po. Including the next l=0 or-
bital j3 enables the appearance of the 1S→ 3S transition,
but does not change the energies of the 1/3Po excited states.
Incorporating more unoccupied orbitals of the l=1 symmetry
produces changes of the energy of the 1/3Po excited state due
to coupling to the 2s→2p KS transitions seen as steps in
Fig. 6b. The 3S excited state energy is not affected due to
the different symmetry of the KS transitions. Note that we
have used 100 KS states to calculate the excitations of the Be
atom. Such a large number of unoccupied states is not prac-
tical, but Fig. 6b shows also that an accuracy of more than
2% is reached already by the inclusion of a few unoccupied
orbitals. Finally, we have studied the convergence as a func-
tion of the box size used for the real-space grids. The results
are shown in Fig. 6c. We use a cubic box with the edge
length a, and vary a from 6 to 24 Å in steps of 2 Å. The
highest occupied to lowest unoccupied orbital HOMO-
LUMO gap shows convergence at a10 Å. The triplet
3Po energy converges for even smaller box sizes, obviously
due to a cancellation of errors. The slowest convergence is
found for the singlet state 3Po due to effect of the long-
range RPA kernel not contributing to the triplet-state energy.
However, the effect is well below 0.1 eV and therefore much
lower than the accuracy of the TDDFT found above and in
other calculations.13
B. Time-propagation
The convergence of the time-propagation method de-
pends mainly on two factors: the simulation box size and the
length of the time step. The box size should be considerably
larger than that required for the ground-state calculation as
excited states are more diffuse. The convergence of the first
and the second transition energies of the Be atom are shown
Fig. 7a as a function of the length a of the cubic simulation
box. The second transition energy converges clearly slower
than that of the first one. The latter has converged already
around a=5 Å. Figure 7b shows the convergence of the
first transition energy as a function of the length of the time
step t. The transition energy behaves quadratically and it
has converged around t=8 as, whereas the corresponding
FIG. 5. Color online Emission spectra of a Be atom in a sinusoidal dipole
field of the frequency of 1.0 eV / and strengths of a 0.2 V /Å, b
0.4 V /Å, and c 0.8 V /Å.
FIG. 6. Color online Convergence of the HOMO-LUMO gap and the
excitations to the lowest 3S, 1Po, and 3Po states calculated in the linear-
response scheme for the Be atom. The convergence is given as a function of
a the finite-difference parameter 	 for evaluation of the xc kernel Eq.
20, b the number j of unoccupied orbitals taken into account in the
calculation, and c dependence on the edge length a of the cubic simulation
box.
FIG. 7. Color online a Convergence of the linear-response transition
energies of the Be atom as a function of the edge length a of the cubic
simulation box. The dashed lines are exponential fits. b Convergence of
the energy of the first transition as a function of the length t of the time
step. The dashed line is a quadratic fit. c Convergence of the peak dipole
moment as a function of the length t of the time step. The dashed lines is
a linear fit.
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peak intensity in Fig. 7c converges only linearly in this
range and time steps down to t=1–2 as must be used in
order to obtain accurate results. The f-sum rule or Thomas–
Reiche–Kuhn sum rule,47 Sijd=Nij, where N is the
number of electrons, is fulfilled within a few percent in the
present calculations. Note that care must be taken when con-
structing the PAW-projectors, because, if pseudo-wave-
functions represented in the grid cannot be accurately trans-
formed to the atomic basis by the PAW-projectors, the f-sum
becomes incomplete.
Figure 8a shows the convergence of the intensities of
the first and third harmonics as function of the edge length a
of the cubic simulation box. The difference I is taken with
respect to the value at a=28 Å. Naturally, higher harmonics
require a larger simulation box. For the harmonics near and
beyond the first transition resonance we are not able to find
converged results within our computer resources. The reason
is that a part of the system is excited to the first excited state,
from which it is more easily ionized by the laser field than
from the ground state.
Figure 8b shows the convergence of the peak intensi-
ties at 1.5 and 5.0 eV as a function of the length of the time
step t. The difference I is taken with respect to the value
at t=0.25 as. The third harmonic intensity at 1.5 eV is al-
most independent on t, whereas near and beyond the first
transition resonance at 5.0 eV the intensity difference de-
pends linearly on t.
V. CONCLUSION
We have described the implementation of the time-
dependent density-functional theory in the projector
augmented-wave framework, both in the time-propagation as
well as within the linear-response scheme. The two ap-
proaches were compared by calculating the optical absorp-
tion spectra of Na2 and C6H6 molecules in the linear regime.
Good agreement of the absorption spectra was found, prov-
ing the correctness of both implementations. The strengths
and weaknesses of both methods were discussed and ex-
amples of the possibilities were given. For example, the abil-
ity of the time-propagation scheme to describe nonlinear ef-
fects was demonstrated in the case of the Be atom. The
convergence properties of both methods were studied in
detail.
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APPENDIX A: AUGMENTATION SPHERE
CORRECTIONS „THE RPA PART…
This Appendix gives the explicit forms of the
augmentation-sphere corrections.
Due to the use of compensation charges, all terms ap-
pearing in the augmentation-sphere corrections to the RPA
part are local and can be expressed by integrals of the fol-
lowing type:
f ga ª 

a


a
dr1dr2
f*r1gr2
r1 − r2
, A1
where we have used the shorthand a for the restriction r1/2
−Rarc
a
. Here, rc
a is the radius of the augmentation sphere
for the atom at Ra. Using Eq. 13 the correction Kij,kq
RPA,a can
be written as
Kij,kq
RPA,a
= nij
a nkq
a a − n˜ij
a + Z˜ij
a n˜kq
a + Z˜kq
a a. A2
Inserting the explicit forms of pair densities and compensa-
tion charges leads to the expression
Kij,kq
RPA,a
= 2 
i1i2i3i4
Pii1
a Pji2
a Pki3
a Pqi4
a Ci1i2i3i4
a
, A3
with the coefficients Ci1i2i3i4
a given in Eq. C3 of Ref. 19.
These coefficients have to be calculated only once for each
type of atom.
APPENDIX B: AUGMENTATION SPHERE
CORRECTIONS „THE xc KERNEL…
The local corrections to the exchange-correlation kernel
in the finite-difference scheme can be written as
Kij,kq
xc,a
= lim
	→0
Kij,kq
xc,a,+
− Kij,kq
xc,a,−
2	
, B1
with
Kij,kq
xc,a,
= i
a vxcn
a
,n
a  	nkq
a  j
a 
− ˜ i
a vxcn˜
a
, n˜
a  	n˜kq
a ˜ j
a  . B2
Using the expansion of the wave functions in Eq. 3 we
obtain
FIG. 8. Color online a Convergence of the harmonic peak intensities as
a function of the edge length a of the cubic simulation box. The dotted lines
are just a guide to the eye. b Convergence of the harmonic peak intensities
as a function of the length t of the time step. The dotted lines are just a
guide to the eye.
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Kij,kq
xc,a,
= 
iii2
Pii1Pji2Ii1i2
a,kq,
. B3
Above, we have defined the integral
Ii1i2
a,kq,
= 

a
dri1ri2rvxcn,nkq
 
− ˜ i1r
˜ i2rvxcn˜, n˜kq
  , B4
with the shorthands nkq

=n
a	nkq
a and n˜kq

= n˜
a	n˜kq
a
.
Above, vxc depends on the modified atomic density matrix
compared to the Di1i2
a in Eq. 7. A density change by 	nkq
results in a change in Di1i2
a as
nax 	nkq
a x =  D¯ i1i2,kqa, i1a xi2a x , B5
with
D¯ i1i2,kq
a,
= Di1i2
a 
	
2
Pki1Pqi2 + Pki2Pqi1 , B6
where we have used a symmetric notation to point out the
exchange symmetry with respect to i1↔ i2. The integrals
Eq. B4 are evaluated numerically as described in Ref. 19.
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We calculate single-particle excitation energies for a series of 33 molecules using fully selfcon-
sistent GW, one-shot G0W0, Hartree-Fock (HF), and hybrid density functional theory (DFT). All
calculations are performed within the projector augmented wave (PAW) method using a basis set
of Wannier functions augmented by numerical atomic orbitals. The GW self-energy is calculated
on the real frequency axis including its full frequency dependence and off-diagonal matrix elements.
The mean absolute error of the ionization potential (IP) with respect to experiment is found to be
4.4, 2.6, 0.8, 0.4, and 0.5 eV for DFT-PBE, DFT-PBE0, HF, G0W0[HF], and selfconsistent GW,
respectively. This shows that although electronic screening is weak in molecular systems its inclu-
sion at the GW level reduces the error in the IP by up to 50% relative to unscreened HF. In general
GW overscreens the HF energies leading to underestimation of the IPs. The best IPs are obtained
from one-shot G0W0 calculations based on HF since this reduces the overscreening. Finally, we find
that the inclusion of core-valence exchange is important and can affect the excitation energies by as
much as 1 eV.
PACS numbers: 31.15.A-,33.15.Ry,31.15.V-
I. INTRODUCTION
Density functional theory (DFT)1 with the single-
particle Kohn-Sham (KS) scheme2 is today the most
widely used approach to the electronic structure problem
of real materials in both solid state physics and quantum
chemistry. While properties derived from total energies
(or rather total energy differences) are accurately pre-
dicted by DFT, it is well known that DFT suffers from
a band gap problem implying that the single-particle KS
eigenvalues cannot in general be interpreted as real quasi-
particle (QP) excitation energies. In particular, semilocal
exchange-correlation functionals severely underestimate
the fundamental gap of both insulators, semi-conductors,
and molecules.3–6
The hybrid7–9 and screened hybrid10 functionals,
which admix around 25% of the (screened) Fock ex-
change with the local DFT exchange, generally improve
the description of band gaps in bulk semi-conductors
and insulators5,6. However, the orbital energies obtained
for finite systems using such functionals still underes-
timate the fundamental gap, Ip − Ea, (the difference
between ionization potential and electron affinity) by
up to several electron volts. In fact, for molecules the
pure Hartree-Fock (HF) eigenvalues are usually closer
to the true electron addition/removal energies than are
the hybrid DFT eigenvalues. This is because HF is
self-interaction free and because screening of the ex-
change interaction is a relatively weak effect in molecular
systems.4,11,13. On the other hand, in extended systems
the effect of self-interaction is less important and the
long range Coulomb interaction becomes short ranged
due to dynamical screening. As a consequence HF breaks
down in extended systems leading to dramatically over-
estimated band gaps and a qualitatively incorret descrip-
tion of metals.14–16
The many-body GW approximation of Hedin17
has been widely and succesfully used to calculate
QP band structures in metals, semi-conductors, and
insulators.3,18–20 The GW approximation can be viewed
as HF with a dynamically screened Coulomb interac-
tion. The fact that the screening is determined by the
system itself instead of being fixed a priori as in the
screened hybrid schemes, suggests that the GW method
should be applicable to a broad class of systems rang-
ing from metals with strong screening to molecules with
weak screening. With the entry of nanoscience the use of
GW has been extended to low-dimensional systems and
nanostructures21–31 and more recently even nonequilib-
rium phenomena like quantum transport32–36. In view
of this trend it is important to establish the perfor-
mance of the GW approximation for other systems than
the crystalline solids. In this work we present first-
principles benchmark GW calculations for a series of
small molecules. In a closely related study we compared
GW and Hartree-Fock to exact diagonalization results for
semi-empirical PPP models of conjugated molecules37.
The main conclusions from the two studies regarding the
qualities of the GW approximation in molecular systems,
are very consistent.
Most GW calculations to date rely on one or several
approximations of more technical character. These in-
clude the plasmon pole approximation, the linearized
QP equation, neglect of off-diagonal matrix elements
in the GW self-energy, analytic continuations from the
imaginary to the real frequency axis, neglect of core
states contributions to the self-energy, neglect of self-
consistency. The range of validity of these approxima-
tions has been explored for solid state systems by a num-
ber of authors38–43, however, much less is known about
their applicability to molecular systems24. Our imple-
mentation of the GW method avoids all of these tech-
nical approximations allowing for a direct and unbiased
2assessment of the GW approximation itself.
Here we report on single-shot G0W0 and fully self-
consistent GW calculations of QP energies for a set of
33 molecules. The mean absolute error (MAE) of the
calculated QP energy of the highest occupied molecular
orbital (HOMO) relative to the experimental ionization
potentials is 0.4 - 0.5 eV. In comparison the MAE ob-
tained with DFT-PBE, DFT-PBE0, and Hartree-Fock is
4.4, 2.6, and 0.8 eV, respectively. Non-selfconsisistent
G0W0 calculations starting from the HF Green func-
tion increases the HOMO energies obtained in fully self-
consistent GW leading to a slight improvement with re-
spect to the experimental IP. G0W0 calculations based
on the PBE Green function yields non-systematic de-
viations from the selfconsistent GW results but similar
accuracy. These findings are in good agreement with
our benchmark GW results for semi-empirical models of
conjugated molecules37. All calculations are performed
within the projector augmented wave (PAW) method us-
ing a localized basis set consisting of Wannier functions
augmented by numerical atomic orbitals functions. The
PAW method facilitates the calculation of core-valence
exchange interactions which can contribute significantly
to the HF (and GW) energies. Our results show that the
GW approximation yields accurate single-particle excita-
tion energies for small molecules improving both hybrid
DFT and full Hartree-Fock results.
The paper is organized as follows. In Sec. II we de-
scribe the theoretical and numerical details behind the
GW calculations, including the augmentedWannier func-
tion basis set, the self-consistent solution of the Dyson
equation, and the evaluation of valence-core exchange
within PAW. In Sec. III we discuss and compare the
results of G0W0, GW, HF, PBE0, and PBE calculations.
We analyze the role of dynamical screening, and discuss
the effect of self-consistency in the GW self-energy. We
conclude in Sec. IV.
II. METHOD
A. Augmented Wannier function basis
For the GW calculations we apply a basis set consist-
ing of projected Wannier functions (PWF) augmented
by numerical atomic orbitals (NAO). The PWFs, φi, are
obtained by maximizing their projections onto a set of
target NAOs, ΦAlm, subject to the condition that they
span the set of occupied eigenstates, ψn. Thus we maxi-
mize the functional
Ω =
∑
i
∑
A,l,m
|〈φi|ΦAlm〉|2 (1)
subject to the condition span{φi} ⊇ span{ψn}occ as
described in Ref. 44. The target NAOs are given by
ΦAlm(r) = ζAl(r)Ylm(r) where ζAl is a modified Gaus-
sian which vanish outside a specified cut-off radius, and
Ylm are the spherical harmonics corresponding to the va-
lence of atom A. The number of PWFs equals the num-
ber of target NAOs. For example we obtain one PWF
for H (lmax = 0), and four PWFs for C (lmax = 1). The
PWFs mimick the target atomic orbitals but in addition
they allow for an exact representation of all the occupied
molecular eigenstates. The latter are obtained from an
accurate real-space PAW-PBE calculation45,46.
The PWFs obtained in this way provide an exact rep-
resentation of the occupied PBE eigenstates. However,
this does not suffice for GW calculations because the po-
larizability, P , and the screened interaction, W , do not
live in this subspace. Hence we augment the PWFs by
additional NAOs including so-called polarization func-
tions which have l = lmax + 1 and/or extra radial func-
tions (zeta functions) for the valence atomic orbitals. For
more details on the definition of polarization- and higher
zeta functions we refer to Ref. 46. To give an exam-
ple, a double-zeta-polarized (DZP) basis consists of the
PWFs augmented by one set of NAOs corresponding to
l = 0, ..., lmax and one set of polarization orbitals. Note
that the notation, SZ, SZP, DZ, DZP, etc., is normally
used for pure NAO basis sets, but here we use it to de-
note our augmented Wannier basis set. We find that the
augmented Wannier basis is significantly better for HF
and GW calculations than the corresponding pure NAO
basis.
The GW and HF calculations presented in Sec. III
were performed using a DZP augmented Wannier basis.
This gives a total of 5 basis functions per H, Li, and Na,
and 13 basis functions for all other chemical elements con-
sidered. In Sec. III C we discuss convergence of the GW
calculations with respect to the size of the augmented
Wannier basis.
B. GW calculations
The HF and GW calculations for isolated molecules
are performed using a Green function code developed
for quantum transport.47 In principle, this scheme is de-
signed for a molecule connected to two electrodes with
different chemical potentials µL and µR. However, the
case of an isolated molecule can be treated as a special
case by setting µL = µR = µ and modelling the cou-
pling to electrodes by a constant imaginary self-energy,
ΣL/R = iη. The chemical potential µ is chosen to lie in
the HOMO-LUMO gap of the molecule and the size of
η, which provides an artifical broadening of the discrete
levels, is reduced until the results have converged. In this
limit of small η the result of the GW calculation becomes
independent of the precise position of µ inside the gap.
In Ref. 47 the GW-transport scheme was described for
the case of an orthogonal basis set and for a truncated,
two-index Coulomb interaction. Below we generalize the
relevant equations to the case of a non-orthogonal basis
and a full four-index Coulomb interaction. Some cen-
tral results of many-body perturbation theory in a non-
3orthogonal basis can be found in Ref. 48.
The central object is the retarded Green function, Gr,
Gr(ε) = [(ε+iη)S−HKS+vxc−∆vH−Σrxc[G](ε)]−1 (2)
In this equation all quantities are matrices in the aug-
mented Wannier basis, e.g. HKS,ij = 〈φi|HˆKS|φj〉 is
the KS Hamiltonian matrix and Sij = 〈φi|φj〉 is an
overlap matrix. The term ∆vH represents the change
in the Hartree potential relative to the DFT Hartree
potential already contained in HKS, see Appendix A.
The local xc-potential, vxc, is subtracted to avoid dou-
ble counting when adding the many-body self-energy,
Σxc[G]. As indicated, the latter depends on the Green
function and therefore Eq. (2) must in principle be solved
self-consistently in conjuction with the self-energy.
In the present study Σxc is either the bare exchange
potential or the GW self-energy. To be consistent with
the code used for the calculations, we present the equa-
tions for the GW self-energy on the so-called Keldysh
contour. However, under the equilibrium conditions con-
sidered here the Keldysh formalism is equivalent to the
ordinary time-ordered formalism.
The GW self-energy is defined by
ΣGWij (τ, τ
′) = i
∑
kl
Gkl(τ, τ ′+)Wik,jl(τ, τ ′), (3)
where τ and τ ′ are times on the Keldysh contour, C.
The dynamically screened Coulomb interaction obeys the
Dyson-like equation
Wij,kl(τ, τ ′) = Vij,klδC(τ, τ ′)
+
∑
pqrs
∫
C
dτ1Vij,pqPpq,rs(τ, τ1)Wrs,kl(τ1, τ ′), (4)
and the polarization bubble is given by
Pij,kl(τ, τ ′) = −iGik(τ, τ ′)Glj(τ ′, τ). (5)
In the limit of vanishing polarization, P = 0, W reduces
to the bare Coulomb interaction
Vij,kl =
∫∫
dr dr′
|r − r′|φi(r)φ
∗
j (r)φ
∗
k(r
′)φl(r′) (6)
and the GW self-energy reduces to the exchange potential
of HF theory.
From the above equations for the contour-ordered
quantities, the corresponding real time components, i.e.
the retarded, advanced, lesser, and greater components,
can be obtained from standard conversion rules49,50. For
completeness we give the expressions for the real time
components of the GW equations in Appendix A.
The time/energy dependence of the dynamical quan-
tities G, W , P , and Σ, is represented on a uniform grid.
We switch between time and energy domains using the
Fast Fourier Transform in order to avoid time consuming
convolutions. A typical energy grid used for the GW cal-
culations in this work ranges from -150 to 150 eV with
a grid spacing of 0.02 eV. The code is parallelized over
basis functions and energy grid points. We use a Pulay
mixing scheme for updating the Green function Gr when
iterating Eq. (2) to self-consistency as described in Ref.
47.
We stress that no approximation apart from the fi-
nite basis set is made in our implementation of the GW
approximation. In particular the frequency dependence
is treated exactly and analytic continuations from the
imaginary axis are avoided since we work directly on the
real frequency/time axis. The price we pay for this is the
large size of the energy grid.
C. Spectral function
The single-particle excitation spectrum is contained in
the spectral function
A(ε) = i(Gr(ε)− [Gr(ε)]†). (7)
For a molecule A(ε) shows peaks at the QP energies
εn = En(N + 1)− E0(N) and εn = E0(N)− En(N − 1)
corresponding to electron addition and removal energies,
respectively. Here En(N) denotes the energy of the nth
excited state of the system with N electrons and N refers
to the neutral state.
When the Green function is evaluated in a non-
orthogonal basis, like the augmented Wannier basis used
here, the projected density of states for orbital φi be-
comes
Di(ε) = [SA(ε)S]ii / 2piSii, (8)
where matrix multiplication is implied.48 Correspond-
ingly, the total density of states, or quasiparticle spec-
trum, is given by
D(ε) = Tr(A(ε)S)/2pi. (9)
D. Calculating Coulomb matrix elements
The calculation of all of the Coulomb matrix elements,
Vij,kl, is prohibitively costly for larger basis sets. For-
tunately the matrix is to a large degree dominated by
negligible elements. To systematically define the most
significant Coulomb elements, we use the product basis
technique of Aryasetiawan and Gunnarsson51,52. In this
approach, the pair orbital overlap matrix
Sij,kl = 〈nij |nkl〉, (10)
where nij(r) = φ∗i (r)φj(r) is used to screen for the sig-
nificant elements of V .
The eigenvectors of the overlap matrix Eq. (10) rep-
resents a set of “optimized pair orbitals” and the eigen-
values their norm. Optimized pair orbitals with insignif-
icant norm must also yield a reduced contribution to the
4Coulomb matrix, and are omitted in the calculation of
V . We limit the basis for V to optimized pair orbitals
with a norm larger than 10−5a−30 . This gives a signifi-
cant reduction in the number of Coulomb elements that
needs to be evaluated, and it reduces the matrix size of
P (ε) and W (ε) correspondingly, see Appendix A.
The evaluation of the double integral in Eq. (6) is
efficiently performed in real space by solving a Poisson
equation using multigrid techniques45,53.
E. Valence-core exchange
All inputs to the GW/HF calculations, i.e. the selfcon-
sistent Kohn-Sham Hamiltonian, HKS, the xc potential
vxc, the Coulomb matrix elements, Vij,kl, are calculated
using the real-space PAW54 code GPAW45,46.
In GPAW, the core electrons (which are treated scalar-
relativistically) are frozen into the orbitals of the free
atoms, and the Kohn-Sham equations are solved for the
valence states only. Unlike pseudo potential schemes,
these valence states are subject to the full potential of
the nuclei and core electrons. This is achieved by a parti-
tioning scheme, where quantities are divided into pseudo
components augmented by atomic corrections. The oper-
ators obtained from GPAW are thus full-potential quan-
tities, and the wave functions from which the Wannier
basis functions are constructed correspond to the all-
electron valence states. Ref. 53 describes how the all-
electron Coulomb elements can be determined within the
PAW formalism.
Since both core and all-electron valence states are
available in the PAWmethod, we can evaluate the contri-
bution to the valence exchange self-energy coming from
the core electrons. As the density matrix is simply the
identity matrix in the subspace of atomic core states, this
valence-core exchange reads
Σcorex,ij = −
core∑
k
Vik,jk , (11)
where i, j represent valence basis functions. We limit
the inclusion of valence-core interactions to the exchange
potential, neglecting it in the correlation. This is reason-
able, because the polarization bubble, P , involving core
and valence states will be small due to the large energy
difference and small spatial overlap of the valence and
core states. This procedure was used and validated for
solids in Ref. 42. We find that the elements of Σcorex,ij
can be significant – on average 1.2 eV for the HOMO –
and are larger (more negative) for the more bound or-
bitals which have larger overlap with the core states. In
general, the effect on the HOMO-LUMO gap is to en-
large it, on average by 0.4 eV because the more bound
HOMO level is pushed further down than the less bound
LUMO state. In the case of solids, the role of valence-
core interaction has been investigated by a number of
authors39–42,55. Here the effect on the QP band gap
seems to be smaller than what we find for the molec-
ular gaps. We note that most GW calculations rely on
pseudopotential schemes where these valence-core inter-
actions are not accessible. In such codes, the xc contri-
bution from the core electrons are sometimes estimated
by Σcorexc ≈ vxc[n] − vxc[nval] where nval is the valence
electron density, but as the local xc potential is a non-
linear functional of the density, this procedure is not well
justified. Instead we subtract the xc potential of the full
electon density n, and add explicitly the exact exchange
core contribution.
III. RESULTS
In Fig. 1 we compare the calculated HOMO en-
ergies with experimental ionization potentials for the
33 molecules listed in Table I. The geometries of the
molecules, which all belong to the G2 test set, are taken
from Ref. 56. The different HOMO energies correspond
to: DFT-PBE57 and DFT-PBE07 eigenvalues, Hartree-
Fock eigenvalues, and fully selfconsistent GW. The GW
energies are obtained from the peaks in the correspond-
ing density of states Eq. (9) extrapolated to η = 0 (η
gives an artificial broadening of the delta peaks).
FIG. 1: (Color online) Calculated negative HOMO energy
versus experimental ionization potential. Both PBE and
PBE0 systematically understimates the ionization energy due
to self-interaction errors while HF overestimates it slightly.
The dynamical screening from the GW correlation lowers the
HF energies bringing them closer to the experimental values.
Numerical values are listed in Table I.
We stress the different meaning of fully selfconsistent
GW and the recently introduced method of quasiparti-
cle selfconsistent GW58: In fully selfconsistent GW the
Green function obtained from Dyson’s equation Eq. (2)
with Σxc[G] = ΣGW[G] is used to calculate the ΣGW of
5the next iteration. In QP-selfconsistent GW, ΣGW is al-
ways evaluated using a non-interacting Green function
and the self-consistency is obtained when the difference
between the non-interacting GF and the interacting GF,
is minimal.
Fig. 1 clearly shows that both the PBE and PBE0
eigenvalues of the HOMO severely underestimates the
ionization potential. The average deviation from the ex-
perimental values are 4.35 eV and 2.55 eV, respectively.
The overestimation of the single-particle eigenvalues of
occupied states is a well known problem of DFT and can
be ascribed to the insufficient cancellation of the self-
interaction in the Hartree potential.4,13 Part of this self-
interaction is removed in PBE0. However, the fact that
the HF results are significantly closer to experiments in-
dicates that the 25% Fock exchange included in the PBE0
is not sufficient to cure the erroneous description of (oc-
cupied) molecular orbitals. On the other hand PBE0
gives good results for band gaps in semi-conductors and
insulators where in contrast full Hartree-Fock does not
perform well.14–16 We conclude that the amount of Fock
exchange to be used in the hybrid functionals to achieve
good quasiparticle energies is highly system dependent.
A similar problem is encountered with self-interaction
corrected exchange-correlation functionals.13
FIG. 2: The deviation of the calculated HOMO energy from
the experimental ionization potential in GW and HF, respec-
tively. The vertical displacement of points from the line x = y
gives the difference between the GW and HF energies and rep-
resents the effect of screening. Notice that the GW correction
is always negative (corresponding to higher HOMO energy)
and that it generally overcorrects the HF energies. Also no-
tice that the GW correction is larger for molecules where HF
presents the largest overestimation of the ionization potential.
As can be seen from Fig. 1, GW performs better than
Hartree-Fock for the HOMO energy yielding a mean ab-
solute error with respect to experiments of 0.5 eV com-
pared to 0.81 eV with Hartree-Fock. As expected the dif-
ference between HF and GW is not large on an absolute
scale (around 1 eV on average, see Table II) illustrating
the fact that screening is weak in small molecules. On a
relative scale selfconsistent GW improves the agreement
with experiments by almost 30% as compared to HF.
To gain more insight into the influence of screening on
the orbital energies, we compare in Fig. 2 the deviation
of the HF and GW energies from IPexp. The GW self-
energy can be split into the bare exchange potential and
an energy-dependent correlation part
ΣGW(r, r′; ε) = vx(r, r′) + Σcorr(r, r′; ε) (12)
Accordingly the quasiparticle energy can be written as
the bare HF energy and a correction due to the energy-
dependent part of the GW self-energy (the dynamical
screening term)
εQPn = ε
HF
n +∆
GW
n . (13)
In Fig. 2 the line y = x corresponds to ∆GWn = 0, and
the vertical displacement from the line thus represents
the effect of screening on the calculated HOMO energy.
We first notice that the effect of screening is to shift the
HOMO level upwards in energy, i.e. to reduce the ion-
ization potential. This can be understood by recalling
that the Hartree-Fock eigenvalue represents the energy
cost of removing an electron from the HOMO when or-
bital relaxations in the final state are neglected (Koop-
mans’ theorem16). In Ref. 37 we showed, on the basis
of GW and exact calculations for semi-empirical models
of conjugated molecules, that ∆GWn mainly describes the
orbital relaxations in the final state and to a lesser extent
accounts for the correlation energy of the initial and final
states. This explains the negative sign of ∆GWn because
the inclusion of orbital relaxation in the final state lowers
the energy cost of removing an electron. We note that
this is different from the situation in extended, periodic
systems where orbital relaxations vanish and the main ef-
fect of the GW self-energy is to account for correlations
in the initial and final states.
In Table I we list the calculated HOMO energy for each
of the 33 molecules. In addition to selfconsistent GW we
have performed one-shot G0W0 calculations based on the
HF and PBE Green’s function, respectively. The best
agreement with experiment is obtained for G0W0[HF].
This is because the relatively large Hartree-Fock HOMO-
LUMO gap reduces the (over-)screening described by the
resulting GW self-energy. There are not many GW cal-
culations for molecules available in the litterature. Below
Table I we list the few we have found. As can be seen
they all compare quite well with our results given the
differences in the implementation of the GW approxima-
tion.
For comparison we have included the HOMO energy
predicted by second order Møller-Plesset theory (MP2)
[taken from Ref. 59] with a Gaussian 6-311G∗∗ basis
set. These are generally very close to our calculated HF
6TABLE I: Experimental ionization potential (first column) and HOMO energy calculated using different approximations for
exchange and correlation. “X-eig” refers to a single-particle eigenvalue while “X-tot” refers to a total energy difference,
E(N)−E(N − 1). The G0W0(PBE) energies have been obtained from the QP equation while the GW and G0W0 energies are
obtained from the DOS in Eq. (9). Last row shows the mean absolute error (MAE) with respect to experiments. All energies
are in eV.
Molecule Expt.(a) PBE-eig PBE0-eig HF-eig GW G0W0(HF) G0W0(PBE)-QP MP2
(a) PBE-tot
LiH 7.90 4.34 5.81 8.14 8.0(b) 8.2(b) 8.0 8.20 8.02
Li2 5.11 2.96 3.62 4.62 4.6 4.7 4.4 4.91 5.09
LiF 11.30 6.00 8.62 13.26 11.7 11.2 12.0 12.64 11.87
Na2 4.89 2.81 3.38 4.16 4.1 4.3 4.7 4.48 4.97
NaCl 9.80 5.24 6.92 9.78 9.0 9.2 8.8 9.63 9.37
CO 14.01 9.05 10.98 14.80 13.4 14.1 13.9 15.08 13.88
CO2 13.78 9.08 11.09 14.50 13.1 13.3 13.6 14.71 13.64
CS 11.33 7.40 9.09 12.31 10.8 11.7 11.0 12.58 11.31
C2H2 11.49 7.20 8.64 11.05 10.6 11.1 11.2 11.04 11.39
C2H4 10.68 6.79 8.11 10.11 9.8 10.4 9.6 10.18 10.67
CH4 13.60 9.43 11.29 14.77 14.1 14.4 14.4
(c) 14.82 14.10
CH3Cl 11.29 7.08 8.80 11.68 11.0 11.4 11.1 11.90 11.10
CH3OH 10.96 6.31 8.49 12.14 10.7 10.8 10.5 12.16 10.72
CH3SH 9.44 5.60 7.09 9.50 8.8 9.0 8.4 9.73 9.29
Cl2 11.49 7.32 9.02 12.03 10.9 11.3 11.5 12.37 11.22
ClF 12.77 7.90 9.88 13.33 12.4 12.4 13.0 13.63 12.48
F2 15.70 9.43 12.42 17.90 15.2 15.2 16.2 18.20 15.39
HOCl 11.12 6.68 8.66 11.93 10.6 10.8 11.0 12.23 10.95
HCl 12.74 8.02 9.78 12.96 12.2 12.5 12.5 13.02 12.71
H2O2 11.70 6.38 8.78 13.06 11.0 11.1 11.1 13.00 11.18
H2CO 10.88 6.28 8.37 11.93 10.4 10.5 10.6 11.97 10.80
HCN 13.61 9.05 10.67 13.19 12.7 13.2 12.4 13.33 13.67
HF 16.12 9.61 12.47 17.74 16.0 15.6 15.7 17.35 16.27
H2O 12.62 7.24 9.59 13.88 12.3 12.1 11.9
(d) 13.62 12.88
NH3 10.82 6.16 8.11 11.80 10.8 11.0 10.6 11.57 11.02
N2 15.58 10.28 12.51 16.21 15.1 15.7 15.6 16.41 15.39
N2H4 8.98 5.75 7.67 11.06 9.8 10.1 9.5 11.07 9.90
SH2 10.50 6.29 7.79 10.48 9.8 10.1 9.9 10.48 10.38
SO2 12.50 8.08 9.96 13.02 11.3 11.7 11.7 13.46 12.12
PH3 10.95 6.79 8.17 10.38 9.9 10.3 10.0 10.50 10.39
P2 10.62 7.09 8.21 9.65 9.2 9.8 9.0 10.09 10.37
SiH4 12.30 8.50 10.13 12.93 12.3 12.6 12.4
(e) 13.25 11.95
Si2H6 10.53 7.27 8.54 10.82 10.2 10.6 9.9 11.03 10.36
SiO 11.49 7.46 9.14 11.78 10.9 11.2 11.3 11.82 11.27
MAE - 4.35 2.55 0.81 0.5 0.4 0.5 0.82 0.24
(a)From Ref. 59. The MP2 calculations use a Gaussian 6-311G∗∗ basis set.
(b)To be compared with the GW value 7.85 and the G0W0(HF) value 8.19 reported in Ref. 24.
(c)To be compared with the G0W0(LDA) value 14.3 reported in Ref. 21.
(d)To be compared with the G0W0(LDA) value 11.94 reported in Ref. 22.
(e)To be compared with the G0W0(LDA) values 12.7 and 12.66 reported in Refs. 21 and 22, respectively.
values, with a tendency to lower energies which worsens
the agreement with experiment slightly as compared to
HF.
We have also calculated the DFT-PBE total energy dif-
ference between the neutral and cation species, E(N) −
E(N − 1), see last column of Table I. This procedure
leads to IPs in very good agreement with the experimen-
tal values (MAE of 0.24 eV). We stress that although
this method is superior to the GW method for the IP of
the small molecules studied here, it can yield only the
7TABLE II: Mean absolute deviation between the IPs of the 33 molecules calculated with the different methods and experiment.
The mean absolute deviation with respect to experiment coincide with the last row in Table I
Method Expt.(a) PBE-eig PBE0-eig HF-eig GW G0W0[HF] MP2
(a) PBE-tot
Expt. 0.00 4.35 2.55 0.81 0.5 0.4 0.82 0.24
PBE 4.35 0.00 1.79 4.90 3.9 4.1 4.99 4.27
PBE0 2.55 1.79 0.00 3.11 2.1 2.3 3.20 2.48
HF 0.81 4.90 3.11 0.00 1.0 0.8 0.17 0.80
GW 0.5 3.9 2.1 1.0 0.00 0.3 1.1 0.4
G0W0[HF] 0.4 4.1 2.3 0.8 0.3 0.00 0.9 0.3
MP2 0.82 4.99 3.20 0.17 1.1 0.9 0.00 0.84
PBE-tot 0.24 4.27 2.48 0.80 0.4 0.3 0.84 0.00
(a)Data taken from Ref. 59.
HOMO and LUMO levels while higher excited states are
inaccessible. Moreover it applies only to isolated systems
and cannot be directly used to probe QP levels of e.g. a
molecule on a surface.
In Table II we provide an overview of the compara-
tive performance of the different methods. Shown is the
mean average deviation between the IPs calculated with
the different methods as well as the experimental values.
Note that the numbers in the experiment row/column
are the same as those listed in the last row of Table II.
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FIG. 3: (Color online) Density of states for the NH3 molecule
calculated in HF and GW, respectively. Arrows mark the level
corresponding to the HOMO in the two calculations. The in-
tersection between the line y = ε − εHFn and the real part of
〈ψ0HOMO|Σcorr(ε)|ψ
0
HOMO〉 (green curve) determines the posi-
tion of the GW level.
A. Linearized quasiparticle equation
In the conventional GW method the full Green func-
tion of Eq. (2) is not calculated. Rather one obtains the
quasiparticle energies from the quasiparticle equation
εQPn = ε
0
n + Zn〈ψ0n|ΣGW(ε0n)− vxc|ψ0n〉. (14)
where ψ0n and ε0n are eigenstates and eigenvalues of an
approximate single-particle Hamiltonian (often the LDA
Hamiltonian), and
Zn =
[
1− ∂〈ψ
DFT
n |ΣGW(ε)|ψ0n〉
∂ε
∣∣∣
ε0
n
]−1
. (15)
Moreover the GW self-energy is evaluated non-
selfconsistently from the single-particle Green function,
i.e. ΣGW = iG0W [G0], with G0(z) = (z −H0)−1.
The quasiparticle equation (14) relies on the assump-
tion that off-diagonal matrix elements, 〈ψ0n|ΣGW(ε0n) −
vxc|ψ0m〉, can be neglected, and that the frequency de-
pendence of ΣGW can be approximated by its first or-
der Taylor expansion in a sufficiently large neighbor-
hood of ε0n. We have found that these two assumptions
are indeed fullfilled for the molecular systems studied
here. More precisely, for the GW and G0W0(HF) self-
energies, the QP energies obtained from Eq. (14) are
always very close to the peaks in the density of states
Eq. (9). We emphasize that this result could well be re-
lated to the rather large level spacing of small molecules,
and may not hold for extended systems. An example is
presented in Fig. 3 which shows the full HF and GW
density of states for NH3 together with the real part of
〈ψ0HOMO|Σcorr(ε)|ψ0HOMO〉. As explained in the follow-
ing section this is not quite the case for the G0W0(PBE)
calculations.
B. G0-dependence
As stated in the previous section the GW and
G0W0(HF) energies can be obtained either from the full
spectral function or from the QP equation. In this case,
returning to Table I, we see that G0W0(HF) yields sys-
tematically larger IPs than GW. This is easy to under-
stand since GHF describes a larger HOMO-LUMO gap
than GGW, and therefore produces less screening. When
the PBE rather than the HF Green function is used to
evaluate the GW self-energy, we find that the spectral
function obtained from Eq. (2) does not resemble a
8simple discrete spectrum. In fact the peaks are signif-
icantly broadened by the imaginary part of ΣGW and it
becomes difficult to assign precise values to the QP ener-
gies. Apart from the spectral broadening, the molecular
gap is significantly reduced with respect to its value in the
GW and G0W0(HF) calculations. Both of these effects
are due to the very small HOMO-LUMO gap described
by GPBE which leads to severe overscreening and QP life-
time reductions. A similar effect was observed by Ku and
Eguiluz in their comparison of GW and G0W0(LDA) for
Si and Ge crystals40.
The problems encountered when attempting to solve
the Dyson equation (2) using the G0W0(PBE) self-energy
occur due to the large mismatch between εPBEn and εQPn .
On the other hand, in the QP equation, the GW self-
energy is evaluated at ε0n rather than εQPn . As a conse-
quence the unphysical broadening and overscreening is
avoided and a well defined QP energy can be obtained
(last column in Table I).
To summarize, G0 can have a very large effect on the
QP spectrum when the latter is obtained via the Dyson
equation (2). In particular, the use of a G0 with a too
narrow energy gap (as e.g. the GPBE) can lead to un-
physical overscreening and spectral broadening. When
the QP levels are obtained from the QP equation, the
G0-dependence is less pronounced because ΣGW[G0] is
evaluated at ε0n which is consistent with G0.
The self-consistent GW spectrum is independent of the
choice of G0, but the number of iterations required to
reach self-consistency is less when based on GHF.
C. Basis set convergence
In Figs. 4 and 5 we show the energy of the three high-
est occupied molecular orbitals of H2O and CO obtained
from selfconsistent GW using various sizes of the aug-
mented Wannier basis. Clearly, the polarization func-
tions have relatively little influence on the QP energies
while the first set of additional zeta functions reduce the
QP energies by up to 0.5 eV. The differences between
DZP and TZDP are less than 0.15 eV for all the levels
which justifies the use of DZP basis.
We have also compared the eigenvalues obtained from
selfconsistent HF calculations using the DZP augmented
Wannier basis to accurate HF calculations performed
with the real-space code GPAW45. Here we obtain a
MAE of 0.09 eV for the energy of the HOMO level of the
33 molecules.
IV. CONCLUSIONS
As the range of systems to which the GW method is
being applied continues to expand it becomes important
to establish its performance for other systems than the
solids. In this work we have discussed benchmark GW
calculations for molecular systems.
FIG. 4: (Color online) Convergence of the three highest oc-
cupied levels of H2O obtained from GW calculations with
different sizes of the augmented Wannier function basis. SZ
denotes the Wannier function basis, while e.g. DZDP denotes
the Wannier basis augmented by one extra radial function per
valence state and two sets of polarization functions.
FIG. 5: (Color online) Same as Fig. 4 but for CO.
The GW calculations were performed using a novel
9scheme based on the PAWmethod and a basis set consist-
ing of Wannier functions augmented by numerical atomic
orbitals. We found that a basis corresponding to double-
zeta with polarization functions was sufficient to obtain
GW energies converged to within 0.15 eV (compared to
triple-zeta with double polarization functions). The GW
self-energy was calculated on the real frequency axis in-
cluding its full frequency dependence and off-diagonal
elements. We thereby avoid all of the commonly used
approximations, such as the the plasmon pole approx-
imation, the linearized quasiparticle equation and ana-
lytical continuations from imaginary to real frequencies,
and thus obtain a direct and unbiased assessment of the
GW approximation itself. We found that the inclusion
of valence-core exchange interactions, as facilitated by
the PAW method, is important and shift the HF/GW
HOMO levels by -1.2 eV on average.
The position of the HOMO for a series of 33 molecules
was calculated using fully selfconsistent GW, single-shot
G0W0, Hartree-Fock, DFT-PBE0, and DFT-PBE. Both
PBE and PBE0 eigenvalues grossly overestimate the
HOMO energy with a mean absolute error (MAE) with
respect to the experimental ionization potentials (IP) of
4.4 and 2.5 eV, respectively. Hartree-Fock underesti-
mates the HOMO energy but improves the agreement
with experiments yielding a MAE of 0.8 eV. GW and
G0W0 overcorrects the Hartree-Fock levels slightly lead-
ing to a small overestimation of the HOMO energy with
a MAE relative to experiments of 0.4-0.5 eV. This shows
that although screening is a weak effect in molecular sys-
tems its inclusion at the GW level improves the elec-
tron addition energies by 30-50% improvement relative
to the unscreened Hartree-Fock. Very similar conclusions
were reached comparing GW, G0W0 and HF to exact di-
agonalization for conjugated molecules described by the
semi-empirical PPP model.37
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APPENDIX A: THE GW SELF-ENERGY
Let U denote the rotation matrix that diagonalizes the
pair orbital overlap Sij,kl = 〈nij |nkl〉, i.e. U †SU = σI.
The columns of U are truncated to those which have
corresponding eigenvalues σq < 10−5a−30 . We then only
calculate the reduced number of Coulomb elements
Vqq′ = 〈nq| 1|r − r′| |nq′〉, (A1)
where nq(r) are the optimized pair orbitals
nq(r) =
∑
ij
nij(r)Uij,q/
√
σq, (A2)
which are mutually orthonormal, i.e. 〈nq|nq′〉 = δqq′ .
Determining the GW self-energy proceeds by calculat-
ing first the full polarization matrix in the time domain
P<ij,kl(t) = 2iG
<
ik(t)G
>∗
jl (t), (A3)
P>ij,kl(t) = P
<∗
ji,lk(t). (A4)
The factor 2 appears for spin-paired systems from sum-
ming over spin indices. This is then downfolded to the
reduced representation
P
≶
qq′ =
∑
ij,kl
√
σqU
∗
ij,qP
≶
ij,klUkl,q′
√
σq′ . (A5)
The screened interaction can be determined from the
lesser and greater polarization matrices, and the static
interaction Vqq′ , via the relations
P r(t) = θ(t)
(
P>(t)− P<(t)) , (A6)
W r(ε) = [I − V P r(ε)]−1V, (A7)
W>(ε) =W r(ε)P>(ε)W r†(ε), (A8)
W<(ε) =W>(ε)−W r(ε) +W r†(ε), (A9)
where all quantities are matrices in the optimized pair
orbital basis and matrix multiplication is implied. We
obtain the screened interaction in the original orbital ba-
sis from
W
≶
ij,kl(t) ≈
∑
qq′
Uij,q
√
σqW
≶
qq′ (t)
√
σq′U
∗
kl,q′ , (A10)
which is an approximation due to the truncation of the
columns of U. Finally the GW self-energy can be deter-
mined by
Σ≶GW,ij(t) = i
∑
kl
G
≶
kl(t)W
≶
ik,jl(t) (A11)
ΣrGW(t) = θ(t)
(
Σ>GW(t)− Σ<GW(t)
)
+ δ(t)Σx. (A12)
The exchange and Hartree potentials are given by
Σx,ij = i
∑
kl
Vik,jlG
<
kl(t = 0) (A13)
ΣH,ij = −2i
∑
kl
Vij,klG
<
kl(t = 0) (A14)
The Green functions are given by
Gr(ε) =[(ε+ iη)S −HKS + vxc −∆vH − ΣrGW(ε)]−1
(A15)
G<(ε) =− fFD(ε− µ)[Gr(ε)−Gr(ε)†] (A16)
G>(ε) =(1− fFD(ε− µ))[Gr(ε)−Gr(ε)†] (A17)
where fFD(ε−µ) is the Fermi-Dirac function and ∆vH =
ΣH[G] − ΣH[GDFT] is the difference between the GW
Hartree potential and the DFT Hartree potential. For
self-consistent calculations, equation (A3)-(A17) are it-
erated untill convergence in G.
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On the basis of first-principles G0W0 calculations we systematically study how the electronic levels of a
benzene molecule are renormalized by substrate polarization when physisorbed on different metallic and
semiconducting surfaces. The polarization-induced reduction in the energy gap between occupied and unoc-
cupied molecular levels is found to scale with the substrate density of states at the Fermi level for metals and
substrate band gap for semiconductors. These conclusions are further supported by calculations on simple
lattice models. By expressing the electron self-energy in terms of the substrate’s joint density of states we relate
the level shift to the surface electronic structure, thus providing a microscopic explanation of the trends in the
GW and G0W0 calculations. While image charge effects are not captured by semilocal and hybrid exchange-
correlation functionals, we find that error cancellations lead to remarkably good agreement between the G0W0
and Kohn-Sham energies for the occupied orbitals of the adsorbed molecule.
DOI: 10.1103/PhysRevB.80.245427 PACS numbers: 85.65.h, 31.70.Dk, 71.10.w, 73.20.r
I. INTRODUCTION
Solid-molecule interfaces are central to a number of im-
portant areas of physics and chemistry including heteroge-
neous catalysis, electrochemistry, molecular- and organic
electronics, and scanning tunneling spectroscopy.1–4 Most of
our current understanding of level alignment at interfaces
builds on effective single-particle descriptions such as the
Kohn-Sham scheme of density-functional theory DFT.5
Within such theories the energy levels of a molecule close to
a surface are determined by hybridization, charge-transfer,
and interface dipole fields—all properties of the static mean
field potential defining the single-particle Hamiltonian. On
the other hand, from photoemission and electron transport
measurements it is well known that the dynamic polarizabil-
ity of the molecule’s local environment can have a large
influence on the level positions.6–10 Such polarization effects,
which are induced by changes in the charge state of the mol-
ecule, are not captured by available single-particle descrip-
tions.
Many-body perturbation theory provides a systematic
method to obtain the true single-particle excitations some-
times referred to as addition/removal energies or quasiparti-
cle QP energies from the Green function of the system. In
the G0W0 approximation the electron self-energy is written
as a product of the noninteracting Green function and a
dynamically screened Coulomb interaction, = iG0W0.11,12 It
is instructive to compare this to the bare exchange self-
energy given by x= iG0V, where V is the unscreened Cou-
lomb interaction. It is well known that the Hartree-Fock HF
eigenvalues correspond to energy differences between the
N-particle groundstate and the unrelaxed N1-particle
Slater determinants Koopmans’ theorem. The effect of re-
placing V with the screened and frequency dependent W0 is
twofold: it introduces correlations into the many-body eigen-
states, and it includes the response of the other electrons to
the added electron/hole, i.e., relaxation effects. For a mol-
ecule at a surface, the latter effect is particularly important as
it incorporates the attractive interaction between the added
electron/hole and its induced image charge, into the QP spec-
trum.
Recent experiments on molecular charge transport have
renewed the interest for theoretical modeling of polarization-
induced level renormalization. First-principles G0W0 calcula-
tions for a benzene molecule on graphite13 as well as CO on
NaCl/Ge00114 have demonstrated significant reductions of
FIG. 1. Color online a Supercell used to represent benzene
physisorbed on NaCl001. b Reduction in a molecule’s energy
gap when it approaches a polarizable surface. c Calculated LDA,
PBE0, and G0W0 HOMO-LUMO gap of a benzene molecule lying
flat at z=4.5 Å above different surfaces. Note that BaO111 is
metallic due to surface states in the BaO band gap.
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the molecular energy gap due to image charge effects. Model
GW calculations have been used to elucidate the qualitative
features of the effect across different bonding regimes.15
Classical electrostatic models of various complexities have
been developed to correct energy levels obtained from
single-particle calculations.16–19
In this work, we present a systematic study of image
charge-induced renormalization at a range of different sur-
faces taking both a classical and quantum many-body view-
point. We have performed DFT calculations with local den-
sity approximation LDA and hybrid PBE0 exchange-
correlation functionals as well as G0W0 calculations for a
benzene molecule weakly physisorbed on the metals Li, Al,
Ti, Rh, Pt, and the semiconductors/insulators TiO2, BaO,
MgO, CaO, and NaCl. The results for the highest occupied
molecular orbital HOMO- lowest unoccupied molecular or-
bital LUMO gap of benzene are shown in Fig. 1. While
LDA and PBE0 yields a substrate independent HOMO-
LUMO gap, the G0W0 gaps are reduced from the gas phase
value by an amount which depends on the polarizability of
the surface. For all systems, we find that the dependence of
the QP gap on the distance to the surface can be described by
a classical image charge model. However, the model param-
eters are sensitive to the microscopic details of the system
and this limits the usefulness of the classical model in
pratice. By evaluating the G0W0 self-energy to second order
we obtain a simple analytic expression which relates the
level shift to the substrate’s joint density of states weighted
by Coulomb interaction matrix elements. The model suggests
that the HOMO-LUMO gap should scale with the substrate
band gap for semiconducting surfaces and density of states
at the Fermi level for metallic surfaces. This trend is veri-
fied for the first-principles results and is further supported by
GW calculations for simple lattice models. Finally, we ana-
lyze the deviation between the DFT and G0W0 results in
more detail. We find that the occupied Kohn-Sham levels
obtained with LDA PBE0 are in very good agreement with
the G0W0 results for benzene adsorbed on the metallic semi-
conducting surfaces, and we show that this is a result of
significant error cancellation in the LDA/PBE0 approxima-
tions.
The paper is organized as follows. In Sec. II we outline
the methodology used for the first-principles and model GW
calculations. In Sec. III we investigate to what extent the
first-principles G0W0 results can be explained by a classical
image charge model. In Sec. IV we derive a simple analytical
expression for the polarization-induced level shift and show
that it explains the main trends in both the first-principles as
well as the model calculations. At the end of the section we
analyze the description of occupied and unoccupied levels
separately and discuss the effect of error cancellations in the
DFT results. We conclude in Sec. V
II. METHODS
A. Ab initio G0W0 calculations
To model the solid-molecule interfaces we use a slab con-
taining four atomic layers of the substrate in the experimen-
tally most stable phase and a benzene molecule lying flat
above the surface followed by 12 Å of vacuum. The ben-
zene molecule is not relaxed on the surface but is fixed in its
gas phase structure at a distance z from the surface. An ex-
ample of a supercell is shown in Fig. 1a for the case of
benzene on NaCl001. The number of atoms included in the
supercell per atomic layer is 9 for Al, Rh, Pt, Ti; 12 for Li
and TiO2; and 16 for NaCl, MgO, CaO and BaO. This cor-
responds to distances between periodically repeated benzene
molecules in the range 8.1 to 9.9 Å. All DFT calculations
have been performed with the PWSCF code20 which using
norm-conserving pseudopotentials.21 For exchange-
correlation functionals we have used the local density
approximation22 as well as the PBE0 hybrid functional.23,24
The Brillouin zone BZ was sampled on a 441 k-point
mesh, and the wave functions were expanded with a cut-off
energy of 40 Hartree.
In the G0W0LDA method one obtains the QP energies
from the linearized QP equation
n
QP
= n
LDA + Znn
LDAGWn
LDA − vxcn
LDA , 1
where n
LDA and n
LDA are LDA eigenstates and eigenvalues,
and
Zn = 1 − 	 nLDAGWnLDA 	

n
LDA

−1. 2
The self-energy, GW, is evaluated non-selfconsistently from
the single-particle Green function, i.e., GW= iG0W0, with
G0z= z−HLDA−1. It is customary to use the random
phase approximation for the screened interaction, i.e.,
W0=V1−VP−1 with P=−iG0G0.
We have performed the G0W0 calculations with the
YAMBO code25 using the LDA wave functions and eigenval-
ues from the PWSCF calculations as input. The plasmon pole
approximation has been applied with a frequency of 1 hartree
the HOMO and LUMO energies of benzene change by less
than 0.05 eV when the plasmon frequency is varied between
0.5 and 2.0 hartrees. In the calculation of the self-energy we
included a minimum of 200 empty states. We have checked
that calculations are converged with respect to slab thick-
ness, lateral supercell size, k-point mesh, all energy cutoffs
and that we reproduce the results previously reported in Ref.
13 for benzene on graphite at z=3.25 Å.
B. Model GW calculations
In addition to the first-principles G0W0 calculations, we
have performed self-consistent GW calculations for two lat-
tice models representing a metal-molecule and
semiconductor-molecule interface, respectively. The model
Hamiltonians contain three terms
Hˆ = Hˆ sol + Hˆ mol + Uˆ , 3
describing the solid metal or semiconductor, the molecule,
and their mutual interaction, see Fig. 2. A metallic substrate
is modeled by a semi-infinite tight-binding TB chain we
suppress the spin for notational simplicity,
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Hˆ met = 
i=−
0
tci
†ci−1 + ci−1
† ci . 4
A semiconducting substrate is modeled by
Hˆ sc = 
	=c,v

i=−
0
	nˆ	i + tc	i
† c	i−1 + c	i−1
† c	i , 5
where 	=c ,v refers to conduction and valence bands, re-
spectively.
The molecule is represented by its HOMO and LUMO
levels, i.e.,
Hˆ mol = 
HnˆH + 
LnˆL 6
where e.g., nˆH=cH↑
† cH↑+cH↓
† cH↓, is the number operator of
the HOMO level.
Finally, the interaction between the molecule and the ter-
minal sites of the substrate TB chains is described by
Uˆ =Unˆ0Nˆ mol for metalsU cc0,† cv0, + cv0,† cc0,Nˆ mol for semicond.
where Nˆ mol= nˆH+ nˆL is the number operator of the molecule.
Note that since polarization of a semiconductor occurs via
transitions between valence and conduction bands, only the
interaction terms of the form given above contribute to the
image charge effect this will become clear in Sec. IV A.
We set EF=0 corresponding to a half filled band for the
metal. We choose 
H and 
L so that the molecule contains
exactly two electrons EF in the middle of the HOMO-
LUMO gap. We consider the limit of zero hybridization
between the solid and molecule so that interaction between
the solid and molecule occurs only via the nonlocal Uˆ . The
model neglects interactions within the TB chain and between
the molecule and interior TB sites i0. These approxima-
tions are, however, not expected to influence the image
charge physics described by the model in any qualitative
way.
We obtain the Green function of the molecule from
Gz = 1/z − Hmol − GWG 7
where the Hartree potential due to Uˆ has been absorbed in
Hmol. The GW self-energy is calculated fully self-consistently
using a recently developed GW scheme for quantum
transport.26 The renormalized molecular QP
levels are obtained as peaks in the spectral function
A=−1 /Im G
r .
III. CLASSICAL THEORY
In this section we investigate to what extent the G0W0
results of Fig. 1 can be described by a classical image charge
model. The electrostatic energy of a point charge, q, located
in vacuum at position 0,0 ,z above a polarizable medium
filling the half-space zz0, is given by in a.u.
V =
qq
4z − z0
. 8
The size of the image charge is q=q1− / 1+, where 
is the relative dielectric constant of the medium.27 In 1973
Lang and Kohn showed that the energy of a classical point
charge above a quantum jellium surface follows Eq. 8 with
q=−q corresponding to = as expected for a perfect
metal, with the image plane, z0, lying 0.5–0.9 Å outside the
surface depending on the electron density.28 More recently,
ab initio G0W0 calculations have found the same asymptotic
form for the potential felt by an electron outside a metallic
surface.27,29,30 From this it seems reasonable to conclude that
the asymptotic position of the electronic levels of a molecule
outside a surface would also follow the image potential of
Eq. 8. This is, however, only true for the unoccupied levels
whereas the occupied levels experience a shift in the oppo-
site direction, i.e., the shift is upward in energy as the mol-
ecule approaches the surface. This is because the occupied
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FIG. 2. Color online The lattice models representing a metal-
molecule and semiconductor-molecule interface, respectively. We
consider the weak coupling limit where no hybridization between
the molecule and surface states occur. Thus the only interaction
between the solid and molecule is via the nonlocal Coulomb inter-
action U.
FIG. 3. Color online Calculated G0W0 energy gap of benzene
on NaCl, TiO2, and Ti surfaces circles as a function of the dis-
tance to the surface, and the best fit to the classical model Eq. 8
full lines.
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levels represent the negative of the energy cost of removing
an electron from the molecule. Similarly it has been found
that the image potential leads to band gap narrowing at
semiconductor-metal interfaces.31,32
To test whether the gap reductions obtained in the G0W0
calculations can be described by the classical image charge
model we have fitted Eq. 8 to the calculated HOMO-
LUMO gap for z=4.5,5.5,7.0,9.0, Å. In Fig. 3 we show
the result of the fit for three systems the fit is equally good
for the other systems. The best-fit values for the effective
image plane z0 and the dielectric constant model are given in
Table I.
As can be seen model is generally smaller than the experi-
mental optical dielectric constant of the bulk, 
exp,bulk
. This is
expected since the latter gives the long-range response of the
bulk while model probes the local response at the surface.
Part of the discrepancy between 
exp and model is clearly due
to geometric effects. By taking the surface geometry into
account, as done in Ref. 18, better estimates of model can be
produced from 
exp
. On the other hand, electronic effects due
to the local atomic structure of the surface cannot be cap-
tured by a classical model. For example, the BaO111 sur-
face is metallic due to surface states, and thus model
while 
exp
=3.83. Similarly, impurities, defects, and surface
roughness are expected to influence the local dielectric prop-
erties of the surface.
According to the classical image charge model all the
molecular levels should experience the same shift the sign
of the shift being different for occupied and unoccupied lev-
els. However, we have found that the best-fit values for z0
and model obtained by fitting the HOMO and LUMO levels
separately, are in general different—most notably for the me-
tallic surfaces. This observation, which is discussed in more
detail in Sec. IV C, shows that the shape of molecular orbital
also influences the size of the polarization-induced shift.
IV. MICROSCOPIC THEORY
In this section we first consider the GW self-energy for a
molecule interacting with a surface to second-order in the
electron-electron interaction. This leads to a simple micro-
scopic model for image charge renormalization which relates
the shift of molecular levels to the electronic structure of the
surface, and explains general trends of the first-principles
and model GW calculations. In the last section we consider
the HOMO and LUMO levels separately and explain how
error cancellations in semilocal exchange-correlation func-
tionals can explain the surprisingly good agreement found
between LDA eigenvalues and GW QP energies for the oc-
cupied levels of benzene on metallic surfaces.
A. Second-order expansion
In quantum many-body theory, the effect of substrate po-
larization on the energy levels of a molecule enters the Green
function via a self-energy operator. In general, the G0W0 self-
energy can be written symbolically as
 = 
n=1
n = 
n=1
iG0VPVn−1, 9
where G0 is the Green function of the noninteracting Kohn-
Sham Hamiltonian, and P=−iG0G0 is the polarization
bubble. The first-order term, 1, is simply the static ex-
change potential while the remaining terms account for cor-
relations and dynamic screening. In the following we con-
sider the second-order term, 2= iG0VPV explicitly. This
corresponds to approximating the response of the substrate
by its noninteracting response, P.
For sufficiently large surface-molecule separations
z3.5 Å we can neglect hybridization effects, and the
noninteracting eigenstates of the combined system can be
taken as the eigenstates of the isolated molecule and surface.
We denote these eigenstates by a “a” for adsorbate and
k, respectively. To see how a given electronic level, a, is
renormalized by polarization processes in the substrate we
consider the time-ordered matrix element aa
2
= a2a, given by
aa
2
= 
k
occ

k
empty iG0,aaVaa,kkPkk − Vkk,aad.
10
The Feynman diagram corresponding to aa
2 is shown in Fig.
4a. The polarization and Coulomb matrices are given by
Pkk =
1
 − kk + i
−
1
 + kk − i
11
Vkk,aa =  krkrar2r − r drdr 12
where  is a positive infinitesimal and kk=k−k0.
Using that G0,aa=1 / −a+sgna−EFi,11 Eq. 10
reduces to
TABLE I. Position of the effective image plane, z0, and dielec-
tric constant, model, obtained by fitting the z dependence of the
HOMO-LUMO gap to Eq. 8. Last row shows the experimental
optical dielectric constant of the bulk. The two values for the
nonisotropic TiO2 refers to longitudinal and transverse polarization
directions. Experimental data taken from Ref. 33.
z0 Å model exp,bulk
NaCl001 1.70 1.15 2.30
MgO001 1.20 2.63 2.95
CaO001 2.69 1.56 3.30
BaO001 2.74 1.77 3.83
TiO2001 1.79 2.76 8.43/6.84
Al111 0.55  
Pt111 0.60  
Rh111 1.28  
Ti001 1.66  
Li001 1.72  
BaO111 2.01  3.83
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aa
2 =
1

 
 −  + sgnEF − ai
d 13
where we have defined the interaction strength,
 = 
k
occ

k
empty
Vkk,aa
2kk − sgna − EF − a .
14
Note that  is simply the joint density of states JDOS of
the substrate, shifted by a, and weighted by the Coulomb
matrix elements. The physically relevant retarded self-energy
is readily obtained from Eq. 13
aa
2,r
=
P

 
 − 
d − i . 15
where P denotes the Cauchy principal value. Now, the renor-
malized QP energy can be obtained from the equation ne-
glecting off-diagonal terms
a
QP
− a − Rea2,ra
QPa = 0 16
A graphical solution to the QP equation is illustrated in Figs.
4b and 4c for the case of an occupied molecular level
aEF interacting with a metal or semiconductor surface,
respectively.
From Eq. 14 it follows that the image charge effect does
not broaden the molecular level because Im 2a=0. We
also note that the level shift is independent of the absolute
value a−EF, and that the effect of changing the sign of
a−EF is to change the sign of the level shift. These proper-
ties are all in line with the classical theory.
In the limit where Vkk,aa varies little with k and k,  is
simply proportional to the shifted JDOS the “generic” cases
illustrated in Figs. 4b and 4c. In this case the level shift
is simply determined by the form of the JDOS. For a metal,
the JDOS raises linearly at =0 with a slope given by the
metal’s DOS at EF. This suggests that the level shift should
increase with the substrate DOS at the Fermi level. For a
semiconductor, the JDOS raises smoothly at =Egap, sug-
gesting that the level shift should decrease with Egap. In the
following section we investigate these relations for the
model and first-principles calculations. We mention that the
second-order approximation discussed above may not always
provide a good description of the full GW self-energy. How-
ever, as we will show in the next section, it explains quali-
tatively the trends in G0W0 calculations.
B. Dependence of level shift on surface electronic structure
In Fig. 5 we show the HOMO and LUMO levels of the
lattice models calculated with the HF and GW approxima-
tions. In all plots we vary one parameter of the model while
keeping the remaining parameters fixed.34
The upper panels refer to a metallic substrate and show
the dependence on the levels on the interaction strength U
and the intrachain hopping parameter t. Note that the latter is
inversely proportional to the projected density of states
DOS of the terminal site evaluated at EF. The lower panels
refer to a semiconducting substrate and show the dependence
of the levels on U and the substrate gap, Egap. The HF eigen-
values are clearly independent of the nonlocal interaction
between the molecule and substrate. This can be understood
from Koopmans’ theorem which states that the HF eigenval-
ues do not include the electronic relaxations of the substrate
induced by the extra electron/hole in the molecule. In con-
trast the GW levels vary in the way predicted by the simple
model discussed in the previous section: The polarization-
kk’,aaV
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∆
FIG. 4. Color online a Feynman diagrams representing dy-
namic polarization of the substrate induced by an electron propa-
gating in the molecule. b and c: generic shapes of the imaginary
and real parts of the self-energy of Eq. 15 for an occupied mo-
lecular level a interacting with a metallic and semiconducting sub-
strate assuming Vkk,aa to be energy independent.
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FIG. 5. Color online HOMO and LUMO positions obtained
from the simple lattice models for a metallic substrate upper panel
and semiconducting substrate lower panel. In all plots we vary
one parameter while keeping the remaining parameters fixed.34
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induced reduction of the HOMO-LUMO gap is stronger for
larger U as well as for larger substrate DOS at EF for the
metals and smaller substrate band gap for the semiconduc-
tors. A more detailed discussion of level renormalization
based on the lattice model for metallic substrates, including
the case of strong metal-molecule hybridization, can be
found in Ref. 15.
In Figs. 6a and 6b we plot the G0W0 gaps from Fig. 1
versus the LDA band gap and DOS at EF for the semicon-
ducting and metallic substrates, respectively. For the semi-
conductors the reduction of the HOMO-LUMO gap clearly
correlates with Egap. This indicates that the interaction
strength, i.e., the matrix elements Vkk,aa of Eq. 14, do not
differ too much from one surface to another. For the metals,
the HOMO-LUMO gap seems to scale with the metal’s DOS
at EF. However, we note that Li001 and BaO111 deviate
from the general trend followed by the other metals. This can
be explained by the larger extend of the metallic wave func-
tions of these systems into the vacuum region, which in turn
leads to larger Vkk,aa matrix elements. Indeed, Fig. 6c
shows the average electron density evaluated in a plane lying
z=3.5 Å above the surface in the absence of the benzene
molecule. The density outside the Li001 and BaO111 sur-
faces is significantly larger than for the other surfaces which
on the other hand have quite similar densities.
C. DFT eigenvalues and error cancellation
In Fig. 7 we plot the energies of the HOMO and LUMO
levels of benzene at z=4.5 Å. For each surface, we have
shifted the LDA, PBE0, and G0W0 levels by the same
amount so that the LDA HOMO is aligned with the HOMO
in the gas phase. We note that the effect of substrate polar-
ization is very similar for the G0W0 HOMO and LUMO lev-
els which are shifted up and down, respectively, by almost
the same amount. This is indeed expected from the classical
image charge model. Significant deviations from this trend
are, however, seen for Li001 and BaO111. We ascribe this
to the more extended nature of the metallic states on these
surfaces which reduce the validity of the point charge ap-
proximation and can introduce differences between the
Vkk,HH and Vkk,LL matrix elements.
Overall, the LDA and PBE0 eigenvalues for the HOMO
are in better agreement with the G0W0 QP energies than is
the case for the LUMO. Moreover there is a general trend
that the LDA eigenvalues come closer to the G0W0 energies
as we move from the insulating to the metallic surfaces. In
fact, the LDA HOMO level is almost on top of the G0W0
level on the metallic surfaces. This trend is clearly a result of
significant error cancellation in the LDA. Indeed, it is well
known that semilocal exchange-correlation functionals over-
estimate underestimate occupied empty molecular levels
due to self-interaction effects. At the metallic surfaces this
error is compensated by the missing image charge correction.
PBE0 gives better estimates for the free molecule where it
opens up the LDA HOMO-LUMO gap due to partial re-
moval of self-interaction errors. In this case, the cancellation
between the missing image charge effect and the remaining
self-interaction error results in very good agreement between
PBE0 and G0W0 for the HOMO level on the semiconducting
surfaces.
The cancellation between self-interaction errors and miss-
ing polarization effects will always be present in hybrid- and
semilocal approximations. However, the relative size of the
two contributions will in general depend on the shape of the
molecule, its orientation with respect to the surface, the
molecule-surface distance, and the type of substrate.
V. CONCLUSIONS
We have presented G0W0 calculations for a benzene mol-
ecule physisorbed on different metallic and semiconducting
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FIG. 6. Color online Calculated HOMO-LUMO gap of ben-
zene at z=4.5 Å same numbers as in Fig. 1 plotted as function of
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FIG. 7. LDA, PBE0, and G0W0 energies for the HOMO and
LUMO levels of benzene at z=4.5 Å above the surfaces. The very
good agreement between LDA and G0W0 energies for the HOMO
level at the metallic surfaces is due to error cancellation in the LDA
approximation.
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surfaces. Upon physisorption the molecule’s HOMO-LUMO
gap is reduced from its gas phase value due to dynamic po-
larization of the substrate. It was shown that a classical im-
age charge model captures the qualitative features of the ef-
fect while the magnitude of the level shift is sensitive to the
detailed atomic structure of the surface. In particular the
presence of metallic midgap state at the surface of a semi-
conductor can have a large influence on the local response of
the surface. Both local and hybrid exchange-correlation po-
tentials fail to account for the polarization effects yielding
Kohn-Sham eigenvalues of physisorbed benzene which are
independent of the substrate. Nevertheless we found that a
cancellation between self-interaction errors and missing im-
age charge effects in the LDA leads to a very good agree-
ment between LDA and G0W0 energies for the occupied
states of benzene on metallic surfaces. Similar conclusions
were reached for the PBE0 energies on semiconducting sub-
strates. Finally, we have derived a simple second-order ap-
proximation to the GW self-energy which expresses the
polarization-induced shift of a molecular level in terms of the
substrate’s joint density of states weighted by Coulomb in-
teraction matrix elements. This model was used to explain
general trends in the first-principles results, namely the scal-
ing of the benzene’s HOMO-LUMO gap with the substrate
density of states at EF for metals and the substrate band gap
for semiconductors.
Our results clearly demonstrate the importance of nonlo-
cal correlations for the electronic levels at solid-molecule
interfaces. We expect this to have important implications for
the theoretical modeling of electron transport in organic and
single-molecule devices.
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Abstract
The purpose of this text is to give a self-contained description of the basic theory of the
projector augmented-wave (PAW) method, as well as most of the details required to make
the method work in practice. These two topics are covered in the first two sections, while
the last is dedicated to examples of how to apply the PAW transformation when extracting
non-standard quantities from a density-functional theory (DFT) calculation.
The formalism is based on Blo¨chl’s original formulation of PAW [1], and the notation and
extensions follow those used and implemented in the gpaw[2] code.
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2 1 FORMALISM
1 Formalism
By the requirement of orthogonality, DFT wave functions have very sharp features close to the
nuclei, as all the states are non-zero in this region. Further out only the valence states are non-zero,
resulting in much smoother wave functions in this interstitial region. The oscillatory behavior
in the core regions, requires a very large set of plane waves, or equivalently a very fine grid, to
be described correctly. One way of solving this problem is the use of pseudopotentials in which
the collective system of nuclei and core electrons are described by an effective, much smoother,
potential. The KS equations are then solved for the valence electrons only. The pseudopotentials
are constructed such that the correct scattering potential is obtained beyond a certain radius
from the core. This method reduces the number of wave functions to be calculated, since the
pseudo potentials only have to be calculated and tabulated once for each type of atom, so that
only calculations on the valence states are needed. It justifies the neglect of relativistic effects in
the KS equations, since the valence electrons are non-relativistic (the pseudopotentials describing
core states are of course constructed with full consideration of relativistic effects). The technique
also removes the unwanted singular behavior of the ionic potential at the lattice points.
The drawback of the method is that all information on the full wave function close to the nuclei
is lost. This can influence the calculation of certain properties, such as hyperfine parameters, and
electric field gradients. Another problem is that one has no before hand knowledge of when the
approximation yields reliable results.
A different approach is the augmented-plane-wave method (APW), in which space is divided into
atom-centered augmentation spheres inside which the wave functions are taken as some atom-like
partial waves, and a bonding region outside the spheres, where some envelope functions are defined.
The partial waves and envelope functions are then matched at the boundaries of the spheres.
A more general approach is the projector augmented wave method (PAW) presented here, which
offers APW as a special case[3], and the pseudopotential method as a well defined approximation[4].
The PAW method was first proposed by Blo¨chl in 1994[1].
1.1 The Transformation Operator
The features of the wave functions, are very different in different regions of space. In the bonding
region it is smooth, but near the nuclei it displays rapid oscillations, which are very demanding
on the numerical representation of the wave functions. To address this problem, we seek a linear
transformation Tˆ which takes us from an auxiliary smooth wave function |ψ˜n〉 to the true all
electron Kohn-Sham single particle wave function |ψn〉
|ψn〉 = Tˆ |ψ˜n〉, (1)
where n is the quantum state label, containing a k index, a band index, and a spin index.
This transformation yields the transformed KS equations
Tˆ †ĤTˆ |ψ˜n〉 = nTˆ †Tˆ |ψ˜n〉, (2)
which needs to be solved instead of the usual KS equation. Now we need to define Tˆ in a suitable
way, such that the auxiliary wave functions obtained from solving (2) becomes smooth.
Since the true wave functions are already smooth at a certain minimum distance from the core,
Tˆ should only modify the wave function close to the nuclei. We thus define
Tˆ = 1 +
∑
a
Tˆ a, (3)
where a is an atom index, and the atom-centered transformation, Tˆ a, has no effect outside a certain
atom-specific augmentation region |r−Ra| < rac . The cut-off radii, rac should be chosen such that
there is no overlap of the augmentation spheres.
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Inside the augmentation spheres, we expand the true wave function in the partial waves φai ,
and for each of these partial waves, we define a corresponding auxiliary smooth partial wave φ˜ai ,
and require that
|φai 〉 = (1 + Tˆ a)|φ˜ai 〉 ⇔ Tˆ a|φ˜ai 〉 = |φai 〉 − |φ˜ai 〉 (4)
for all i, a. This completely defines Tˆ , given φ and φ˜.
Since Tˆ a should do nothing outside the augmentation sphere, we see from (4) that we must
require the partial wave and its smooth counterpart to be identical outside the augmentation sphere
∀a, φai (r) = φ˜ai (r), for r > rac
where φai (r) = 〈r|φai 〉 and likewise for φ˜ai .
If the smooth partial waves form a complete set inside the augmentation sphere, we can formally
expand the smooth all electron wave functions as
|ψ˜n〉 =
∑
i
P ani|φ˜ai 〉, for |r−Ra| < rac (5)
where P ani are some, for now, undetermined expansion coefficients.
Since |φai 〉 = Tˆ |φ˜ai 〉 we see that the expansion
|ψn〉 = Tˆ |ψ˜n〉 =
∑
i
P ani|φai 〉, for |r−Ra| < rac (6)
has identical expansion coefficients, P ani.
As we require Tˆ to be linear, the coefficients P ani must be linear functionals of |ψ˜n〉, i.e.
P ani = 〈p˜ai |ψ˜n〉 =
∫
drp˜a∗i (r−Ra)ψ˜n(r), (7)
where |p˜ai 〉 are some fixed functions termed smooth projector functions.
As there is no overlap between the augmentation spheres, we expect the one center expansion
of the smooth all electron wave function, |ψ˜an〉 =
∑
i |φ˜ai 〉〈p˜ai |ψ˜n〉 to reduce to |ψ˜n〉 itself inside the
augmentation sphere defined by a. Thus, the smooth projector functions must satisfy∑
i
|φ˜ai 〉〈p˜ai | = 1 (8)
inside each augmentation sphere. This also implies that
〈p˜ai1 |φ˜ai2〉 = δi1,i2 , for |r−Ra| < rac (9)
i.e. the projector functions should be orthonormal to the smooth partial waves inside the augmen-
tation sphere. There are no restrictions on p˜ai outside the augmentation spheres, so for convenience
we might as well define them as local functions, i.e. p˜ai (r) = 0 for r > r
a
c .
Note that the completeness relation (8) is equivalent to the requirement that p˜ai should produce
the correct expansion coefficients of (5)-(6), while (9) is merely an implication of this restriction.
Translating (8) to an explicit restriction on the projector functions is a rather involved procedure,
but according to Blo¨chl, [1], the most general form of the projector functions is:
〈p˜ai | =
∑
j
({〈fak |φ˜al 〉})−1ij 〈faj |, (10)
where |faj 〉 is any set of linearly independent functions. The projector functions will be localized if
the functions |faj 〉 are localized.
Using the completeness relation (8), we see that
Tˆ a =
∑
i
Tˆ a|φ˜ai 〉〈p˜ai | =
∑
i
(|φai 〉 − |φ˜ai 〉)〈p˜ai |,
4 1 FORMALISM
where the first equality is true in all of space, since (8) holds inside the augmentation spheres
and outside Tˆ a is zero, so anything can be multiplied with it. The second equality is due to (4)
(remember that |φai 〉 − |φ˜ai 〉 = 0 outside the augmentation sphere). Thus we conclude that
Tˆ = 1 +
∑
a
∑
i
(|φai 〉 − |φ˜ai 〉)〈p˜ai |. (11)
To summarize, we obtain the all electron KS wave function ψn(r) = 〈r|ψn〉 from the transfor-
mation
ψn(r) = ψ˜n(r) +
∑
a
∑
i
(
φai (r)− φ˜ai (r)
)〈p˜ai |ψ˜n〉, (12)
where the smooth (and thereby numerically convenient) auxiliary wave function ψ˜n(r) is obtained
by solving the eigenvalue equation (2).
The transformation (12) is expressed in terms of the three components: a) the partial waves
φai (r), b) the smooth partial waves φ˜
a
i (r), and c) the smooth projector functions p˜
a
i (r).
The restriction on the choice of these sets of functions are: a) Since the partial- and smooth
partial wave functions are used to expand the all electron wave functions, i.e. are used as atom-
specific basis sets, these must be complete (inside the augmentation spheres). b) the smooth
projector functions must satisfy (8), i.e. be constructed according to (10). All remaining degrees of
freedom are used to make the expansions converge as fast as possible, and to make the functions
termed ‘smooth’, as smooth as possible. For a specific choice of these sets of functions, see section
2.2. As the partial- and smooth partial waves are merely used as basis sets they can be chosen as
real functions (any imaginary parts of the functions they expand, are then introduced through the
complex expansion coefficients P ani). In the remainder of this document φ and φ˜ will be assumed
real.
Note that the sets of functions needed to define the transformation are system independent,
and as such they can conveniently be pre-calculated and tabulated for each element of the periodic
table.
For future convenience, we also define the one center expansions
ψan(r) =
∑
i
φai (r)〈p˜ai |ψ˜n〉, (13a)
ψ˜an(r) =
∑
i
φ˜ai (r)〈p˜ai |ψ˜n〉. (13b)
In terms of these, the all electron KS wave function is
ψn(r) = ψ˜n(r) +
∑
a
(
ψan(r−Ra)− ψ˜an(r−Ra)
)
. (14)
So what have we achieved by this transformation? The trouble of the original KS wave functions,
was that they displayed rapid oscillations in some parts of space, and smooth behavior in other
parts of space. By the decomposition (12) we have separated the original wave functions into
auxiliary wave functions which are smooth everywhere and a contribution which contains rapid
oscillations, but only contributes in certain, small, areas of space. This decomposition is shown on
the front page for the hydrogen molecule. Having separated the different types of waves, these can
be treated individually. The localized atom centered parts, are indicated by a superscript a, and
can efficiently be represented on atom centered radial grids. Smooth functions are indicated by a
tilde ˜. The delocalized parts (no superscript a) are all smooth, and can thus be represented on
coarse Fourier- or real space grids.
1.2 The Frozen Core Approximation
In the frozen core approximation, it is assumed that the core states are naturally localized within
the augmentation spheres, and that the core states of the isolated atoms are not changed by the
formation of molecules or solids. Thus the core KS states are identical to the atomic core states
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Figure 1: The core states of Platinum
|ψcn〉 = |φa,coreα 〉,
where the index n on the left hand site refers to both a
specific atom, a, and an atomic state, α.
In this approximation only valence states are included
in the expansions of |ψn〉, (6), and |ψ˜n〉, (5).
Figure 1, shows the atomic states of Platinum in its
ground state, obtained with an atomic DFT program
at an LDA level, using spherical averaging, i.e. a spin-
compensated calculation, assuming the degenerate occu-
pation 9/10 of all 5d states, and both of the 6s states
half filled. It is seen that at the typical length of atomic
interaction (the indicated cut-off rc = 2.5 Bohr is approx-
imately half the inter-atomic distance in bulk Pt), only
the 5d and 6s states are non-zero.
1.3 Expectation Values
The expectation value of an operator Ô is, within the frozen core approximation, given by
〈Ô〉 =
val∑
n
fn〈ψn|Ô|ψn〉+
∑
a
core∑
α
〈φa,coreα |Ô|φa,coreα 〉. (15)
Using that 〈ψn|Ô|ψn〉 = 〈ψ˜n|Tˆ †ÔTˆ |ψ˜n〉, and skipping the state index for notational convenience,
we see that
〈ψ|Ô|ψ〉 = 〈ψ˜ +
∑
a
(ψa − ψ˜a)|Ô|ψ˜ +
∑
a
(ψa − ψ˜a)〉
= 〈ψ˜|Ô|ψ˜〉+
∑
aa′
〈ψa − ψ˜a|Ô|ψa′ − ψ˜a′〉+
∑
a
(
〈ψ˜|Ô|ψa − ψ˜a〉+ 〈ψa − ψ˜a|Ô|ψ˜〉
)
= 〈ψ˜|Ô|ψ˜〉+
∑
a
(
〈ψa|Ô|ψa〉 − 〈ψ˜a|Ô|ψ˜a〉
)
+
∑
a
(
〈ψa − ψ˜a|Ô|ψ˜ − ψ˜a〉+ 〈ψ˜ − ψ˜a|Ô|ψa − ψ˜a〉
)
+
∑
a6=a′
〈ψa − ψ˜a|Ô|ψa′ − ψ˜a′〉.
(16)
For local operators1 the last two lines does not contribute. The first line, because |ψa − ψ˜a〉 is only
non-zero inside the spheres, while |ψ˜ − ψ˜a〉 is only non-zero outside the spheres. The second line
simply because |ψa − ψ˜a〉 is zero outside the spheres, so two such states centered on different nuclei
have no overlap (provided that the augmentation spheres do not overlap).
Reintroducing the partial waves in the one-center expansions, we see that
val∑
n
fn〈ψan|Ô|ψan〉 =
val∑
n
fn
∑
i1i2
〈φai1P ani1 |Ô|φai2P ani2〉 =
∑
i1i2
〈φai1 |Ô|φai2〉
val∑
n
fnP
a∗
ni1P
a
ni2 , (17)
and likewise for the smooth waves.
Introducing the Hermitian one-center density matrix
Dai1i2 =
∑
n
fnP
a∗
ni1P
a
ni2 =
∑
n
fn〈ψ˜n|p˜ai1〉〈p˜ai2 |ψ˜n〉. (18)
1Local operator bO: An operator which does not correlate separate parts of space, i.e. 〈r| bO|r′〉 = 0 if r 6= r′.
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We conclude that for any local operator Ô, the expectation value is
〈Ô〉 =
val∑
n
fn〈ψ˜n|Ô|ψ˜n〉+
∑
a
∑
i1i2
(
〈φai1 |Ô|φai2〉 − 〈φ˜ai1 |Ô|φ˜ai2〉
)
Dai1i2 +
∑
a
core∑
α
〈φa,coreα |Ô|φa,coreα 〉.
(19)
1.4 Densities
The electron density is obviously a very important quantity in DFT, as all observables in principle
are calculated as functionals of the density. In reality the kinetic energy is calculated as a functional
of the orbitals, and some specific exchange-correlation functionals also rely on KS-orbitals rather
then the density for their evaluation, but these are still implicit functionals of the density.
To obtain the electron density we need to determine the expectation value of the real-space
projection operator |r〉〈r|
n(r) =
∑
n
fn〈ψn|r〉〈r|ψn〉 =
∑
n
fn|ψn(r)|2, (20)
where fn are the occupation numbers.
As the real-space projection operator is obviously a local operator, we can use the results (19)
of the previous section, and immediately arrive at
n(r) =
val∑
n
fn|ψ˜n|2 +
∑
a
∑
i1i2
(
φai1φ
a
i2 − φ˜ai1 φ˜ai2
)
Dai1i2 +
∑
a
core∑
α
|φa,coreα |2. (21)
To ensure that (21) reproduce the correct density even though some of the core states are
not strictly localized within the augmentation spheres, a smooth core density, n˜c(r), is usually
constructed, which is identical to the core density outside the augmentation sphere, and a smooth
continuation inside. Thus the density is typically evaluated as
n(r) = n˜(r) +
∑
a
(na(r)− n˜a(r)) , (22)
where
n˜(r) =
val∑
n
fn|ψ˜n(r)|2 + n˜c(r) (23a)
na(r) =
∑
i1i2
Dai1i2φ
a
i1(r)φ
a
i2(r) + n
a
c (r) (23b)
n˜a(r) =
∑
i1i2
Dai1i2 φ˜
a
i1(r)φ˜
a
i2(r) + n˜
a
c (r) (23c)
1.5 Total Energies
The total energy of the electronic system is given by:
E[n] = Ts[n] + UH [n] + Vext[n] + Exc[n]. (24)
In this section, the usual energy expression above, is sought re-expressed in terms of the PAW
quantities: the smooth waves and the auxiliary partial waves.
For the local and semi-local functionals, we can utilize (19), while the nonlocal parts needs
more careful consideration.
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1.5.1 The Semi-local Contributions
The kinetic energy functional Ts =
∑
n fn〈ψn| − 12∇2|ψn〉 is obviously a (semi-) local functional, so
we can apply (19) and immediately arrive at:
Ts[{ψn}] =
∑
n
fn〈ψn| − 12∇2|ψn〉
=
val∑
n
fn〈ψ˜n| − 12∇2|ψ˜n〉+
∑
a
(
T ac + ∆T
a
i1i2D
a
i1i2
)
,
(25)
where
T ac =
core∑
α
〈φa,coreα | − 12∇2|φa,coreα 〉 and ∆T ai1i2 = 〈φai1 | − 12∇2|φai2〉 − 〈φ˜ai1 | − 12∇2|φ˜ai2〉. (26)
For LDA and GGA type exchange-correlation functionals, Exc is likewise, per definition, a semi-local
functional, such that it can be expressed as
Exc[n] = Exc[n˜] +
∑
a
(Exc[na]− Exc[n˜a]) . (27)
By virtue of (23b)-(23c) we can consider the atomic corrections as functionals of the density matrix
defined in (18), i.e.
Exc[n] = Exc[n˜] +
∑
a
∆Eaxc[{Dai1i2}], (28)
where
∆Eaxc[{Dai1i2}] = Exc[na]− Exc[n˜a]. (29)
1.5.2 The Nonlocal Contributions
The Hartree term is both nonlinear and nonlocal, so more care needs to be taken when introducing
the PAW transformation for this expression.
In the following we will assume that there is no ‘true’ external field, such that Vext[n] is only
due to the static nuclei, i.e. it is a sum of the classical interaction of the electron density with the
static ionic potential, and the electrostatic energy of the nuclei.
We define the total classical electrostatic energy functional as
EC [n] = UH [n] + Vext[n] =
1
2
((n)) + (n|∑a Za) + 12 ∑a 6=a′(Za|Za′), (30)
where the notation (f|g) indicates the Coulomb integral
(f |g) =
∫∫
drdr′
f∗(r)g(r′)
|r− r′| (31)
and I have introduced the short hand notation ((f)) = (f |f). In (30), Za(r) is the charge density
of the nucleus at atomic site a, which in the classical point approximation is given by
Za(r) = −Zaδ(r−Ra) (32)
with Za being the atomic number of the nuclei. As the Hartree energy of a density with non-zero
total charge is numerically inconvenient, we introduce the charge neutral total density
ρ(r) = n(r) +
∑
a
Za(r) (= nelectrons + nnuclei). (33)
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In terms of this, the coulombic energy of the system can be expressed by
EC [n] = U ′H [ρ] =
1
2
((n+
∑
a Z
a))′ (34)
where the prime indicates that one should remember the self-interaction error of the nuclei
introduced in the Hartree energy of the total density. This correction is obviously ill defined, and
different schemes exist for making this correction. As it turns out, this correction is handled very
naturally in the PAW formalism.
For now, we will focus on the term ((ρ)) = ((n+
∑
a Z
a)). If one where to directly include the
expansion of n(r) according to (22), one would get:
((n+
∑
a Z
a)) = ((n˜+
∑
a n
a − n˜a + Za))
= ((n˜)) +
∑
aa′
(na − n˜a + Za|na′ − n˜a′ + Za′) + 2
∑
a
(n˜|na − n˜a + Za),
where in the last expression, the first term is the Hartree energy of the smooth electron density,
which is numerically problematic because of the nonzero total charge. The second term contains a
double summation over all nuclei, which would scale badly with system size, and the last term
involves integrations of densities represented on incompatible grids (remember that the one-center
densities are represented on radial grids to capture the oscillatory behavior near the nuclei)2. This
is clearly not a feasible procedure. To correct these problem we add and subtract some atom
centered compensation charges Z˜a:
((n+
∑
a Z˜
a+
∑
a
[
Za − Z˜a
]
)) = ((n˜+
∑
a Z˜
a))+
∑
aa′(n
a− n˜a+Za− Z˜a|na′− n˜a′ +Za′− Z˜a)
+ 2
∑
a
(n˜+
∑
a′ Z˜
a′ |na − n˜a + Za − Z˜a).
If we define Z˜a(r) in such a way that na(r)− n˜a(r) +Za(r)− Z˜a(r) has no multipole moments, i.e.∫
drrlYL(r̂−Ra)(na − n˜a + Za − Z˜a) = 0 (35)
for all a, the potentials of these densities are zero outside their respective augmentation spheres
(L = (l,m) is a collective angular- and magnetic quantum number). Exploiting this feature, the
Coulomb integral reduce to
((n+
∑
a Z
a)) = ((n˜+
∑
a Z˜
a)) +
∑
a((n
a − n˜a + Za − Z˜a)) + 2∑a(n˜a + Z˜a|na − n˜a + Za − Z˜a)
= ((n˜+
∑
a Z˜
a)) +
∑
a
(
((na + Za))− ((n˜a + Z˜a))
)
where it has been used that inside the augmentation spheres n˜ = n˜a. In this expression, we have
circumvented all of the previous problems. None of the terms correlates functions on different grids,
there is only a single summation over the atomic sites, and furthermore the only thing that has to
be evaluated in the full space is the Hartree energy of n˜(r) +
∑
a Z˜
a(r) which is charge neutral
(see eq. (42)).
Inserting the final expression in (30), we see that
EC [n] =
1
2
((n˜+
∑
aZ˜
a)) +
1
2
∑
a
(
((na + Za))′ − ((n˜a + Z˜a))
)
= UH [ρ˜] +
1
2
∑
a
(
((na)) + 2(na|Za)− ((n˜a + Z˜a))
) (36)
2One could separate the terms in other ways, but it is impossible to separate the smooth and the localized terms
completely.
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where we have introduced the smooth total density
ρ˜(r) = n˜+
∑
a
Z˜a(r). (37)
Note that the problem with the self interaction error of the nuclei could easily be resolved once it
was moved to the atom centered part, as handling charged densities is not a problem on radial
grids.
To obtain an explicit expression for the compensation charges, we make a multipole expansion
of Z˜a(r)
Z˜a =
∑
L
QaL g˜
a
L(r), (38)
where g˜aL(r) is any smooth function localized within |r−Ra| < rac , satisfying∫
drrlYL(r̂−Ra)g˜aL′(r) = δLL′ . (39)
Plugging the expansion (38) into equations (35), we see that the expansion coefficients QaL from
must be chosen according to
QaL =
∫
drrlYL(rˆ) (na(r)− n˜a(r) + Za(r)) = ∆aδl,0 +
∑
i1i2
∆aLi1i2D
a
i1i2 (40)
where
∆a =
∫
dr (nac (r)− n˜ac (r))−Za/
√
4pi (41a)
∆aLi1i2 =
∫
drrlYL(rˆ)[φai1(r)φ
a
i2(r)− φ˜ai1(r)φ˜ai2(r)] (41b)
and it has been used that the core densities are spherical nac (r) = n
a
c (r)Y00(rˆ) (we consider only
closed shell frozen cores). This completely defines the compensation charges Z˜a(r).
Note that the special case l = 0 of (35), implies that∫
dr
[
na − n˜a + Za − Z˜a
]
= 0
⇓∫
dr
[
n˜(r) +
∑
a
Z˜a(r)
]
=
∫
dr
[
n(r) +
∑
a
Za(r)
]
m∫
dr ρ˜(r) =
∫
dr ρ(r) = 0 (42)
i.e. that the smooth total density has zero total charge, making the evaluation of the Hartree
energy numerically convenient.
In summary, we conclude that the classical coulomb interaction energy which in the KS
formalism was given by EC [n] = U ′H [ρ], in the PAW formalism becomes a pure Hartree energy (no
self-interaction correction) of the smooth total density ρ˜ plus some one-center corrections
EC [n] = UH [ρ˜] +
∑
a
∆EaC [{Dai1i2}] (43)
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where the corrections
∆EaC [{Dai1i2}] = 12 ((na)) + (na|Za)− 12 ((n˜a))− (n˜a|Z˜a)− 12 ((Z˜a))
= 12 [((n
a
c ))− ((n˜ac ))]−Za
∫
dr
nac (r)
r
−
∑
L
QaL(n˜
a
c |g˜aL)
+
∑
i1i2
Da∗i1i2
[
(φai1φ
a
i2 |nac )− (φ˜ai1 φ˜ai2 |n˜ac )−Za
∫
dr
φai1(r)φ
a
i2
(r)
r
−
∑
L
QaL(φ˜
a
i1 φ˜
a
i2 |g˜aL)
]
+
1
2
∑
i1i2i3i4
Da∗i1i2
[
(φai1φ
a
i2 |φai3φai4)− (φ˜ai1 φ˜ai2 |φ˜ai3 φ˜ai4)
]
Dai3i4 −
1
2
∑
LL′
QaLQ
a
L′(g˜
a
L|g˜aL′)
Using that the potential of a spherical harmonic (times some radial function) is itself a spheical
harmonic of the same angular momentum, we see that (g˜aL|g˜aL′) ∝ δLL′ and (n˜ac |g˜aL) ∝ δL0. Noting
that QaL by virtue of (40) is a functional of the density matrix, and inserting this, we get
∆EaC = ∆C
a +
∑
i1i2
∆Cai1i2D
a
i1i2 +
∑
i1i2i3i4
Da∗i1i2∆C
a
i1i2i3i4D
a
i3i4 (44)
where
∆Ca = 12
[
((nac ))− ((n˜ac ))− (∆a)2((g˜a00))
]−∆a(n˜ac |g˜a00)−√4piZa ∫ drnac (r)r (45)
∆Cai1i2 =(φ
a
i1φ
a
i2 |nac )− (φ˜ai1 φ˜ai2 |n˜ac )−Za
∫
dr
φai1(r)φ
a
i2
(r)
r
−∆a(φ˜ai1 φ˜ai2 |g˜a00)−∆a00,i1i2
(
∆a(n˜ac |g˜a00) + ((g˜a00))
)
(46)
∆Cai1i2i3i4 =
1
2
[
(φai1φ
a
i2 |φai3φai4)− (φ˜ai1 φ˜ai2 |φ˜ai3 φ˜ai4)
]
−
∑
L
[
1
2∆
a
Li1i2(φ˜
a
i1 φ˜
a
i2 |g˜aL) + 12∆aLi3i4(φ˜ai3 φ˜ai4 |g˜aL) + ∆aLi1i2((g˜aL))∆aLi3i4
]
(47)
Note that all integrals can be limited to the inside of the augmentation sphere. For example
(φai1φ
a
i2
|nac ) has contributions outside the augmentation sphere, but these are exactly canceled
by the contributions outside the spheres of (φ˜ai1 φ˜
a
i2
|n˜ac ), in which region the two expressions are
identical.
The ∆Cai1i2i3i4 tensor has been written in a symmetric form, such that it is invariant under the
following symmetry operations:
i1 ↔ i2 i3 ↔ i4 i1i2 ↔ i3i4 (48)
1.5.3 Summary
Summing up all the energy contributions, we see that the Kohn-Sham total energy
E[n] = Ts[{ψn}] + U ′H [ρ] + Exc[n]
can be separated into a part calculated on smooth functions, E˜, and some atomic corrections, ∆Ea,
involving quantities localized around the nuclei only.
E = E˜ +
∑
a
∆Ea (49)
where the smooth part
E˜ = Ts[{ψ˜n}] + UH [ρ˜] + Exc[n˜] (50)
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is the usual energy functional, but evaluated on the smooth functions n˜ and ρ˜ instead of n and ρ,
and with the soft compensation charges Z˜a instead of the nuclei charges Za(r). The corrections
are given by
∆Ea = ∆T ac + ∆C
a +
∑
i1i2
(
∆T ai1i2 + ∆C
a
i1i2
)
+
∑
i1i2i3i4
Da∗i1i2∆C
a
i1i2i3i4D
a
i3i4 + ∆E
a
xc[{Dai1i2}] (51)
where T ac , ∆T
a
i1i2
, ∆Cai1i2 , and ∆C
a
i1i2i3i4
are system independent tensors that can be pre-calculated
and stored for each specie in the periodic table of elements.
Both the Hamiltonian and the forces can be derived from the total energy functional (49) as
will be shown in the following two sections.
1.6 The Transformed Kohn-Sham Equation
The variational quantity in the PAW formalism is the smooth wave function ψ˜n. From this, all other
quantities, such as the density matrix, the soft compensation charges, the transformation operator,
etc. are determined by various projections of ψ˜n onto the projector functions, and expansions
in our chosen basis functions, the partial and smooth partial waves. To obtain the smooth wave
functions, we need to solve the eigenvalue equation
̂˜
Hψ˜n(r) = nSˆψ˜n(r), (52)
where the overlap operator Sˆ = Tˆ †Tˆ and ̂˜H = Tˆ †ĤTˆ is the transformed Hamiltonian.
1.6.1 Orthogonality
In the original form, the eigen states of the KS equation where orthogonal, i.e. 〈ψn|ψm〉 = δnm
while in the transformed version
〈ψ˜n|Tˆ †Tˆ |ψ˜m〉 = δnm (53)
i.e. the smooth wave function are only orthogonal with respect to the weight Sˆ.
The explicit form of the overlap operator is
Sˆ = Tˆ †Tˆ
=
(
1 +
∑
a Tˆ a
)† (
1 +
∑
a Tˆ a
)
= 1 +
∑
a
(
Tˆ a† + Tˆ a + Tˆ a†Tˆ a
)
= 1 +
∑
a
[∑
i1
|p˜ai1〉(〈φai1 | − 〈φ˜ai1 |)
∑
i2
|φ˜ai2〉〈p˜ai2 |+
∑
i2
|φ˜ai2〉〈p˜ai2 |
∑
i1
(|φai1〉 − |φ˜ai1〉)〈p˜ai1 |
+
∑
i1
|p˜ai1〉(〈φai1 | − 〈φ˜ai1 |)
∑
i2
(|φai2〉 − |φ˜ai2〉)〈p˜ai2 |
]
= 1 +
∑
a
∑
i1i2
|p˜ai1〉(〈φai1 |φai2〉 − 〈φ˜ai1 |φ˜ai2〉)〈p˜ai2 |
= 1 +
∑
a
∑
i1i2
|p˜ai1〉
√
4pi∆a00,i1i2〈p˜ai2 |
(54)
The orthogonality condition (53) must be kept in mind when applying numerical schemes for solving
(52). For example plane waves are no longer orthogonal, in the sense that 〈G|Sˆ|G′〉 6= δG,G′ .
1.6.2 The Hamiltonian
To determine the transformed Hamiltonian, one could apply the transformation ̂˜H = Tˆ †ĤTˆ
directly, which would be straight forward for the local parts of Ĥ, but to take advantage of the
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trick used to determine the total energy of the nonlocal term (EC [n]), we make use of the relation
δE
δψ˜∗n(r)
= fn
̂˜
Hψ˜n(r). (55)
Using this, we get
δE
δψ˜∗n(r)
=
δ
δψ˜∗n(r)
[
Ts[{ψ˜n}] + Exc[n˜] + UH [ρ˜] + ∆Ea[{Dai1i2}]
]
=
δTs[{ψ˜n}]
δψ˜∗n(r)
+
∫
dr′
[
δExc[n˜]
δn˜(r′)
+
δUH [ρ˜]
δn˜(r′)
]
δn˜(r′)
δψ˜∗n(r)
+
∑
a
∑
i1i2
[∫
dr′
δUH [n˜+
∑
a Z˜
a]
δZ˜a(r′)
δZ˜a(r′)
δDai1i2
+
δ∆Ea
δDai1i2
]
δDai1i2
δψ˜∗n(r)
= fn(− 12∇2)ψn(r)
+
∫
dr′ [vxc[n˜](r′) + uH [ρ˜](r′)] fnδ(r− r′)ψ˜n(r′)
+
∑
a
∑
i1i2
[∫
dr′uH [n˜+
∑
a Z˜
a](r′)
∑
L ∆
a
Li1i2
g˜aL(r
′) + δ∆E
a
δDa
i1i2
]
fnp˜
a
i1(r)P
a
ni2
where vxc[n](r) =
δExc[n]
δn(r) is the usual local (LDA) or semilocal (GGA) exchange correlation
potential, and uH [n](r) =
δUH [n]
δn(r) =
∫
dr′ n(r
′)
|r−r′| is the usual Hartree potential.
From these results, we can write down the transformed Hamiltonian aŝ˜
H = − 12∇2 + uH [ρ˜] + vxc[n˜] +
∑
a
∑
i1i2
|p˜ai1〉∆Hai1i2〈p˜ai2 |, (56)
where the nonlocal part of the Hamiltonian is given in terms of the tensor
∆Hai1i2 =
∑
L
∆aLi1i2
∫
druH [ρ˜](r)g˜aL(r) +
δ∆Ea
δDai1i2
=
∑
L
∆aLi1i2
∫
druH [ρ˜](r)g˜aL(r) + ∆T
a
i1i2 + ∆C
a
i1i2 + 2
∑
i3i4
∆Cai1i2i3i4D
a
i3i4 +
δ∆Exc
δDai1i2
.
(57)
Note that to justify taking the derivative with respect to D only, and not its complex conjugate,
the symmetry properties (48) has been used to get Da∗i1i2∆C
a
i1i2i3i4
Dai3i4 = D
a
i1i2
∆Cai1i2i3i4D
a
i3i4
.
1.7 Forces in PAW
In the ground state, the forces on each nuclei can be calculated directly from
F
a = − dE
dRa
= − ∂E
∂Ra
−
∑
n
{
∂E
∂|ψ˜n〉
d|ψ˜n〉
dRa
+ h.c.
}
= − ∂E
∂Ra
−
∑
n
fnn
{
〈ψ˜n|Sˆ d|ψ˜n〉
dRa
+ h.c.
}
= − ∂E
∂Ra
+
∑
n
fnn〈ψ˜n| dSˆ
dRa
|ψ˜n〉
(58)
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where h.c. denotes the hermitian conjugate. To get to the second line, the chain rule has been
applied. The third line follows from the relation
∂E
∂〈ψ˜n|
= fn
̂˜
H|ψ˜n〉 = fnnSˆ|ψ˜n〉. (59)
The last line of (58) is obtained from the following manipulation of the orthogonality condition
(53)
δnm = 〈ψ˜n|Sˆ|ψ˜m〉
⇒ 0 = d
dRa
〈ψ˜n|Sˆ|ψ˜m〉 = d〈ψ˜n|
dRa
Sˆ|ψ˜m〉+ 〈ψ˜n| dSˆ
dRa
|ψ˜m〉+ 〈ψ˜n|Sˆ d|ψ˜m〉
dRa
⇔ d〈ψ˜n|
dRa
Sˆ|ψ˜m〉+ h.c. = −〈ψ˜n| dSˆ
dRa
|ψ˜m〉
(60)
From the expression for the overlap operator (54), it follows that
dSˆ
dRa
=
∑
i1i2
∆Sai1i2
(
d|p˜ai1〉
dRa
〈p˜ai2 |+ h.c.
)
(61)
which, when inserted in (58), gives the force expression
F
a = − ∂E
∂Ra
+
∑
n
fnn
∑
i1i2
∆Sai1i2
(
P a∗ni1〈
dp˜ai2
dRa
|ψ˜n〉+ 〈ψ˜n|
dp˜ai1
dRa
〉P ani2
)
(62)
In the case of standard xc approximations, the dependence of the total energy on the nuclei
coordinates is
∂E
∂Ra
=
∫
dr′
δE
δn˜(r′)
∂n˜(r′)
∂Ra
+
∑
i1i2
∂E
∂Dai1i2
∂Dai1i2
∂Ra
+
∫
dr′
∑
L
δE
δg˜aL(r′)
∂g˜aL(r
′)
∂Ra
=
∫
dr′v˜eff(r′)
∂n˜ac (r
′)
∂Ra
+
∑
i1i2
∆Hai1i2
∂Dai1i2
∂Ra
+
∫
dr′
∑
L
uH(r′)QL
∂g˜aL(r
′)
∂Ra
(63)
giving the force expression
F
a = −
∫
dr′
{
v˜eff(r′)
∂n˜ac (r
′)
∂Ra
+ uH(r′)
∑
L
QL
∂g˜aL(r
′)
∂Ra
}
−
∑
n
fn
∑
i1i2
{
∆Hai1i2 − n∆Sai1i2
}(
P a∗ni1〈
dp˜ai2
dRa
|ψ˜n〉+ 〈ψ˜n|
dp˜ai1
dRa
〉P ani2
) (64)
1.8 Summary
The PAW KS equation to be solved is
̂˜
H|ψ˜n〉 = nSˆ|ψ˜n〉 (65)
with Sˆ, and ̂˜H given by
Ŝ = 1ˆ +
∑
a
∑
i1i2
|p˜ai1〉
√
4pi∆a00,i1i2〈p˜ai2 | (66a)
̂˜
H = − 12∇2 + uH [ρ˜](r) + vxc[n˜](r) +
∑
a
∑
i1i2
|p˜ai1〉∆Hai1i2〈p˜ai2 | (66b)
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where
∆Hai1i2 =
∑
L
∆aLi1i2
∫
druH [ρ˜](r)g˜aL(r) + ∆T
a
i1i2 + ∆C
a
i1i2 + 2
∑
i3i4
∆Cai1i2i3i4D
a
i3i4 +
δ∆Exc
δDai1i2
(67)
The total energy can then be evaluated by
E = Ts[{ψ˜n}] + UH [ρ˜] + Exc[n˜] +
∑
a
∆Ea (68)
with ∆Ea given by
∆Ea = T ac +
∑
i1i2
(
∆T ai1i2 + ∆C
a
i1i2
)
Dai1i2 +
∑
i1i2i3i4
Da∗i1i2∆C
a
i1i2i3i4D
a
i3i4 + ∆E
a
xc({Dai1i2}) (69)
Having solved the eigenvalue problem (65), the eigenvalues are known. This can be used to
determine, for example, the kinetic energy of the pseudo wave functions, Ts[n˜], without doing the
explicit (and computationally costly) computation. This can be seen by operating with
∑
n fn〈ψ˜n|
on eq. (66b) to get:
Ts[{ψ˜n}] =
∑
n
fnn −
∫
dr[n˜(r)− n˜c(r)] [uH [ρ˜](r) + vxc[n˜](r)]−
∑
a
∑
i1i2
∆Hai1i2D
a
i1i2 (70)
2 Implementing PAW
For an implementation of PAW, one must specify a large number of data for each chemical element.
This constitutes a data set which uniquely determines how the on-site PAW transformation works,
at the site of the specific atom. For the generation of such data sets, one needs an atomic DFT
program, with which basis sets can be generated. How to perform DFT calculations efficiently on
an isolated atom will be discussed in the first section of this chapter, and the actual choice of data
set parameters will be discussed in the second. The atomic DFT program plays the additional role
of a small test program, against which implementations in the full PAW program can be tested.
2.1 Atoms
If we consider the Kohn-Sham equation for an isolated atom, (described by a non spin-dependent
Hamiltonian), it is well known that the eigenstates can be represented by the product
φiσi(rσ) = Rj(r)YL(rˆ)χσi(σ) (71)
where Rj are real radial function, and YL are the (complex valued) spherical harmonics. i = (n, l,m),
j = (n, l), and L = (l,m).
Assuming identical filling of all atomic orbitals, i.e. fiσ = fj , the density becomes
n(r) =
∑
i
∑
σi
fj |φiσi(rσ)|2 =
∑
j
2
2l + 1
4pi
fj |Rj(r)|2 (72)
where the first factor of 2 comes from the sum over spin, and the second factor from the sum over
the magnetic quantum number using that∑
m
|Ylm|2 = 2l + 14pi (73)
The identical filling of degenerate states is exact for closed shell systems, and corresponds to a
spherical averaging of the density for open shell systems.
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Determining potentials in a spherical coordinate system is usually done by exploiting the
expansion of the Coulomb kernel
1
|r− r′| =
∑
L
4pi
2l + 1
rl<
rl+1>
Y ∗L (rˆ)YL(rˆ
′) (74)
with r< = min(r, r′) and r> = max(r, r′). Using this it is seen that for any density with a known
angular dependence, e.g. the density R(r)YL(rˆ), the potential can be determined by
v[R(r)YL(rˆ)](r) =
∫
dr′
R(r′)YL(rˆ′)
|r− r′|
=
4pi
2l + 1
YL(rˆ)
∫ ∞
0
r′2dr′R(r′)
rl<
rl+1>
=
4pi
2l + 1
YL(rˆ)
[∫ r
0
dr′R(r′)r′
(r′
r
)l+1
+
∫ ∞
r
dr′R(r′)r′
( r
r′
)l]
(75)
if the angular dependence is not a spherical harmonic, one can always do a multipole expansion,
and use the above expression on the individual terms.
In the case of a radial density n(r) = n(r), the Hartree potential becomes
uH(r) =
4pi
r
∫ r
0
dr′n(r′)r′2 + 4pi
∫ ∞
r
dr′n(r′)r′ (76)
A purely radial dependent density also implies that the xc-potential is a radial function. Using
this, the entire KS equation can be reduced to a 1D problem in r, while the angular part is treated
analytically.
2.1.1 The Radial Kohn-Sham Equation
For a spherical KS potential, and using that YL are eigenstates of the Laplacian, the KS equation
can be reduced to the simpler one-dimensional second order eigenvalue problem[
−1
2
d2
dr2
− 1
r
d
dr
+
l(l + 1)
2r2
+ vs(r)
]
Rj(r) = jRj(r) (77)
If we introduce the radial wave function uj(r) defined by
rRj(r) = uj(r) (78)
the KS equation can be written as
u′′j (r) +
(
2j − 2vs(r)− l(l + 1)
r2
)
uj(r) = 0 (79)
which is easily integrated using standard techniques. See e.g. [5, chapter 6].
2.2 The Atomic Data Set of PAW
The very large degree of freedom when choosing the functions defining the PAW transformation
means that the choice varies a great deal between different implementations. In any actual
implementation expansions are obviously finite, and many numerical considerations must be made
when choosing these basis sets, to ensure fast and reliable convergence. This section provides an
overview of the information needed for uniquely defining the PAW transformation, and the level of
freedom when choosing the parameters.
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The Partial Waves
The basis functions, φai , for the expansion of |ψn〉 should be chosen to ensure a fast convergence
to the KS wave function. For this reason we choose the partial waves as the eigenstates of the
Schro¨dinger equation for the isolated spin-saturated atoms. Thus the index i is a combination of
main-, angular-, and magnetic quantum number, (n, l,m). And the explicit form is
φai (r) = φ
a
nl(r)Ylm(rˆ)
where φanl(r) are the solutions of the radial KS Schro¨dinger equation (77), and Ylm are the spherical
harmonics. For convenience we choose φai (r) to be real, i.e. we use the real spherical harmonics
instead of the complex valued. This choice of partial waves implies that the smooth partial waves
and the smooth projector functions can also be chosen real, and as products of some radial functions
and the same real spherical harmonic.
Note that including unbound states of the radial KS equation in the partial waves is not a
problem, as the diverging tail is exactly canceled by the smooth partial waves. In practice we only
integrate the KS equation outward from the origin to the cutoff radius for unbound states, thus
making the energies free parameters. In principle the same could be done for the bound states, but
in gpaw, the energies of bound states are fixed by making the inward integration for these states
and doing the usual matching (see e.g. [5, chapter 6]), i.e. the energies are chosen as the eigen
energies of the system.
The Smooth Partial Waves
The smooth partial waves ψ˜ai (r) are per construction identical to the partial waves outside the
augmentation sphere. Inside the spheres, we can choose them as any smooth continuation. Presently
gpaw uses simple 6’th order polynomials of even powers only (as odd powers in r results in a kink
in the functions at the origin, i.e. that the first derivatives are not defined at this point), where
the coefficients are used to match the partial waves smoothly at r = rc. Other codes uses Bessel
functions[4] or Gaussians.
The Smooth Projector Functions
The smooth projector functions are a bit more tricky. Making them orthonormal to φ˜ai (r) is a
simple task of applying an orthonormalization procedure. This is the only formal requirement, but
in any actual implementation all expansions are necessarily finite, and we therefore want them to
converge as fast as possible, so only a few terms needs to be evaluated.
A popular choice is to determine the smooth projector functions according to
|p˜ai 〉 =
(− 12∇2 + v˜s − i) |φ˜ai 〉 (80)
or equivalently
p˜aj (r) =
[
−1
2
d2
dr2
− 1
r
d
dr
+
l(l + 1)
2r2
+ v˜s(r)− j
]
φ˜aj (r) (81)
where v˜s(r) is the smooth KS potential uH [ρ˜](r) + vxc[n˜](r). And then enforce the complementary
orthogonality condition 〈p˜aj |φ˜aj′〉 = δj,j′ inside the augmentation sphere, e.g. by a standard Gram-
Schmidt procedure. Using this procedure ensures that the reference atom is described correctly
despite the finite number of projectors.
The Smooth Compensation Charge Expansion Functions
The smooth compensation charges g˜aL(r), are products of spherical harmonics, and radial functions
g˜al (r) satisfying that ∫
drrlYL(rˆ)g˜aL′(r) = δLL′ (82)
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In gpaw the radial functions are chosen as generalized Gaussian according to (here shown for
R
a = 0):
g˜aL(r) = g˜
a
l (r)YL(rˆ) , g˜
a
l (r) =
1√
4pi
l!
(2l + 1)!
(4αa)l+3/2rle−α
ar2 (83)
where the atom-dependent decay factor α is chosen such that the charges are localized within the
augmentation sphere.
The Core- and Smooth Core Densities
The core density follows directly from the all electron partial waves by
nc(r) =
core∑
i
|φi(r)|2 =
core∑
j
2(2l + 1)|φj(r)|2/4pi (84)
The smooth core densities n˜ac (r) are like the smooth partial waves expanded in a few (two or
three) Bessel functions, Gaussians, polynomials or otherwise, fitted such that it matches the true
core density smoothly at the cut-off radius.
The Localized Potential
An additional freedom in PAW is that for any operator L̂, localized within the augmentation
spheres, we can exploit the identity (8) ∑
i
|φ˜ai 〉〈p˜ai | = 1 (85)
valid within the spheres, to get
L̂ =
∑
a
∑
i1i2
|p˜ai1〉〈φ˜ai1 |L̂|φ˜ai2〉〈p˜ai2 |
so for any potential v¯(r) =
∑
a v¯
a(r−Ra) localized within the augmentation spheres (i.e. v¯a(r) = 0
for r > rac ) we get the identity
0 =
∫
drn˜(r)
∑
a
v¯a(r)−
∑
a
∫
drn˜av¯a(r)
This expression can be used as an ‘intelligent zero’. Using this, we can make the replacement of
the smooth potential
v˜s(r) = uH [ρ˜](r) + vxc[n˜](r)→ v˜s(r) = uH [ρ˜](r) + vxc[n˜](r) + v¯(r) (86)
if we at the same time add
Ba +
∑
i1i2
∆Bai1i2D
a
i1i2 (87)
to the energy corrections ∆Ea, where
Ba = −
∫
drn˜ac v¯
a(r) and ∆Bai1i2 = −
∫
drφ˜ai1 φ˜
a
i2 v¯
a(r) (88)
This also implies that Bai1i2 should be added to ∆H
a
i1i2
.
The advantage of doing this is that the Hartree potential and the xc-potential might not be
optimally smooth close to the nuclei, but if we define the localized potential properly, the sum of
the three potentials might still be smooth. Thus one can initially evaluate uH [ρ˜](r) and vxc[n˜](r)
on an extra fine grid, add v¯(r) and then restrict the total potential to the coarse grid again before
solving the KS equation.
The typical way of constructing the localized potentials v¯a is by expanding it in some basis,
and then choosing the coefficients such that the potential uH [ρ˜](r) + vxc[n˜](r) + v¯(r) is optimally
smooth at the core for the reference system.
Inclusion of v¯a(r) changes the forces on each atom only through the redefinitions of v˜s(r) and
∆Hai1i2 .
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Summary
When constructing a data set for a specific atom, one must specify the following quantities, all
defined within the augmentation spheres only:
1. φai from radial KS equation
2. φ˜ai by appropriate smooth continuation of φ
a
i
3. p˜ai from equation (80)
4. g˜aL localized within r < rc, and satisfying
∫
drrl
′
g˜aL(r)YL′(r̂−Ra) = δLL′
5. nac follows from φ
a
i by (84)
6. n˜ac by appropriate smooth continuation of n
a
c
7. v¯a localized within r < rac , otherwise freely chosen to make v˜s optimally smooth for the
reference system
The adjustable parameters besides the shape of φ˜a, g˜aL, v¯
a, and n˜ac are
1. Cut-off radii rac (which can also depend on i)
2. Frozen core states
3. Number of basis set functions (range of index i on φai , φ˜
a
i , and p˜
a
i )
4. Energies of unbound partial waves
Choosing these parameters in such a way that the basis is sufficient for the description of all
possible environments for the specific chemical element, while still ensuring a smooth pseudo wave
function is a delicate procedure, although the optimal parameter choice is more stable than for e.g.
norm conserving or ultra soft pseudopotentials.
Once the quantities above have been constructed, all other ingredients of the PAW transformation
follows, such as ∆a, ∆aLii′ , T
a
c , ∆T
a
i1i2
, ∆Ca, ∆Cai1i2 , ∆C
a
i1i2i3i4
, ∆v¯a, and ∆v¯ai1i2 . The first two
are needed for the construction of the compensation charges and the overlap operator, and the rest
for determining the Hamiltonian, and for evaluating the total energy.
3 Non-standard Quantities
The preceding sections have described the details of making a standard DFT scheme work within
the PAW formalism. This section will focus on what the PAW transform does to quantities needed
for post-processing or expansions to DFT.
It is a big advantage of the PAW method, that it is formally exactly equivalent to all-electron
methods (with a frozen core) but is computationally comparable to doing pseudopotential cal-
culations. In pseudopotential approaches, projecting out the core region is handled by a static
projection kernel, while in PAW this projection kernel is dynamically updated during the SCF-cycle
via an expansion of the core region in a local atomic basis set. This has the drawback for the end
user, the equations for all quantities most be modified to account the dual basis set description.
3.1 The External Potential in PAW
As an example of the principle in accommodating expressions to the PAW formalism, we will here
consider the application of an external potential in DFT.
Without the PAW transformation, this addition is trivial, as the desired potential, vext(r),
should simply be added to the effective KS potential, and the total energy adjusted by the energy
associated with the external potential Eext =
∫
drn(r)vext(r).
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In PAW, the density decomposes into pseudo and atomic parts, so that
Eext =
∫
drn˜(r)vext(r) +
∑
a
∫
dr [na(r)− n˜a(r)] vext(r).
Implying that both a pseudo energy contribution E˜ext =
∫
drn˜(r)vext(r) and atomic corrections
∆Eaext =
∫
dr [na(r)− n˜a(r)] vext(r) should be added to the total energy.
In PAW, the Hamiltonian has the structure:
H =
1
fn|ψn〉
∂E
∂〈ψn| = H˜ +
∑
a
∑
i1i2
|p˜ai1〉∆Hai1i2〈p˜ai2 |
In our case, the extra contributions due to the external potential are:
H˜ext(r) = vext(r)
and
∆Ha,exti1i2 =
∫
drvext(r)
{
φai1(r)φ
a
i2(r)− φ˜ai1(r)φ˜ai2(r)
}
(89)
Thus we can write the atomic energy contribution as:
∆Eaext =
∫
drvext(r)
[
nac (r)− n˜ac (r) +
∑
i1i2
Dai1i2
{
φai1(r)φ
a
i2(r)− φ˜ai1(r)φ˜ai2(r)
}]
=
∫
drvext(r) [nac (r)− n˜ac (r)] +
∑
i1i2
Dai1i2∆H
a,ext
i1i2
To evaluate the first term in the last line, the external potential should be expanded in some radial
function at each nuclei e.g. the gaussians g˜aL, as the integral of these with the core densities is
already precalculated.
For example, a zero-order (monopole) expansion, equivalent to the assumption
vext(r) ≈ vext(Ra) , for |r−Ra| < rac
Leads to the expression:
∆Eaext = vext(R
a)(
√
4piQa00 + Za)
∆Ha,exti1i2 = vext(R
a)
√
4pi∆a00,i1i2
Linear external potentials (corresponding to a homogeneous applied electric field) can be handled
exactly by doing an expansion to first order. This has been used in gpaw in e.g. the paper [6].
3.2 All-electron Density
During the self-consistency cycle of DFT, the all-electron quantities are at all times available
in principle. In practise, they are never handled directly, but rather in the composite basis
representation of a global pseudo description augmented by local atomic basis functions. For some
post processing purposes it can however be desirable to reconstruct all-electron quantities on a
single regular grid.
As an example, consider the all-electron density, which can formally be reconstructed by
n(r) = n˜(r) +
∑
a
[
nac (r) +
∑
i1i2
Dai1i2
(
φai1(r)φ
a
i2(r)− φ˜ai1(r)φ˜ai2(r)
)]
.
Transferring this to a uniform grid will of coarse re-introduce the problem of describing sharply
peaked atomic orbitals on a uniform grid, but as it is only needed for post processing, and not in
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the self-consistency, it can be afforded to interpolating the pseudo density to an extra fine grid,
before adding the summed atomic corrections from the radial grid.
One common use of the all-electron density is for the application of Bader analysis[7]. The
advantage of applying this to the all-electron density instead of the pseudo density, is that it can
be proved that the total electron density only has maxima’s at the nuclei, such that there will only
be one Bader volume associated with each atom. This does not hold for the pseudo density, which
can result in detached Bader volumes. In addition, the dividing surfaces found if applied to the
pseudo density will be wrong if these intersect the augmentation sphere.
In practice, the reconstructed total density will not integrate correctly due to the inaccurate
description of a uniform grid in the core regions of especially heavy elements. But as the numerically
exact value of the integral over the atomic corrections are known from the radial grid description
(= 4pi
∑
ij D
a
ij∆
a
L,ij ), this deficiency can easily be remedied. As long as the density is correctly
described at the dividing surfaces, these will still be determined correctly.
3.3 Wannier Orbitals
When constructing Wannier functions, the only quantities that needs to be supplied by the DFT
calculator are the integrals ZGn1n2 = 〈ψn1 |e−G·r|ψn2〉, where G is one of at most 6 possible (3 in an
orthorhombic cell) vectors connecting nearest neighbor cells in the reciprocal lattice.[8, 9]
When introducing the PAW transformation, this quantity can be expressed as
ZGn1n2 = 〈ψ˜n1 |e−G·r|ψ˜n2〉+
∑
a
∑
i1i2
P a∗n1i1P
a
n2i2
(
〈φai1 |e−G·r|φai2〉 − 〈φ˜ai1 |e−G·r|φ˜ai2〉
)
.
Even for small systems, the phase of the exponential of the last integral does not vary significantly
over the region of space, where p˜ai is non-zero. The integral in the last term can therefore safely be
approximated by
e−G·R
a
∑
i1i2
P a∗n1i1P
a
n2i2
√
4pi∆a00,i1i2 .
3.4 Local Properties
This section describes quantities that can somehow be related to a specific atom. As the PAW
transform utilizes an inherent partitioning of space into atomic regions, such quantities are usually
readily extractable from already determined atomic attributes, such as the density matrices or the
projector overlaps P ani, which are by construction simultaneous expansion coefficients of both the
pseudo and the all-electron wave functions inside the augmentation spheres.
3.4.1 Projected Density of States
The projection of the all electron wave functions onto the all electron partial waves, (i.e. the all
electron wave functions of the isolated atoms) φai , is within the PAW formalism given by
〈φai |ψn〉 = 〈φ˜ai |ψ˜n〉+
∑
a′
∑
i1i2
〈φ˜ai |p˜a
′
i1 〉
(
〈φa′i1 |φa
′
i2 〉 − 〈φ˜a
′
i1 |φ˜a
′
i2 〉
)
〈p˜a′i2 |ψ˜n〉 (90)
Using that projectors and pseudo partial waves form a complete basis within the augmentation
spheres, this can be re-expressed as
〈φai |ψn〉 = P ani +
∑
a′ 6=a
∑
i1i2
〈φ˜ai |p˜a
′
i1 〉∆Sa
′
i1i2P
a′
ni2 (91)
if the chosen orbital index ‘i‘ correspond to a bound state, the overlaps 〈φ˜ai |p˜a
′
i1
〉, a′ 6= a will be
small, and we see that we can approximate
〈φai |ψn〉 ≈ 〈p˜ai |ψ˜n〉 (92)
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The coefficients P ani = 〈p˜ai |ψ˜n〉, can thus be used as a qualitative measure of the local character of
the true all electron wave functions. As the coefficients are already calculated and used in the SCF
cycle, it involves no extra computational cost to determine quantities related directly to these.
These can be used to define an atomic orbital projected density of states
ni(ε) =
∑
n
δ(ε− n) |P ani|2 . (93)
3.4.2 Local Magnetic Moments
As the projection coefficients are simultaneous expansion coefficients of the pseudo and the all-
electron wave functions inside the augmentation spheres, it can be seen that inside these, the
all-electron density is given by (for a complete set of partial waves)
n(r) =
∑
i1i2
Dai1i2φ
a
i1(r)φ
a
i2(r) + n
a
c (r) , |r−Ra| < rac . (94)
This can be used to assign a local magnetic moment to each atom according to
Ma =
∑
i1i2
∆Nai1i2
[
Dai1i2(↑)−Dai1i2(↓)
]
,
where ∆N is an integration over products of AE waves truncated to the interior of the augmentation
sphere
∆Nai1i2 =
∫
r∈Ωa
drφai1(r)φ
a
i2(r).
Note that this will not add up to the total magnetic moment
∫
dr(n↑(r)− n↓(r)), due to the
interstitial space between augmentation spheres, and must be scaled if this is desired.
3.4.3 LDA + U
The atom projected density matrix Dai1i2 can also be used to do LDA + U calculations. The gpaw
implementation follows the LDA + U implementation in VASP[10], which is based on the particular
branch of LDA + U suggested by Dudarev et al.[11], where you set the effective (U-J) parameter.
The key notion is that from (94) one can define an (valence-) orbital density matrix
ρˆai1i2 = |φai1〉Dai1i2〈φai2 |.
Thus doing LDA + U is a simple matter of picking out the d-type elements of Da, and adding to
the total energy the contribution
∑
a
d type∑
i1i2
U
2
Tr
(
Dai1i2 −
∑
i3
Dai1i3D
a
i3i2
)
(95)
and adding the gradient of this to the Hamiltonian
∑
a
d type∑
i1i2
|p˜ai1〉
U
2
(
δi1i2 − 2Dai1i2
) 〈p˜ai1 | (96)
3.5 Coulomb Integrals
When trying to describe electron interactions beyond the level of standard (semi-) local density
approximations, one will often need Coulomb matrix elements of the type
Knn′,mm′ = (nnn′ |nmm′) :=
∫∫
drdr′
|r− r′|n
∗
nn′(r)nmm′(r
′), (97)
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where the orbital pair density nnn′(r) = ψ∗n(r)ψn′(r).
Such elements are needed in some formulations of vdW functionals (although not the one
implemented in gpaw), in linear-response TDDFT (see e.g. [12]) where only pair densities
corresponding to electron-hole pairs are needed, in exact exchange or hybrid functionals (see next
section) where only elements of the form Knn′,nn′ where both indices correspond to occupied states,
are needed, and for GW calculations (see e.g. [13]), where all elements are needed.
Introducing the PAW transformation in (97), the pair densities partition according to
nnn′(r) = n˜nn′(r) +
∑
a
(nann′(r)− n˜ann′(r)) (98)
with the obvious definitions
n˜nn′ =ψ˜∗nψ˜n′ n
a
nn′ =
∑
i1i2
P a∗ni1P
a
n′i2φ
a∗
i1 φ
a∗
i2 n˜
a
nn′ =
∑
i1i2
P a∗ni1P
a
n′i2 φ˜
a∗
i1 φ˜
a∗
i2 . (99)
Exactly like with the Hartree potential, direct insertion of this in (97) would, due to the non-local
nature of the Coulomb kernel, lead to undesired cross terms between different augmentation spheres.
As before, such terms can be avoided by introducing some compensation charges, Z˜ann′ , chosen such
that the potential of nann′ − n˜ann′ − Z˜ann′ are zero outside their respective augmentation spheres.
This is achieved by doing a multipole expansion and requiring the expansion coefficients to be zero,
and entails a compensation of the form
Z˜ann′(r) =
∑
L
QaL,nn′ g˜
a
L(r), Q
a
L,nn′ =
∑
i1i2
∆aL,i1i2P
a∗
ni1P
a
n′i2 (100)
(the constants ∆aL,i1i2 are identical to those in (41b)).
Introduction of such compensation charges makes it possible to obtain the clean partitioning
Knn′,mm′ = (ρ˜nn′ |ρ˜mm′) + 2
∑
a
∑
i1i2i3i4
P ami1P
a∗
ni2∆C
a
i1i2i3i4P
a∗
n′i3P
a
m′i4 . (101)
Here the last term is a trivial functional of the expansion coefficients P ani involving only the
constants ∆Cai1i2i3i4 already precalculated for the atomic corrections to the Coulomb energy (47).
The only computationally demanding term relates to the Coulomb matrix element of the smooth
compensated pair densities ρ˜ij = n˜ij +
∑
a Z˜
a
ij , which are expressible on coarse grids.
The formally exact partitioning (101) makes it possible, at moderate computational effort, to
obtain Coulomb matrix elements in a representation approaching the infinite basis set limit. In
standard implementations, such elements are usually only available in atomic basis sets, where the
convergence of the basis is problematic. At the same time, all information on the nodal structure of
the all-electron wave functions in the core region is retained, which is important due the non-local
probing of the Coulomb operator. In standard pseudopotential schemes, this information is lost,
leading to an uncontrolled approximation to Knn′,mm′ .
As a technical issue, we note that integration over the the Coulomb kernel 1/|r− r′| is done by
solving the associated Poisson equation, as for the Hartree potential, whereby the calculation of each
element can be efficiently parallelized using domain decomposition. The integral
∫
drρ˜nn′(r) = δnn′
shows that the compensated pair densities ρ˜nn have a non-zero total charge, which is problematic
for the determination of the associated potential. For periodic systems, charge neutrality is enforced
by subtracting a homogeneous background charge, and the error so introduced is removed to
leading order (V −1/3 where V the the volume of the simulation box) by adding the potential of a
missing probe charge in an otherwise periodically repeated array of probe charges embedded in a
compensating homogeneous background charge. This can be determined using the standard Ewald
technique, and corresponds to a rigid shift of the potential. For non-periodic systems, all charge is
localized in the box, and the Poisson equation can be solved by adjusting the boundary values
according to a multipole expansion of the pair density with respect to the center of the simulation
box. A monopole correction is correct to the same order as the correction for periodic cells, but
the prefactor on the error is much smaller, and leads to converged potentials even for small cells.
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3.5.1 Exact Exchange
The EXX energy functional is given by
Exx == −12
∑
nm
fnfmδσn,σmKnm,nm. (102)
Terms where n and m both refer to valence states transform in PAW as in equation (101). Terms
where either index refers to a core orbital can be reduce to trivial functionals of P ani, resulting in
(see e.g. [14])
Exx = −12
val∑
nm
fnfmδσn,σm(ρ˜nm|ρ˜nm)
−
∑
a
[∑
σ
∑
i1i2i3i4
Da∗i1i3(σ)∆C
a
i1i2i3i4D
a
i2i4(σ) +
∑
i1i2
Dai1i2X
a
i1i2 + E
a,c-c
xx
]
.
(103)
The term involving the ∆Ca tensor is the PAW correction for the valence-valence interaction, and
is similar to the correction in the equivalent expression for the Hartree energy, except that the
order of the indices on the density matrices are interchanged. The term involving the Xa tensor
represents the valence-core exchange interaction energy. Ea,c-cxx is simply the (constant) exchange
energy of the core electrons.
The system independent Hermitian tensor Xai1i2 is given by:
Xai1i2 =
1
2
core∑
α
∫∫
drdr′
φai1(r)φ
a,core
α (r)φ
a
i2
(r′)φa,coreα (r
′)
|r− r′|
=
core∑
jc
∑
l
4pi
2l + 1
(∑
mmc
GLL1LcG
L
L2Lc
)∫∫
drdr′
rl<
rl+1>
uaj1(r)u
a
jc(r)u
a
jc(r
′)uaj2(r
′).
(104)
Although the valence-core interaction is computationally trivial to include, it is not unimportant,
giving rise to shifts in the valence eigenvalues of up to 1eV (though only a few kcal/mol in
atomization energies), and we note that this contribution is unavailable in pseudopotential schemes.
The core-core exchange is simply a reference energy, and will not affect self-consistency or energy
differences.
For the iterative minimization schemes used in real-space and plane wave codes, the explicit
form of the non-local Fock operator vNL(r, r′) is never needed, and would indeed be impossible
to represent on any realistic grid. Instead only the action of the operator on a state is needed.
As with the Hamiltonian operator, the action on the pseudo waves is derived via the relation
fnvˆ
NL|ψ˜n〉 = ∂Exx/∂〈ψ˜n|. Referring to [14] for a derivation, we merely state the result
vˆNL|ψ˜n〉 =
∑
m
fmv˜nm(r)|ψ˜m〉
+
∑
a
∑
i1i2
|p˜ai1〉
[∑
m
vanm,i1i2P
a
mi2 −Xai1i2P ani2 − 2
(∑
i3i4
Cai1i3i2i4D
a
i3i4
)
P ani2
]
(105)
where v˜nm is the solution of ∇2v˜nm(r) = −4piρ˜nm(r), and vanm,i1i2 =
∑
L ∆
a
Li1i2
∫
drg˜aL(r)v˜nm(r).
Again the computationally demanding first term is related to smooth pseudo quantities only,
which can be accurately represented on coarse grids, making it possible to do basis set converged
self-consistent EXX calculations at a relatively modest cost. Applying the Fock operator is however
still expensive, as a Poisson equation must be solved for all pairs of orbitals.
As a technical consideration, note that the effect of the atomic corrections due to valence-valence,
valence-core, and core-core exchange interactions can simply be incorporated into the standard
equations by redefining equations (47), (46), and (45) respectively, which will also take care of
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the last two terms in the Fock operator above. The introduction of the pair orbital compensation
charges does however lead to a non-trivial correction to the Fock operato; the term proportional to
vanm,i1i2 . This term also leads to a distinct contribution when calculating the kinetic energy via
the eigenvalues as done in equation (70). The additional term (besides those related to redefining
(45)–(47))
∑
nm
fn
[
fmδσn,σm
∫
drv˜nm(r)ψ˜∗n(r)ψ˜m(r)−
∑
a
∑
i1i2
P ani1P
a
mi2v
a
nm,i1i2
]
, (106)
should be added to the right hand side of (70) on inclusion of exact exchange.
In a similar fashion, the compensation charges leads to an additional force contribution in
equation (64) given by
F
a
xx =
∑
nm
fnfnmδσnσm
{∫
dr′v˜nm(r′)
∑
i1i2
P a∗ni1P
a
mi2
∑
L
∆Li1i2
∂g˜aL(r
′)
∂Ra
+
∑
i1i2
van1n2i1i2
(
P a∗ni1〈
dp˜ai2
dRa
|ψ˜m〉+ 〈ψ˜n|
dp˜ai1
dRa
〉P ami2
)}
.
(107)
3.5.2 Optimized Effective Potential
The optimized effective potential (OEP) method, is a way of converting the non-local Fock operator
vˆNLx into a local form vˆ
L
x = v
L
x (r).
One way to derive the OEP equations in standard KS-DFT, is to use perturbation theory along
the adiabatic connection (Go¨rling-Levy perturbation theory [15]).
On converting the OEP equation to the PAW formalism, it should be remembered that local
potentials in PAW transform to a local pseudo part plus non-local atomic corrections. Hence we
want to arrive at a potential of the form
vˆLx = v˜
L
x (r) +
∑
a
∑
i1i2
|p˜ai1〉∆vai1i2〈p˜ai2 |, (108)
where both the pseudo part v˜Lx as well as the coefficients ∆v
a
i1i2
should be determined.
The derivation is more or less straight forward, if one remembers the the PAW KS equation is
a generalized eigenvalue problem, that the variational quantity is the pseudo orbitals, and that the
first order shift in the density has both a pseudo and an atomic part. The result is
∑
n
fnψ˜
∗
n(r)
∑
m6=n
ψ˜m(r)
〈ψ˜m|vˆNLx − vˆLx |ψ˜n〉
n − m + c.c. = 0 (109a)∑
n
fnP
a∗
ni1
∑
m 6=n
P ami2
〈ψ˜m|vˆNLx − vˆLx |ψ˜n〉
n − m + c.c. = 0 (109b)
where vˆNLx is the non-local exchange operator of equation (105) and vˆ
L
x is the local version in (108).
These can be solved iteratively starting from a local density-function approximation to the
exchange potential in the spirit of [16].
It might seem that OEP is just extra work on top of the already expensive non-local operator,
but it can in some cases be faster, as the number of SCF iterations in the KS cycle are greatly
reduced.
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