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SYSTEMS DIVISION
I. Systems Analysis
A. Effects of the Moon's
Gravitational Harmonics
on a Lunar Orbiter
F. M. Sturms, Jr.
This article gives some preliminary results of a study
to examine the sensitivity of orbit elements and tracking
station range rate to values of the harmonic coefficients
in the lunar gravitational field. It is hoped that these re-
sults will give insight into which coefficients can be deter-
mined by tracking a lunar orbiter and what methods of
orbit determination are applicable to a selenodesy effort
for a lunar orbiter.
To implement the study, a special version of the JPL
space trajectories program was developed, with the lunar
gravitational potential in terms of spherical harmonics in
the form:
U - /_ /_ ]. e, (sin _b)
_' _" n=l
+&r .=,_" ,.=,_" (R) "P''"(sin')(C''"c°smx
+ S,,,_ sin mX).
A subroutine for obtaining the Cartesian perturbation
components for N_10 was coded; it replaces the
standard subroutine in terms of the moments of inertia
(A, B, C) about the principal axes. The program was
checked out by comparing runs with values of R, I2, and
C2, = equivalent to values of A, B, and C on the standard
trajectory program.
1. Nominal Values of Coefficients
The nominal values of 11, Cx,1, C_,,, $1,1, $2,1, and $2,_
are zero, from the definition of the Moon-centered coordi-
nate system. Non-zero values of 11, C_, 1, and S_, 1 indicate
a coordinate system that is not centered at the Moon's
center of mass; non-zero values of C=,, and S=,_ indicate
coordinate axes that are not along the principal axes of
inertia; and a non-zero value of $2, z indicates longitude
not measured from the principal x-axis. Since it is not
clear at this time whether they should be determined
directly or by the equivalent determination of the Moon's
ephemeris or coordinate system, these coefficients are not
examined in this study.
Values of 12 and C2, 2 are fairly well-known. The nom-
inal values used in this study are equivalent to the values
of A, B, and C in Ref. 1:12=207.11X10 -6 and
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C2, 2 --- 20.716 × 10 -6. Values of 12 and C2, 2 are increased
by 10 -6 for perturbed runs.
The value of the important coefficient ]3 is not well-
known; the nominal value is taken as zero, as are the
nominal values of all other coefficients except ]z and
C2,2. The perturbed values of 13 are taken as ±10 -4. Runs
have not yet been obtained for the perturbed values of
other coefficients.
2. Nominal Orbit
The selenographic initial conditions for the nominal
orbit (apoapsis injection) were:
t = 07:00 GMT, 8-6-66
r = 2663 km
(o) FOR FIRST
TRACKING
INTERVAL
I
! \
! t
a ! I
I I
I I
I II
! I
I I
! |
._ /I
_ ,. 7 /
\
-- A_cz, 2 \
L_J2 • L_C2,2 = 10 "6 \\
\
\
N
\
= 0 deg
0 = 160.7 deg
V = 1.2154 km/sec
1_ - 0 deg
_; -- 111.3 deg
with /_ = 4902.7779 km3/sec 2. The resulting orbital con-
ditions were:
ao = 2239.9188 km
eo = 0.18888214
periapsis altitude -- 77.8 km
period = 158.55 min
io = 21.179 deg
\
\
\J
I
I
I
I
I
I
I
I
d
/,!
!/i
I
I
I
I
I
I
I
I
!
f_
/ \
I \
I \
I I
(b) FOR SECOND
TRACKING
INTERVAL
\
\
\
\
\
\\
\
00:00 00:01 00:02 00:03 07:07 07:08
TIME FROM INJECTION, doys: hr
Fig. |. Range-rate increments At; for J2and C2,= for both tracking intervals
07:09 07:10
2
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All orbits were obtained by Moon-centered Encke inte-
gration, with a 60-see step size.
3. Effects on Range Rate
The range rate t_ was obtained for two 3-hr periods for
the Goldstone Tracking Station. The periods are from
injection to 3 hr after injection and from 7 days, 7 hr
after injection to 7 days, 10 hr after injection. Station
printouts were obtained at 2-rain intervals.
Fig. 1 shows zxt; (perturbed range rate minus nominal
range rate) for a Lx]2 and AC2, 2 of 10 -6 for both tracking
intervals. The maximum residuals for the first tracking
interval are 0.010 and 0.030 m/see, respectively. For the
second tracking interval, the residuals increase to 0.8 and
1.4 m/see, respectively. The magnitudes of the range-
rate residuals are within the Deep Space Network capa-
bility; however, the 12 and C2,2 residuals are almost
proportional and may be diflqcult to separate. In order
to describe the separability of the two, Fig. 2 shows the
quantity
_t;J2 - RA_e2, 2,
where the proportionality constant R was chosen to
equalize the positive peaks in Fig. 1. The differences are
indicative of the separability of ]2 and C2, 2 by the orbit-
determination process. After 7 days, the effective maxi-
mum residual is 0.11 m/see.
Fig. 3 shows the effects of both positive and negative
values of A]3 on At; in the two tracking intervals. The
value of _13 is _ 10 -4. The effects of positive and negative
values are nearly opposite, indicating linearity in the
range of values. Kaula 1 has shown that the magnitude of
13 nmy be as high as 93 × 10 -6, based on equal stress
assumptions for the Earth and Moon. As shown in Fig. 3,
IKaula, W. M., Calculation of Perturbations of Lunar Orbiters, U.S.
Govt. Memorandum, December 13, 1963 (Unpublished).
3 I I I
(o) FOR FIRST TRACKING
-- INTERVAL
I
E
%
0
<_ zxN
I
N
66469 Z_
-- - " t
-2
-3
Z_J 2 = AC2, 2 = 10 -6
I I I
'_ (b) FOR SECOND TRACKING
INTERVAL
Z_pjz 0 6 Cz z
00:00 00:01 00:02 00:0:5 07:07 07 :08 07 : 09
TIME FROM INJECTION, doys:hr
Fig. 2. Differences in J2 and Cz,2 range-rate increments _/; for both tracking intervals,
using proportionality constant R
07:10
3
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5 I I I
(o) FOR FIRST
4-- TRACKING INTERVAL; __
Z_J 3 = I0 -4
3 I
-2
-3
c_ -4(I)
E -5
i
0
J
m i i
.(_ (c) FOR FIRST /
<3 _ TRACKING @
INTERVAL ; /
Z_J3 = -I0-
I
-I
-2
-3
-4
-5
00:00 00:01 00:02
/
00:03 07:07 07:08
TIME FROM INJECTION, d0ys: hr
I I I
(b) FOR SECOND
TRACKING INTERVAL ;
Z_J 3 = 10-4
Fig. 3. Range-rate increments _ for J_ for both tracking intervals
I I
(d) FOR SECOND
TRACKING INTERVAL; --
L_J3 = -10-4
07:09 07:10
4
JPL SPACEPROGRAMSSUMMARYNO. 37-32, VOL. IV
o_
<3
J
J
J
J
J
J
J
/ j
J
/
AJ 2 = 10-6
,¢
<3
,¢
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-4
-80
-120
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-200
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0
Fig. 4.
J
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J
J
J
J
J
J
J
AJ2 = 10-6
J
J
J
J
J
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I 2 5 4 5 6 7 8
TIME FROM INJECTION, d0ys
Increments of meon in¢linotion i, longitude of node _, ¢md orgument of periapsi$ _ for J2
for the first 7 clays after injection
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Table 1. Values of increments in several osculating orbit elements for A J2 = 10 -_
Time from Aej Aij: A_j A_j (Arp)j,, Time from Aej._
injection, :' ' _-' _-' - injection, "'
day:hr:min X 10 -7 10-_ deg 10-4 deg 10-4 deg 10-3 km day:hr:min X 10 -7
First tracking interval
00:00:10 --0.3 0.1 0 --0.5 0.1 07:07:00
20 2.2 --0.5 0 --0.9 --0.4 10
30 2.8 --0.6 --0.2 -- 1.1 --0.6 20
40 5.0 -- 1.3 --0.4 -- 1.2 -- 1.2 30
50 8.1 -- 1.9 --0.8 --0.8 -- 1.6 40
50
00:01:00 10.4 -- 1.3 -- i .2 --0.2 --2.0 07:08:00
10 14.9 0.2 --1.6 0.9 --2.3
i0
20 18.5 0.2 -- 1.7 3.1 -- 2.8
20
30 15.3 --0.4 -- 1.7 5.2 --2.4
30
40 10.7 -- 1.4 -- 2. I 6.2 -- 1.9
4O
50 6.8 -- 1.9 -- 2.5 6.6 -- 1.5
50
00:02=00 5.1 -- 1.4 --2.9 6.8 -- i .1 07:09:00
10 2.6 -- 1.0 --3.1 7.0 --0.6 10
20 i .5 -- 0.4 -- 3.3 6.7 -- 0.4 20
30 --0.6 0 --3.3 6.3 0.1 30
40 0 0 --3.4 5.8 0.1 40
50 0.6 --0.3 --3.3 5.2 --0.2 50
00:03:00 0.8 -- 0.7 -- 3.3 4.9 --O. ! 07: i 0=00
Aij2 ' A_j:, _j:, (Arp}j2 ,
10 -B deg 10 -4 deg 10 -4 de9 10 -3 km
Second tracking interval
--3.0 9.0 --216.2
0 9.2 --216.6
4.0 9.7 --216.8
7.6 10.7 --217.1
10.9 10.8 --217.0
8.8 9.8 --217.1
4.8 8.8 --217.6
1.1 8.7 --218.2
--2.2 9.7 --218.6
--3.8 10.1 --218.6
--5.0 10.6 --218.7
--5.2 10.7 --218.6
--6.2 10.9 --218.7
--6.0 10.2 --218.6
--4.4 9.5 --218.8
--3.1 9.0 --219.0
--1.9 9.3 --219.3
--0.2 9.7 --219.7
4.6 9.8 --221.2
387.718 0.8
387.664 0.2
388.245 --0.4
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this value would give residuals which could be easily
detected by the Deep Space Network.
4. Effects on Orbit Elements
Another method for determining the values of the
harmonic coefficients is based on the perturbations o{
the osculating orbit elements or the mean elements. The
values of increments in several osculating orbit elements
(perturbed values minus nominal values) due to a Lx]2 of
10 -6 are given in Table 1 at 10-min intervals; these ele-
ments are as follows: eccentricity e, inclination i, longi-
tude of node f_, argument of periapsis o,, and radius of
periapsis rp.
It is likely that mean elements will be used in an orbit-
determination method rather than osculating elements.
Values of the mean orbit elements were computed for
the first 7 days after injection. The mean value was ob-
tained by fairing a smooth curve through osculating
values at 4-hr intervals. Values of zx_j 2 and (_x_p)J2 for an
increment LxJ.oz 10-6 were very erratic and are not given
here. Values of _2, z_j_, and A_._ are shown in Fig. 4.
These plots are similarly smoothly faired through points
including short-period terms.
The marked effect of I3 on Fp is shown in Fig. 5, which
compares _ values for 7 days for a]3 --- ± 10 -4 to values
for the nominal 13 = 0. This sensitivity makes _-pimportant
in determining 13.
terms of physical measurements is ignored by Fock, and
Einstein's fundamental principle of the covariance of the
laws of physics is destroyed.
P. Bridgman's critique of Einstein's general theory of
relativity is that Einstein failed to carry over to the gen-
eral theory of relativity the operational methods of de-
fining clocks and lengths which he had so aptly applied
to the special theory of relativity. In effect, Bridgman
criticizes Einstein for failing to operationally define what
is meant by a coordinate system. Einstein's answer to
Bridgman's critiques (Ref. 3) was as follows: "In order
to be able to consider a logical system as physical theory,
it is not necessary to demand that all of its assertions can
be independently interpreted and 'tested' operationally,
de facto. This has never yet been achieved by any theory
and can not at all be achieved. In order to be able to con-
sider a theory as a physical theory, it is only necessary
that it implies empirically testable assertions in general."
In this discussion, we wish to show that, under certain
conditions, one can define the coordinates of general rela-
tivity theory from an operational point of view. We will
negate the argument given by various students of relativ-
ity that, if the coordinates involved in the Schwarzchild
line element for a point mass (or the Sun) yield an ad-
vance in the perihelion of Mercury, how can we be sure
that a rotation has not in some way been introduced
which just accounts for this advance in perihelion?
B. Coordinates in the Theory
of Relativity
H. Lass
In recent years there have been various criticisms of
Einstein's general theory of relativity, most of which con-
cern the use of generalized coordinates and the assump-
tion of the covariance of Einstein's field equation to
arbitrary coordinate transformations. Indeed, the Russian
physicist Fock (Ref. 2) argues that a preferred coordinate
system is required to exhibit certain intrinsic properties
of space and time, and he chooses the harmonic condi-
tions g_"x i, _v = 0, i = 1, 2, 3, 4, of de Donder to deter-
mine his preferred coordinate system. In any case,
however, the precise meaning of these coordinates in
Now it should be clear that, if one solves a system of
differential equations involving certain coordinates, the
path defined by the solution depends on the physical or
geometrical definitions of these coordinates. For example,
consider a law of physics given by dv/du _-v whose
solution is v = vo exp (u). If we interpret u and v as the
abscissa and ordinate, respectively, of Euclidean 2-space,
we obtain the following curve:
x: p (u)
0 u
On the other hand, if this law of physics is interpreted
by a two-dimensional observer who can only visualize
7
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a polar coordinate system, the path v = voexp(u) is
given by:
v -" VoeXp(u)
Thus, it should be clear that the paths given by the
geodesic equations
d_x _ dx j dx k
ds"----i- + V}_ (Is ds - 0 (i)
have no physical significance unless the coordinates
x *, i = 1, 2, 3, 4, are operationally defined.
Our first example involving the operational definition
of coordinates in the theory of relativity will concern
itself with a frame of reference rotating at a constant
angular speed relative to an inertial frame of reference.
Let O-x-y-z be an inertial frame of reference,
cls 2 = c2dt 2 - (dx 2 + dy z + dz 2)
= c2dt 2 - (dr _ + r2dO 2 + dzZ).
Now consider the rotating frame of reference centered
at 0 and moving with angular speed o_ in the sense that
any point fixed on the rotating frame has an angular
speed _oas observed from the inertial frame of reference.
The radius of the rotating frame ("merry-go-round") is
assumed finite, r = ro, such that ,or,, < c. Let us assume
that the rotating frame of reference is made of glass so
that observers on this frame of reference can look down
and note the inertial coordinates x-y-t of an event. We
will neglect the z-component and consider only the co-
ordinates r, 0, t of the inertial observers. An event which
takes place at r, 0, t is noted by an observer in the rotat-
ing frame of reference (noninertial frame), and he desig-
nates the "coordinate" time by T = t and the "radial"
coordinate by R = r. Now the motion of any point fixed
in the noninertial frame is given by O -- G + _t, as ob-
served by the inertial observers. Having chosen a fixed
reference direction, the motion of this same point is given
by o = oo. For each 0o, there exists a Oo such that
O0 = f (00), and
e --- f(O -- _t),
0 = + g (e) = + g (e), (2)
dO -- o,dT + g' (e) de.
Hence, the metric for the rotating coordinate system is
given by
ds "_= c'-' 1- cZ / dT 2-dR _ - R2g 'z(e) des
- 2oJR_g" (0) dodT - dZ'L (3)
From symmetry conditions, the components of the
metric tensor g-o should be independent of O, so that
g' (O) = 1 in order that O = O for ,_ = 0. Hence, we have
obtained the well-known transformations
t=T
r=R
(4)
8 =O+o_T
z=Z
from an operational point of view, with
-- 2o_R=dOdT - dZ 2
R_do z
(5)
for ,oR < c. Since proper time is defined by ds/c, we see
that, for an observer fixed in the rotating frame of ref-
erence, dR = do -- dZ = O,
dS_dr-- 1--- dr, (6)
C C 2 ,]
and the rate of "atomic clocks," or proper time, is a func-
tion of the radial coordinate of the observer.
8
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It should be noted that, for two points fixed on the
rotating frame, the coordinate time for light to go from
P1 to P2 is given by (setting ds 2 = 0):
TI
T2 - T1 = far
TI
c _-] (dR 2 + Rodo _ +
c2(1 o _R0 c /
If, at T1, P1 sends a light signal to P0, it will be received
at P2 at coordinate time To. From Eq. (7), it follows
that, if another light signal is sent from P1 at coordinate
time T1 + dT, it will be received at P0 at coordinate time
7"2 + dT, so that coordinate time is universal; i.e., all
observers agree on the meaning of dT.
Now, suppose we are interested in the distance between
two points el (R1, O1, Z = 0) and P0 (R2, O1, Z = 0). One
usually sets do1 = 0 and dT = 0 and finds that
- dso = dR 2,
so that
_2
L = Idal = Ins - Rll.
1
In the special theory of relativity, Einstein has shown
that the distance between two points involves clocks as
well as meter sticks (simultaneity of two events). Since
the rate of atomic clocks (true time) depends on the
position of the observer, setting dT = 0 is not equivalent
to making simultaneous marks at P1 and Po. However, by
means of light signals one can speak of the distance from
P1 to P0, say L (P1, P_). We will find that, in general,
L (P1, P2) =/= L (P2, PI). Let P1 (R1, O1) send a light signal
to Po (R_, Oo), and let the light signal be reflected back
to P1. The coordinate time for the journey of the light
signal is seen to be (Eq. 7):
T = 2 (T2 -- T1).
The proper time is given by:
(¢=2(Tz-T_) 1- c---T- / ,
so that Px defines the distance to P2 by
L(P_,P2)=c(T2-- T1) 1 c-S / ,
and similarly
2 o 1
o_R_ _
L(Po, P1)=c(T0--T1) 1-- c--T- / .
(8)
As a second example involving the operational point of
view of defining coordinates, we will find the metric due
to a "uniform" gravitational field. Let us consider a mas-
sive (infinite) body at X--oo which produces a one-
dimensional gravitational field in the X-direction (a
strictly idealized condition). By means of a rocket, we
assume that a frame of reference O-X-Y-Z exists and is at
rest relative to the massive body. At the origin 0 of this
coordinate system, light signals are sent to the fixed
observers of the O-X-Y-Z frame of reference at unit "time"
intervals. The fixed observers set up "coordinate" clocks
to run at the same rate as the clock at 0, which defines a
universal or coordinate time T. Furthermore, the co-
ordinate X of any point can be defined relative to 0 by
the simple definition dX/dT = +_c for the motion of light.
From symmetry conditions, we must have
dZ ° .
(9)
The g_j. (X) of Eq. (9) satisfies Einstein's field equations
Ris = 0, provided _" (X) = 0 or q)(X) = -gX. The co-
ordinate transformation
x=-- 1--exp -- cosh , y=Y,
g
(10)
ct=_exp -- sinh , z=Z,
reduces Eq. (9) to the simple Minkowski metric
ds z = c2dt 2 - (dx 2 + dy ° + dz2). (11)
Thus, the coordinate system O-x-y-z represents a freely
falling frame of reference (inertial frame).
9
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Returning to Eq. (9), one notes that proper time is
related to coordinate time by
dr=exp(-g_X_)dT, (12)
and it is precisely this fact-that the rate of an atomic
clock depends essentially on the potential field (_ = - gX,
borrowed from Newtonian physics)-that explains the
clock paradox.
It is interesting that the transformations of Eq. (10)
and, hence, the metric of Eq. (9) can be obtained from the
following considerations: Let x = Xo be the x-coordinate
of a point fixed on the freely falling frame of refer-
ence (inertial frame). Assume that the motion of this
point is given by X = Xo + _ (T), with _ (T) independent
of Xo. For each X0, there corresponds an xo, and con-
versely, so that xo -- F (Xo) and x = F IX - _ (T)]. Let
(13)
with _ (T), G (X, T) unknown functions. The operational
definitions of T and X (namely, dX/dT = ±c) for light
moving in the X-direction, and the fact that dx/dt -- ±c
for the motion of light as observed by an inertial observer,
enable one to obtain Eq. (10) and, hence, Eq. (9)
(see Ref. 4).
We now consider the metric due to a perfect spherical
mass. It is not difficult for observers at rest at the surface
of this body to choose radial directions by means of plumb
bobs and to operationally define the spherical angles
and _. Again we define coordinate time t by means of
light signals sent to any observer at rest in space relative
to the body (the observer can remain at rest by means
of a rocket). The radial coordinate can be operationally
defined by the equation (dp/dt) 2 -- c'-' for the radial mo-
tion of light, but we are not certain that the coordinate
speed of light normal to the radial direction is neces-
sarily c.
Hence, the metric due to the mass must be of the form
ds _ -- exp [2), (o)] (c'_dt z -dp _) - exp [2/_ (p)]
× (o'-'d0" + p_sin20 d_). (14)
If we compare ds 2 of Eq. (14) with the Schwarzchfld
metric
ds2 = c2(1 2GM_ (1 2GMyXc2r ] dt2 -- -_r "]
)< dr 2 - rz (da 2 + sinZ0 d_z), (15)
we note that, of necessity,
exp [2,k (p)] = 1 -- --
2GM
c2r ,
exp[)_(p)]dp= 1 ¢_r /
r -- p exp [_ (p)],
dr, (16)
which yields
p = r + 2GM In (
T
C _ / _ __
\ ro
2GM
r > c_ , (17)
with p--r0 when r = ro, and exp [/_(p)]--r/p, a tran-
scendental equation in _ (p).
Since p _ r for the planets of the Sun, one would obtain
the same advance in the perihelion of Mercury using the
metric of Eq. (14) as well as the value for the bending
of light. Moreover, the operational definition of the co-
ordinates used in the metric of Eq. (14) precludes the
idea that the advance in the perihelion of Mercury is
due to an inadvertent introduction of a rotating frame
of reference.
From Eq. (17), choosing the value of ro for the radius
of the Sun, we find that p differs from r by approximately
15 km if we choose r as the radial "distance" of Venus
from the center of the Sun. The time required for light
to travel twice this distance is 10-' sec. Shapiro (Ref. 5)
and Muhleman and Reichley (SPS 37-29, Vol. IV,
pp. 229-241) have suggested that the theory of relativity
predicts that radar pulses sent from the Earth to Venus
and back will require a slightly longer time for the
journey than would be the case if space were Euclidian
and light traveled with a constant speed c in straight-line
10
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motion. Their calculated difference in time is of the order
of 10 -5 to 10 -4 sec, provided we assume that the radial co-
ordinate of the Schwarzchild metric is identified with the
astronomer's radial distance in constructing an ephemeris
of the planets. However, if we use the metric of Eq. (14)
with p defined by Eq. (17), and if we choose p as the
astronomer's radial distance, it is easily shown that the
time required for light to travel from Earth to Venus and
back will differ from Muhleman's calculated time by at
least 10 -4 sec. The flaw in these previous works is that we
have no way of relating a non-Euclidean radial coordinate
of Einstein's theory to a Euclidean radial coordinate used
in the construction of an ephemeris.
It should be noted here that the two principal checks of
Einstein's theory involve angle measurements. The values
for the perihelion of the planet Mercury and for the bend-
ing of light which grazes the Sun do not depend seriously
on the radial coordinate involved in determining the
angular momentum of the planet Mercury and on the
radius of the Sun, respectively. There is no way, however,
of comparing the proper time for light to travel from
Earth to Venus and back with the so-called Euclidean-
Newtonian time. If such experiments were to lead Shapiro,
Muhleman, and Reichley to the conclusion that Einstein's
theory is invalid, it is highly doubtful that relativists
would take these results seriously.
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II. Computer Applications
A. Accuracy Studies of a Second-
Sum Adams-Type Predictor-
Corrector Numerical
Integrator
C. J. Devine
This article is an interim report on the accuracy of
a second-sum double-precision Adams-type predictor-
corrector numerical integrator (subroutine FORTSZ) as
a function of step size and the number of differences
carried. In deciding what step size to use and how many
differences to carry, one is primarily concerned with a
choice that allows a certain prescribed accuracy with
minimum cost (running time). The purpose of this study
is to present a guide to the user of an Adams-type inte-
grator for trajectory computation to enable him to choose
optimum step size with a minimum number of differences
carried. A study for circular orbits is presented here; the
approach is based on that in Ref. 1, in which single-
precision solutions of first-order differential equations
were studied.
I. Method
In studying the errors made in a numerical solution of
ordinary differential equations, the immediate problem
is to decide what to use as an indication of the error made
in the solution; i.e., is there a solution in closed form with
which the numerical solution can be compared? In most
work done in celestial mechanics, the solution is not avail-
able and the errors made in any numerical integrator are
estimated.
Therefore, it was decided to start the study of a numer-
ical integrator on a simple case, such as that for a circular
orbit, and work up to the more difficult cases, such as a
solution of the equations of motion describing the accel-
eration of a body perturbed by several other bodies or
forces. In this discussion, we consider the integration of
a circular orbit only.
The differenti_il equations to be solved were
12
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where r2 = x 2 + y2. The initial conditions were x (0) = 1,
y(0) = 0, _c(0)= 0, 0(0)= 1, and k = 1. A solution is
given by
x (t) = cos/¢t,
y (t) = sin kt.
The parameters which were varied for the different cases
were the step size h and the number of backward differ-
ences of the accelerations carried.
In the second-sum Adams-type predictor-corrector
numerical integrator used, the predictor and corrector
formulas for the solution x are, respectively,
p * = h 2 a_V _Xn+l n
i 9
:h2(1.V-2+O.V-I+l- _V°+ 1V 1
19 _72 )+_ + "" • _., (1)
C Xn+l = h 2 bi x.+ a
{ 2
1 V'- )"*- 24---6 • • • x.÷l, (2)
with equivalent formulas for Y.+l. These formulas will be
said to be of index m if the l_ghest-order difference used
0
A solution was also obtained for the first derivative of
x and y. The predictor and correetor formulas for :_ are, _
respectively, -_
X
(P x.+l"* =h I'V-_+_ + g°
I I|
9 _72 )+_ + • • • _., (3)
12
1 Vo 1 V1C _.÷1 = h 1. V-1 - _ -]-{ ,,
i w )'_ (4) "24 +11
with similar formulas for _,÷_. There was no occasion to
use Eq. (3) in this study. The values of k and _ obtained
using Eq. (4) were of the same accuracy as the values of
the solutions x and y and will therefore not be discussed
further here.
The solution errors are computed at each integration
point as the magnitudes of the differences between the
computed solutions x and y and the true values of the
solutions computed in extended precision (70-bit evalu-
ation of sin kt and cos kt). At t/2r = 0.1, 0.2, 0.3, • • • , p
(every 0.1 cycle up to p cycles), the maximum error ob-
served in each of these quantities up to t rad was output.
Figs. 1--5 indicate these cumulative maximum errors for
a specific number of cycles and step size and for the
number of backward differences carried.
2. Analysis of Results
Truncation error is defined as the difference between
the exact solution of the difference equations which ap-
proximate the differential equations and the exact solu-
tion of the differential equations themselves. Roundoff
error is defined as the difference between the computed
solution and the exact solution of the difference equations.
The influence of truncation error is usually prominent
when a large value of h is used, while the influence of
roundoff error is not prominent until a greater number
f
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of steps have been taken, usually occurring when a
small value of h is used. For example, a typical error
curve obtained in this study is shown in Fig. 1. The
predictor-corrector scheme used was index m = 9, and
h = 2-1,2-z, ... ,2 -1°. The ordinate of Fig. 1 can be
interpreted as the number of correct digits in the com-
puted solution.
The portion of the plot where h is large represents the
truncation region. Truncation error here is deterministic,
and the slope of the error curve as h decreases is com-
pletely determined by the truncation error. As h continues
to decrease, roundoff begins to affect the error, and a
transition region is encountered. Here the error can very
well attain a minimum and usually does. This may be
partially explained by noting that the roundoff and trunca-
tion errors may be of equal magnitude, but of opposite
signs. The curve in Fig. 1 does not represent variability
in the transition region as sharply as other curves for index
m :t= 9. As h decreases still more, roundoff error becomes
dominant, and the slope is completely determined by the
roundoff error; hence, this region is called the roundoff
region. In all of these observations, it is assumed that we
are in the stability region. For h as large as 2 1, instability
is immediately a problem for index m > 2.
Fig. 2 represents the same type of error curves for
m = 1 to m = 15 for 2 cycles of integration, i.e., twice
around the circle. As the number of differences retained
increases (i.e., as index m increases), the number of digits
of accuracy increases until a maximum is reached for
m = 14. This is in the truncation region of Fig. 2. As h
decreases, roundoff begins to influence the error, and we
enter a transition region and pass on to the roundoff
region where roundoff error dominates. Here, approxi-
mately the same accuracy is attained for index m = 3 to
m = 15. If h decreases still further, roundoff error is com-
pletely dominant and, for all m _ 1, the same accuracy
is attained. It should be noted that carrying high-order
differences, such as for index m = 15, does not in any
way adversely affect the integration; however, for inte-
grations using a value for h _-_2 -_, it would be more
economical to retain only three or four backward differ-
ences as far as storage space is concerned, with a slight
decrease in running time also.
In Figs. 3-5, similar curves are represented at points
further along in the integration: for 5, 10, and 20 cycles,
respectively. The over-all effect is to shift all the curves
upward, i.e., a gradual loss of accuracy. The instability of
some of the higher-order differences is shown by the
nearly vertical error slopes obtained when h_2 -3. In
indicating possible uses for these plots, the following
remarks are pertinent: In searching for an economical
way to compute a highly accurate orbit of many revolu-
tions about a body, it was desired to ascertain whether
or not a step-by-step numerical integration would be
economical. In Fig. 5, for h = 2-3 and 2-' (which corre-
sponds to approximately 50 to 100 steps/cycle), indices
m = 14 and m = 12 attained the highest accuracy. Al-
though m = 12 was of higher accuracy, rn = 14 would
require half the number of derivative evaluations and
was therefore chosen. The integration was carried over
500 cycles and maintained an accuracy of almost 11 digits
(SPS 37-31, Vol. IV, pp. 17, 18). As indicated by the
abrupt change in the curve for m = 14 at h = 2-3, the
integration is as near instability as possible and yet is
not in any way affected by it.
3. Conclusion and Indication of Work in Progress
The main conclusion resulting from these studies in
double-precision step-by-step integration seems to be
that high-order differences should be retained in the
interests of economy and accuracy. They are not affected
by roundoff and allow full use of double-precision
arithmetic.
Similar studies over an ellipse are now in progress; all
indications are that, depending on the eccentricity, the
same results will follow, with a slight decrease in step
size, for the same accuracy. Further study is being di-
rected toward the economy of a predictor-only method
versus that of the predictor-corrector method and the
use of antecedent values of the accelerations in place of
backward differences. A study is also under way to deter-
mine how satisfactory the method of integrating forward
and backward is in checking the accuracy of an integra-
tion, and whether this method may be used to indicate
the error when no true solution is known.
B. Computer Subroutines for
Contour Plotting
C. L. Lawson, N. Block, and R. D. Gorrett
In studying a function of two variables, say z = f (x, y),
certain properties of the function are most conveniently
displayed by plotting the loci of points in the xy-plane
associated with selected fixed z-values. Such loci are
18
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referred to as contours. When mechanizing contour
plotting using a computer system, the problem can be
separated into two independent parts: (1) the produc-
tion of strings of xy-coordinate pairs representing ordered
points on a contour, and (2) the translation of these strings
into the code peculiar to the plotting equipment and their
transmission to the plotting equipment.
Computer subroutines accomplishing (2) are in gen-
eral use on the JPL IBM 7094 computers; however, a
general subroutine to accomplish (1) has not previously
been available. Such a subroutine, called CONTUR,
has recently been completed. It was written in the
FORTRAN IV programming language. The approach
used in CONTUR and some of its features and limita-
tions are described here.
1. Procedure for the Construction
of Contour Strings
It is assumed that the xy region of interest is a rectangle
defined by XMIN-_ x _ XMAX and YM IN _: y _ YMAX.
Over this rectangle is superimposed a grid consisting of
NX vertical lines at a uniform horizontal spacing of
(XMAX -- XMIN)/(NX - 1) and NY horizontal lines at
a uniform vertical spacing of (YMAX - YMIN)/(NY -- 1).
Fig. 6 shows such a grid with NX = 6 and NY = 7. The
function f (x, y) is evaluated at each of the grid inter-
section points. The number of such points is NX • NY. Let
Z1, Z,_, • • . , ZNZ denote the Z-values for which contours
are desired. For each value Zi and each pair of horizon-
tally adjacent or vertically adjacent grid points, a test is
made to determine whether or not Z+ lies between the
YMAX
26 27 28 29 30
21 22 23 24 25
16 17 18 19 20
4
I_1 12 13 14 15
E )
6 7 8 9 I0
I 2 3 4 5
YMIN
XMIN XMA X
Fig. 6. Grid used by CONTUR for the case NX = 6
and NY _-- 7 (numbers indicate order in which
grid cells are processed)
values of f at the two grid points. In case Z_ equals a
value with which it is being compared, the decision is
made as though Z_ were replaced by Zi + E. When Z+ does
lie between the values at adjacent grid points, a coordi-
nate pair between these two grid points is computed by
linear interpolation. Such a coordinate pair represents the
approximate point of intersection of a Z+ contour with the
particular grid line segment and will be called a Z_ con-
tour point.
There remains the problem of organizing all Z+ contour
points into distinct ordered strings representing ordered
points on distinct contour arcs. A few simple and some-
what arbitrary rules were used.
Considering a single grid cell and a single contour
value Z+, linear interpolation assures that each of the
four sides of the cell contains, at most, one Z+ contour
point. The convention regarding Z_ + _ ensures that the
number of sides containing Z+ contour points is either
0, 2, or 4. If the number is 2, the two points will be con-
nected; if the number is 4, a further test is made and the
points are connected either from Side 1 to Side 2 and
Side 3 to Side 4, or from Side 1 to Side 4 and Side 2 to
Side 3. (The terms and symbols used in describing an
individual ceil are defined in Fig. 7.)
The test is based on the assumption that f can be de-
fined by double linear interpolation throughout the cell.
In this case, its graph would be a hyperbolic paraboloid
& Zo= f (x i, y2L SIDE 4 z I = f (x,2,y 2 )
SIDE I
zz=f(xl, Yl)
SIDE 2
x 2
SIDE 3
)2"3= f (x2, Y I)
Fig. 7. Terms and symbols used in describing
an individual cell
19
JPL SPACE PROGRAMSSUMMARYNO. 37-32, VOL. IV
with exactly one saddle point in the open cell. The ver-
tical and horizontal lines through this saddle point will
be contour lines of the hyperbolic paraboloid. The Z_
contour points are connected so that the connecting lines
do not cross these vertical and horizontal lines.
Analytically, the relative value (0 < _ < 1) of the x-
coordinate of the saddle point is given by
(Zo -- Z2)
= (Zo -- Z_) -- (Zl -- Z3)
Then, if (Zi- zo)/(Zl-zo)_£;, the connections are
made from Side 1 to Side 2 and Side 3 to Side 4; other-
wise, the connections are made in the other manner.
2. Subroutine CONTUR
In the subroutine CONTUR, the above procedure is
ordered by grid cells as shown in Fig. 6. The contribution
of each cell is completed for all contour values before
proceeding to the next cell.
An array of (NX + 2) words is used to save, tempo-
rarily, the function values computed for the upper side
of each cell, so that these values will not have to be
recomputed when they are later needed for the lower
side of a cell in the next row. The eight grid points en-
circled in Fig. 6 indicate the points whose function values
would be preserved while cell 12 is being processed. Note
that, in progressing to cell 13, the previously saved value
associated with the lower left corner of cell 12 can be
discarded, and the function value for the upper right
corner of cell 13 must be evaluated and saved.
The structure of the strings constructed by CONTUR
will be illustrated by the following example:
Example 1: Let f(x,y) = (x + y)Z + 9(x - y)_. Let the
grid be defined by XMIN = -3, XMAX = 3, NX = 4,
YMIN = -3, YMAX = 3, and NY = 4. Let the desired
contour values be Z_ = 25 and Zz = 90. CONTUR places
its results in arrays called A, B, and C. The data con-
figuration produced by CONTUR after processing the
first two ceils of this example is shown in Table 1; Table 2
shows the final status of these arrays.
A triple of the form A (1), B (1), C (1) will be called a
list element with index 1. The meaning of the data in
Table 2 becomes clear when the list elements are arranged
as in Fig. 8 and compared with the associated graphic
display in Fig. 9. The minus signs on the A and B words
in the arc directory lists signify that the arcs are com-
Table 1. Contents of arrays A, B, and C after
proces.sing first two cells of Example 1
J A (J) B (J) C (J)
25.000
90.000
6
-- 1.0(30
-- 1.875
0.3125
--8
-- 0.208
1.000
3
7
5
-- 1.875
-- 1.000
-- 1.000
9
-- 3.000
-- 1.964
2
0
0
5
0
4
0
9
0
Table 2. Contents of arrays A, B, and C at
completion of Example 1
J A (J)
I 25.000
2 90.000
3 --17
4 --1.000
5 -- 1.875
6 0.312
7 --8
8 --0.208
9 1.000
10 1.964
11 -- 1.000
12 --13
13 --3.000
14 -- 1.964
15 --0.312
16 1.000
17 1.875
18 3.000
19 -- 1.000
20 1.000
21 0.208
22 1.875
B (J) C (J)
3 2
12 0
--22 0
-- 1.875 5
-- 1.000 11
-- 1.000 4
--18 0
-- 3.000 9
-- 1.964 10
-- 1.000 18
0.312 15
--21 7
--0.208 14
1.000 19
1.000 20
--0.312 6
1.000 16
0.208 0
1.964 21
1.875 22
3.000 0
1.000 0
plete, either due to having end points on the grid bound-
ary or due to the contour in question being a closed curve.
3. A Nontrivial Example
In the study of the restricted three-body problem in
celestial mechanics, it is of interest to determine surfaces
of zero relative velocity (Refs. 2 and 3). Applications to
lunar-spacecraft-mission planning may be seen in Ref. 4.
The function treated in Example 2 below is one whose
2O
• JPL SPACE PROGRAMS SUMMARY NO. 37-32, VOL. IV
CONTOURVALUE LIST
' 125-°1_ I _I ARcO,RECTO.*L,STS
L__
--,..5I-,,I-21ol ARCPO,,,r.,STS
I _ 17 1.875 I.O00 16
16 1.000 -0.512 6
6 0.512 -hO00 ,4
,4 -I.000 -I.875 5
5 -I.875 -I.000 II
II -I.000 0.312 15
15 -0.312 1.000 :>0
20 1.000 1.875 22
22 1.875 1.000 0
19o.oI ,21oI
I_,. I
121 -15 -21 7
i
I I I1= 15 -5.000 -0.208 14
1,4 -h96,4 1.000 19
19 - 1.000 1.964 2121 0.2 5 3.000 0
,18 1-181ol
I I _ 8 -0.208 -3.000 9
_,, 9 1.000 -1.96,4 I0I0 1.96,4 -I.000 18
18 3.000 0.208 0
Fig. 8. List structure represented by Table 2
contours are traces of zero-relative-velocity surfaces in
the xy-plane.
Example 2:
f(l_;x,y) = (1 -/_) [(x - _)2 + y2]_,_ + (x -/_)z + y=
+_ (x + 1_ _)_ + y21,a+ (x + 1- _)_ + y2
where _ = 0.3, XMIN = YMIN = --2, XMAX = YMAX
= 2, NX = NY = 101, and NF = 10. The 10 requested
contour values are given below:
A
B
C
D
E
F
G
H
I
J
3.050000
3.200000
3.500000
3.501350
3.600000
3.766413
4.000000
4.130149
5.000000
10.000000
-i
-5
-5
ARC
A
B
Fig. 10 is an unretouched reproduction of the microfilm
picture produced by the Stromberg-Carlson (SC) 4020
high-speed microfilm recorder. The SC 4020 also produces
the graph on an 8- × 8-in. page. For this example, the
function f was evaluated 10,201 (= 101 × 101) times.
The total execution time for Examples 1 and 2 on the
IBM 7094 computer was 1 min, 48 sec.
For Example 2, the lists constructed in the A, B, and C
arrays consisted of 3460 list elements and thus occupied
10,380 words of computer storage. Space for 4000 list
elements was made available to the program. If less space
-t._ X 0. 1.0oo
Fig. 10. Contour graph for Example 2
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had been available, the program would still have com-
pleted the job, because provision has been made for the
retrieval of space in the A, B, and C arrays by trans-
mitting partially completed contour lists to the plotting
subroutines.
4. Conclusions
A general-purpose FORTRAN IV subroutine for com-
puting contour strings for arbitrary flmctions of two vari-
ables has been described. The subroutine has the follow-
ing characteristics:
(1) It is independent of the specific plotting equipment
and, therefore, can be used with basic plotting sub-
routines for any equipment. It could also be used as
part of a computer program for purposes other than
plotting, e.g., maximum seeking.
(2) Usage is simple. The new programming needed to
obtain a contour graph of a new function consists
of little more than the code to evaluate the function.
(3) A grid-scanning approach is used rather than a
curve-following method. Resolution depends en-
tirely on the fineness of the grid specified by the
user. Since a curve-following method must include
some form of scanning to avoid missing isolated
curves, it is believed that the approach used here
is more efficient than curve-following when graphic
display is the desired end-product. For applications
requiring extreme precision, the contours pro-
duced as above could be refined by gradient meth-
ods or by reapplication of CONTUR, using a finer
grid on smaller regions containing the curves of
interest.
(4) The number of function evaluations, NX X NY, is
fixed by the user's specification of NX and NY
and, in particular, is independent of the number of
different contour values requested.
(5) It is not necessary to be able to store the entire
matrix of NX )< NY grid values simultaneously. An
array of (NX + 2) words provides all the space
needed to save values at grid points.
(6) The construction of contour strings uses list-
processing techniques, so it is not necessary to
anticipate the number of distinct contour curves
or the number of points per curve. If the storage
available for the contour strings becomes ex-
hausted, the subroutine interrupts processing so
that the strings can be sent to the basic plotting
subroutines before processing is resumed.
C. Paraboloid Fitting to Minimize
Path-Length Error
C. L. Lawson
In SPS 37-31, Vol. IV, pp. 18-21, C denotes a fixed
x-y-z coordinate system. The 8-vector b specifies an
elliptical paraboloid as follows: The first two components,
bl and b_, specify a rotation to obtain a new X-Y-Z co-
ordinate system C', and the remaining components of b
are coefficients of a polynomial function specifying an
elliptical paraboloid whose axis is parallel to the Z-axis.
A function R (b, p) is defined which expresses the distance
measured parallel to the Z-axis between a data point p
(represented in the C system) and the paraboloid associ-
ated with b. The purpose here is to obtain an expression
for the radiation path-length error and appropriate partial
derivatives to permit the computation of paraboloid fits
minimizing the sum of squares of path-length errors.
A FORTRAN II program for this purpose, described
in Ref. 5, has been successfully used at JPL. The method
in Ref. 5 makes essential use of the assumption that the
data points being processed differ only very slightly from
a paraboloid of known focal length and axial orientation.
Thus, the treatment of changes of axial orientation is valid
only for infinitesimal changes, and one solves for the
change of focal length only after all other changes are
fixed rather than simultaneously. This program has been
modified by H. Christiansen of Philco Corporation to
solve simultaneously for the focal length.
The computational procedure described in SPS 37-31
and extended in this article has the following properties
which distinguish it from the above-mentioned programs:
(1) The solution obtained is independent of the co-
ordinate system in which the data are expressed.
(2) The computation is iterated until the nonlinear
least-squares problem is solved, instead of accept-
ing the solution of a linearized version of the
problem.
(3) Because of (2), the procedure does not require a
precise initial guess for the solution.
1. Derivation of Equations for Path-Length Error
and Appropriate Derivatives
For the study of path length, it seems appropriate to
fit only with circular, rather than elliptical, paraboloids
so that a well-defined focus will be available. Thus, a
single quadratic term of the form b_, (X 2 + y2) will be
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used in place of the terms involving b6, bT, and bs in
SPS 37-31. The formula defining the parabola in the C'
system will therefore be
Z = bs + b,X + b_Y + bg(X z + y2) (1)
It will be convenient to have an alternate parameteri-
zation of the form
[(X - a,) 2 + (Y- a2) z]
Z = a._ + 4f (2)
Here it is seen that f denotes the focal length, (al, a_, a3)*
is the vertex of the paraboloid, and (al, a_, aa + f)* is the
focus. By matching coefllcients of like terms in Eqs. (1)
and (2), one obtains
b4
a, -- (2b:,) - -2b4f
a2 --
b5
- -2bd
(2b,)
b_ + b _-
° - b,, - (b _,+ b_)f
a:, = b3 (4b:,)
For later use, we give the matrix of partial derivatives
O(al, ae, a:,,f)
_(b,_,b4,b_,b:,)
0 -2f 0 -4axf
0 0 -2f -4a.d
1 al a_, a_ + a_
0 0 0 -4f 2
_E
(3)
Let 0 denote the angular separation between a data
point (X, Y, Z)* and the vertex (aa, a_, a3)* as subtended
at the focus (al, a2, as + f)*. The path-length error of the
data point is given approximately by
Q = (1 + cos 0) R
where R is the Z error of the data point. [Note: The
normal distance N from the paraboloid to the data point
(X,Y,Z)* is related to R and Q by the equations
N = R cos (0/2) and Q = 2N cos (0/2).]
Let c denote cos 0. Then c is the third component of a
unit vector directed from the data point (X, Y, Z)* to the
focus (al, a2, a3 + f)*; i.e.,
(as + f -- Z)
C--
P
where
p = [(a, --/)z + (a2 -- Y)_ + (as + f-- Z)_] '_
From c2p _ - (as + f - Z) _ = 0, there follows
cp2dc + c z (ax - X) (da_ - dX) + c "_(a._ - Y) (da, - dY)
+ (c _ - 1) (as + f - Z) (da_ + df - dZ) = 0
and, therefore,
Oc _ _c _c(X--a 0
"Oa, _X pZ -- c_
_c _c c (Y - a_)
_a__ _Y io 2
Cz
8c _ 8c __c_(c _-l)(z-as-f)
_a:_ 8Z _f co 2
-- C3
2. Organization of the Above Results
for Computation
To incorporate the above results into a computational
procedure having the same structure as the procedure
specified in SPS 37-31, it is appropriate to separate the
computation into three parts as follows:
a. Quantities depending on b but not on p. Compute
the matrices A, A_, and A, as in SPS 37-31.
1
f - (4b,_)
a, = - 2b _f
a._ = - 265f
as = b._ -- (b_ + b_) f
[eii] = E = matrix given in Eq. (3)
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b. Path.length function Q ( b, p ). Compute X, Y, Z, and
R as in SPS 37-31.
"X: X-al
_-=-Y-a..,
o = +'Y-'+
Z
C--
p
0 = (1 +c)R
c. Partial derivatives of Q. Let Q_ denote _Q/_b_,
i = 1,2,3,4,5,9.
c7
Cl _ ""Z',
P-
cY
C.._
p-,
(c _ - 1) Z
C:_ -- Cp'-'
c.=c+l
Compute X, Yi, and Z_, i -- 1, 2; and Ri, i = 1, 2, 3, 4, 5, 9,
as in SPS 37-31.
Q, = CoR1 + R(-ClX1 - c2Y1 -- C3Zl)
Q_ = coR.,_ + R(-clX2 - c.J2 - c3Z,.)
Q:, = coR3 + Rc:,
Q, = coR, + R (c_e12 + c_e3,_)
Q_, = c,,R,_ + R (c._e_.3+ c:,e:,:,)
Q,, = c,,R,, + R [c,el_ q- c2e..,_ + c3 (e3_ + e,,)]
3. Covariance Matrix for a,, a_, a_, and f
Let/b = (b,,b,_,b3, b,,b_,b,) and _ = (b,, b,.,, a,, a2, a3,[).
Let T denote the 6 X 6 matrix
EI010 E
where
[1°1I= 0 1
A
and E is the 4 X 4 matrix of Eq. (3). Then, d_ = Tdb.
The covariance matrix of d_a, and thus of _, is given by
T [cov (_)] T*. The computation of eov (_) is specified in
SPS 37-31.
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PROJECT ENGINEERING DIVISION
III. Environmental Requirements
A. A Microbiological Survey of
Hughes Aircraft Company
Facilities Involved in the
Assembly and/or Testing
of Surveyor Spacecraft
J. J. McDode, A. S. Irons, and V. J. Magistrale
Information on the levels of microbial contamination
within spacecraft assembly and testing areas is not avail-
able. The study reported here represents an accelerated
program designed to determine the levels of microbial
contamination present within the Hughes Aircraft Com-
pany (HAC) facilities involved in the assembly and/or
testing of Surveyor spacecraft. Emphasis was placed on
the microbial contamination of surfaces in an attempt to
determine the number of viable aerobic microorganisms
that may accumulate on initially sterile surfaces over an
8-wk period. A limited number of air samples were col-
lected to obtain an estimate of the number of viable
particles that are rendered airborne during the entire
course of a routine work day.
1. Experimental
a. Areas within HAC that were sampled. Fig. 1 is a
schematic representation of the five HAC buildings sam-
pied. As shown, 14 surface-sampling sites were selected to
determine the levels of microbial contamination that may
accumulate within these buildings over an 8-wk period.
Eight air-sampling sites may also be identified in Fig. 1.
The location and number of surface- and air-sampling
sites were determined by a number of factors, including
the size of the area to be sampled, the number of persons
working in the area, and the type of work being done
in the area.
b. Collecting (microbial-fallout.sampling) surfaces.
Sterile stainless-steel strips (1 × 3 in.) were used as the
microbial-fallout-sampling surfaces.
c. Preparation and sterilization of the stainless-steel
strips to be exposed in the HAC facilities. The strips
were cleaned by: (1) washing in hot tap water containing
detergent, (2) rinsing with hot distilled water, (3) rinsing
with isopropyl alcohol, (4) rinsing with ether, and (5)
allowing to drain dry.
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BUILDING 350 (SPACECRAFT ASSEMBLY AND TEST AREAS)
(D)@
(C)
(B) SPACECRAFT (E}
(At (F)
SPACECRAFT I
PAINT ROOM
(G)
BUILDING I10 (ELECTRONIC
ASSEMBLY AREA)
(A)
DOOR
! I
BUILDING :565 (ENVIRONMENTAL
TEST AREA)
I
IiSCREENROOM
VIBRATION _ II (TIT)
SIMULATOR'---" I
THERMAL-VACUUM (B)
CHAMBE_
(II)
BUILDING 5 (INTEGRATED ASSEMBLY AND TEST FACILITY)
TEST AREA FOR ELECTRONIC ASSEMBLY AREA
ASSEMBLED (A)UNITS
(C) DOOR (I)
(B)
(_r)
BUILDING 21 (ENVIRONMENTAL
TEST AREA)
(A) I....
LETTERS IN PARENTHESES INDICATE LOCATIONS OF TRAYS CONTAINING STAINLESS-STEEL STRIPS;
NUMERALS IN PARENTHESES INDICATE AIR-SAMPLING SITES
Fig. 1. Microbiologi¢ol sampling sites ot the Hughes Aircraft Company
ROMAN
Metal baking sheets (10.5 X 14.5 in.) were used as
carrier trays for the strips. After cleaning, 20 strips were
placed on the bottom of each carrier tray as a monolayer
of strips. Fifteen trays were prepared (14 for the actual
sampling and one for a sterility control check). Each was
wrapped with a single layer of aluminum foil, taking care
to ensure that the top and sides of the tray were covered
and that the foil was not punctured in the process. The
wrapped trays were sterilized by exposure to dry heat
(175°C for 1.5 hr).
d. Environmental exposure of the sterile stainless-steel
strips. An aluminum-foil-wrapped tray was placed in
each of the 14 microbial-fallout-sampling sites shown in
Fig. 1. At each site, the aluminum foil was carefully
removed from the tray, and, if necessary, the sterile strips
were rearranged as a monolayer with sterile forceps.
Trays were placed at work height, i.e., at the same height
at which Surveyor spacecraft hardware was being assem-
bled and/or tested.
e. Procedure for assaying the number of viable micro-
organisms contained on stainless-steel strips after environ-
mental exposure. For each microbiological assay, 5
exposed strips were randomly selected from each of the
14 microbial-fallout-sampling sites. Each strip to be as-
sayed was placed in a separate, sterile, labeled bottle.
Sterile rubber stoppers were inserted into the tops of the
bottles, and the strips were hand-carried to the U. S. Pub-
lic Health Service Field Station at Phoenix, Arizona. Strip
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pickup schedules were selected to coincide with commer-
cial jet flights, and it was possible to begin microbiologi-
cal assay of the strips 3.0 to 3.5 hr after pickup at HAC.
To assay each set of five strips from each of the 14
sampling sites, 50 ml of sterile 1.0% peptone water was
added to each bottle containing an environmentally ex-
posed strip. Next, the bottle-peptone water-strip combi-
nation was mechanically shaken for 5 min. After shaking,
the five samples in each series were processed as follows:
(1) One of the five bottles in each series was put into
an 80°C water bath and heat-shocked (80°C for 15
min). After heating, the liquid contents of the bottle
were aseptically put into a sterile 150-mm-D Petri
plate. Then, 50 ml of sterile double-strength tryp-
ticase soy agar was added to the heated liquid, and
the contents of the Petri plate were carefully, but
thoroughly, mixed. Following mixing, the plates
were allowed to stand at room temperature until
the agar had solidified (approximately 15 rain).
(2) The remaining four bottles in the series were
processed as in (1) above, with one exception: the
heat-shocking step was eliminated; i.e., the liquid
contents were plated immediately after shaking.
All plates were incubated at 32°C for 72 hr. A prelim-
inary count was made after 40 hr of incubation, and a
final count was made after 72 hr at 32°C.
f. Procedure for collecting air samples. A Reyniers slit
sampler equipped with a 1-hr clock motor was used to
collect volumetric air samples. All samplers were cali-
brated to operate at a sampling rate of 1 ft 3 of air/rain.
The duration of each sampling period was 60 min (thereby
sampling 60 ft _ of air for each sample). Trypticase soy
agar was used throughout the air-sampling phase of the
study. All plates were incubated at 32°C for 72 hr. After
incubation, colony counts were made, and viable particle
recovery per unit volume of air was calculated and
recorded.
2. Results
a. Air-sampUng studies. Figs. 2-5 show the results of
the air-sampling studies conducted in HAC Building 350.
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Fig. 2. Results of air sampling in spacecraft assembly area, HAC Building 350, Site III
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Fig. 3. Results of air sampling in STEA-2 area, HAC Building 350, Site I (little or no activity
in area the entire day)
The spacecraft assembly and test area of Building 350 is
a Type I controlled area) As such, this area represents a
floor area of 36,000 ft z and houses a maximum of 200
persons. Personnel in the area are required to wear caps
and gowns. The area has stratified air control [(2.5
ft3/min)/ft _ below the 10-ft level], a temperature range
of 72 ±5°F, and ambient relative humidity (RH).
of the area by 5 or 6 persons. Following removal of this
unit, personnel activity in the area diminished, and the
number of airborne viable particles also decreased. Since
there was very little activity in the STEA-2 area during
this sampling day, Fig. 3 tends to serve as a representa-
tion of the "background" level of airborne microbiological
contamination in this area.
Fig. 2 presents the results obtained during 9 hr of
continuous air sampling in the spacecraft assembly area
of Building 350. Surveyor spacecraft hardware was not
in the area. A rise in the number of airborne viable par-
ticles frequently resulted from an increase in personnel
activity in the area. Vacuum cleaning, rug changing, and
heavy corridor traffic all tended to increase the number
of airborne viable particles. The highest number of viable
particles/ft 3 of air in this area was 3.5.
Fig. 3 presents the air-sampling results obtained at the
System-Test Equipment Assembly (STEA) 2 area of
Building 350 during the course of a relatively inactive
working day at this sampling site. Throughout the entire
day, the number of airborne viable particles rarely ex-
ceeded 1.5/ft :_of air. Near tile end of the work shift, the
airborne viable particle count rose to 2.5/ft :_of air during
a short period when an electronic console was moved out
1As defined in Surveyor Project Bulletin No. 24, Hughes Aircraft
Company, November 10, 1964.
The results of air sampling in the STEA-2 and STEA-3
areas during a normal working day are shown in Figs. 4
and 5, respectively. The general observation that an in-
crease in personnel activity is followed by an increase in
the number of airborne viable particles appears to apply
to both of these areas. The highest number of airborne
viable particles in both areas was approximately 6.5/ft _
of air.
Fig. 6 contains the air-sampling results obtained in
HAC Building 5, which is a Class I clean room. 2The floor
area is 12,056 ft z, and 90 to 120 persons occupy the area.
The following environmental conditions are maintained:
temperature range of 72 to 73.5°F, 35 to 40% RH, and
10 air changes/hr. In Fig. 6, a rise in airborne viable
particles may be seen as persons entered the room to start
the morning work shift. Again, the number of airborne
_According to Stmulards and Guidelines for the Design and Opera-
tion o[ Clean Rooms and Clean Work Stations, U.S. Air Force
Technical Order 00-25-203, March 1, 1961.
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Fig. 4. Results of air sampling in STEA-2 area, HAC Building 350, Site I (area fully active; normal
amount of spacecraft testing conducted)
viable particles tended to be related to the degree of
personnel activity within the room.
Table i gives the results of air sampling in the corridor
outside the integrated assembly and test facility, Build-
ing 5. The Reyniers sampler was located 5 ft from the
floor and approximately 6 ft from the time clock. As may
be seen in Table 1, there was a sharp increase in the
number of airborne viable particles from 08:15 to 08:45.
During this period, corridor activity, especially activity
around the time clock, was extremely high. As corridor
traffic and activity diminished, a decrease in airborne
viable particles occurred.
types of environmentally controlled areas in this build-
ing. The environmental test area (Sites I and II) is a
Type II controlled area, 3 and the screen room (Site III)
is a Type I controlled area? As indicated in Table 2, the
number of airborne viable particles rarely exceeded 1.0/ft 3
of air in the Type II area of this building. Air control in
this area is stratified, having (4 ft3/min)/ft 2 below the
10-ft level.
From a limited sampling of 120 ft 3 of air from Site III,
it appears that airborne viable particle count never ex-
ceeded 0.3/ft 3 of air in this area. The screen room was
vacant during sample collection; also, the air flow within
Table 2 summarizes the results of the air-sampling
studies conducted in HAC Building 365. There are two
3As defined in Surveyor Proiect Bulletin No. 24, Hughes Aircraft
Company, November 10, 1964.
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Table i. Results of air sampling in corridor outside integrated assembly and test facility, HAC Building 5, Site II
Sampling period
7.'(X)--7:15
7:!5-7:30
7:30-7:45
7:45-8:00
7.'00-8 .O0 overage
8..00-8:15
8:15--8:30
8:30-8:45
8:45-9:00
8.-00--9..00 average
Viable particle recovery"
Total number of
particles recovered
9
27
55
71
86
148
133
72
Average number of
particles/ft s of air
0.6
1.8
3.7
4.7
2.7
5.7
9.9
8.9
4.8
7.3
eSampllng rate of I ft I of eir/m|n.
Sampling period
9:00-9:15
9:15-9:30
9:30-9:45
9.,45-10.'00
9:00--10:00 average
10:00-10:15
10:15-10:30
10:30-10:45
10:45-11:00
10.-00-11 ..00 average
Viable particle recovery a
Total number of Average number of
particles recovered particles/ft 3 of air
43 2.9
35 2.3
18 1.2
40 2.7
2.3
14 0.9
29 1.9
21 1.4
19 i.3
1.4
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16 : O(
this area is quite turbulent. Since only a few samples
were collected during a period of operational inactivity,
the results described in Table 2 must be regarded as
provisional. In fact, all of the air-sampling results should
be regarded as preliminary results. To establish a firmer
description of the level of airborne viable particles in the
areas sampled, a detailed study over a period of at least
5 to 10 days of normal operational activity in all of the
areas would be necessary.
b. Accumulation of microorganisms on surJaces. To
conform with NASA standards/ the microbial recovery
from the stainless-steel strips is presented in Table 3 as
the number of viable aerobic mesophiles/ft z of surface. It
must be realized that the actual sampling surface was a
1- X 3-in. strip, representing 3 in. 2 of exposed surface. A
multiplication factor of 48 must be used to achieve the
'Interim Requirements for Bioclean Facilities, NASA Publication
(In press).
Table 2. Results of air sampling in HAC Building 365
Area sampled
Site I
Site II
Site III
Duration of
sampling, hr
Number of viable particles/ft a of aia
Range Average
0.2-1.2 0.6
0.2-2.3 0.6
0.14.3 0.2
final expression for the number of microorganisms/ft z
of surface.
Frequently, considerable variation occurred in the
number of viable aerobic mesophiles recovered from the
stainless-steel strips collected at the same sampling site.
An example of such variations is presented in Table 4.
It must be noted that this study was begun December
21, 1964. Thus, the stainless-steel strips were exposed to
only 2 days of normal operational activity during the first
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Table 3. Average number of viable aerobic mesophiles
accumulating on exposed surfaces within
HAC facilities _
Number of viable aerobic mesophiles/ft _ of surface b
Area sampled 1-wk 2-wk 4-wk 8-wk
Exposure Exposure Exposure Exposure
Building 5
Site A
Site B
Average
Site C
Building 21
Site A
Building 110
Site A
Building 350
Site A
Site B
Average
Site C
Site D
Average
Site E
Site F
Average
Average of
Sites A, B,
C, D, E,
and F
Site G
Building 365
Site A
Site B
Average
754
1440
1097
350
850
782
2352
1152
1752
802
1502
1152
1714
1982
1848
1584
456
1440
590
1015
2558
1206
1882
696
1570
998
5372
1028
3200
816
1632
1224
1086
974
1030
1818
678
1382
783
1083
1224
2988
2106
1040
3584
888
2412
3192
2802
1448
1752
1620
1920
1904
1912
2111
1696
7760
9168
8464
2160
2400
2280
3984
1500
3756
30,864
17,310
1956
3408
2682
2376
2256
2316
7436
816
1296
2256
1776
aOata presented here were obtained by multiplying the average count for each
1- X 3-in. stainless-steel strip by a factor of 48.
ball control strips were sterile.
CFinal results are not available for Building 110 since work in the area was
stopped after the fourth week of this study. The area was vacated, and the tray
of microbial-fallout-sampllng strips was inadvertently removed, thereby eliminat-
ing this sampling site.
week due to the Christmas holidays; a similar restriction
of normal activity was encountered during the second
week of the study due to the New Year's holidays. The
period from the second week to the eighth week repre-
sents a period of normal operational activity (5-day work
weeks) in all of the areas in which strips were exposed.
The data in Table 3 are presented graphically in
Figs. 7-10. Fig. 7 shows the number of viable aerobic
mesophiles recovered after 1, 2, 4, and 8 wk of exposure
in the STEA (2 and 3) areas of Building 350. As shown,
the microbial contamination on strips exposed in the
STEA areas seemed to stabilize within the range of 10 :_
(1000 to 9999) viable aerobic mesophiles/ft _ of surface.
The 8-wk plot for Site B represents the recovery from a
Table 4. Variations in the number of viable aerobic
mesophiles recovered from stainless-steel strips
collected at the same HAC sampling sites
Total number of viable aerobic mesophiles/ft 2 of surface
Area sampled 2-wk Exposure 4-wk Exposure
Range Average a
Building 5,
Site A
Building 5,
Site B
Building 21,
Site A
Building 365,
Site A
Building 350,
Site E
Range Average a
432-5520 2558
480-2688 1206
960-1920 1570
432-2112 1382
384-2016 1086
624-1968 1224
384--4896 2988
2544-4608 3584
1440-19,536 7760
1536--2544 1920
¢Four 1- X 3-in. stainless-steal strips were assayed in order to form the average.
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Fig. 7. Total number of viable aerobic mesophiles
accumulating on surfaces exposed within the
STEA-2 and STEA-3 areas, HAC Building 350,
Sites A, B, C, and D
single strip; several strips exposed at this site were acci-
dentally contaminated, thereby deleting them from the
number available for the final microbiological assay. Each
of the other plots represents the average value obtained
from four strips. With the exception of the 8-wk plot for
Site B, the number of viable aerobic mesophiles recovered
on surfaces exposed within the STEA areas ranged from
about 1500 to 3500/ft _ of surface throughout the study.
This leveling-off, or "plateau," in surface contamination
has been observed by other investigators in other areas
in this country (Refs. 1-3).
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Fig. 8 shows the number of viable aerobic mesophiles __ 4
recovered after 1, 2, 4, and 8 wk of exposure in the space-
craft assembly area (Sites E and F) and in the thermal -_' z
paint room (Site G) of Building 350. Each plot represents _ _o4
the average value obtained from four strips. A Surveyor r..,:_ 6
spacecraft was in the assembly area during the first week o_,,,fl0_-) 4
o_of the study, after which it was moved out of the area. ,,,_.
Later, from the fourth to the eighth week of this study, _= z
another Surveyor spacecraft was being assembled in this _ '°_
area. The microbial contamination on surfaces exposed in _ s
the spacecraft assembly area again appeared to stabilize _ *
tic
at a level of 103 (1000 to 9999) viable aerobic meso- _ z
philes/ft _ of surface throughout the study, z= ,o2
0
Fig. 9 represents the results obtained in the environ-
mental test areas, Buildings 21 and 365. After 4 wk of
exposure, the number of viable aerobic mesophiles/ft 2 of
surface was at a peak. From the second to the fourth
week, Surveyor spacecraft were being environmentally
tested in Building 365; however, during the fourth to
eighth week, the amount of environmental testing of
Surveyor spacecraft in this area was considerably reduced.
The floor in Building 21 was being resurfaced during the
8 wk of this study; therefore, no comment shall be
made on the levels of microbial contamination accumu-
lating on surfaces exposed in this area. As seen in Fig. 9,
the degree of microbial surface contamination in these
areas again appeared to stabilize at a level of 103 viable
aerobic mesophiles/ft 2 of surface.
0 SITE A, BUILDING 21 -
7 SITE A, BUILDING 565
A SITE B, BUILDING 565
[] AVERAGE OF SITES A AND
B, BUILDING 365
I 2 3 4 5 6 7
EXPOSURE TIME, wk
Fig. 9. Total number of viable aerobic mesophiles
accumulating on surfaces exposed within the
environmental test areas, HAC Buildings 21,
Site A, and 365, Sites A and B
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/
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Fig. 10. Total number of viable aerobic mesophiles
accumulating on surfaces exposed within the
integrated assembly and test facility,
HAC Building 5, Sites A, B, and C
The results obtained for surfaces exposed within Build-
ing 5 are presented in Fig. 10. Again, each plot represents
the average value obtained from four stainless-steel strips.
Sites A and B were located within the clean room, and
Site C was located in an equipment checkout room adja-
cent to, but separated from, the clean room. The number
of viable aerobic mesophiles/ft z of surface collected at
Site C appeared to increase progressively throughout the
study period. However, the number of viable aerobic
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mesophiles accumulating on surfaces at Sites A and B
appeared to reach the range of 103 (1000 to 9999)/ft 2 of
surface and tended to remain at that level throughout
the study.
Fig. 11 presents the results obtained for the heat-
shocked (80°C for 15 min) samples. Each plot represents
the average results obtained from 1 (Building 21) to 6
(Buildings 5 and 365, average from 2; Building 350, aver-
age from 6) stainless-steel strips. Except for Building 21,
all of the areas had a microbial spore population ranging
from about 100 to 400 spores/ft 2 of surface throughout
the study. However, only a limited number of samples
were assayed, and, therefore, these results should be
regarded as being provisional.
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Fig. 11. Total number of viable aerobic spores
accumulating on surfaces exposed within four
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3. Discussion
From the limited number of air samples collected, it
would seem that there is no correlation between the air-
sampling data and the surface-sampling results. The
surface-sampling data (Fig. 9) indicate that Building 365,
when compared with the other HAC buildings sampled,
had high levels of microbial surface contamination. How-
ever, the amount of airborne viable particulate matter in
Building 365 (Table 2), when compared with that in the
other HAC buildings sampled, appeared to be the lowest.
It must be realized that the two methods of sampling
microbial contamination are different. The Reyniers slit
sampler measures the number of viable particles that are
suspended in air during a specific sampling interval. The
stainless-steel strips measure the number of viable par-
ticles that sediment from airborne suspension, as well as
the subsequent survival and accumulation of such sedi-
mented particles. Furthermore, the methods of microbio-
logical assay do not produce the same type of results. For
example, perhaps large particles containing many viable
microorganisms were shed into the environment by HAC
personnel. Such particles would, if large enough, settle
out of airborne suspension rapidly. If such a large par-
ticle was collected by the Reyniers sampler, only one
colony would result, even though the particle contained
many viable microorganisms. However, if the same parti-
cle landed on a stainless-steel strip, subsequent microbio-
logical analysis by shaking the strip in liquid medium
might fragment the large particle into clumps of smaller
particles, each containing viable microorganisms. After
plating and incubation, an increased number of colonies
would be detected from the strip sample. Therefore, the
air-sampling data are expressed as the number of viable
particles/ft 3 of air, and the stainless-steel strip data are
reported as the number of viable microorganisms/ft 2 of
surface.
The degree of environmental contamination recovered
is also determined by the microbiological sampling
method used. As personnel density increases in the vicin-
ity of a Reyniers slit sampler, "clouds" of microbiological
aerosols may be generated. Collection of such aerosols
would result in proportionately high levels of airborne
viable particles. However, the deposition of such aero-
solized particles onto stainless-steel strips might yield an
entirely different set of results. Environmentally exposed
microorganisms are subjected to a number of conditions
that may have an effect on the survival of a given species.
A number of studies (Refs. 4-13) have shown that vari-
ables such as temperature and RH, desiccation, exposure
time, species, age, and number of exposed microorgan-
isms, as well as the availability of nutrient materials, all
play a role in the survival or "die-away" of microorganisms
exposed to the environment. In general, the environ-
mental conditions within most enclosed areas tend to be
selective for the survival of the more resistant types of
microorganisms, such as the spore-forming species. Thus,
the number of viable microorganisms recoverable from the
stainless-steel strips after any given exposure period is
dependent upon a variety of conditions.
From the data obtained, it would appear that a plateau
in the level of microbial surface contamination was
reached during the course of the study. With the excep-
t-ion of one isolated strip, the average values for the
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number of mieroorganisms/ft z of surface fell within the
103 (1000 to 9999) range. Fluctuations in microbial surface
contamination occurred within the 108 range, and there
was suggestive evidence that, at one site (Fig. 10, Build-
ing 5, Site C), the microbial surface contamination in-
creased progressively throughout the 8-wk study period.
At present, no explanation is available for the occurrence
of this plateau in microbial surface contamination. A few
speculative reasons might be offered from the limited
data obtained in this study; however, such speculations
would require a detailed and extended study for con-
firmation. Perhaps the study discussed in SPS 37-29, Vol.
IV, pp. 8-13, will provide more information in this area.
Finally, it should be mentioned that the air-sampling
and spore-recovery phases of this investigation were not
included in the NASA request for a microbiological sur-
vey of HAC. NASA requested JPL to obtain a "quick
estimate" of the total number of aerobic microorganisms
that might accumulate over a 4-wk period on initially
sterile surfaces exposed within HAC facilities. However,
since the first 2 wk of the study involved sample collec-
tion during atypical work weeks, it was decided by JPL
to extend the study an additional 4 wk, resulting in an
8-wk study. Furthermore, the JPL sampling team'ex-
panded the microbiological assaying procedure in order
to obtain some preliminary data on the microbial spore
population that accumulated on the microbial_fallout-
sampling surfaces. The JPL sampling team also collected
a limited number of air samples in an effort to obtain an
estimate of the number of airborne viable particles gen-
erated within several of the HAC facilities during the
entire course of a routine work day.
Due to a multiplicity of factors, the study was con-
ducted along the lines of a survey, and, therefore, only a
limited number of microbiological samples could be col-
lected and/or assayed. Thus, the data obtained in this
study must be regarded as preliminary information. Yet,
the results obtained appear to successfully terminate the
investigation. Other useful information, in addition to
that sought by NASA, was obtained during the study.
Taken collectively, the results from this survey might also
be used as guidelines to develop a future microbiological
sampling program if a need for more definitive results
should arise.
4. Summary
The study reported here represented an accelerated
program initiated by JPL at the request of NASA to
obtain an estimate of the levels of microbial contamina-
tion present within the HAC facilities involved in the
assembly and/or testing of Surveyor spacecraft. Useful
information, in addition to that requested by NASA, was
obtained and should serve as guidelines for future micro-
biological surveys.
Due to a number of factors (e.g., urgency of need for
the results; temporary lack of microbiological facilities at
JPL; difficulties in transporting a large number of samples
to the U. S. Public Health Service Field Station at Phoenix,
Arizona; and personnel limitations), only a limited num-
ber of microbiological samples were collected. Therefore,
the results obtained in this study must be regarded as
preliminary information. Definite conclusions cannot be
drawn from the data obtained; however, a few general
statements can be made concerning the surface-sampling
phase of the study:
(1) The total number of viable aerobic mesophiles
recoverable from test surfaces appeared to stabilize
and fall within the range of 103 (1000 to 9999)/ft 2 of
surface over the study period.
(2) The total number of viable aerobic spore-forming
mesophiles recoverable from a limited number of
the test surfaces appeared to stabilize and fall
within the range of 102 (100 to 999)/ft 2 of surface
over the study period.
The number of airborne viable particles appeared to be
dependent, at least in part, on the number of personnel
and type of activity occurring within the area. However,
no conclusions should be made from the very limited
amount of air-sampling data obtained during this survey.
B. Microbiological Analysis
Techniques for Spacecraft
Sterilization
L.L. Reed
The ability to demonstrate the presence or absence of
viable (living) microorganisms is basic to the development
and specification of sterilization and decontamination
procedures. Demonstrating the presence of viable micro-
organisms when they are present in large numbers is a
relatively easy task. However, the ease of demonstration
35
JPL SPACE PROGRAMS SUMMARY NO. 37-32, VOL. IV
decreases as the numbers of viable microbial cells de-
crease; therefore, proving the presence of small numbers
of living ceils becomes an extremely difficult task, and
demonstrating the complete absence of life is perhaps
impossible, at least by using the present state-of-the-art
sterility tests.
Sterility testing procedures currently used are based
upon the growth response of microorganisms when placed
in an environment of growth conditions assumed to be
satisfactory for viable cells. There are many perplexing
problems, both physical and biological, that complicate
sterility test procedures. One of the greatest problems is
freeing the microbial cells from interfering materials so
that they are given the maximum opportunity to utilize
the growth environment. This is an especially perplexing
problem when attempting to analyze the microbiological
content of solid spacecraft parts and materials. For nearly
all solid materials, some method of diminution or pulveri-
zation is required to free entrapped microbial cells. In
such methods, the size of the resulting particles becomes
an important factor in determining the number of cells to
be exposed to the growth environment.
Past investigations on the microbiological analysis of
spacecraft parts have utilized a number of pulverizing
techniques employing such implements as a hammer,
pliers, drill, mortar and pestle, and blender (Ref. 14).
Microbiological results were reported on the basis of
growth or no growth from the cultured pulverized mate-
rial. It is unfortunate that many individuals interpreted
the "no growth" report as sterility. It is obvious that the
methods used produced a wide variety of particle shapes
and sizes, indicating the distinct possibility that the par-
ticles could still harbor many viable cells which have
average diameters of the order of 0.5 to 1.0 t_.
There are no standardized procedures for the micro-
biological evaluation of spacecraft parts and materials,
and the use of methods such as those mentioned above
leaves considerable doubt as to the correlation of data
derived from different studies and, in fact, within a given
study. If meaningful data are to be generated for use in
developing spacecraft sterilization procedures, it is neces-
sary to employ reliable standardized microbiological
evaluation procedures. A sterility test which would pro-
vide an absolute answer concerning the sterility of solid
materials should: (1) provide maximum opportunity for
every viable cell to demonstrate, in some manner, its
viability; and (2) negate ambiguity due to various physi-
cal and biological factors. The practical sterility tests in
use today do not completely satisfy the requirements of
the ideal test, and it appears unlikely, at present, that a
practical test will completely recover all viable microbial
contamination from the interior of spacecraft solids. How-
ever, it is possible to improve the techniques by including
some degree of quantitation so that numerical values can
be assigned to levels of viable microbial recovery. The
knowledge obtained from an investigation of feasible
methods for recovering viable cells from the interior of
solids should form a microbiological basis for: (1) devel-
oping adequate research techniques for the spacecraft
sterilization research program; (2) developing required
procedures for the clean assembly and sterilization of
spacecraft; and (3) establishing reliable microbiological
assay techniques for monitoring the clean assembly and
sterilization of spacecraft.
The Dynamic Science Corporation of South Pasadena,
California, under contract to JPL, has been investigating
and evaluating various methods that might be applicable
for the detection of small numbers of viable microbial
cells in the interior of solids. The investigation included
not only the evaluation of possible detection methods,
but also the evaluation of commonly used comminution
methods that would free the microbial cell from its en-
casement in a solid. The following discussion constitutes
a terminal report of the completed contract work. The
investigation consisted of the following four study phases:
(1) methods for the detection of viable microorganisms
in solid materials, (2) methods for freeing viable micro-
organisms from solid materials, (3) applicability of drill-
ing and sectioning for freeing microorganisms from
encasement, and (4) reliability of drilling and cultural
methods for detecting viable microorganisms in solid
materials. This article covers Phases 1 and 2.
1. Methods for the Detection of Viable
Microorganisms in Solid Materials
The objective of this study phase was to examine feas-
ible detection methods which will distinguish between
living and dead cells, detect small numbers of viable
microorganisms, and perhaps have an added advantage of
rapid detection. The following methods were investigated:
a. Counting of stained cells. In the study of staining
procedures, attention was focused on those techniques
which appeared most likely to meet the requirement of
being sufficiently specific to differentiate, without ques-
tion, between viable and non-viable cells when only
small numbers of cells are present (Ref. 15). Staining
procedures may be divided into fluorescent techniques
(Refs. 15, 16, and 27), which utilize ultraviolet light to
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observe fluorescence, and non-fluorescent techniques
(Ref. 22), which use visible light to observe the color of
the stained cells. The non-fluorescent methods do not
appear to be sufficiently specific to always differentiate
between viable and non-viable spores and vegetative or
non-sporous cells. The fluorescent techniques appear to
have a greater sensitivity, and, therefore, the study of
staining was centered on procedures using the following:
dimethylchlorotetracycline, primuline, acridine-orange,
and auramine-O.
Spore suspensions of approximately 109 spores/ml were
used in the staining techniques and were prepared from
dry spore preparations of Bacillus subtilis var. niger. Both
viable and non-viable spores were used. The non-viable
spore suspensions were prepared by exposing viable
spores to ethylene oxide, steam autoclaving, dry heat, and
chlorine gas. The spores were prepared on glass slides,
stained according to standardized techniques, and ob-
served by ultraviolet fluorescent microscopy.
The results of the fluorescent staining study are sum-
marized in Table 5. It appears that there is a slight in-
crease in fluorescence intensity of dry-heat-killed spores
when compared to viable spores or spores killed by other
means. However, the differential staining reactions of the
four procedures are not significant enough for practical
application in sterility testing. Although these techniques
did not allow adequate distinction between viable and
non-viable contamination inside solids, detection of con-
tamination inside solids is possible, and it appears feasible
that staining techniques, used in combination with other
sterility test techniques such as culturing, can increase the
sensitivity for detecting contamination.
Table 5. Relative fluorescence of Bacillus subtilis var.
niger spores treated with fluorescent dyes
Spore suspension Auramine-0
use_
Relative fluorescence"
Dimethylchloro- Primu- Acridine-
tetracycline line orange
used used used
+++ ++ +
+++ -- +
++++ +++ ++
+++ -- +
+++ -- +
Viable + + -l-
Non-viable + -I- -I-
Steam-autoclaved
Exposed to dry + + +
heat
Exposed to chlo- + + +
rine gas
Exposed to ethyl- + + +
ene oxide
aFluorescence intensity was judged semicluantltatlvely as "-I- through _-t--_---t-.
b. Measurement of the electrophoretic mobility of cells.
The second method examined was that of electrophoresis,
or the migration of fluid-suspended particles under the
influence of an electric field (Refs. 17, 19, 21, and 23).
When particles with an electric charge are placed in an
electric field, they will move toward one or the other of
the poles, depending upon the net charge of the particle.
Particles with different net charges will move with differ-
ent velocities; thus, separation of particles can be attained.
The electrical-charge-to-mass ratio of cells is affected
by life processes, and the metabolic processes within a
living cell maintain an electrical charge on the cell of a
characteristic type and magnitude. Presumably, the
charge on a non-viable or dead cell is different from that
on a viable cell; thus, when populations of both living
and dead cells are suspended in a fluid in an electrical
field, the two types of cells will exhibit different mobilities.
The ratio of the mobilities of these two types of cells is
usually measured. The distance through which a particu-
lar particle moves under the influence of an electric
current is proportional to the time and to the potential
gradient at the particle's location. The potential gradient,
in turn, depends upon the current, the conductivity of the
solution, and the cross-sectional area of the solution at
this point. The proportionality constant is known as the
electrophoretic mobility.
A rectangular microelectrophoresis cell was used in
this study, and the mobility of the microbial cells was
observed with a microscope with a >(200 to )< 1000 mag-
nification. Using a calibrated ocular micrometer, migra-
tion velocities were determined by focusing on a given
cell and measuring the time required for it to traverse
a given distance. In an electrophoresis cell of the type
used, the actual velocity of the microbial cell will be
composed of two components: One is the result of the
actual electrophoretic forces on the cell, while the other
is due to the fluid motion within the electrophoresis cell.
This latter motion, termed the electro-osmotic streaming
effect, results from the effect of the electrical field on the
suspending fluid. For a closed cell such as an electro-
phoresis cell, the velocity due to electro-osmotic stream-
ing is a maximum on the centerline in one direction and
is in the opposite direction along the walls.
The streaming velocity is zero at some plane between
the centerline and the wall of the chamber or cell. This
is the stationary plane, and the microscope must be fo-
cused in it since any motion of particles along this plane
is due primarily to electrophoretic mobility. At certain
pH values, the net electrical charge on a given bacterial
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cell is zero. When the cells are suspended in a fluid at this
pH, they do not exhibit electrophoretic mobility; the pH
at which this occurs is known as the isoelectric point.
Increasing the pH on either side of the isoelectric point
generally results in increased velocities of migrating cells.
Viable and non-viable spores of Bacillus subtilis var.
niger were used to evaluate the ability of electrophoresis
to differentiate between living and dead cells. Non-viable
spore preparations were made by exposing viable spores
to one of the following: ethylene oxide, pressurized steam,
dry heat, chlorine, and formalin. Migration velocities of
both living and dead spores were observed for varying
pH levels above and below the isoelectric point, which
was 2.5.
No reproducible differences between the viable and
non-viable spores were indicated. On the basis of this
study, it was concluded that the electrophoresis of living-
and dead-cell preparations did not show differences of
sufficient magnitude to provide a useful means for differ-
entiating between viable and non-viable cells. A more
sensitive means for measuring electrophoretic mobility as
a function of pH would require refinement of the appa-
ratus and techniques. However, based upon these experi-
ments, it appears doubtful that even refinement will
produce a sufficient magnitude of difference between
living and dead cells to make electrophoresis a practical
method for detecting small numbers of viable cells.
c. Autoradiography of cells exposed to a radioactive
metabolite. A third method examined for its ability to
detect viable cells was autoradiography. A cell which is
metabolizing, but not necessarily reproducing, can be
induced to "take up" metabolites labelled with certain
radioisotopes, and thereby the cell becomes radioactive.
By using autoradiography techniques, labelled cells can
be induced to identify themselves by exposure to a photo-
graphic plate (Refs. 18 and 25). Autoradiography depends
upon placing the labelled organism into intimate contact
with a photographic emulsion that is sensitive to weak
beta radiation. The emitted beta rays strike silver crystals
in the emulsion, producing opaque "squiggles" at the
site. The pattern of the opaque silver after development
should be similar to the shape of the microorganism.
When the sample is stained, the silver grain will be ob-
served within the cell's boundary when examined micro-
scopically.
in individual tests. Tritiated (radioactive) thymidine, at a
level of 6.25 _C, was added to separate suspensions of
viable and non-viable cells in populations of 108 cells/ml
of buffer-containing calcium chloride, dipicolinic acid, and
tris. Similar cellular preparations were made without
radioactive thymidine. The prepared samples were incu-
bated for varying periods of time from 10 min to 6 hr.
At the end of the incubation period, the suspension was
centrifuged, and the resulting pellet of cells was resus-
pended in 5-ml quantities of sterile distilled water and
again centrifuged. The pellet was then applied to a glass
slide and spread in a thin film at the center of the slide.
Following drying, the spores were fixed to the slides by
dipping into a 1_ solution of cellodion (ether:alcohol,
1:1) and thoroughly drying. A small drop of 1:1 egg-
albumin-glycerine solution was then spread over the sur-
face containing the spores. In the dark room, the dry
slides were dipped in a photographic emulsion of East-
man Kodak Company's NTB-2 and NTB-3, drained, and
allowed to dry in a vertical position. The thickness of the
emulsion was determined to be approximately 4/_. The
slides were stored in a light proof container for 2 to
5 wk. After storage, the slides were developed with East-
man Kodak Developer DK 72.
Microscopic examination of the developed slides
showed that, except for two cases, there was no evidence
of thymidine on the autoradiographs. The two exceptions
were slides that were in storage for the maximum time
and, thus, the maximum time in contact with the emul-
sion. However, even in these cases the results were very
weakly positive, and it was difficult to observe more than
an occasional clump of several spores.
Based upon this study, it is concluded that autoradiog-
raphy has very little potential as a technique for sterility
testing of spacecraft components. In addition to the ap-
parent low "take up" of radioactive thymidine by the
spores, the presence of particles from a pulverized solid
would create additional problems, because these parti-
cles would prevent the required intimate contact of the
radioactive cell with the photographic emulsion. There
is also a very real probability of artifacts resulting from
particles binding the radioactive material. There appear
to be too many disadvantages to this technique for use
as a practical means of detecting microorganisms, espe-
cially spores.
To test autoradiography as a feasible method for detect-
ing small numbers of viable microorganisms, viable and
non-viable spores of Bacillus subtilis var. niger were used
d. Measurement of electron spin resonance. The fourth
method examined as a possible means for detecting viable
cells was the measurement of electron spin resonance
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(ESR). The ESR phenomenon is the result of the absorp-
tion of energy by unpaired electrons under the influence
of a magnetic field. ESR is concerned with the magnetic
moments of unpaired electrons. Electrons have a spin-
ning motion, and, since they are electrically charged, a
magnetic field is created. When a spinning activated elec-
tron is subjected to a magnetic field at right angles to the
main magnetic field which is pulsating, the frequency of
the pulse is the same as the frequency of precession. Inter-
action will then occur which changes the orientation of the
electrons, and energy is absorbed. The absorbed energy
can be detected by the use of an ESR spectrometer.
Unpaired electrons appear to be essential components
of living organisms by virtue of their necessary role in
biological oxidation-reduction mechanisms (Refs. 20 and
24). The first evidence that unpaired electrons were associ-
ated with free radicals of metabolic origin was reported
for lyophilized samples of microorganisms and tissues of
plants and animals. Extremely sensitive instrumentation is
required for the detection of ESR, since the free-radical
concentration in most microbial systems is very low. The
major sources of unpaired electrons in living systems in-
clude flavins, cytochromes, hemoglobin, myoglobin, cer-
tain photosynthesis enzymes, and perhaps desoxyribonu-
cleic acid following excitation (Ref. 28).
In exploring the use of ESR as a feasible means for
detecting viable cells, spores of Bacillus subtilis var. niger
were placed in each of several quartz glass tubes. The
spore population per tube was approximately 2.5 X 101°.
In a similar manner, yeast cells were placed in quartz
tubes at a concentration of approximately 5 X 109 cells/
tube. The yeast cells and bacterial spores in a number of
the tubes were treated with germicidal agents such as
ethylene oxide, ethylene imine, and peracetic acid (40_).
The results of ESR detection were that both the treated
and untreated bacterial spores gave a very strong signal
(in excess of i my). The yeast gave a weak signal that was
the same for treated and untreated cells. Gentle heating
of the tubes produced a darkening of the contents and an
increase in signal; however, the same effect of heating
and charring occurs with sugar.
If it were possible to use ESR as a reliable means for
detecting viable cells in solid materials, it would offer the
possible advantage of non-destructive testing. Unfortu-
nately, these studies indicate that it is not possible to reli-
ably distinguish between living and dead cells, or even
between charred material and living material. The ampli-
tude of the ESR signal in rapidly metabolizing and dead
cells is not sufficient to be useful, even as a "screening"
method.
In addition to the problems for biological materials,
there are many solids of non-biological origin which pro-
duce strong, and consequently interfering, ESR signals.
Therefore, it must be concluded that ESR spectroscopy is
not a useful method for the detection of microorganisms,
living or dead, in solid materials.
e. Culturing or growing of cells. The last method inves-
tigated was the culturing (growth) technique commonly
used for sterility tests. Growth techniques have been the
most reliable means of demonstrating the viability of
microorganisms. The methods basically depend upon the
ability or inability of an organism to reproduce when
placed under assumed optimal conditions for growth and
reproduction. Microorganisms which can reproduce make
their presence discernible by increasing in numbers of
new ceils. This type of sterility test, which measures only
the ability of the microorganism to reproduce and not its
ability to metabolize independently of reproduction, may
not be sufficient for evaluating spacecraft sterility. It is
known that certain microorganisms in pharmaceutical and
food products do continue metabolic processes and pro-
duce toxic by-products without increasing their numbers.
It is a very real possibility that viable cells may be present
in materials being tested, but are unable to reproduce and
increase their numbers because of a number of factors
(e.g., lack of proper nutrients, improper incubation condi-
tions, presence of toxic materials, and sub-lethal cellular
injury). Proper conditions can be created for specific mi-
croorganisms, but it is difficult to establish adequate
conditions for the large variety of microorganisms that
may be present. In general sterility testing, the latter
condition usually applies.
For this study, growth conditions were investigated,
and proper requirements were established for the organ-
isms used in the investigation. These organisms were:
(1) Bacillus subtilis var. niger, an aerobic spore-forming
bacterium; (2) Clostridium sporogenes, an anaerobic
spore-forming bacterium; and (3) Ulocladium sp., a fun-
gus. Several commercially prepared nutrient growth media
were screened, and it was found that satisfactory recov-
eries were obtained on trypticase soy medium for Bacillus
subtilis var. niger, thioglycollate medium for Cl. sporo-
genes, and Sabouraud's dextrose medium for Ulocladium
sp. Both room temperature (22 to 23oc) and 37°C were
used as incubation temperatures.
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f. Results of Phase 1. The results of the study on the
detection of viable microbial cells showed that the non-
culturing techniques do not reliably distinguish between
viable and non-viable cells. The culturing technique still
appears to be the best available method to detect viability,
even though many problems are encountered in the use of
this technique for general sterility testing of solid mate-
rials. One of the greatest problems in the microbiological
analysis of the interior of solids is the freeing of the cell
from its encasing material so that detection of the cell
can be optimized. This problem was considered in the
next phase of the investigation.
2. Methods for Freeing Viable Microorganisms
from Solid Materials
The primary objective of the second phase of the inves-
tigation was to develop a method for reliably freeing and
enumerating viable microorganisms from the interior of
solid materials with varying physical properties. As previ-
ously stated, the culture technique appears to be the best
available means to differentiate between viable and non-
viable microbial cells; therefore, this technique was
selected as the detection method to be used for the
remainder of the investigation. Detection of viable micro-
organisms by culturing requires that organisms increase
their numbers by undergoing cellular division. For a cell
to grow and divide, it must be in intimate contact with
essential nutrients from which energy and new cellular
material is derived. It is obvious that the cell must be free
of substances which would interfere with its metabolic
processes. Therefore, to adequately test for the presence
of viable cells within solid materials, the cell must be
freed of its encasement within the solid.
Basically, there are three methods that may possibly
free microorganisms from the interior of solid materials:
slicing, pulverizing, and dissolving. Dissolution of mate-
rials presents two major complex problem areas: (1) the
extreme variability in solubility o£ materials in various
solvents, and (2) the toxicity of suitable solubilizing agents
to the viable microorganisms that might be present. Thus,
it is apparent that dissolution is not a practical technique
for sterility testing of spacecraft components, although
it may have application in certain specific instances.
The techniques of slicing and pulverizing are, by no
means, free of problems. Perhaps the greatest problem is
establishing optimum particle size or slice thickness to
give the maximum number of viable cells the opportunity
to grow and reproduce under culturing conditions. A
purely theoretical curve is shown below to illustrate the
possible effects of particle size on the probability of re-
covery of viable ceils using a pulverizing technique on
solid materials.
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It is apparent that there is an optimum particle size for
maximum cell recovery. Increasing the particle size above
this optimum decreases the cell recovery due to the in-
creased probability that cells will be occluded. Decreas-
ing the particle size could also decrease the recovery due
to the increased probability of cellular death resulting
from the mechanical action of the pulverization.
The following four types of equipment were used to
comminute the solid materials used in the investigation:
a ball mill, a blender, a drill, and a mortar and pestle.
Four different types of pulverizing action are imposed on
the solids by these methods. The ball mill provides a
compressive impulse upon the solid, which tends to frac-
ture during compression. The drill basically affords a
cutting action on the solid, and the mortar and pestle pro-
vides a slow shearing force on solid particles. The pul-
verizing action of the blender is primarily the result of
particles fracturing during impact, but a certain amount
of shearing and cutting action may also be present.
The following materials were used in the exploratory
investigations on pulverization and the recovery of viable
microorganisms: (1) Paraplast (Brunswick Corporation,
St. Louis, Mo.), (2) Parlodion (Mallin Krodt Chemical
Company, St. Louis, Mo.), (3) Plaster of Paris, and (4)
4O
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Eccocoat IC2 (Emerson and Cuming, Inc., Canton,
Mass.). These materials, representing a variety of physical
characteristics, were selected in an attempt to simulate
the properties of spacecraft materials that might harbor
microbial contaminants. Specimens for examination were
prepared by inoculating the liquid suspension of each
material with spores of Bacillus subtilis var. niger and
mixing thoroughly to obtain, as nearly as possible, a
homogeneous mix. The suspensions were then poured
into small aluminum molds for curing. The materials used
in the preparation of the specimens were demonstrated
not to suppress the growth of the test organism by the
usual bacteriostasis tests, i.e., exposing the test organisms
to the material for various periods of time and then cul-
turing the organisms. Aseptic and/or sterile techniques
were used throughout the investigations to prevent or
minimize extraneous microbial contamination.
The inoculated specimens were pulverized using the
procedures previously indicated. In the drilling technique,
the cutting action was provided by a %2-in.-D spherical-
type carbide bit affixed to a flexible shaft on a high-speed
drill motor (Dremel Manufacturing Company, Racine,
Wisc.). The ball mill was a No. 5000 mixer mill (Spec
Industries, Inc., Scotch Plains, N. J.), in which the pul-
verizing chamber consisted of a hardened alloy steel vial
(Spex No. 3124) containing a stainless-steel ball. The mor-
tar and pestle were the porcelain-type; the mortar was
a 1-qt Waring blender with a Pyrex container (Waring
Products Company, Winsted, Conn.).
The particles resulting from each pulverizing technique
were suspended or dissolved in appropriate non-toxic
fluids. An amount of material calculated to contain
approximately 106 spores was used for each suspension
prepared.
Trypticase soy agar (Baltimore Biological Laboratories,
Baltimore, Md.) plates inoculated with aliquots of the
fluids were then prepared and incubated at 37°C for
7 days. Colony counts were made on the incubated plates,
and the counts were used as the basis for evaluating the
microbial recovery capabilities of each of the pulverizing
techniques. Suitable control tests were conducted through-
out the investigations to determine the viability of the
spore inoculum and any bacteriostatic effects due to
materials or procedures used in the experiments.
The results of particle-size measurements are shown in
Table 6, where maximum particle diameters are given for
the four solid materials pulverized by the four different
techniques. Although a particle-size distribution was not
Table 6. Maximum particle sizes obtained by
various pulverizing techniques
Pulverizing Grinding
equipment time,
min
Maximum particle diameter, #
Paraplast
Drill 0.5 150
Ball mill 2.0 150
Mortar and 2.0 i 50
pestle
Blender 1.0 150
Parlodion
40
1000
1000
4O0
Plaster
of Paris
I00
100
100
Eccocoat
IC2
40
1000
1000
! O0 400
reported, it would appear that the drill technique pro-
duced smaller particle sizes than the other methods.
However, it is also apparent that particles of the sizes
reported here could still harbor large numbers of bacteria,
considering the average diameter of a bacterium to be
approximately 1 t_.
The recovery of viable spores from the pulverized mate-
rials is shown in Table 7. The data indicate that the drill
technique gave somewhat higher and more consistent
recovery than did the other methods, although in certain
isolated instances it would appear that one of the other
techniques gave a better recovery. Recovery at best is
only about IT, and, in most cases, the data indicate less
than a 1_ recovery. In several instances, the recovery from
replicates of the same technique shows marked differ-
ences in the number of colonies counted. The exact rea-
sons for these variations are not known. However, it is
possible to postulate several reasons, including non-
uniform distribution of the spores inoculated into the
materials and variations of the individual performing the
techniques. For example, differences in pressures applied
when using the drill or the mortar and pestle can result
in differences in the size of the particles produced, which
would result in variations in numbers of cells freed from
encapsulation. The variations in particle size can occur
even though the maximum particle size may be essentially
the same for each material.
An analysis of variance was performed' on the data to
determine which of the variables of the procedures ex-
erted the greatest influence on particle size and recovery.
The results of this analysis indicate that, under the condi-
tions of this study, the type of material had more effect
upon particle size and recovery than did the other vari-
ables such as pulverizing technique, specimen treatment,
and replication. It should be noted, however, that the
effect of the material on recovery is much less noticeable
for the softer materials such as Paraplast and Plaster of
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Table 7. Number of Bacillus subtilis var. niger colonies recovered from pulverized solids
Material
Paraplast
Parlodion
Plaster of Paris
Eccocoat IC2
Specimen treatment
Pulverized and
suspended
Pulverized and
dissolved
Dissolved; no
pulverizing
Pulverized and
suspended
Pulverized and
dissolved
Dissolved; no
pulverizing
Pulverized and
suspended
Pulverized and
dissolved
Dissolved; no
pulverizing
Pulverized and
suspended
Pulverized and
dissolved
Dissolved; no
pulverizing
Pulverization technique
aRepllcate agar plate.
Replicate Drill" Ball mill
Run 1 Run 2 Run 1 Run 2
a 5,750 6,680 -- 3,600
b 6,080 2,120 300 350
a 2,750 2,840 2,430 2,490
b 6,080 6,080 4,020 3,850
o 8,300 8,160 -- --
b 3, ! 40 6,800 -- --
a 120 _' 120 2 1
b 180 b 150 0 3
a 60 b 20 b 1,850 1,820
b 140 b ! 20 b 60 40
a 7,190 8,900 -- --
b 9,790 10,000 -- --
o 10,750 10,100 4,470 6,280
b 10,070 8,200 120 150
b 10,600 10,900 7,500 7,850780 740 8,900 6,800
a 7,000 11,000 -- --
b 6,800 6,100 -- --
b 1,580 1,580 0 I150 260 5 7
a 250 210 1 0
b 1,240 1,540 0 0
a 7,850 7,200 --
b 7,000 8,000 -- --
_The inoculum in the solid actually tested for microorganisms was 10_sspores; all other specimens
Mortar and pestle
Run ! Run 2
6,990 6,280
2 5,750
5,600 4,850
i,150 7,800
220 200
4 4
0 0
4 31
6,600 5,49O
4,800 4,500
7,900 6,250
8,420 10,000
1,220 1,020
46 61
1 I
6 9
contained approximately l O_spores.
Blender
Run 1 Run 2
1,880 1,950
2,150 1,900
8,900 8,860
8,200 7,600
56 41
40 28
35 16
42 0
5,350 6,100
4,000 4,140
9,430 9,750
8 ,500 9,400
5 5
3 5
22 10
i 2
Paris, and recovery by the drill technique appears to be
only slightly better from these materials.
3. Conclusions
From the results of these studies on detection methods
for viable microbial ceils, it is concluded that the most
reliable means of differentiating between viable and non-
viable microorganisms is the use of the culturing (growth)
technique. The physical methods (staining, electrophore-
sis, autoradiography, and electron spin resonance) did not
reliably differentiate between viable and non-viable cells
as required in sterility testing. In addition, they present
numerous problems that make them impractical for gen-
eral use.
Of the four techniques studied for comminuting solid
materials, it must be concluded that the drill technique
gives the best recovery of viable cells. However, the drill
technique, as used in this investigation, still leaves much
to be desired since maximum recovery is only at the 1_
level. The reliability and applicability of this technique
to a broader range of solid materials are to be evaluated.
The data collected in this investigation indicate that
there are several problem areas which must be resolved;
therefore, continuing investigations to improve techniques
for the recovery of viable cells from solids are required
if practical and reliable sterility test procedures are to be
developed to support certification of spacecraft sterility.
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GUIDANCE AND CONTROL DIVISION
IV. Spacecraft Secondary Power
A. Power Sources
S. S. Luebbers
1. Thermionic Converter Development
a. Introduction. The technical effort presented in this
summary covers the first phase of the development of a
high-performance thermionie converter, and describes
the work performed under JPL Contract 950699 with
Electro-Optical Systems, Pasadena, California.
The performance goal of the program was to produce
a thermionic converter capable of delivering 20 w/em 2
electrical power. This power was to be obtained at an
output voltage of 0.7 v, at a true emitter temperature of
1700°C. In attempting to reach these performance goals,
seven different iterations of a basic EOS thermionic con-
verter were performed. Some of the iterations led to
improved performance, while others resulted in lower
performance than anticipated. In this summary, the re-
suits of the seven iterations are discussed along with the
technical aspects involved.
Before undertaking the task of developing a high-
performance converter, EOS had been able to produce,
by what shall be termed basic converter production
techniques, a converter capable of delivering 12 to 13
w/cm 2. This power density represents a little more than
30 w of electrical power per converter; however, this
figure is below that which has been demonstrated to be
achievable. The following four converter parameters
were studied and are discussed in this summary: (1)
radiator heat rejection and heat load, (2) electrode spac-
ing, (3) collector work function, and (4) emitter work
function.
b. Converter SIN 1 fabrication and performance. Test-
ing of previous EOS converters had indicated that the
radiator design was not adequate to meet the demands
of high-current operation. To reduce the heat load which
the radiator must reject, the emitter area was reduced
approximately 25%. This reduced the heat transferred to
the collector and consequently to the radiator and allowed
the utilization of available radiator parts. Due to the re-
duced heat load, the collector temperature was optimized.
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In addition to the reduction of heat load, the converter
electrode spacing was reduced from 2 mils to 1.5 mils.
Experimental results from a previous contract with EOS
indicated reduced spacing would lead to higher per-
formance. Electrode spacing versus power output is
illustrated in Fig. 1. (Note the earlier power outputs.)
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Fig. 1. Power output versus spacing
The reduction in spacing was achieved by changing the
fabrication techniques. Fig. 2 is a drawing of the EOS
converter. To obtain reduced spacing, the final assembly
procedure was altered from the production converter
techniques. Rather than seal brazing and then welding
the emitter to the envelope, the process was reversed. It
was felt that the emitter envelope would be prestressed
in this manner, and smaller interelectrode spacing would
result.
Initial testing of S/N 1 yielded a power density of
16 watts/cm _ (Table 1) under the prescribed operating
conditions. The power density had been significantly
improved as anticipated. The volt-ampere curve for S/N 1
is presented in Fig. 3.
After 40 hr of operation, the vacuum system was vented
to atmosphere. Upon resumption of testing, the converter
showed a degradation in power output of 58%. This
degradation is believed to have occurred due to a mar-
ginal seal braze. Upon exposing the converter to at-
mosphere, a small leak resulted in the contamination of
the electrode surfaces. It is felt this leak resulted from
the prestressed condition of the envelope.
_--_-EMITTER
TL_'_INTERELECTRODE SPACE
_COLLECTOR
_ENVELOPE
3
_SEALS
_INSULATOR
/
i
CESIUM ""¢'--
RESERVOIR--_
Fig. 2. EOS converter
c. Converter S/N 2 fabrication and performance. The
marginal seal braze experienced with S/N 1 suggested
that the original assembly procedure be readopted. S/N 2
was fabricated according to the established assembly
procedure with no attempt to reduce spacing.
The performance of S/N 2 (Table 1) did not show sig-
nificant improvement over that of the earlier production
converters. The reduced heat load (smaller emitter) did,
however, allow the optimization of the collector tem-
perature at high currents.
Presently S/N 2 is undergoing life-testing at JPL. After
operation for over 1500 hr, this converter has not experi-
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g. Converters S/N 6 and S/N 7 performance. In order
to prevent tantalum-rhenium diffusion or at least sig-
nificantly reduce the diffusion rate, it was determined
that a sheet of rhenium be applied to the emitters of the
next iterations. Both S/N 6 and S/N 7 were fabricated
with 20-mil rhenium sheet pressure bonded to the emitter
surface. Other converter dimensions were not changed
from the previous iteration.
Test results from converter S/N 6 (Table 1) indicated
improved power performance at 0.6 v output, and lower
performance at 0.7 v output then obtained from S/N 4.
The volt-ampere characteristic had increased; however,
at the same time it shifted toward the current axis. The
shift of the curve toward the current axis reduced the
performance at 0.7 v output; while, at 0.6 v output,
the performance increased to 18.8 w/cmL The reason for
this shift has not been clearly established.
The test results obtained from converter S/N 7 (Table 1)
are presented in Fig. 6. As indicated in the figure, the
finally achieved performance closely approached the goal
of 20 w/cm z at 0.7 v. Converter S/N 7 employed a varia-
tion of all four parameters described in the introduction.
The performance of this final converter demonstrated
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Fig. 6. Volt-ampere characteristics of converter SN-7
the importance of parametric control in thermionic con-
verter development. By simply controlling several basic
converter parameters, the program described herein has
demonstrated an improvement of 25% in converter out-
put performance.
B. Electrical Conversion
R. A. Booth and A. Schloss
1. Solid State Switch
a. Summary. The purpose of the solid state switch
development is to replace the existing motor-driven
switch with its attendant problems, such as weight, size
of external field, cost, reliability, and delivery. The de-
scribed circuit is a hybrid approach (Fig. 7). In this
switch, a transistor circuit handles the turn-on and turn-
off transients and allows only 8 volts or less to appear
across an associated pair of relay contacts during contact
transfer. The relay contacts are closed for the steady
state load and provide for high efficiency.
Relay contacts are rated for a combination of current
and voltage. The contact cycle life is guaranteed for the
specified combination. The open-circuit voltage deter-
mines the electric field strength across the contacts and
this may be exceedingly high when the contacts are just
breaking or just closing. This high field strength is one
of the factors which tends to reduce cycle life. Current
may be traded off against voltage, however the usual
contact specifications do not reflect this. By holding the
open circuit voltage to 8 volts or less during transfer,
unusually high currents at reasonable cycle life can be
handled by a small relay contact. After transfer, the
open-circuit voltage may be increased as this is only
limited by the contact insulation. Large relays capable
of handling the required transient and steady state load
reliably are not available.
At the present time, a hybrid solid state switch has
been designed and a breadboard fabricated (refer to
SPS 87-30, Vol. IV, p. 28), from which test results have
been obtained at -10, 25, and 75°C.
The design was completed using only high reliability
components, consistent with the present state-of-the-art.
This design was also optimized for efficiency and relia-
bility, and an effort was made to reduce the total number
of components used.
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b. Operation. The operation of the hybrid solid state
switch is as follows:
With all contacts as shown in the schematic (Fig. 7),
the switch shall be considered as "off" or in the reset
mode. In the ground support equipment (left of the
interface lines), CA and R, provide a means to set K1. Rc
provides a means of discharging CA after its use. C_ and
R, are used to turn off (reset) both K2 and, after a slight
delay, K1. R]) provides a means of discharging C_ after
its use.
When K1 (on the spacecraft side of interface lines) is
set by ground command as described above, contacts 7
to 5 close, and Q2 is driven-on by the spacecraft battery.
The parallel combination of Qla and Qlb constitutes a
solid state switch which handles the turn-on and turn-off
transients. R3a and R3b are balancing resistors and tend
to compensate for the beta spread of Qla and Qlb. Q2
provides base current drive to both Qla and Qlb. R1
allows sufficient base current to drive Q2 fully on.
Q3 provides for current limiting during the time that
the load capacitance is charging. The average load cur-
rent is measured by sensing the voltage developed be-
tween the junction of R4a and R4b and the iunction of
R3a and R3b. When the load current exceeds a pre-
scribed maximum value above the maximum nominal
load, the base of Q3 is forward-biased sufficiently to
drive Q3 into saturation, this starves the base of Q2
and, as a result, limits the collector currents of both Qla
and Qlb. Relay K1 switch contacts (terminals 2 to 4)
are closed at the same time 7 and 5 are closed and pro-
vide a path from the S/C battery to the K2 "set" coil.
Regardless of the state of K1, K2 will not "set" unless
certain conditions are met; to wit, the voltage drop from
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the collectors of Qla and Qlb to the junction of R3a
and R3b (when K1 is set) must be 3.0 v DC or less. This
is necessary so that relay K2 switch contacts (terminals
2, 4) will only start to close when the applied voltage
across its contacts is 3 volts or less. When the relay K2
switch contacts (terminals 2, 4) do close, the potential
as seen across the contacts is the summation of Qla or
Qlb saturation voltage and R3a or R3b voltage drop.
This mechanization provides the desired contact life at
high current levels (20 amp maximum).
The desired condition then that must be met before
K2 sets, is that its contacts see 3 volts or less and this,
regardless of whether the battery has any terminal
voltage from 25 to 75 volts. The key to the logic that
implements this is the difference in zener voltages of
CR8 and CR9. Neglect for the moment the action of C1.
The load may be highly capacitive and so the output
(load) point may not reach its steady state value the
instant K1 is made to set. At the instant of set, CR8 con-
ducts and has the design voltage value across it (Vcn_).
The load voltage rises until there is sufficient voltage to
make CR9 conduct, at which time it will have its design
voltage value across it (VcRg). When VcR9 + VcR7 +
Vossar + VB_o_ + V across terminals 2 to 4 of K2 equals
Vcn8, Q4 conducts and K2 will set. In the above balance,
Vcn9 and VcR_ are chosen such that the voltage across
the relay contacts will be 3 volts or less when Q4 con-
ducts. It can be seen that the above balance may be ob-
tained (withing design limits) for any applied battery
voltage. C1 may prevent the setting of K2 until a later
time if the R6, C1 time constant is greater than the cur-
rent limited charge time of the load capacity. (C1 is
provided to alleviate a reset problem.) When K2 sets,
terminals 2 to 4 contact, providing a low ohmic bypass of
the solid state transient switch; terminals 2 to 8 open
which prevents continued battery drain through Q4 and
finally (when C1 discharges) through Q5. At the same
time, terminals 1 to 7 of K2 open which merely sets the
proper condition for the reset sequence.
The turn-off sequence reverses the above, the object
here being that terminals 2 to 4 shall open to no more
than 3 volts. The 3 volt condition must remain until the
contacts are fully open. The contact life is determined
by "open to" voltage for this determines the electric field
strength at the early opening stage. Once fully opened,
only the contact insulation determines what the voltage
may be.
Ground voltage is applied through C2 to the reset
winding of K2. C2 is large enough to insure enough
movement of total charge required to reset the relay.
Since K1 is still set at the beginning of this sequence,
base drive to Q2 is available. When K1 opens, the con-
ditions will be as before and K1 contacts will see less
than 3 volts. (Q1 saturation drop and R3 drop) K2 con-
tacts 1 to 7 close as contacts 2 to 4 open. The bypass
contacts are fully open then as contacts 1 to 7 apply
ground power to the reset winding of K1. Resetting of
K1 returns the circuit to its original condition; namely,
drive power is removed from both the solid state tran-
sient switch and its associated logic circuit. The purpose
of C1 will now be explained. When K2 is forced to reset
by ground command, conditions would be proper for it
to set itself, therefore attempting to nullify the ground
command. At the start of the reset cycle C1 is discharged
and must charge through R6. By making R6C1 time
constant long enough, the base of Q5 will be held close
to the negative bus in voltage, thereby preventing cur-
rent flow through Q5 and hence through Q4. K2 is then
prevented from attempting to set for a long enough time
to allow K1 to reset which then removes power from K2
set circuit. At this point, the hybrid solid state switch is
completely turned off.
From the foregoing circuit description, the operation
of the hybrid solid state switch is seen to behave the
same as a completely mechanical counterpart. Recent
tests using the fabricated breadboard reveal the follow-
ing data, which, at this time, is not yet fully analyzed
for worst-case conditions. The data and conditions under
which this information was obtained are as follows:
Initial preparation
Ground supply, 25 v DC
Spacecraft battery, 25 v DC
Load, 20 amp plus a 4000-mr capacitor
Cycle of operation -- 2 to 5 sec per complete cycle
Results
Temperature, °C Number of cycles of operation
-- 10 1000
q-25, room temp 700
+75 1000
At this time, the design is being analyzed for worst-
case conditions. Also component size reduction is being
performed. An attempt will be made in the near future
to package this design and to perform a complete envi-
ronmental test in order to qualify it for flight availability.
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V. Guidance and Control Analysis and Integration
A. Development of Advanced
Spacecraft Operational
Support Equipment
O. E. Linderman and R. V. Morris
The objectives of this operational support equipment
(OSE) development task are to devise more comprehen-
sive OSE testing techniques and other spacecraft tests
which will result in a more reliably operating spacecraft.
Subassembly or subsystem tests which will predict incip-
ient failure of a spacecraft piece part or component are
of primary interest.
The following testing techniques are currently being
investigated: (1) margin test techniques for OSE and
spacecraft equipment, (2) RF noise spectrums, and (3)
infrared measurements of the various circuits.
A digital test circuit (SPS 37-26, Vol. IV, pp. 43--46)
which cycles through a short operational routine is being
used for evaluating the various testing techniques. Meas-
urements are also being made on a spacecraft subsystem.
1. Voltage Margin Measurements
The voltage margin of a circuit can be defined as the
amount the circuit supply voltage can vary from the
nominal value before the circuit fails to operate properly.
This voltage margin point is an important factor in circuit
design and is generally specified in the requirements.
The rate of change or the drift of this voltage margin
point provides predictive information concerning future
circuit operation. The object of this study is to find the
correlation between the drift and other techniques for
predicting circuit failure. Voltage margin measurements
were made of the digital test circuit to study this test
technique.
Margin measurements have been made on 29 of the
31 cards used in the digital test system. More precise and
repeatable results were obtained by removing the circuit
card from the system and making the measurements in a
special test setup. A card mounted in this fixture can be
seen inside the RF shielded box in Fig. 1. The + 12 volt
and - 12 volt power supplies are varied to approximately
30% above and below the nominal 12 volt settings. The
regions in which the circuit fails to operate are determined
and plotted in a "shmoo" diagram, a two dimensional
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Fig. 1. Circuit card RF noise measurements 
plot with +12 v supply voltage on one axis and -12 v 
supply voltage on the other. 
Voltage margin measurements were also made on the 
complete digital test circuit. Fig. 2 is the system “shmoo” 
diagram showing various partial failures in circuit 
operation. 
One of the limitations in using margin measurements 
for predicting future operation is masking. Malfunction 
of the weakest link in the circuit is the first to show up 
as the supply voltage is varied from nominal. At this 
point, the circuit may operate erratically or stop com- 
pletely. Generally this malfunction can be traced to one 
voltage condition or a change in a piece part. If the 
circuit stops completely and only one margin is obtained, 
subsequent measurements show the drift only in this 
particular circuit margin or the variation in the one piece 
part. It may well be that another component is drifting 
much faster and will be the one to cause the circuit 
failure, but at the moment its margin characteristic is just 
outside the one presently measured. 
Several margins for each circuit were obtained by 
using as many parameters or indications as possible for 
each circuit. The trigger and reset pulse amplitudes and 
pulse widths were varied when margin information could 
be obtained on a circuit. In cases where there are mul- 
tiple circuits on a card, several margin characteristics 
were obtained for each circuit. These characteristics also 
were determined for different modes of circuit failure 
15 
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Fig. 2. Digital test system voltage margins 
and have been plotted for ready reference. Voltage mar- 
gin “shmoo” diagrams for a counter card are shown in 
Figs. 3 and 4. Fig. 3 shows the operation of the 5 counter 
circuits with a reset pulse that is 1.5 psec long and has an 
amplitude of 5.3 v. Fig. 4 shows the operation of the 
counter circuit with a 1-psec 2.65-v trigger pulse. 
The voltage margin information obtained to date is 
voluminous, and has taken considerable time to collect. 
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While manual methods of obtaining the margin infor-
mation have been time-consuming, it is felt the flexibility
of this approach permitted various operational indications
to be used which would be difllcult to determine by
automatic detectors. These various partial failure indi-
cations have provided additional margins of circuit
operations. Having various margins for a circuit reduces
margin masking and is expected to give additional infor-
mation in case of circuit failure. The data that has been
collected will now be used as a reference in future life
test measurements of the circuit cards and the digital
system.
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At the beginning of the project, some thought was given
to more automatic methods of collecting the margin
information. For example, this information could have
been collected fairly easily during life testing of a devel-
opmental spacecraft CC&S subsystem controlled by a
commercial Control Data 160A Computer. The tests were
not run, however, after it was decided that the value of
life-testing the particular type of CC&S construction did
not justify the expense of obtaining the data.
Similar margin tests have been made by the Space
Sciences Division on the Mariner C DAS spacecraft
equipment using a commercial PDP-4 computer. Sub-
system margin measurements were taken automatically
for several months before launch on flight equipment and
spares, and have continued on spare subsystems since.
The results of this work are of great interest to the task
described in this report.
2. Circuit Noise Measurements
The circuit noise of interest is composed of the random
electrical fluctuations generated internally in electrical
components. This electrical noise may be divided into
five basic categories: (1) thermal noise, (2) shot noise,
(3) excess noise, (4) avalanche noise, and (5) multistate
noise. It has been recognized for some time that all elec-
trical components generate electrical noise in one form
or another. While the nature and amount of the noise
varies with the type of component, all components con-
tribute to the total noise of a circuit or system.
The noise measurement for a single component has
been used as a factor to reject the component when the
reading is abnormal. It has been determined that ab-
normal noise in a component is caused by some abnor-
mality within the device and the offending component
should be classified as a reliability risk. Commercial
equipment is available (Ref. 1) for measuring the noise
of many different type components, and these measure-
ments are being made in present JPL component relia-
bility studies.
The noise of interest in this study is the total circuit or
system noise in the frequency range from 2 to 30 Me.
RF noise spectrums have been taken of individual circuit
cards and of the complete digital test system using a
recently purchased NF-105/M-126 receiver. The test
setup for obtaining circuit card RF measurements is
shown in Fig. 1. The receiver has excellent sensitivity and
stability, and was designed as a standard for this type
monitoring function. The receiver measures the RF
energy or noise in a 10 kc bandwidth. The RF spectrum
is obtained by tuning the receiver over the desired fre-
quency band. The receiver indicates the RF energy in db
on a meter, as well as giving an audio output in a headset.
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Preliminary RF measurements showed the need to 
shield the circuit card under test. The double-layer 
copper-screened box shown in Fig. 1 was constructed to 
hold the card and test fixture while obtaining the noise 
measurements. The measurements are made on the + 12 v 
and -12 v power lines at the card, which are isolated 
from the power supplies by a filter which is additional to 
the feed-through filter into the shielded box. The noise 
voltage is taken from across a 50-n resistor in a ground 
return line of the filter, similar to the method used in 
RF tests of flight control systems (Ref. 2). The measure- 
ments were taken (1) with power on but the circuit not 
operating, and (2) with power on and the circuit in 
operation. Typical noise measurements of a 5 stage 
counter card are shown in Fig. 5. The digital operation 
gives the minimum-maximum readings shown by en- 
velope lines in the upper part of the figure. The disconti- 
nuity at 12.7 Mc is due to changing receiver tuning 
bands. No attempt was made to adjust to a common point 
as the readings are relative. 
The digital test system was mounted in a partially 
enclosed rack (Fig. 6) for the R F  measurements. Some of 
Fig. 6. Digital test circuit RF noise measurements 
the system RF Spectra are shown in Fig. 7. Only the 
+12 v line noise (when the circuit is in operation) is 
shown in order to reduce confusion in the regions where 
the +12 v and -12 v noise graphs overlap. The dis- 
continuities at 12.7 Mc and 5.2 Mc again are due to 
receiver band changes. The system noise with power on 
but the clock stopped was quite high, so these values are 
calibrated relative to a 32-db reading on the -12 v line 
at 28 Mc when the test circuit is in operation. 
RF noise measurements were also taken on a Ranger 
Central Computer and Sequencer (CC&S) operating 
with its subsystem OSE (see Fig. 8). The preliminary 
readings were slightly erratic. The receiver was later 
found to be intermittent on some bands, and has now 
been returned for servicing and repair. The amount of 
interference on the monitored lines indicates that the 
OSE, CC&S, and cables may have to be placed in a large 
RF-shielded room. 
As yet there has not been an indication that the noise 
of a defective component will be easily recognized by the 
present measurements, although others have had some 
success in using R F  noise to locate defective components 
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3. Infrared Measurements 
Very few infrared measurements have been taken of 
circuit cards since the last report. A new infrared camera 
was purchased last Fall, so measurements had been post- 
poned so they might all be taken with the same camera. 
This camera is a Barnes Engineering Model T-4D and 
has a 440-1 improvement in spatial resolution over the 
Model 1-8A used previously. Unfortunately, the im- 
proved resolution was obtained at the expense of sensi- 
tivity. Part of the increase in resolution was obtained by 
increasing the bandwidth of the radiometer detector 
electronics, The resulting noise gives a very noisy back- 
ground in the present photos for temperatures slightly 
above the ambient room levels. The photos therefore 
somewhat limit the infrared data that we desire to show. 
Possible bandwidth modification, substitution of detec- 
tors, and decreasing the scanning time are being studied 
to obtain the best solution to present limitations. 
It has proved quite difficult to accurately measure the 
point-to-point temperature on a circuit card even with 
the best photographs. Such temperatures are determined 
by interpreting the gray scale of the photo with that of 
six calibrated temperature standards placed so they are 
also photographed. Individual component temperature 
measurements have been obtained by stopping the 
camera from scanning and focusing on just one compo- 
nent. The voltage output (or temperature) is recorded 
as well as that from the calibrated standards which 
bracket the reading. This means of taking measurements 
is slow and cumbersome. 
One company has automated (Ref. 3) the taking of 
individual infrared detector voltage measurements with 
the use of an automatically controlled mounting surface 
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which can locate the circuit card under test in two
dimensions to 0.001 in. The circuit card is positioned, the
reading taken, and the card moved to the next compo-
nent position automatically. These voltage readings are
compared against stored information, and any changes in
values are read out. This equipment was placed in opera-
tion late last Fall; calibration runs and the elimination of
air currents are continuing in the evaluation of the infra-
red measurements.
Such an infrared test station would greatly speed the
recording of individual component temperature measure-
ments that we are making on circuit cards. The devel-
opment of this test station is of great interest to this task
for possible future application.
An infrared radiometric microscope is also being con-
sidered to obtain the individual component temperature
measurements. The microscope can be focused quite
rapidly and accurately on an individual component; how-
ever, the temperature data would be manually recorded.
Thus it is a time-consuming process to determine the
general overall circuit card heat distribution with the
scanning camera, use the radiometric microscope to
obtain more accurate temperature data of selected com-
ponents, and manually recording of data. The auto-
mation of any steps in the process would be of great aid
in obtaining the data, storing it, and using it in the future.
The present effort is concentrated on a complete eval-
uation of the scanning camera. The circuit card photo
remains the chief means to quickly evaluate the overall
circuit for thermal operation. Means to obtain more
accurate data by automatic means will continue to be
considered.
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VI. Guidance and Control Research
A. Magnetics Research
C. H. Wilts I
1. Ferromagnetic Hysteresis Instrumentation
The magnetic characteristics of thin films can be
measured with a number of instruments. One of the
simplest of these is the hysteresis loop tracer (Refs. 1, 2)
which permits direct measurement of saturation mag-
netization, remanent magnetization, coercive force and
hysteresis loss due to a unidirectional oscillating mag-
netic field. In addition, the anisotropy of a film can
frequently, though not always, be measured with this
instrument. Most instruments of this type measure the
component of flux in a given direction by means of the
electrical signal induced in a loop of wire, although some
instruments have been described in which an optical
measurement is made using the Kerr-magneto-optic effect
(Ref. 3) or the Faraday effect (Ref. 4).
The results of measurements with this type of instru-
ment depend to some extent on the frequency of the
oscillating field. Ideally, one would like to measure
the magnetic characteristics mentioned above at a fre-
quency so low that they are independent of frequency.
1At the California Institute of Technology, performing work sup-
ported by the Jet Propulsion Laboratory.
Because of instrument limitations arid, in some cases,
because of film characteristics, this means that measure-
ment should be made below 60 cps, and for some films
perhaps below 20 cps. The present instrument retains the
sensitivity of earlier instruments operating at 1000 or
60 cps, but permits measurements anywhere in the fre-
quency range from 0.1 cps to 100 cps.
2. Instrument Construction
a. Integrator. The critical components of the instru-
ment are the active integrator and the pickup loop. There
are many operational amplifiers available that can be
used for the integrator. Considering both gain and noise
the Kintel 111BFO or l12A appears to be superior to
other available amplifiers by a factor of 2 or more. It is
not practicable to design one pickup loop and one inte-
grating circuit to cover the three-decade range of fre-
quency from 0.1 to 100 cps. However, operation over a
range wider than one decade is easily accomplished.
This article will describe two such circuits, one for
operation below 10 cps and the other for use between
10 and 100 cps.
b. Low-frequency integration. Details of the pickup
coil are shown in Table 1. The coil contains 15,000 turns
of No. 52 enameled copper wire. This wire has a diameter
of about 0.0008 in. and a resistance of about 1.5 f_/in. The
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Table 1. Pickup coil details
Parameter Low frequency High frequency
a, in.
b, in.
c, in.
t, in.
Number of turns
Wire size
Resistance, Q
Inductance, h
Q (1000 cps)
1.10
0.25
0.25
0.06
15,000
52
60,000
3.1
0.32
1.10
0.25
0.15
0.05
7,000
48
11,000
0.80
0.46
t
Led
wire is easily broken and great care must be used in
winding the coil. When wound to the dimensions shown
in Table 1, the coil will have a resistance of about
60,000 _, an inductance of about 3 I-I, and a resonant
frequency (from interturn capacitance) of about 104 cps.
When used as an integrator, the resistance of the coil
serves as the input resistor and the feedback capacitor
can be chosen to give the desired sensitivity. Choice of
capacitor affects the signal-to-noise ratio as well as the
sensitivity. In principle, reducing capacitance suppresses
high-frequency noise relative to the signal (leaving low-
frequency noise to signal unchanged), and so should
improve the signal-to-noise ratio. However, for capaci-
tance below about 0.01 ff there is no significant improve-
ment since the frequency band affected contributes
negligible noise.
The circuit for the integrator is completely conven-
tional, but for completeness is shown in Fig. l(a). When
0.01/.Lf
PICKUP COIL
BALANCE COIL
(o) LOW FREQUENCY
OUTPUT
IOM
OUTPUT
-- CY
Fig. 1. Circuit of integrator
drift has become excessive, the integrator may be reset
to zero by providing a shorting switch across the inte-
grating capacitor, or the same thing may be accom-
plished by merely rotating the gain knob on the amplifier
from the operational position to the gain of 20 position.
The balance control on the amplifier is much too coarse,
but its full range is needed since vacuum-tube character-
istics and bias cells in the amplifier change with time.
The simplest solution is to replace the balance poten-
tiometer with a small 10 K, 10-turn potentiometer (type B
Ford Multipot is suitable) which requires minor reloca-
tion of components on the back side of the front panel.
A final point requires consideration for use at low
frequencies. Bakelite or even Lucite provides inadequate
insulation for the input circuit when the 60,000-f_ input
circuit is used. Consequently, the plastic structure hold-
ing the pickup coil is mounted on thin grounded washers,
and signal leads to the integrator are all in grounded
shields.
c. High.frequency integration. For higher frequency
use, a pickup coil with fewer turns may be used. To com-
pensate for the reduction in turns, the integrator gain
may be increased by reducing the input resistance or the
feedback capacitor. The signal-to-noise ratio may be
maintained at a favorable value by reducing the low-
frequency noise and drift by use of a suitable large
resistor across the integrating capacitor. Details are given
in Table 1 for the pickup coil used between 10 and
100 cps. The inductance limits the maximum allowable
frequency to about 100 cps. To reduce the low-frequency
drift and noise, the capacitor should be shunted by a
resistor to give a time constant of approximately 1 see.
With capacitance of 0.01 _, the required resistor is
inconveniently large so the equivalent network shown in
Fig. l(b) may be used. This resistance network deter-
mines the lower frequency limit of the instrument. The
phase shift of the integrator differs from 90 deg by about
1 deg at 10 cps, and the deviation increases by a factor
of 2 for every decade decrease in frequency below this
value. No capacitor shorting switch is necessary when
used with this network, although the balance control
should be used to keep the dc level of the output reason-
ably close to zero.
d. Auxiliary components. Balance coils are needed to
cancel the voltage induced in the pickup coil when no
magnetic sample is in place. The geometry and wire size
are relatively unimportant. For the instrument described,
a fixed coil of about 1000 turns of No. 34 wire on a 2-in.
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Fig. 2. Transistor driver for Helmholtz coils
diameter spool is used. An additional movable coil of half
the diameter and with about 25 turns is used for final
adjustment of the balance which drifts slightly over long
periods of time because of such things as thermal expan-
sion of components.
The magnetic field for the instrument is provided by
Helmholtz coils with mean diameter 7 in. and mean
spacing 3.5 in. Each coil has 550 turns of No. 20 wire
providing a field of 100 Oe with 1.8 amp at 40 v for
series connection, or 3.6 amp at 20 v for parallel connec-
tion. The power amplifier to drive these coils must
operate from DC to 100 cps. A simple class AB direct-
coupled transistor driver is shown in Fig. 2. A more
sophisticated design, or higher power components, would
permit fields in excess of 100 Oe. The power amplifier is,
in turn, driven by a signal generator at the desired fre-
quency. Particularly at low frequencies, it is desirable
to vary the fie[(] at a uniform rate, so an approximately
triangular wave form is desirable. The Hewlett-Packard
function generator Model 202A is well suited to this
application. The magnetic field is metered by a resistor
in series with the drive coils. For the parallel connection
and the particular geometry used, a resistor of 0.270 12
gives a signal of 10 mv per Oe. Details of the head and
the arrangement of the drive coils can be seen in
Fig. 3(b).
The most critical problem in the design of the drive
coils is to ensure that the magnetic field at the sample
is precisely in phase with the current in the coils. To
avoid compensating devices or circuits, it is desirable
to avoid all metal parts in the vicinity of the drive coils.
Eddy currents in such parts set up perturbing fields at
the same drive frequency but with unpredictable phase.
In the present instrument, plastic parts and Nylon screws
are used throughout the critical region.
The Earth's field is cancelled by a large pair of Helm-
holtz coils 20 in. in diameter. Each coil has 200 turns of
No. 28 wire, requiring a direct current of about 0.05
amp at 6.5 v. If there is magnetic coupling between these
coils and the drive coils, then induced currents in these
coils can produce an extraneous field at the drive fre-
quency. To eliminate this, the Earth's field coils are
mounted with axis perpendicular to the axis of the drive
coils as shown in Fig. 3(a).
All AC operated equipment has some 60-cps pickup.
In this apparatus most of the unwanted 60-cps signal
arises from the power supply transformers of the signal
generator and integrating amplifier. This was minimized
by moving the transformer of the generator to a remote
location and by providing at the oscilloscope input a
small 60-cps signal adjustable in phase and magnitude.
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I: 
Fig. 3. Hysteresis loop tracer instrument 
When properly adjusted, the residual signal of about 
200 pv consists of harmonics of the power frequency. 
Observation of hysteresis loops is made using a Tek- 
tronik 503 oscilloscope. Since the internal calibration of 
the oscilloscope does not have the accuracy desired of 
this instrument, an auxiliary calibrator (better than 
0.5%) is provided which can be applied to either hori- 
zontal or vertical deflection inputs. With such a calibra- 
tor, measurements of saturation magnetization, coercive 
force, and anisotropy field Hk may be made routinely 
with 1 to 2% accuracy. 
The oscilloscope, calibrator and integrating amplifier 
should be operated from a regulated AC line. However, 
the drive amplifier should not be operated from this line 
due to interaction at low frequencies with the integrator 
through the power supplies. It may, however, be con- 
nected to the AC line on the other side of the regulator 
without appreciable interaction. 
3. Instrument Performance 
The hysteresis loop tracer described here is ordinarily 
used to measure magnetic properties of thin films. The 
output signal is directly proportional to thickness and 
width of the sample, and more or less independent of 
length if greater than 1 cm. For a sample 0.75 cm long 
the response is reduced lo%, and for a sample 0.5 cm 
long it is reduced 30%. In what follows the response 
will be referred to a sample 1 cm square. With the low- 
frequency (DC) integrator, basic sensitivity of the in- 
strument is about 200 mv per Maxwell (gauss cm2). 
Referred to a 1-cm wide sample and in more common 
units, this is 500,000 gauss angstroms per millivolt. Since 
the noise level of the instrument is approximately 0.3 
mv, the signal is equal to the noise for a sample of about 
150,000 gauss angstroms, or a sample of permalloy about 
15 A thick. In other words, if the coercive force is under 
100 Oe, ferromagnetism can be detected in a sample 
about 10 A thick; but for reasonably accurate measure- 
ment of magnetic properties, the thickness of the sample 
should be not less than 50 A. 
For the high-frequency integrator, the performance 
is very similar. The number of turns on the pick-up 
coil is reduced by a factor of 2 while the integrator gain 
is increased by a factor of 6. The over-all sensitivity is 
therefore increased by a factor of about 3. Since the 
resistive feedback reduces the low-frequency compo- 
nents of noise, the over-all signal-to-noise ratio is nearly 
unchanged. 
Typical records of magnetic characteristics are shown 
in Figs. 4 to 6. In Fig. 4, the sample is 75 permalloy 
about 2000 A thick. Slow flux reversal in, the easy direc- 
tion is by jerky wall motion with corresponding Bark- 
hausen jumps in the hysteresis loop. These show up very 
well at frequencies below 2 cps but disappear above 10 
cps because of the high-frequency phase shift and atten- 
uation caused by the inductance of the pickup loop. The 
response of the high-frequency integrator is shown in 
Fig. 5 for the same sample. At 10 cps the low-frequency 
phase shift is observable in the displacement of the two 
traces in the horizontal part of the hysteresis loop. At 
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( c 1 EASY AXIS,  2 cps ( d 1 EASY AXIS,  S c p e  
Fig. 4. Hysteresis loops of a ferromagnetic film with low-frequency integrator; horizontal scale 2 Oe/cm easy 
axis; 10 Oe/cm hard axis 
20 cps, this phase shift is negligible but the high- 
frequency detail is beginning to disappear in the wall 
motion portion of the loop. At 50 and 100 cps, progres- 
sively increasing high-frequency phase shift alters the 
apparent coercive force and even more seriously causes 
an apparent change in coercive force with the amplitude 
of the driving field. As far as the hard axis loop is con- 
cerned, there is no significant difference in performance 
in the same frequency range. Consequently, only one 
example of hard axis hysteresis loop is shown in Fig. 4. 
Performance of the high-frequency integrator can be 
improved slightly by changing integrating resistor to 
100,000 and integrating capacitor to 0.001 pf (shunt 
resistor is in turn increased to IO00 Mn), but the im- 
provement is not considered worth the trouble of chang- 
ing the feedback capacitor which is then required when 
changing pickup coils from low- to high-frequency 
integration. 
Typical records with a very thin film are shown in 
Fig. 6. The sample is 80 permalloy about 50 A thick. 
The coercive force can be measured with good accuracy 
(1 or 2%), but saturation magnetization and anisotropy 
field are uncertain to about 5 or 10%. 
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(o) lOcps ( b ) 20 cps
( c ) 50 cps ( d ) I00 cps
Fig. 5. Hysteresis loops with high-frequency integrator; horizontal scale 20e/cm
(o) LOW-FREQUENCY
iNTEGRATOR _ 2 cps
(b) HIGH-FREQUENCY
INTEGRATOR, 20cps
Fig. 6. Hysteresis loops of 50 A permalloy film; horizontal scale 20e/cm easy axis; 10 Oe/cm hard axis
For a detailed record of easy axis switching, the low-
frequency mode of integration is preferable. However,
there are two major disadvantages:
(1) Accurate visual observation is difficult even with
a long persistence screen on the oscilloscope. This
means a photographic record is almost a require-
ment for every measurement.
(2) Because the gain of the integrator has been raised
to the maximum useful value, drift of the integra-
tor is a serious problem for films less than 1000 A
thick. Continual adjustment of the balance control
is required.
Because of these disadvantages, experience has shown
the high-frequency mode to be preferable for routine
measurements. For best accuracy consistent with ease of
operation a frequency of about 20 cps seems most sat-
isfactory. In actual practice, 17 cps is used to avoid a
subharmonic of the line frequency, although this pre-
caution is only important for very thin magnetic samples.
Analysis of performance, frequency limitations, and
signal-to-noise ratio are facilitated by use of the equa-
tions given below.
a. Low frequency ( Ro _- oo )
E 0
-E8
/'RC__s__+1)
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b. High frequency
Eo
-E_
(RCs)(I+_I(I+R--_)
RCs + Cs 1 +
The schematic circuit with all important elements is
shown in Fig. 7. However, it should be noted that the
elements Ri R_ and C_ have no appreciable effect in the
frequency range of interest. Almost all limitations are
imposed by L, R0 and _E.
RO
cII
R,
Z_E EQUIVALENT INTERNAL NOISE VOLTAGE SOURCE
Z_I EQUIVALENT INTERNAL NOISE CURRENT SOURCE
XI -_ _o Ao = IO8
_0 s+l r o ----lO sec
Fig. 7. Equivalent circuit for analysis of integrator
B. Semiconductor Research
A. Shuraka
1. Space-Charge-Limited Current in Germanium:
Fabrication of Solid-State Diodes
a. Introduction. Space-charge in homogeneous semi-
conductors and insulators may arise from charge accu-
mulation, charge depletion and/or charge trapping. Each
of these influences the current conduction in a specific
manner. This unique relationship between the type of
space-charge and the current conduction provides a very
useful method for investigating space-charge effects. It
has been successfully applied in determining the prop-
erties of traps in such materials as CdS (Ref. 5). Another
important application of this technique is to investigate
charge accumulation in homogeneous semiconductors
and its effect on limiting the flow of current.
Space-charge in solids due to the accumulation of
conduction carriers establishes an electric field which
tends to limit the flow of current. Limitation in current
flow resulting from this effect only is defined here as
pure space-charge-limited (scl) current, and is analogous
to that which exists in thermionic vacuum-tube diodes.
Only a small number of experiments have been per-
formed to investigate pure scl current in practical solids.
The initial attempt to observe pure scl current in solids
was made by Dacey (Ref. 6), whereby it was indicated
in a semiquantitative manner that pure scl hole current
can flow in germanium. Wright (Ref. 7) made similar
measurements on CdS and observed at high current
levels a square law dependence between current and
voltage. This relationship is expected from the theory
for field independent mobility. Recently the author (Ref.
8) carried out extensive measurements on pure scl hole
current in high-purity near-intrinsic n-type germanium
(v-type). From these results a direct correspondence be-
tween the measurements and the theory for field-
dependent mobility (Ref. 6) was obtained.
Experimental research work on space-charge effects
in homogeneous semiconductors was started at JPL in
September 1964. The objective of the project is to
investigate pure scl current flow in a solid using near-
intrinsic high-purity germanium as the conduction me-
dium. This material is suitable for studying the transport
mechanisms of electrons and holes for scl current flow.
Previous work has experimentally shown (Ref. 8) that
pure scl hole current can flow in germanium. A similar
experiment is planned to study pure scl electron current
in germanium. From the combined results a more de-
tailed understanding of the transport properties of elec-
trons and holes can be obtained. Furthermore, these
results will contribute toward demonstrating the feasi-
bility of such electronic devices as the solid-state diode
and related devices which operate in the scl current
mode.
b. Solid-state diodes. Near-intrinsic high-purity p-type
(r-type) with an acceptor doping density of the order
of 101_ cm -_ is used as the conduction medium. A use-
ful experimental structure consists of a thin _r-type
germanium wafer bounded by two electrical contacts of
which one is an injection contact and the other a col-
lector contact. This is analogous to the geometry of a
planar thermionic vacuum-tube diode with the cathode,
anode and vacuum corresponding to the injection con-
tact, collector contact, and germanium wafer, and is
called a solid-state diode. Two highly doped W-type
regions are alloyed onto the germanium wafer to form
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the necessary electrical contacts. The solid-state diode
as shown in Fig. 8(a) resembles a transistor with a float-
ing base configuration. Transistor terminology where
applicable will be used, as is evident in Fig. 8(a).
Only a brief outline of the operation of the solid-state
diode will be presented. A more comprehensive explana-
tion is given in Ref. 8. When a small voltage (V) is
applied, the emitter becomes forward-biased and the
collector reverse-biased. The charge-depleted region of
the collector, across which most of the applied voltage
appears, extends from the collector junction into the
base. Subsequent increases in the applied voltage will
cause the collector depletion region to widen until even-
tually the base region is completely charge-depleted. The
lowest applied voltage at which this occurs is called the
punch-through voltage V_t and, at this point, the solid-
state diode loses its identity as a transistor with a floating
base. For applied voltages slightly larger than Vpt, the
current increases rapidly because the additional electric
field can be sustained only by charge carriers (electrons)
injected into the base from the emitter. As long as the
electron density is small compared with that of the fixed
ionized acceptors in the base, this additional electric
field is negligibly small compared with that due to the
acceptor ions. The fast increase in current with applied
voltage ends when the additional electric field becomes
EMITTER BASE COLLECTOR
I i
I t ,_x
0 w
(a) ONE-DIMENSIONAL MODEL
/
V=O / -- -- 'J
i
0 w
(b) POTENTIAL DISTRIBUTION
V >> Vpt
V=Vpt
V<< Vpt
V=O
_'X
Fig. 8. An alloyed n+-_r-n+ solid-state diode
dominant. The electrons injected into the base finally
outnumber the acceptor ions. It is then that the current
becomes fully space-charge-limited. The potential dis-
tribution in the base region for different applied voltages
is shown in Fig. 8(b).
c. Fabrication of solid.state diodes. Desirable features
of an n+-_-n + solid-state diode are that the n+_r junc-
tions be fiat, parallel, abrupt and symmetric, and also
that the lateral dimensions of the junction be large
compared with the base width. This is accomplished by
alloying two n+_- junctions, one on each side of a [ill]-
oriented thin _r-type wafer, such that they are of equal
and sufficiently large area and directly opposite each
other. A more detailed account of the procedures used
in fabricating solid-state diodes is as follows: An ingot
of _--type germanium oriented in the [111] direction is
cut into slices of various thickness (10 to 20 mils) on a
diamond saw. Each slice is further reduced to a specific
thickness by lapping it mechanically in a stepwise man-
ner with grinding compound of progressively smaller
grit size, and is then lightly etched chemically with an
etchant of 3 parts concentrated HNO3 and i part con-
centrated HF. These slices are used to fabricate solid-
state diodes of various base width. Wafers of 2.5 mm
to the side, obtained by dicing the slices on a wire saw,
are cleaned with trichloroethylene, acetone, distilled
water, hydrofluoric acid, and hydrogen peroxide, respec-
tively, and etched to a chemical polish with concentrated
3 HNO3 : 1 HF etchant. In order to obtain accurately
positioned junctions of well-defined area, a special mask-
ing technique was developed. The required geometry of
the alloying substrate of the wafer is displayed by mask-
ing the other portions of the substrate with a thin film
of SiO which is deposited in a vacuum of 2 X 10 -6 torr;
Fig. 9(a). This substrate is shielded during the deposition
WAF_'_/,,__'_--_ SiC) MASKGERMANIUM
(e) MASKED GERMANIUM
WAFER
Sb LAYER
(b) CROSS SECTION OF
WAFER PRIOR TO
ALLOYI NG
Fig. 9. Structure of a masked germanium wafer
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by a temporary mask, which in this case is a 5 mil
tantalum circular platelet of 0.7-mm diameter. The
masked wafers are heat-cleaned at 750°C for 15 min in
a vacuum of 10 -G tort and are then covered by a thin
evaporated layer of 99.99% chemically pure antimony-
lead mixture (10% Sb, 90% Pb, by weight) in order to
prevent contamination to the heat-cleaned surfaces and
thus insure good wetting during alloying. The metallic
layer is removed everywhere except in the vicinity
of the alloying substrate and the wafer as shown in
Fig. 9(b) is ready for alloying.
Extra lead-antimony material is added to the metallic
layer in pellet form. The alloying process which is a
two-step operation takes place in a hydrogen atmosphere
of a water-cooled horizontal strip furnace. First, the
wafer is heated to 600°C such that the added pellet
will have flowed to cover completely the alloying sub-
strate. Second, the wafer is turned over and a similar
procedure is followed except, now, top and bottom
junctions are both alloyed at 675°C as shown in Fig. 10.
The cooling rate during alloying is approximately con-
stant and about 20°C/min. Subsequently the alloyed
structure is cleaned for about 5 min in a solution con-
taining approximately equal volumes of acetic acid and
hydrogen peroxide to remove the lead-antimony at the
periphery of the junction. The SiO mask is dissolved in
hydrofluoric acid and the exposed surface is oxidized for
3 min in hydrogen peroxide just prior to the final etching
LEAD-ANTIMONY
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Fig. 10. Alloying of the n+-_r-n+ solid-state diode in
a graphite cup, cross-sectional view
which takes place for 5 sec in a concentrated 3 HNO3 :
1 HF solution. Surface passivation is obtained by putting
the wafer in hydrogen peroxide for 3 min. A cross-
sectional representation of the fabricated structure is
given in Fig. 11.
Thermally-shocked 4-mil gold wires in contact with
the emitter and collector cause localized melting of the
lead-antimony mixture and thus make electrical bonds.
These thermal shocks are produced by passing about a
150-amp surge current through the 4-mil wires for ap-
proximately 1 msec. The alloyed structure is encased in
an air-tight holder. External emitter and collector con-
tacts are made by soldering the gold wires with indium
to the holder terminals. A liquid mixture of thallium,
indium and gallium placed between the wafer and the
holder makes the external electrical base connection.
It is important to be able to make n'-_r-n ÷ structures
of various base width and junction area. The former is
accomplished by using wafers of various thicknesses
and/or by alloying pellets of different size. The latter is
accomplished by selecting platelets of various radii for
the temporary masks.
Preliminary electrical measurements, such as the junc-
tion depletion capacitance, the forward and reverse
biased junction I-V characteristics, and the punch-
through voltage measurements, indicate that the fabri-
cated solid-state diodes are adequate for making pure
scl electron-current measurements. These results will be
published in a future Space Programs Summary.
Fig. 11. Cross-sectional view of the alloyed n+-Tr-n+
solid-state diode
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ENGINEERING MECHANICS DIVISION
VII. Materials
Ao Solid State Materials: Structure
and Magnetic Properties
of Glassy Carbon
D. B. Fischbach
In connection with investigations 1 of the high-
temperature mechanical properties of glassy carbon _, a
brief study was made of the effect of heat treatment and
deformation on this material's X-ray structure and mag-
netic properties. Two grades of glassy earbon--GC-20
and GC-80---were used which had been heat-treated by
the manufacturer to 2000 and 8000°C, respectively.
Samples from both the undeformed butt and deformed
gage portions of tensile specimens which had been tested
at temperatures up to 2900°C were examined at room
temperature. Samples of each material were also mea-
sured after heat treatment at 3000 and 3200°C. X-ray
diffraction data were obtained by the Debye-Scherrer
technique, using Cu Ka radiation. The interlayer spac-
ISPS 37-24, Vol. IV, p. 46; SPS 37-25, Vol. IV, p. 43; sPS 37-26,
Vol. IV, p. 70; SPS 37-27, Vol. IV, pp. 32--33.
2Tokai Electrode Manufacturing Co., Nagoya, Japan.
ing, d, was determined from the (004) line---except for
GC-20 samples tested below 2200°C where it was neces-
sary to use the (002) line. Approximate values of the
apparent crystallite layer diameter, L,, were calculated
from the displacement of the (11) peak, using a formula
by Warren (Ref. 1). The magnetic susceptibility was
measured by the Faraday method. Times during which
the samples were at temperature varied from 20 to
60 min.
The results are shown in Fig. 1, where the open points
refer to GC-20 and the solid points to GC-30. Deformed
gage section samples are indicated by flags on the plotted
points. The interlayer spacing of GC-20 decreased with
heat treatment above 2200°C, reaching a value of 3.42 A
after 20 min at 3200°C; however, the interlayer spacing
of GC-30 was 3.42 A regardless of treatment. Thus, no
appreciable layer stacking order developed in either
material. L_ increased with heat treatment above
2700°C in GC-20 and above 3000°C in GC-30. In GC-20,
tensile deformation _ 10% elongation resulted in some-
what larger L_ values than heat treatment alone. In
GC-30, L_ was not affected by deformation, which was
small.
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The total diamagnetic susceptibility (sum of the sus-
ceptibilities measured in three perpendicular directions)
of GC-20 increased with heat treatment above 2200°C,
reaching values characteristic of GC-80 after treatment
at 8000 to 8200°C. As expected, the susceptibility of GC-80
was not appreciably affected by heat treatment in this
range. For GC-20, heavy tensile deformation appeared
to produce larger susceptibilities than heat treatment
alone. As-received and heated-only glassy carbons were
magnetically isotropic. However, deformed samples were
anisotropic, exhibiting anisotropy ratios (maximum over
minimum susceptibility) as large as 1.8 after 88% elon-
gation, with the minimum susceptibility parallel to the
tensile axis. This indicates that some alignment of the
layer planes parallel to the tensile axis is produced by
the deformation.
The magnetic susceptibility was independent of field
strength for glassy carbons heat-treated at 2700°C or
higher, but as-received GC-20 showed some field-strength
dependence. In most cases this was slight, but one lot
was paramagnetic at the usual measurement field strength
(15.5 kilogauss). However, the susceptibility extrapolated
at infinite field strength to a diamagnetic value in agree-
ment with that obtained for other lots of GC-20. Such
field-strength dependence is characteristic of ferro-
magnetic impurities. Spectrochemical analysis indicated
traces of Fe in as-received GC-20 but not in GC-80,
which is in agreement with the magnetic results.
The values of the X-ray structure parameters and their
variation with heat treatment are in general agreement
with recently published data 3 (Ref. 2). These values show
that glassy carbon is hard and non-graphitizing. Like
other carbons, the diamagnetism of glassy carbons appears
to be an increasing function of La. However, the behavior
of glassy carbons differs somewhat from that of most soft
(graphitizing) carbons. For heat treatment below 2700°C,
the susceptibility of GC-20 increased without change in
La. (This may result from evaporation of para- and ferro-
magnetic impurities, or from disappearance of carrier
trapping centers.) In addition, the susceptibility attained
higher values for La < 100A than are attained in most
soft carbons in this range. In the latter respect, the be-
havior of the glassy carbons is very similar to that of
cellulose carbons (Ref. 4), and may be characteristic of
hard carbons.
3"Structure of Glassy Carbon," paper by T. Noda and M. Inagaki
presented at the Symposium on Carbon, Tokyo, July 1964.
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VIII. Lunar Spacecraft Development
A. High Impact Technology
J. L. Adams
As reported in SPS 37-31, Vol. IV, pp. 118-121, several
tasks are underway in the JPL high impact program. The
following article cites the accomplishments in each task
during this reporting period (February 1 to March 31).
Ruggedized gas chromatograph. Table 1 shows com-
ponent tests that were conducted. The chief component
problems at this time are the dynamic capacitor and the
pressure regulator and valves. The circuit design,
the prototype mechanical design, and the preliminary
packaging layouts are completed.
Ruggedized S-band transmitter. The prototype front-
end of the transmitter was impact tested at 3400 g from
110 ft/sec in all three principle directions. During this
series of tests, the high-impact crystal failed because of
an inadequate case solder joint. The front-end was then
impacted at 9500 g from 190 ft/sec in both axial
directions. Except for the crystal, the unit operated
satisfactorily after all impacts. The second stage of the
transmitter, which contains amplification and multiplica-
tion up to a frequency in the VHF band, is ready for
impact testing.
Batteries. A small prototype silver-zinc cell was con-
structed from plates and separator material taken from a
silver-zinc battery. The case of the prototype battery
was designed to prohibit movement of the plate stack.
The inside walls were grooved to allow the necessary
circulation. This cell, in a partially uncharged condition,
survived an impact of 4200 g from 110 ft/sec normal to
the plates, with no apparent degradation; however, later
tests in all three principal directions at 7500 g from
180 ft/sec resulted in destruction of the battery, with
severe mechanical damage to the plates.
Mechanism. A rebuilt Gaylord-Rives size 8 synchro-
nous motor survived the equivalent of 10,000 g from
200 ft/sec. This motor utilizes spring-centered bearings
to shift the impact loads from the bearings to both the
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Table 1. Test results of ruggedized gas chromatograph components 
Component 
Texas instrument x-, %-, and %-w 
1 % gloss-carbon resistors 
Kinelogic dynamic capacitor 
GC ionization !ctar 
Victorene High-Meg resistors 
GC Leonard pressure regulator 
Sprague 150-6 solid-slug B rise 
tantalum capacitors 
Sample rise 
18 
1 
1 
15 
1 
20 
Impact level 
l o r n  9 
190 ft/sec 
5500 g 
120 ft/sec 
10,000 g 
200 ft/sec 
10 ,m 9 
190 ft/sec 
10,000 g 
190 ft/sec 
3500 9 
115 ft/sec 
5600 9 
115 ft/sec 
1 0 , m  9 
190 ft/sec 
Impact direction 
~~ ~ 
Axially and transversely 
Axially and transversely 
Axially and tronsversely 
Axially 
Axially and transversely 
Axially and transversely 
Axially 
Axially and transversely 
Comments 
Survived 
Performance slightly degraded after 
Corrected to some extent by 
each test 
averdriving 
Axial impact seriously degraded 
capacitor performance 
Transverse impact destroyed 
copacitor 
Survived 
Survived 
Survived 
leakage increased beyond desirable 
value 
Survived 
0 I 2 3 
I I I I 
INCHES 
Fig. 1. Components of rebuilt Gaylord-Rives Size 8 synchronous motor 
armature and case. Fig. 1 shows the motor’s components. 
Development is underway on a prototype belt-driven 
tape recorder transport capable of surviving 10,OOO g 
from 500 ft/sec. This recorder will utilize a larger version 
of the motor shown in Fig. 1. 
High impact facility. The 6-in. D compressed-air gun 
is operational and is currently being used for investigat- 
ing the energy absorbing capabilities of balsa wood at 
500 ft/sec. A compressed-air gun with a 22-in. D bore 
is being developed which will operate identically to the 
73 
JPL SPACE PROGRAMS SUMMARY NO. 37-32, VOL. IV
6-in. gun except that the former will have a single barrel
mounted upon a carriage designed to absorb the recoil.
The gun will be used for two purposes:
(1) To accelerate projectiles containing test specimens
to 500 ft/sec for subsequent deceleration against a
crushable material. This operation is identical to
that used for the 6-in. gun.
(2) To accelerate a carriage which will be stopped
before the test specimen is allowed to impact.
With this carriage, packages up to 5 ft D can be
tested. This lack of size constraint, coupled with
the large test-weight capability of the gun (approx.
500 lb to 500 ft/sec, including the carriage or
projectile) will enable testing of large pieces of
capsule equipment, prototype payload assemblies,
and large segments of energy absorbing structure.
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IX. Applied Mechanics
A. Radiation-Conduction Coupled
Heat Transfer Investigations
J. A. Plamondon
For some time there has been concern over the ac-
curacy of analytical prediction of radiant heat exchange
for complex geometries such as those found in spacecraft.
This concern has resulted from differences between (1)
the analytical predictions, (2) data obtained experimen-
tally in space chambers, and (3) data obtained from flight.
A study has been undertaken to explain and eliminate
some of the causes for these differences. For this study, a
simple geometry was chosen for investigation to obtain
agreement between analytical and experimental methods,
and develop insight into the causes of disagreement.
The geometry being investigated (Fig. 1) is an axially-
symmetric finned cylinder. It was chosen because of its
similarity to the Ranger TV tower for which both flight
and experimental chamber data disagreed with analytical
prediction. This choice of geometry was suitable because
it contains those characteristics of radiant heat exchange
found in complex spacecraft hardware.
To date, work performed on this study has been pri-
marily analytical and preparatory. Thus far, analytical
z,B
I
)
_,r3
I
t°
r I
(o') I
(i) _, "P' _
8,*,r,
(3)
ro
(2) / B;, r_
-_--- r, {(2') I
rz
Fig. 1. Section of circumferentially-finned cylinder
work has been accomplished for two cases of radiant heat
exchange where: (1) temperature, radiosity, and solar
heat load are assumed uniform on each surface, and (2)
radiosity and temperature distributions on each surface
are accounted for. Cases (1) and (2) were programmed
for the IBM 7094 computer and solved. Conduction cou-
pling has been added to Case (2) and is being pro-
grammed for numerical solution. No experimental work
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has been accomplished, due to nonavailability of an ap-
propriate small space chamber; however, such a facility
is being assembled.
Analysis has proceeded from the simple uniform tem-
perature and radiosity situation to the complex radiation-
conduction coupled, non-uniform situation. In Case (1)
temperature, radiosity, and solar irradiance were assumed
to be uniform for each surface of the circumferentially-
finned cylinder. In addition, the first analysis was formu-
lated within the framework of the diffuse surface
idealization. In this analysis, solar heating was assumed
to be introduced along the axis of symmetry, and no
temperature gradient was assumed to exist through the
walls. The thermal state of each surface was computed
on the basis of thermodynamic equilibrium with its en-
vironment, which was assumed to consist of the external
solar heat load, space at absolute zero degrees, and the
adjacent surfaces. This particular analysis was under-
taken (in addition to previously mentioned reasons) for
sizing the geometry and choosing surface properties such
that thermodynamic equilibrium occurs near room tem-
perature for an external solar input of approximately 1
solar constant. Since the derivation of the governing
equations is beyond the scope of this summary, only the
following final governing equations are presented:
( :); -_ B* - p, F,__B*1 - E1 + ex ex
1
-p1Fa_,B*= ei(1-e')a_s-- , Q*_ (1)
( 2)e, B*- p, F__, B* + 1 - _ + _; - e, _,
(9.)
-- pa Fa-IBI* -- psFs-2B* q- (1-- ,8 T ,--_,: (1 -- _,_))2_8,,]B*'_
e3e. (1 - (3) c8 (1 - (8) (a,s - (,)
,:_--2z,4B_-[ - 1-o,F,_J ez+,, 2e3e,' B*
(p,.+ (1-
---- E_Te,--2_3e, / Q* (4)
where B* is the dimensionless radiosity; F,_j is the view
factor between surfaces i and i; Q* is the dimensionless
solar heat load (solar irradiance); e, a, and p are the prop-
erties of the surfaces; subscripts 1, 2, 3, and 4 refer to the
surfaces as shown in Fig. 1; and subscript s denotes
property to solar spectrum. Dimensionless temperature
to the [ourth power is related to Eqs. (1) to (4) by the
following:
T* = E, B* + (1 -- _,) a;, Q* (5)
T* = _2 B* + (a. -- ,z) Q* (6)
T* = T,* =
e8 (1 -- e,) B* -t- ,, (1 -- '8) B* -t- (1 -- '8) (a,. -- e,) Q*
(7)
Dimensional temperatures can be obtained from
(8)
and dimensional radiosities from
B(Btu/hr ft 2) = B*Qo (9)
where Qo is the solar heat load in Btu/hr ft 2 and a is the
Stefan-Boltzmann constant. These equations were solved
numerically and resulted in a configuration with the
dimensionless size and surface properties as shown in
Table 1.
Table 1. Dimensionless size and surface properties
of circumferentially-finned cylinder
Size
N = Llro 4.000
",1o : r_lro 2.000
_o : r=/ro 2.646
O_ : Q,/Q, 1.000
O_' : Q*/Qo 0.500
Q_ : Q4/Qo 0.100
(: to 71_-deg
decollinatlon
angle)
Surface properlies
Surface 1' black
Surface 1 white
Surface 2' gold
Surface 2 black
Surface 3 polished
aluminum
5urface 4 black
e: : 0.9400 a;_ : 0.9600
et : 0.8500
: 0.0450
e_ : 0.9400 a_ : 0.9600
_ = 0.0400
e. =- 0.9400 a_s = 0.9600
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With these equations solved, Case (2) was undertaken
to determine the temperature distribution along each
surface and to see how this distribution differs from the
bulk-type temperature computed in Case (1). Again the
same assumptions were made as in Case (1), except that
the uniform temperature and radiosity restriction was
removed. The second analysis resulted in a set of seven
simultaneous equations: four integral equations in terms
of temperature and radiosity, and three algebraic equa-
tions relating temperature and radiosity. Again the deri-
vation of these equations is beyond the scope of this
summary. The final dimensionless governing equations
ate:
B* ('7) = eaT*_ (7) + m _ B* (_) K ('!, _) d_
F+ o_ B*_(_) r (7,_) d_ (10)
fr/9B_*(¢) = e2r_* (¢) + p2 7 B* (7) r (,7,¢) d,
+ o2 B* (_) r (_,_) d_ + p,, Q* (_) (11)
fT/jB* (/3) = e3 T* (13) + ps 7 B* (7) K (7,/3) d7
+ o_ _ B_*(_) r (_,_) _ (12)
fIgB* (/3) = e, T* (/3) + p, B* (7) K (7,/3) d7 + p,, Q, (/3)
(13)
• 1B* (71)+ (1 - el) a:. Q_* (7)
• , (14)T* (7) = e_ + el -e_ e_
e, B* (0 + (_,, - e_)Q* (_)
T* ($) = _ + e_'-ez _; (15)
T* (/3) =
• a (1 -- _,) Bs* (/3) + _, (1 -- es) B* (/3)
e3 + e4 -- 2% E4
+ (1 -- ¢3)(a,, -- e,)Q* (_) (16)
% -1- E4 -- 2%E4
The nomenclature is the same as before; however, the
view factors, F, have been replaced by the kernels, K,
which denote the view functions between incremental
areas. Also, the B* and T* ate now functions of the co-
ordinates of the individual surfaces. The expressions for
the kernels will not be presented because of their length.
These equations were solved numerically using a Simp-
son's Rule and a simple iteration procedure in which the
integrals were divided into n finite areas.
Figs. 2, 3, and 4 show the temperature and radiosity
distributions on the upper fin, lower fin, and cylinder. The
horizontal lines are the temperatures and radiosities com-
puted from Case (1); the curved and discontinuous lines
are from Case (2). Except for the upper fin, significant
differences exist between the predictions of the two Cases.
Figs. 5, 6, and 7 show the effect on the results obtained
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Fig. 5. Temperature distribution in the upper fin for c_
various values of the integration interval, n _'_
of the number of intervals into which the integrals in the
integral equations are divided. The curves shown are for
Case (2) with n = 10, 20, and 40. For n greater than 40,
no differences were noted; consequently, 40 intervals seem
sufficient for these calculations.
In Figs. 8 and 6, a discontinuity exists at _ = 2.0 that is
attributed to a discontinuity in the direct solar input as a
result of shadowing by the upper fin. In the first analysis
(uniform temperature and radiosity), the solar flux on the
lower fin was incident uniformly across the entire fin; in
the second analysis, the solar flux impinged only on that
area of the lower fin exposed to direct sunlight. This
partially accounts for the extremely large differences
between the two analyses of temperature and radiosity
observed on the lower fin.
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Fig. 6. Temperature distribution in lower fin for
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Since large differences exist between the two analyses,
a third analysis has been undertaken in which conduction
coupling is included. Since conduction would tend to
decrease the large temperature gradients that exist on
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both cylinder and fin in the second analysis, the results 
of the third analysis should lie somewhere between the 
results of the fist two. It can be concluded that the results 
of either analysis could not, without further justification, 
be reliably used as a means for analytical prediction be- 
cause of the large differences that exist. 
B. Brazed Pyrolytic Graphite to 
Metal Joints for Advanced 
Liquid Propulsion Systems 
C. E. Johnson 
Pyrolytic graphite (PG) 100-lb thrust chambers of the 
type shown in Fig. 8 have been designed, fabricated, and 
Fig. 8. 100-lb pyrolytic graphite thrust chamber with 
an ATJ graphite adapter ring 
successfully tested. To date, however, any uncooled con- 
nection of the PG chamber to a metal injector has been 
accomplished only by using an adapter ring made of ATJ 
graphite; the ring itself is very heavy, the cause attributed 
to large differential thermal expansions between the metal 
injector and PG. In an effort to optimize the injector/thrust 
chamber design, methods of brazing metal to pyrolytic 
graphite are being studied. 
Braze materials (Si-2Ti, Ti-8.5Si, etc.) have been devel- 
oped that will withstand burn temperatures of 2500°F 
and still retain structural strength. When metal and PG 
are brazed together, the oven temperature is at 2940°F; 
therefore, the structural criterion for designing the joint 
is the temperature differential between 2940°F and the 
lowest joint temperature experienced during flight, which 
is approximately 60°F. 
Preliminary analytical investigations were conducted 
to show the feasibility of using a particular metal for the 
joint geometry shown in Fig. 9. A planar hoop-stress 
analysis was performed that yielded an approximate rela- 
tion (Eq. 1) for determining feasibility and rank com- 
parison for any metal/PG optimum joint design. This 
equation must be satisfied for joint feasibility to exist. 
where 
uM = tension yield stress in the metal at room 
temperature, psi 
upo = compression yield stress (along the grain) in 
the PG at room temperature, psi 
E ,  = elastic modulus of the metal at room tem- 
perature, psi 
EPC = elastic modulus (along the grain) of the PG 
at room temperature, psi 
aI = equivalent coefficient of thermal expansion 
of metal for a given temperature gradient, 
in. /in. 
a P G  = equivalent coefficient of thermal expansion 
of PG for a given temperature gradient 
along perimeter of cylinder (along the 
grain), in./in. 
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Fig. 10. Metal-pyrolytic graphite serpentine-braze joint
etc = equivalent coefficient of thermal expansion
of PG for a given temperature gradient in
radial direction (cross the grain), in./in.
teo = thickness of PG, in.
R -- mean radius of thin-walled brazed joint, in.
A relation similar to Eq. (1) can be written for preload
in the joint at operating temperature:
2 a (2)
where the subscript T denotes structural properties at
tempera_tre.
In comparing Eqs. (1) and (2), it is seen that the use of
a preload at operating temperature has a detrimental
effect on the structural adequacy of the joint. Good prac-
tice in the fabrication of closed shapes with PG dictates
that the t/R ratio does not vary much from t/R = 0.05,
due to inherent built-in stresses. Therefore, by inserting
this value into Eqs. (1) and (2), decisions can be made
for any size joint.
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As a result of an investigation of the following refrac-
tory metals, it was determined that none could be used
without general yielding occurring in the metal or PG.
(1) Tantalum.
(2) Tantalum-10 Tungsten.
(3) Tantalum-8 Tungsten-2.4 Hafnium.
(4) Molybdenum.
(5) Molybdenum-0.5 Titanium.
(6) Columbium.
(7) Columbium-10 Titanium-10 Molybdenum.
(8) Columbium-15 Tungsten-5 Molybdenum-1
Zirconium.
Based on this preliminary investigation, it was decided
that to successfully braze metal to PG, the joint should
be designed to relieve the excessive hoop stress involved.
Also, the design should incorporate a seal to prevent
leakage of thrust pressure.
Fig. 10 illustrates a metal/PC serpentine-braze joint
designed to relieve excessive hoop stress caused by dif-
ferential thermal expansion. The proposed design creates
a flexible composite structure by reducing the amount of
braze material between the metal and PG. Deformation,
due to differential thermal contraction, can now be
absorbed primarily by local bending in the metal instead
of only membrane loads in the metal and PG. The internal
pressure, between the metal and PG, is significantly
reduced, thereby decreasing the general hoop-stress
condition.
The serpentine-braze joint was roughly analyzed to
determine the PG loading condition and whether or not
the metal yields when deforming into the provided space.
The mathematical model used is shown in Fig. 11. Curves
of maximum stress (psi) and hoop load (lb.) vs. metal
thickness (in.) were derived for any metal, temperature
differential, and general braze pattern (Figs. 12 and 13).
E is the elastic modulus of the metal at room temperature
(psi), and a is the equivalent metal coefficient of thermal
expansion (in./in.) for a given temperature gradient.
Based on this analysis, it was determined that for the
100-1b thrust chamber (1) the metal will yield locally at the
braze joints, and (2) the induced hoop and longitudinal
stress in the PG is an order of magnitude less than
allowable.
The serpentine-braze joint was also analyzed to deter-
mine whether or not the metal deforms into the space
0
Po
Fig. 11. A mathematical model, serpentine-braze joint
t_
n
0.03
002
0.01
0
0.01
THICKNESS t
002
Fig. 12. Po/aE vs. t for values of #
provided without being supported by the PG. The space
between the metal and PG was set at 0.010 in., the maxi-
mum practical braze thickness allowed for a good joint.
It was determined that the metal would deform and
81
JPL SPACE PROGRAMS SUMMARY NO. 37-32, VOL. IV
¢
2
8:20/
o7...
/
f o
0 0.01 0.02
THICKNESS I
Fig. 13. _o/aE vs. t for values of 0
become supported by the PG for all reasonable braze
patterns. To overcome this problem, the metal cylinder
should have the serpentine pattern stamped into it, cre-
ating a raised area necessary to avoid PG support after
deformation. The pattern has another advantage: capil-
lary action is greatly decreased in the space-region of the
joint, thereby concentrating the braze at the serpentine
pattern.
Since yielding occurs, the design procedure for a
serpentine-braze joint is an analytical-experimental ap-
proach. A test program has been initiated at JPL to
evaluate the proposed joint design in which the investi-
gation of tantalum alloys will be emphasized. These alloys
exhibit good properties at high temperatures, relative to
other refractory metals, and have very good ductility at
room temperature. For the 100-1b thrust chamber, the
metal cylinder must have sufiqcient strength to withstand
an internal pressure of 150 psi. Also, the shear strength of
the braze material is approximately 300 psi. Therefore,
as a first joint design for the test program, the metal
should be at least 0.008 in. thick with a 1.0-in. PG over-
lap, combined with a braze pattern spacing of 40 ° and
a braze width of 0.15 in.
C. Structural Analysis System Pro-
gram Evaluation of Triangular
Plate Stiffness Element
T.E. Lang
A structural analysis system (SAS) computer program 1
is being developed that is based upon the direct stiffness
method--a recognized accurate analysis technique for
complex structures composed of subelements such as bar,
beam, torque tube, or membrane elements. In develop-
ment of the structural analysis system, an attempt was
made to develop an element representative of plate and
shell structures. The element geometry selected was a
triangle in which six degrees-of-freedom are allowed at
each of its nodes. In deriving the element stiffness
matrix, membrane and bending deformation states were
included as well as a stress-strain law allowing repre-
sentation of isotropic, orthotropic, and aeolotropic ma-
terials. This element is being evaluated by use of simple
structural configurations to determine its accuracy and
convergence properties.
Information to date indicates the element representa-
tion is adequate in predicting deflections, slopes, reaction
forces, eigenvalues, eigenvectors, and membrane stresses.
However, a distribution technique has not been deter-
mined that will yield accurately computed bending and
transverse shear stresses from the nodal forces. This
problem is being studied and constitutes, primarily, the
only major inaccuracy associated with the triangulal
element.
A clamped square plate (Fig. 14) has been studied
for which eigenvalues and associated eigenvectors were
evaluated. Also evaluated were the deflections, slopes,
moments, and shears resulting from a unit normal point
load at the center of the plate. For this case, the deflec-
tions and slopes are reported.
Nongeometric properties defined for the plate are:
E= 10.5× 106 lb/in. 2
lb/sec _
p= 2.62X 10-' in.'
v = 0.333
'Under development by the Jet Propulsion Laboratory with
Philco Corporation, Western Development Laboratories, the
principal contractor.
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Fig. 15 shows the triangular array selected to idealize
the plate. Seventy-two triangles are used, and, with the
edges of the plate clamped, twenty-five interior nodes
can move. This array can be considered representative
of either the complete plate or, because of uniformity,
of one-quarter of the plate, assuming symmetrical
Y
/,; \\\////-//\-,,,,',,,
,.;,../2
,==,..o. - ///\\\
Fig. 14. Plate configuration Fig. 15. Triangular idealization
Table 2. Flexural modes and frequencies of a clamped square flat plate
Complete plate Quarter plate _ Mode shape
Mode
No.
Frequency
(exact), b
cps
153
311
Frequency, Error,
cps %
156 +2.0
350
498
+12.5
-t-8.5
+33.0
Frequency,
cps
459
558 743
705 +26.0
+23.0
156
Error,
%
561
700 860
571
600
+2.0
+2.0
+7.0
Exact b
+
÷
+T I-
÷
i-I+
\.÷/
///.÷\N\
i T
+1--1÷
--I-t--
--I+1--
I I
Computed
÷
÷
I
÷;-
-I+
I
\\÷//
/'+_ ,,
/ \
(+)!
J
; i--_--,
+1--1-1-
---t--I--
--I÷1--
I I
aAt time of publication, only the symmetric modes had been evaluated.
bThe exact values are from Ref. 1.
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Fig. 16. Transverse displacement of plate from center
of plate to center of outer edge---unit
normal point load
boundary conditions are imposed along two edges. If
the array is used to represent one-quarter of the plate,
then effectively the representation is that of 109 mov-
able nodes. The mode shapes and frequencies of the low-
frequency flexural modes of the plate were computed
(Table 2) using both the _complete- and quarter-plate
representations.
The mass distribution technique materially changes the
accuracy of computed frequencies. The values reported
in Table 2 were computed using a mass distribution
corresponding to a complimentary energy formulation
of the problem. This distribution, coupled with the po-
tential energy formulation of the stiffness matrix, can
result in computed frequencies less than exact values.
If a potential energy formulation is used throughout,
O
0.6
0.5
0.4
0.5
EXACT
O COMPUTED
0 4 8 12 16 20
DISTANCE FROM CENTER OF PLATE, in.
Fig. 17. Slope of plate from center of plate to center
of plate edge---unit normal point load
24
then all computed frequencies should be greater than
corresponding exact values. Except for the second mode,
computed mode shapes were identical to exact shapes.
The computed second mode nodal line curved slightly--
whereas in the exact node, the nodal line parallels two
sides of the plate and divides it into two equal parts.
The cause of this variation is not known.
The deflections of the plate, due to a central unit
normal point load, were computed using the quarter-
plate representation. The transverse displacement w and
slope qJ = _w/_x along an axis perpendicular to a side of
the plate and passing through the center of the plate are
plotted in Figs. 16 and 17. For the rough grid, the deflec-
tions and slopes closely approximate the exact values.
Reference
1. Harris, C. M., and Crede, C. E., "Shock and Vibration Handbook," Vol. 1,
Chapter 7, McGraw-Hill Book Co., Inc., New York, 1961.
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ENGINEERING FACILITIES DIVISION
X. Instrumentation
A. An Infrared Photometer for
Measuring Freon 13 Density in
the Exhaust of a Hydrogen-
Freon 13 Gas Core Reactor
Model
G. A. Wiker and R. C. Willson
1. Introduction
The testing of gas core reactor models includes the
use of Freon 13 to simulate a heavy reacting gas. An indi-
cation of the effectiveness of a given model configuration
is the amount of Freon 13 appearing in its exhaust. An
infrared photometer has been constructed to measure
quantitatively the amount of Freon 13 in the exhaust by
detecting its absorption of infrared radiation.
Freon 13 has a strong absorption line centered at the
wavelength: )t = 8.26tz. The profile of this absorption fea-
ture has a width and depth that increase with rising
Freon density. The infrared radiation reaching the pho-
tometer detector is restricted to a narrow wavelength
range just off the absorption line center on the steep
slopes of the family of absorption profiles corresponding
to the Freon 13 densities of interest. A maximum rate of
change in intensity is then seen by the detector as the
density of Freon 13 in the radiation path varies.
2. Photometer
A schematic drawing of the radiometer is seen in Fig. 1.
The infrared source is a cone-shaped, ceramic heater ele-
ment of 1000-w capacity operated at a regulated 110 v ac.
This mode of excitation is satisfactory since the ceramic
interior of the source, to which the detector field of view
is limited, is massive. A mirror, 7.6 cm in diameter and
45.7 cm focal length, gathers the source energy and di-
rects it along the photometer axis. The infrared beam
passes through the water-cooled aperture tube, which
restricts the field of view for the downstream optics to
the concave mirror. The emergent radiation, after modu-
lation at a frequency of 230 cps by a rotary chopper,
encounters the narrow band-pass filter.
The filter is a _wo-element device comprised of multi-
layer interference filters deposited on two germanium
discs. The first is a blocking filter that reduces transmission
to _ 0.5_ for wavelengths: _ _ 8.01 _ and 8.65/_ L )t
14.00 _. The Irtran II windows used elsewhere in the
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Fig. 1. Schematic diagram of the 8.26-/_ infrared photometer
instrument do not transmit appreciably beyond 14 t_ and
thereby complement the blocking function of the filter.
The second germanium substrate has a multilayer filter
deposited on it with a transmission of 51% at 8.26 _ de-
creasing to 25% for a 0.18-_ bandwidth.
An absorption calibration cell can be placed in the
optical path between the filter and the exhaust tube. This
cell, into which Freon 13 can be introduced at any de-
sired pressure, duplicates the optical path length of the
exhaust tube. Low reflection coated Irtran II windows
are employed as the optical ports in the cell. The optical
ports of the exhaust chamber are also low reflection coated
Irtran II windows. The unabsorbed radiation emerging
from the exhaust chamber is focused by a 2.5-cm focal
length Irtran II lens to form a 2.2-mm diameter image of
the source on the detector element.
The detector is a Philco GPC 201A gold-doped ger-
manium type with a 2.0-mm square germanium flake.
The detector is operated at 77°K using a Philco C-100
Joule-Thompson liquefier that mates with the built-in
Dewar of the detector. Extra-dry, high-purity nitrogen is
passed through a Walter Kidde and Co. Type 840873
chemical dryer and filter, and supplied to the C-100 lique-
fier at 900 psi for continuous operation. Higher starting
pressures are used for rapid cool-down from ambient
temperatures.
During operation of the reactor model, expanding hy-
drogen in the exhaust chamber causes sufficient cooling
to condense atmospheric water vapor onto its exterior
surfaces. To prevent condensation on the outside surfaces
of the Irtran II optical ports, the detector chamber and
entrance aperture tube are continuously flushed with dry
nitrogen. Fig. 2 shows the optical system.
3. Transport of Radiant Energy
The flux of radiant energy incident upon the detector
can be expressed as:
4) = TSP..B (1)
where
cI) = flUX, W
T = transmission factor (unitless)
S = limiting source area (em 2)
= limiting admissible solid angle (sterad)
B = radiant intensity of source (w-cm- 2-sterad- 1)
T is the net transmission factor of the instrument. It
accounts for the imperfect transmission and reflection of
various elements of the system. Both calibration and nor-
mal operation of the system involve the s_me number and
types of optics. T for the photometer is 0.2.
The quantities S and _ can be eombined to form as
their product the etendue (extent) of the system.
U = S_/ Etendue (2)
For this instrument the etendue is: U = 1.3 >( 10 e cm 2-
sterad.
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B,  the radiant intensity of the source, is that correspond- 
ing to a 1500OK black body. B = 28.75 w-cm-z-sterad-l. 
We will define an effective source, Bert, by applying the 
narrow band-pass filter function to B :  
the infrared detector output signal. This is followed by a 
synchronous demodulator, amplifier, and low-pass filter 
which produce the electrical signal proportional to the 
infrared radiation incident on the detector. 
This yields a B e f f  = w-cm-2-sterad-1. 
The radiant flux incident upon the detector is then, by 
@J -" 3 x 10-6 w. 
Eq. (1): 
(4) 
4. Electronics 
The band-pass amplifier is made up of three units; the 
first is located as close as possible to the infrared detector. 
It provides 60 pa of DC excitation to the variable resis- 
tance infrared detector and impedance transformation 
and amplification for the detector output signal. The am- 
plifier consists of a field-effect input transistor (2N3578) 
chosen for its low noise characteristic, and a boot strap- 
connected silicon output transistor. The input impedance 
is 22 MO and the equivalent input noise is 4.5 pv RMS in 
a 1-kc bandwidth. The output impedance is 400 and the 
signal gain is $2. 
The infrared detector signal amplification system 
(Fig. 3) consists of a high-gain, low-noise, band-pass 
amplifier which amplifies the modulation components of 
The second unit is a TektronixType 122 differential 
input amplifier. It provides variable high-pass and low- 
pass filters and switch-selected voltage gain of 100 and 
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Fig. 3. Infrored signol omplificotion system
1000. At a gain of 1000, the Type 122 amplifier has an
equivalent input noise of 0.8/zv RMS in a 1-kc bandwidth.
The third unit contains a high-pass filter with a sharp
low-frequency cutoff starting at 100 cps to lower the
system noise, followed by an AC negative feedback am-
plifier with a voltage gain control adjustable from 2 to
17. A 0- to 10-v range peak-to-peak AC voltmeter moni-
tors the output of the variable gain amplifier, and can be
switched to monitor the excitation current of the infrared
detector on a 0- to 100-/_a range. The variable gain AC
amplifier output is fed to the synchronous clamp demodu-
lator which restores the DC component of the infrared
proportional signal. The synchronous clamp is driven by
the amplified and shaped output of a photoelectric de-
tector mounted on the infrared source chopper wheel
assembly. An adjustable negative offset bias voltage al-
lows expanded scale operation by bucking out up to 8 v
of the clamp demodulator output. The partially filtered
output of the clamp demodulator is connected to a gain
of one, impedance transforming, DC amplifier. This
drives a low-pass filter with a sharp high-frequency cut-
off starting at 75 cps which removes the modulation com-
ponents of the infrared proportional signal. The output
signal is monitored with a DC meter. The three switch-
selected meter ranges are 0 to 10, 0 to 1, and 0 to 0.1 v
peak. The direct output signal is nominally set to between
+2 and +4 v. An attenuated, filtered output with a
nominal signal level of + 20 to + 40 mv and a band-pass
of 1 cps is provided for strip chart recorders.
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XI. Aerodynamic Facilities 
21-in. Hypersonic Wind Tunnel. Support-free base pres- 
sure data are being obtained from 10- and 15-deg half- 
angle cones at Mach numbers 6.0 and 8.0. Pressures at 
the base of the free-flight model are sensed by a small 
A. Wind Tunnels 
J.  T .  Welton, R. G. Harrison, Jr., J.  E .  Marte, R .  W. Weaver, 
P. Jaffe, R. H. Prislin, R. D. Wood, and R. 1. Hemstead 
telemetry package (Fig. l), and transmitted to a receiving 
and recordinR system outside the wind tunnel test set- 7 .  Free-Flight Telemetry, J.  J. Welton and R. G. Harrison, Jr. - _  
To develop a free-flight telemetry capability for the 
JPL wind tunnels, Test 21-182B was conducted in the 
tion. A representative data point copied from an oscillo- 
scope trace is shown in Fig. 2. 
15-deg HALF-ANGLE MODEL WITH 
TELEMETRY PACKAGE 
P 
TELEMETRY PACKAGE 
/- 
iNTENNA 
\ 
LMODEL SUPPORT PINS 
PRESSURE  PORT^ 
0 I 
I I I I I 
I NCHES TELEMETRY PACKAGE 
Fig. 1.  Telemetry package and model 
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Using 10 different telemetry packages, 120 flights have
been made. Some packages have been flown as many as
33 times with only minor repair, such as replacing bat-
teries following flight. Approximately 25_ of the flights
have produced meaningful data, the remaining 75_ pro-
ducing useful system development information. Models
are launched into free flight in the wind tunnel test sec-
tion by a pneumatic launch gun (SPS 37-31, Vol. IV,
p. 135). Data are recorded while the model is in the test
section, and the model is recovered by a wire net at the
tunnel floor. Models usually can be re-flown at once. All
flights are photographed with a 16-mm Fastax movie
camera to determine model attitude during flight.
To further the capability in free-flight telemetry, future
plans include telemetry of model base and surface tem-
peratures.
2. Langley 20-ft Free-Spinning Wind Tunnel
Dynamic Stability Tests of Mars
Entry Configurations, J E MatteandR.W. Weaver
Tests were run in the 20-ft Free-Spinning Tunnel at
Langley Research Center to investigate the low sub-
sonic (V < 90 ft/sec) dynamic stability of a series of
possible Mode I entry configurations. This tunnel has a
vertical test section with air at atmospheric supply pres-
sure flowing upward, allowing models to be flown in
steady free flight by adjusting the air velocity so that the
model's drag equals its weight. Data are recorded on
motion picture film which shows, in addition to the
model's attitude as a function of time, the tunnel flow
velocity.
Details of the geometry of the four nose configurations
tested are given in Fig. 3; the center-of-gravity locations
and pitch moments of inertia are given in Table 1, along
with the static coefficients Co and Cm_ which could be
computed from the experimental data. All models were
axially symmetric. Plane surfaces, hemispheres, and cones
were used as afterbody shapes. The hemisphere used had
a diameter which was 70_ of the maximum model
diameter and the cone was geometrically identical to the
cone nose shape. Moments of inertia were made as large
as possible, consistent with the model size, construction,
center-of-gravity location, and limitation on total weight.
This results in a rotational similarity parameter (ods/I)
for these data of about 1130 times the Mars value; center-
of-gravity locations were, in general, as far forward as
physically possible.
Other afterbodies were tested with the four nose shapes,
in addition to those shown in Table 1, but no data suit-
able for numerical analysis were obtained. As shown for
the three flare nose configurations, the drag coefficient
and pitch moment slope are principally functions of the
nose shape. The values given may be considered as rep-
resentative for any configuration having that nose shape
and a definite separation point as far as these parameters
are concerned.
Table 1. Data summary
L
L L I-t- hemi- M N Units
+ cone
sphere
cg/D 0.245 0.269 0.269 0.195 0.210
Iv 13.60 10.96 13.13 9.52 8.99 Slug--ft 2 X 10 :_
Co 1.09 !.I0 1.1 I 0.88 0.45
C._ --0.11 --0.15 -- --0.18 --0.36 Perrad
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(o) P-SHAPE MODEL
6.75
_-_15.5 P't
I
[ / X, in. Y, in.
.69 5.29
2.11 4.47
2.54 3.71
J 3.38 2.42
4.23 1.36
(c) LANGLEY FLARE MODEL (L-SHAPE) 5.06 0.607
5.91 0.135
6.75 0
.dI----,35 vI
(b) HEMISPHERE MODEL (N-SHAPE)
4.46
(d) BLUNT CONE MODEL (M-SHAPE)
ALL LINEAR DIMENSIONS IN INCHES
Fig. 3. Model configurations
The model configurations exhibited static stability (i.e.,
recovered from) following angular displacements of from
45 to,80 deg. With the exception of the sphere discussed
below, all other nose shapes reported on here were dy-
namically stable down to small angles of attack.
A smooth 13.5-in. diameter sphere with cg/D = 34.7_
moved in an erratic path apparently due to wake separa-
tion effects. It appeared to be neutrally stable statically
and slightly unstable dynamically. The drag coeflqcient
was 0.40. Large-scale roughness was introduced on the
sphere surface in the form of six rings of %2-in. rod, 7_
in. in diameter, attached to the surface so that the center
of each ring was located at 90 deg from each of its im-
mediate neighbors. This roughness considerably reduced
the erratic effects due to wake separation and produced
what appeared to be slight static stability and neutral
dynamic stability. The configuration remained con-
siderably less stable than the other shapes and had a
C_ = 0.45 which is 72% less than the higher drag shapes
tested. Other related shapes tested included a "stepped"
sphere having an afterbody hemisphere 70_ of the fore-
body hemisphere. The stability characteristics appeared
to be about the same as the hemisphere-fiat configuration
of Table 1 but no data suitable for numerical analysis
could be obtained.
Data for the P-shape (Apollo-like shape) are classified
and will appear in a JPL technical report (to be pub-
lished). The report will include numerical values for the
dynamic damping parameter, C%_.
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Early in the test program two stabilizers of types which
had been effective in earlier drop tests with low moment
of inertia models (stiff wire and thread) were tried on the
P-shape. They appeared to be completely ineffective in
stabilizing a body of the size and inertia of those under
test, so stabilizers of this type were eliminated from the
test program pending further investigation of the scaling
and interaction problems involved. Some small parachutes
were tested as stabilizers and for the most promising
shapes they were able to stabilize the model from an
initial attitude of 180 deg with chutes as small as 3 in.
in diameter.
On the basis of observations made during this test pro-
gram, several general impressions were gained. None of
the high-drag, low-fineness-ratio shapes now being con-
sidered was able to recover from a tumbling motion under
the test conditions. Those shapes which had a positive
point of flow separation, such as a step or large angle of
expansion near the point of maximum diameter and an
afterbody shape which did not permit reattachment,
exhibited the most satisfactory stability characteristics.
3. Dynamic Stability Research, p Jo_f,andR.,. Prislil_
For the past two years, a series of dynamic stability
tests has been conducted in both the supersonic and hyper-
sonic wind tunnels. The purpose of the program has been
four-fold: (1) to develop and improve dynamic stability
testing techniques; (2) to investigate thoroughly the dy-
namic stability characteristics of 10-deg cones; (3) to deter-
mine the effect of blunting 10-deg cones; and, (4) in
general, to obtain a better understanding of the dynamic
stability decay mechanism.
This progress report presents results from more recent
tests and also, summary information from earlier tests.
Only a portion of the data from the recent tests is pre-
sented and this is considered preliminary. The principal
test parameters were Mach number, Reynolds number,
oscillatory frequency, oscillatory amplitude, center-of-
rotation, and bluntness ratio. Two distinct testing tech-
niques were utilized in this program: the free-flight
technique and the sting-supported free-oscillation tech-
nique. The free-flight technique and data reduction are
described in SPS 37-24 and 37-31, Vol IV, and Refs. 1
and 2. The free-oscillation technique and data reduction
are described in Ref. 3. Table 2 contains a summary of
the tests and the corresponding test parameters. The
nomenclature of Table 2 is explained in Fig. 4 which
shows a typical model, with both a fiat and a contoured
base and a bluntness ratio, r (nose)/d (base), of 0.094.
For all blunt cones the center-of-gravity location is ref-
erenced in lengths of a hypothetical sharp cone from the
hypothetical sharp nose. The free-flight models ranged
from 0.5- to 1.0-in. diameter; the free-oscillation models
were about 5.25 in. in diameter.
Figs. 5 and 6 show the effects of oscillation amplitude
on the dynamic stability coefficient. Fig. 5 contains free-
oscillation and free-flight data for the sharp cone con-
figuration at several centers of rotation. The free-flight
data, shown as dashed lines, were reported on in SPS
\
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Fig. 4. Typical test configuration
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37-24, Vol. IV and Ref. 1. It should be noted that the
free-flight data were obtained at Moo = 4.5 and the free-
oscillation data at Moo = 6.0. Both techniques indicate
the same trend of increasing dynamic stability with
increasing amplitude. The free-oscillation data begin
to rise somewhat earlier (4 to 6 deg) than do the
free-flight data (8 to 10 deg) but, thereafter the curves
appear to remain parallel. The effect of amplitude on
a blunted 10-deg cone is shown in Fig. 6. These data,
taken at Moo = 6.0 by the free-oscillation technique, indi-
cate a greater change in the dynamic stability coeffi-
cient with amplitude than was seen with the sharp cone.
For the 0.6 l case, there is a 14% rise m the dynamic sta-
bility as the amplitude increases from 4 to 18 deg with
the sharp cone whereas, there is a 57% increase with the
blunted cone. It should be noted, however, that in case
of very blunt cones (r/d-_ 0.43) this trend reversed
itself to the point where there is no discernable amplitude
effect (Ref. 3).
Fig. 7 presents the effect of center-of-rotation on the
dynamic stability coefficient at constant amplitude for the
Table 2. Test parameters
cg
R_/in. wd/v
Configuration Test Moch ( % /, aft of 0._No. No. X 1 X 102
sharp nose)
A. Free
oscillation
Sharp cone
r/d _ 0.091
r/d _ 0.094
contoured
base
B. Free flight
Sharp cone
21-176 6.0-8.0 60.40-66.18 0.04-0.20 0.25--0.55
21-176 6.0-8.0 60.40-66.18 0.07-0.20 0.36-0.68
21-176 6.0-8.0 60.55-66.49 0.02-0,28 0.17-0.53
21-172
20-555
20-562
20-585
r/d z 0.094 21-172
contoured
base
r/d_-0.1 20-598
r/d_0.2 20-598
r/dzO.3 20-598
r/d_0.4 20-598
2.0-4.5 49.4-.61.4 0.17-0.34 0.94-1.99
4.0-8.0 48.0-59.0 0.22-0.25 0.57-1.19
4.0 54.7 0.28 1.44
4.0 66.0 0.28 !.13
4.0 66.0 0.28 1.19
4.0 81.7 0.28 1.18
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Fig. 5. Effects of oscillation amplitude on dynamic stability for a sharp cone
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Fig. 7. Effects of center-of-rotation on dynamic
stability for a sharp cone
sharp cone. This figure includes free-flight data taken at
M= = 3.0 and 4.5 (Ref. 1) and free-oscillation data taken
at M_ = 6.0. The data are compared with Tobak's first-
and second-order potential flow solution, applicable near
0 angle of attack (Ref. 4). There is good agreement at all
Mach numbers, the maximum deviation being on the order
of 7%. This plot shows excellent correlation between the
data obtained by the two alternate testing techniques.
The same type of data for a blunt 10-deg cone,
r/d = 0.094, with a contoured base are shown in Fig. 8.
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Fig. 8. Effects of center-of-rotation on dynamic
stability for a blunted cone
Again there are several Mach numbers and both free-
flight and free-oscillation data are presented. The data
are compared with a curve calculated from the Newton-
Jan impact theory. The free-flight and free-oscillating
curves exhibit the same shape; however, the levels of the
two curves differ by about 10%. No explanation for this
inconsistency is apparent at this time. In the upper right
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Fig. 9. Effects of Mach number on dynamic stability for a sharp cone
of Fig. 8 is a summary of Maeh number effect for this
blunt configuration, obtained from free-flight data.
Fig. 9 shows the effect of Mach number on dynamic
stability for the sharp cone. Again, both free-flight and
free-oscillation data are shown on this plot. The solid
line represents Tobak's potential flow solution while the
dashed line represents a shock expansion solution (Ref.
5). Both theories agree with experimental data to better
than 75. Both theory and experimental show a pronounced
variation in the coefficient in the region of M ® = 2 to 3,
and both show an indication of an increase in dynamic
stability in the Moo = 6 to 8 region.
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Fig. 10. Effects of bluntness on dynamic stability
The effects of bluntness on dynamic stability from the
free-flight data are shown in Fig. 10 along with a curve
from the Newtonian impact theory. Points at r/d = 0.2
and 0.3 are preliminary data not as reliable as the remain-
ing points. Experimental data for the sharp cone
(r/d = 0) are about 305 above Newtonian. As the blunt-
ness ratio increases, experimental and Newtonian curves
tend to converge, meeting near r/d = 0.3. Experimental
data at r/d = 0.43 (Ref. 3) also indicate good agreement
with Newtonian, confirming the general trend.
4. Free-Flight Capsule Afterbody Studies, R w Weaver
The stability characteristics of afterbodies during en-
tries at angles of attack in the 180-deg region are impor-
tant factors in the choosing of an over-all entry shape.
Wind tunnel studies were made to investigate the effect
that the internal configuration of cylindrical afterbodies
has on the stability dur_g rearward entry. It is manda-
tory for an entry capsule to orientate itself in a heat shield
forward position prior to maximum heat pulse to prevent
burnup.
These tests were conducted using cylindrical after-
bodies of three different lengths with six different internal
configurations. The models were constructed of magne-
sium with copper inserts in the forebodies to insure that
the centers of gravity were as far forward as possible.
The models are shown in Fig. 11. Each forebody-after-
body combination is shown with the various inserts that
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(c) FOREBODY WITH I.O-in. (d) FOREBODY WITH 1.5-in.
CYLINDRICAL AFTERBODY CYLINDRICAL AFTERBODY
Fig. 11. Forebody-afterbody combinations tested
were used with that particular combination. The models
were wire-launched in the 20-in. Supersonic Wind Tunnel
at angles of attack of 180 and 150 deg. This method of
testing was used in order to obtain interference-free data
for the models. The Mach number was 4.00 and the
dynamic pressures were 123and 154 lb/ft z. These tunnel
conditions were picked because they were the lowest
available which would yield readable high-speed motion
pictures with schlieren effects. The motion pictures and
the tunnel conditions were the only data acquired. The
only data reduction that was anticipated and accom-
plished was a visual evaluation of the movie data.
The forebody alone was stable at 180 deg. When
launched at 150 deg, the forebody oscillated several times
but was damping to 180-deg position.
When the forebody with the 0.5-in. cylindrical after-
body was launched at 180 deg, it would stabilize at 180
deg. The insert configuration made little or no difference.
Because this model could not be launched successfully
at 150 deg, no evaluation of it can be made.
The forebody with the 1-in. cylindrical afterbody at
180 deg flipped right after launch, which was due to
the supporting wire catching on the model after release.
This was not known until the films were viewed and thus
no check runs were made. All of the runs of this con-
figuration at 180 deg had problems with the wire releas-
ing properly. This model flipped to, and would become
stable at, zero angle of attack when launched at 150
deg.
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The forebody with the 1.5-in. cylindrical afterbody
appeared to flip at both angles of launch. This model also
experienced the wire-release problems.
The data indicate that the internal configuration of the
cylindrical afterbodies has a negligible effect on the per-
formance of the afterbody. The main effect is the length
of the afterbody.
During evaluation of the data films several peculiari,
ties in the shock patterns were noted. In one instance the
shock stand-off distance became uncommonly large; in
another case the shock itself oscillated between a necked
and a smooth shock. These two cases have only been ob-
served and have not been analyzed as of this writing.
The results of these tests indicate that a cylindrical
afterbody will indeed turn the capsule entry body around
to zero angle of attack but the length required to do this
may be prohibitive. The results further indicate the in-
ternal configuration of the cylindrical afterbodies is not
an important factor.
5. Optimum Supersonic Eiector Performance
Characteristics, _. _. Wooao._ R.1. Hemsteod
The principle of the jet ejector has been known and
employed by industry for many years. The simplicity of
its construction, low cost, light weight, and lack of
moving parts has attracted many diverse applications.
Although widely used, engineering design has usually
been based on empirical techniques. Recent attempts to
extend the use of the jet pump to a host of potential new
applications are subject to question because of a lack of
understanding of even the general performance character-
istics of a typical configuration.
Comprehension of the fundamental fluid mechanics
problem of the entrainment of a secondary stream by
means of a high-velocity jet is handicapped by lack of
knowledge of the turbulent mixing process and made
even more complex by the proximity of the walls of the
mixing tube. Recent applications of the ejector principle,
as reported, may be found in the field of propulsion where
air-augmented rockets or ejector ramjets are attracting
interest because of the possibility of improved thrust per-
formance with present launch systems by means of an
ejector shroud (Ref. 6). In the field of space science the
ejector has been advanced as a simple collection appara-
tus of aerosol matter for exobiological life detection
experiments (SPS 37-29, Vol. IV p. 119, and Ref. 7).
Extensive experimental and theoretical studies of zero
secondary flow ejectors have been carried out as a means
of altitude simulation of rocket nozzles (Refs. 8 and 9).
High-performance ejector systems are also frequently
used as jet pumps at the downstream end of low-density
and hypersonic wind tunnels to reduce minimum starting
and running compression ratios required for operation
(Refs. 10 and 11).
a. Basic equations. Because there is a lack of funda-
mental understanding of the actual entrainment process
in the above experiments, resort is frequently made to
simplifying assumptions to obtain at least a partial solu-
tion to the problem. Such simplification invariably has
the effect of limited application to a narrow range of
conditions and geometric configurations which the ejector
can assume. Now, a general understanding of the ejector
performance characteristics can be obtained only by means
of a simple one-dimensional compressible flow analysis.
The basic analysis utilizing this technique was first
given by Kiselev (Ref. 12), extended by Wood (Ref. 13)
and later by Fabri and Siestrnnck (Ref. 14). Application
of the conservation equations of mass, momentum, and
energy produces equations of the form below in order
to describe the configuration shown in Fig. 12 (Ref. 13).
Continuity equation (1-3)
0 (M_) = 1 +-_1 (T°3/T°I)vz 0 (M_) eOle_ • (i)
Momentum equation (1, 2-3)
w1
(I + __I_I)(To3/Tol)_(M* + M---_) (2)
Continuity equation (1-2)
eo_ w2 i A10(M_) e01
P---[-- _ (T°2/T°I)t_ As O(M_) P3 " (3)
Energy equation (1, 2-3)
W2 Toe
l+----
Tos_ W1 To1
(4)
The flow process is considered, at this point, to be inviscid
and the specific heat ratio ), constant. These equations
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are expressed, for simplicity, in terms of the dimension-
less velocity M* which is related to the Mach number by
M 2
2
__ M *_
7+1
1 -y - 1 ] (5)
_,_1M*'
1.2 I r t I
-- EXPERIMENTAL (REE II)
I.I ---- THEORETICAL
i -- = 1.0_W2
Lo MT =L633 " 1- w, - _/
O9
k/,,W._2= 080 ./08
_9.,-_., ]-_/ "' , ,"
08 ',..-h--V -"
'i_\3. _ _".'"
0.7 "k_\ t_ -!-_ _ _, . _ _
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Fig. 14. Typical ejector performance with supersonic
nozzle (M* = 1.633)
and the mass flux function by
A. [ -, ],,,,0(m*)-_- m* ] 7_7¥i M*_
(6)
Solution to Eqs. (1) to(6), for a particular geomet-
ric configuration, is found by selection of values of
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M_, To2/Tol, and Wz/W1 and determining the change of
Po=/P_ for a variation in the primary jet pressure ratio
Pol/P3. These equations were programmed for the
IBM 7094 and typical performance curves are shown in
Figs. 13 and 14 for both a sonic and supersonic (M -- 2.0)
primary nozzle. A limited amount of experimental data is
shown for comparison and it is noted that the simple
theory correctly describes the general trend of the data.
The difference between theory and experiment can be
attributed to viscous mixing losses and simple shear stress
losses along the mixing tube wall (Ref. 14).
b. Optimum performance. The particular problem of
interest in this report is the determination and significance
of the "optimum" point of the ejector performance curve
or the condition at which, for a given mass flow ratio
W2/W_, the minimum secondary pressure ratio Po2/P3
is obtained. This is normally the condition desired in the
actual operation of any real configuration. The "optimum"
point of ejector performance was found by the following
method:
From Eq. (3)
and from Eq. (1) where
we obtain
p_.20 (M,) _ (Z_) I/'l-a M*
P3 [1 7-),+11M,_ 1
aM*
A1 ,
__ (l "_- _'_121) (To3/To1)l/_-'_3 0 (M1)
d (eol/e )
X _' + 1 M*'
1+7-1 ,_q
W2 A1 ,
d(eo2/e ) _ [o (M;) - eo /e do (M;)/d(eol/e3)] (ro2/ro.) (u,)
d (Pol/P3) [0 (M_)] _
(12)
(13)
(7)
By setting this derivative equal to zero we obtain
X dM_
d (Pol/P_)"
Substituting the results from Eqs. (10), (11), and (13) into
Eq. (9) and equating the expressions for dO (M*)/d
(eo_/e3) in Eqs. (8) and (9), we obtain after considerable
(8) simplification
Wz [ 1][ 7- 1M_,]
7 + l M;'] - (l q--_) (T°a/T°_)l'_(9) x [I +
_, - 1M_: ]
X [ 1-_'-17 +IM__( 1+-3'-2i)] =0. (14)
If we consider simultaneously the above equation and
Eq. (2), we have two equations in the variables M_ and
M_. If we stipulate from geometric considerations that
M_* must lie between 0 and 1.0, Eq. (2) can be solved
quadratically for M_*. Eq. (14) can then be simplified to
an equation in only the unknown M_. A short IBM 7094
(11) program was written to solve these equations and solu-
tions obtained for several primary jet nozzle Mach
numbers.
99
JPL SPACE PROGRAMS SUMMARY NO. 37-32, VOL. IV
c. Results. Figs. 15 and 16 show the results of these
calculations for a sonic primary nozzle (M_ = 1.0) and
for a supersonic nozzle with M_* = 1.633 (M = 2.0). A
significant difference in the limiting conditions is appar-
ent between the two cases. It also may be noted from
these equations that the optimum velocity combination
is independent of the geometric (AJA1) configuration.
A fundamental point to consider is that the condition
of maximum secondary compression ratio (P3/Po_.) occurs
with subsonic flow in the mixing tube or M* _-_ 1.0 irre-
spective of primary nozzle velocity. This particular regime
has been termed a "mixed flow pattern" by Fabri and
Siestrunck (Ref. 14). In the case of the primary supersonic
nozzle, performance may be limited by choking (M*., = 1.0)
of the secondary flow at the mixing tube entrance. For
values of the mass flow ratio Wz/WI --_ 0 the simple one
dimensional approach fails since M_*_ 0.
Figs. 15 and 16 also indicate the effect of the use of a
heated primary jet or To.,/Tox < 1,0 on optimum ejector
performance. It is seen that one effect of heating is to
reduce the value of M*. or to delay the onset of secondary
flow choking. Actual performance increases of Po..,/P:_ 'are
proportional to [(To2/T,,_)I,_/O (M,,*)]. The frequent use of
the approximate similarity relationship W._,/W1 (T,..,/To_) _,_
to estimate temperature effects obviously can be applied
only for values of M.*,_ 1.0 or for very low mass flow
ratios W2/W_.
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Fig. 15. Optimum ejector performance characteristics
with sonic nozzle (M_ -=--1.0)
d. Geometric configuration. Only the simplest constant
area ejector configurations have been considered in this
report. Obviously the choice of a simple center primary
jet could be modified or an annular jet could be con-
sidered. A wide variety of geometric diffusers could be
attached to the mixing tube exit or the discharge pressure
controlled by means of a vacuum pump. Although a sub-
sequent report will consider the use of a divergent and
convergent--divergent diffuser it is evident that "optimum"
ejector performance will continue to occur at the subsonic
mixing tube velocities determined by the preceding
analysis. The actual values of W_/W_, P,,2/P:_, Pol/P:_ will
change to satisfy geometric and mixing tube exit condi-
tions.
e. Viscous effects. Numerous attempts have been made
to develop simple empirical methods to obtain better
correlation between theory and experimental results. As
mentioned previously, a lack of understanding of the
actual mixing and entrainment process limits the applica-
bility of a specific method. Fabri and Siestrunck were able
to obtain correlation with their experimental data by
means of a simple wall shearing stress pressure loss cal-
culation, but their theoretical calculations appear to be
incorrect (Ref. 14). Application of a constant-pressure
¢_oJ
I.I i
_.,,r-_/r_-ooo o ,_,_,_
,o /I//I II
o.°" , /
.o.
0.1
0 I I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
M_
Fig. 16. Optimum ejector performance characteristics
with supersonic nozzle (M_ = 1.633)
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turbulent mixing process by Chow and Addy produced
correlation with their own limited experimental data (Ref.
15). German, Bauer, and Panesci were able to obtain fair
correlation with extensive experimental data under zero
secondary flow conditions by means of two-dimensional
supersonic base pressure theory modified by wall recom-
pression analyses (Ref. 9). In a rather unusual test con-
ducted in the JPL 21-in. Hypersonic Wind Tunnel, Hill
and Nicholson were able to develop an entrainment coeffi-
cient of the mixing layer by measurement of the rate of
fluid entrainment from the "dead-water" region of a spike
used to create a conical region of separated flow ahead
of a fiat-faced cylindrical model (Ref. 16).
Analysis of simple axisymmetric base pressure flow
indicates this basic flow mechanism: for equilibrium base
pressure, the mass flow entrained from the stagnation
region by the mixing process must equal the mass flow
reversed into the region by the pressure rise through the
recompression area (Ref. 9). Employing a recirculation
concept based on this flow mechanism, the author
is attempting to develop a correlation coefficient. A com-
parison of the various techniques discussed here is under
way and will be reported on later.
B. Hypervelocity Laboratory
T. L. Babineau, B. R. Riole, W. A. Menord, and
G. M. Thomas
1. Preliminary Performance of a Free Piston Shock
Tube Driver, r. r. Babineaux and B. R, Riale
A scaled-up version of the free piston shock tube now
in use at Harvard University has been constructed and
is now being evaluated in the hypervelocity laboratory
of the Experimental Entry Group. The free piston com-
pression technique is depicted schematically in Fig. 17.
RESERVOIR
sPISTON sSTING
_1 PISTON TUBE
d2
I
i,
d3 / DIAPHRAGML
"_l_ DRIVERv _ CHAM BER.-_
F
L DRIVEN TUBE--_
(a) INITIAL CONFIGURATION OF FREE PISTON DRIVER
Pb,V_
(b) DURING PISTON COMPRESSION STROKE
@f, _f
Pof , Vbf
(c) INSTANT OF DIAPHRAGM BURST
Fig. 17. Schematic of free piston driver operation
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The apparatus is divided into three sections: the reser-
voir, the piston tube, and the shock tube driver chamber.
The piston tube driver chamber combination is filled
with the shock tube driver gas (helium) at low pressure.
The reservoir is filled with the piston driving gas (helium
or nitrogen) at high pressure while the piston is held at
the rear of the piston tube by a mechanical holder and
release device. When the piston is released,it accelerates
forward, compressing the driver gas ahead of it. The
initial pressure ratio across the piston can be adjusted to
a value which will allow the piston to just reach the
rear of the driver chamber before the force of the corn-
pressed gas reverses its direction. At that instant a sting,
mounted on the front face of the piston, pierces the
diaphragm and initiates the shock tube flow. A complete
theoretical analysis of the piston motion may be found
in Ref. 17.
Prior to actual design, a theoretical study (Ref. 17)
was conducted to determine the parameters which
affected the compression efficiency. The design param-
eters evolving as a result of this study and other consid-
erations are shown in Table 3. The free piston shock
tube is shown in Fig. 18. To evaluate the performance
PISTON SPIKE FOR
RUPTURING
VACUUM AND FILL LINE
FOR PISTON TUBE AND
DRIVER CI
RESERVOIR FILL PISTON IN FREE
LINE MOTION
DRIVER SM
TUBE PUMPING PORT
TRANSITION SECTION
PISTON HOLDER AND
RELEASE MECHANISM
FREE PISTON SHOCK TUBE MILL BED
SLIDING MILL BED
Fig. 18. Free piston shock tube
TUBE
SLIP JOINT
VE___II (6-in. D)
RESERVOIR PRESSURE HISTORY
Fig. 19. Test configuration for driver performance evaluation
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of the driver, a breech plug which would replace the
diaphragm was constructed (Fig. 19). Pressure trans-
ducers were installed to measure the pressure history of
the gas driving the piston and of the gas being com-
pressed. Along with these measurements, final volume
measurements were made and the polytropie exponent
characterizing the thermodynamics of the process are
determined from the relation
200(
I00(
o
0 He
/7 =
600
400
2O0
I00
60
= 1.59
Table 3. Design parameters
Parameter Dimension, Nomenclature
in.
Ii
d2
d3
R
(VbolVbs),.=.
X
It
6
4
25.5
136.375
12.00
6.00
4.50
3.00
8.248
8.750
Reservoir length
Piston tube length
Piston tube diameter
Driver chamber diameter
Driver chamber length (with breech
plug)
Driver chamber length (with dia-
phragm)
Z3d_/_4
Maximum volume ratio
l, ll_
40
20
I0
I0
THEORETICAL
PERFORMANCE LIMIT
20 40 60 100
V o/V ,
Fig. 20. Experimental results compared to ideal (_, = 5131
from the relation Pbo/Pbt = (Vbt/Vbo)"
o
c_
0.1
I 2 4 6 I0 20 40 60 I00 200
Poo/P_o
Fig. 21. Ratio of final volume to initial pressure in the
piston tube reservoir as a function of
pressure ratio across the piston
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A series of shots was planned to determine the follow-
ing: (1) the final volume and pressure as a function of
the initial pressure ratio across the piston, Pao/Pbo; (2) the
variation of losses with initial pressure in the piston tube,
Pb0; (3) variation of losses using a light (115 lb) and heavy
(313 lb) piston; and (4) variation of losses as a function
of the driver chamber volume. Some results of Phase 1
are presented in Figs. 20, 21, and 22.
2OO
I00
60
40--
20
";-o
I
, 2 4 e lO 2o 4o eo lOO
Poo/Pbo
Fig. 22. Volume ratio obtainable as the pressure
ratio across piston is increased
200
2. Progress with Spectrograph Calibration
Experiments, w. A. Menard and G. M. Thomas
A Jarrell-Ash F/6.3 plane grating spectrograph has been
modified for shock tube use. When installed, it will have
the capability of measuring six channels of spectral
radiation data from a single shock tube run. Lower
wavelength coverage than obtainable with existing in-
strumentation (Ref. 18 and SPS 37-26, Vol. IV, p. 85) is
also expected.
The dispersion of the spectrum at the focal plane has
been measured accurately from spectrograms of several
standard light sources. In Order I, linear dispersion of
9.1 A/mm at 5000 A to 10.0 A/mm at 3000 A was ob-
served. At 3500 A in Order II the dispersion was found
to be 3.9 A/mm, nearly that predicted by theory.
Fig. 23 illustrates the resolving power of the spectro-
graph. The spectrograms are of the dominant CN bands
produced in the plasma of a carbon arc. The background
luminosity is radiation from the positive electrode. Orders
I and II were used to obtain the top and bottom
spectrograms, respectively. The band head vibrational
transitions are identified, along with their respective wave-
lengths. Much of the rotational line structure is seen in
the spectrograms, particularly in Order II.
A problem that always exists in grating instruments is
the effect of overlapping orders. What this means is that
in some region the spectrum of Order II overlaps the
spectrum of Order I. A detector in this region would
measure the sum of radiation of wavelength )_ from Order
I and wavelength X/2 from Order II. To separate the
orders, the generally accepted procedure is to use appro-
priate filters. As an example, if one is working in Order I
with X not greater than 6000 A, then a filter having zero
transmission below 3000 A must be used to eliminate
the overlapping radiation from Order II.
Gratings are blazed to reflect maximum energy into
a given angle with respect to the surface. The angle is
proportional to the product m;_, where m is the order
number. Our grating is blazed for 5000 A in Order I,
thus on both sides of this wavelength the grating effi-
ciency drops off. In fact it has been found that it is
nearly impossible to make measurements below 2600 A
with the present detector. However, since the angle of
maximum efficiency is proportional to m)_, one immedi-
ately looks to Order II as a possible place to investigate
the region around 2500 A. This has been done by looking
at the 2536-A Hg line in both orders. It was found to
have 20 times more intensity in Order IIl To work be-
tween 2000 and 3000 A in Order II, a filter must be used
that has good transmission in this region but cuts out
the 4000 to 6000 A overlapping Order I spectrum.
An over-all efficiency factor for the spectrograph has
been obtained by assuming V _ RFIE. V is the photo-
multiplier output voltage, R is the photomultiplier re-
sponse, F is the total transmission of any filters in the
optical system, I is the intensity of the calibration source,
and E is the desired efficiency. For any two wavelengths
the ratio of efficiency factors is
E, -- V, F2_., "
R was available from the manufacturer's manual, F was
measured, and I is known over most of the spectrum for
the carbon arc source. By measuring V it was, thus,
104
JPL SPACEPROGRAMSSUMMARYNO. 37-32, VOL. IV
(o) OBTAINED IN ORDER I
(I,0) (0,0) (0,1)
3 90 3883 .2 8
(I,0) (0,0)
359o 3883
(b) OBTAINED IN ORDER 1T
Fig. 23. Spectrograms of CN bands from the plasma of a carbon arc
possible to compute the efficiency of the spectrograph.
The efficiency factor was found to be a smooth function
of wavelength and has the same general distribution as
the grating efficiency.
One effect observed is that visible stray light from the
grating is reaching the detector and interfering with
measurements below 2600 A. The nature of the stray
light is such that interference screening within the spec-
trograph does not solve the problem. Working in Order
II does not help because the stray light is there also.
Three approaches to solving the problem have been
examined:
(1)
(9)
A filter that has good transmission from 2000 to
3000 A but cuts out the visible obviously would do
the job. Unfortunately, filters that have adequate
transmission much below 2400 A are not available.
Another method is to coat the window of the photo-
multiplier tube with sodium salicylate (NaCrH_0a)
which is often used in ultraviolet work because of
its high and relatively constant quantum yield
characteristics. In the usual application a thin
layer (2--4 mg/cm 2) is applied to the photomulti-
plier tube window (which does not transmit ultra-
violet radiation). As incident ultraviolet radiation
passes through the coating, molecules are excited,
and as they relax back to their ground state, they
emit photons of visible wavelength. The visible
light produced is then transmitted through the
(3)
photomultiplier window to the sensing element.
Knowing the quantum efficiency of the sodium
salicylate, it is possible to calibrate the coated pho-
tomultiplier tube. For a thin coating of this type,
visible as well as ultraviolet radiation is trans-
mitted through the layer. A thick coat should
attenuate, by scattering, the specular transmission
of stray light more than it does the fluorescent
light, and so improve the stray light characteristics
of the system (Ref. 19).
Coatings of various thicknesses were prepared
by spraying a solution of sodium salicylate and
methyl alcohol onto microscope slides with an
artist's airbrush. The slides were placed in front
of the photomultiplier with the coated surface
facing the incident radiation. The photomultiplier
signal was recorded for X between 2000 and 3000 A.
It was found that only with the thickest coating
(7 mg/cm 2) was there a noticeable reduction in
stray light. The reduction was not sufficient for our
purposes, however, and thicker layers are not
practical because they become flaky and non-
uniform. In principle, the technique looks good but
a better coating process is needed to obtain thicker
layers.
A third method is to use a detector which is insen-
sitive to visible light, yet highly sensitive to the
ultraviolet. Detectors possessing this quality are
termed "solar blind." Several types are being in-
vestigated.
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PROPULSION DIVISION
Xll. Solid Propellant Engineering
A. Low-Pressure Combustion
R. Sehgal and L. Strand
In earlier studies (Ref. 1) with polyurethane-type
composite propellants, the results indicated that the
extinction pressure, while independent of the burning
geometry, was strongly dependent upon motor L* and
certain other parameters such as the A1 concentration
in the propellant. With increased concentration of A1 in
the propellant, the slope of the L* versus extinction
pressure relationship became steeper. In later studies
(Ref. 2), when coarser aluminum was substituted in the
propellant, the effect was to cause incomplete combustion
at the low pressures, and the slope of the relationship
and burning characteristics showed a trend approaching
those of nonaluminized propellant. These results are
shown in Figs. 1 and 2.
Additional studies have been made to determine the
effect of oxidizer particle size on the L* versus extinction
pressure relationship. Two propellant formulations were
used having the same percentage A1, ammonium per-
chlorate (AP), and binder in the propellant. One formu-
lation had a unimodal AP distribution with an average
particle size of approximately 400 _ (+ 48 mesh) and an
average A1 particle size of approximately 7 _. The other
formulation had a bimodal AP (70/30) distribution (un-
ground, 400 _; ground, 17 _) with an A1 particle size of
approximately 31 t_- Burning rate data for these formu-
lations in the low-pressure region were obtained by using
the Crawford bomb strand burner. These data, along
with JPL 540 propellant used in the earlier studies, are
shown in Fig. 3. The formulation with the fine A1 particle
size, but with the coarser unimodal AP particle size dis-
tribution, suppressed the burning rate as expected, due
to the reduced packing density. However, it was inter-
esting to find that the other formulation with the coarser
oxidizer particle size, but also with the coarser A1 par-
ticle size, resulted in a higher burning rate than the
JPL 540 propellant.
For low-pressure extinction tests, regressive burning
2.5-in. D and 4- and 4.5-in. long cylindrical charges were
used in the 3-in. ID test motor. Using the standard squib-
pellet igniter system, these modified propellants could
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not be ignited either under vacuum or atmospheric fir-
ing conditions. Ignition was not obtained under vacuum
conditions even with a hotter igniter. Finally, satisfactory
ignitions were obtained by attaching strips of a different
easily ignitable propellant to these charges. The subject
of sensitivity of ignition to pressure and the controlling
factors for ignition with varying concentration and par-
ticle size of A1 and AP in the propellant are currently
under investigation. The results of the tests for the
evaluation of coarser oxidizer particle size in propellant
are shown in Figs. 4 and 5. The pertinent conclusion
that can be drawn is that the slope of L* versus extinc-
tion pressure relationship is not affected by the variation
of oxidizer particle size in the propellant.
Another investigation was directed toward determin-
ing the lowest pressure ignitability limit in a Crawford
bomb, of the various propellants used in this study. It
was found that for the propellants which had the same
percentage composition but different A1 and AP particle
size, the lowest pressure ignition limit was approximately
15 psia with a variation of less than 1 psia.
Some of the conclusions which can be drawn from the
various phases of the experimental program conducted
to date are briefly summarized as follows:
(1) For a given propellant the L* versus extinction
pressure relationship is a valid parameter for de-
termining the low-pressure stable combustion limit.
(2) For nonaluminized propellants the slope of L*
versus extinction pressure relationship is -2n, as
predicted theoretically for critical pressure.
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(8) The slope of the L* versus extinction pressure
relationship is affected by the presence of A1, the
concentration of AI, and the A1 particle size in
propellant.
(4) The effect of coarser A1 in propellant is to cause
incomplete combustion at low pressures, and the
burning and extinction characteristics tend to ap-
proach those of nonaluminized propellant.
(5) The variation in oxidizer particle size has a negli-
gible effect on the L* versus extinction pressure
relationship. The small differences in extinction
pressure at a given L* are attributed to the varia-
tion in packing density.
B. Development of Sterilizable
Pyrotechnic Devices
A. G. Benedict
1. Introduction
Electro-explosive devices, such as pinpullers, explo-
sively actuated valves, explosive bolts, thrusters,
explosively actuated switches, drogue-guns, and cable-
cutters, are in common use in the aerospace field. Their
main advantage over other comparable devices is in their
compact energy-storage capability. Such devices are
actuated by squib initiators, the output charges of the
squibs being variously heat-producing (as for motor ig-
nition), detonating (as for explosive bolts), gas-producing
(as for cutters and actuators), and possibly light-producing
for illumination or smoke-producing for signalling.
The designing of devices such as pinpullers to with-
stand thermal sterilization is generally rather routine,
involving attention to details such as mechanical inter-
ference resulting from mismatches in temperature
coefficients of expansion and the use of unsuitable or-
ganic materials, as in O-ring seals.
The problem of designing squib initiators to withstand
thermal sterilization is more complex, mainly because
materials suitable for squib construction are limited in
range, thus limiting choice in avoidance of thermal
mismatches. Also, the relatively small size of squibs
precludes the use of sophisticated expansion joints
dependent on precise machining.
However, there are several squib initiators on the
market which would almost certainly withstand steriliza-
tion, and the question might reasonably be asked as to
why a squib developmental program is needed. The
answer lies in the fact that no known squib incorporates
the range of features considered desirable for JPL space-
craft applications. These features include:
(1) Small size (and weight).
(2) Ability to withstand heat sterilization.
(8) Dual bridges.
(4) Ability to withstand a 1-w/l-amp no-fire.
(5) Exclusion of magnetic materials.
(6) Incorporation of an integral connector.
(7) Ability to withstand severe temperature cycling.
(8) Ability to withstand pressures of at least 30,000 psi,
without significant venting or rupture.
(9) Ability to withstand electrostatic discharges of
the order of 25 kv from a 500-t_/zf capacitor, ap-
plied between pins and case or between pins,
under any pressure (altitude).
(10) Freedom from critical dependence on practically
uninspectable qualities which, in turn, are criti-
cally dependent on workmanship.
With JPL's technical requirements in :nind, a thor-
ough review of presently available designs in the indus-
try and those under development (such as the MSC
standard Apollo initiator) was conducted. However, JPL's
requirements differ so markedly from the designs
reviewed that the decision was made to evolve a new
basic initiator, similar to the Apollo initiator in that it
can easily be adapted for heat production, gas produc-
tion, or other purposes as required.
2. Design Approach
In the light of spacecraft requirements and the present
state of initiator design, it was decided to evolve a squib
design on a step-by-step basis on the premises that:
(1) The squib could be contained within a %-in. 24-
thread body.
(2) The mating connector would be similar to a small
commercial connector, having four 0.04-in. diam-
eter pins spaced 90 deg apart on a 0.160-in. base
circle diameter, but weighing about 1A as much as
a comparable MIL-C-26482 type.
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The major steps envisaged in this approach were: (1)
Selection and optimization of connector seals, (2) Selec-
tion and optimization of insulating insert, (3) Selection
and optimization of bridge configuration, (4) Selection of
match-head, (5) Optimization of body details, and
(6) Optimization of mating connector.
It was considered that several time-honored restraints
could be relaxed:
(1)
(2)
(3)
Dielectric resistance between shorted pins and case
need not be of the order of 2 Mf_ (or more) as
commonly specified; a resistance as low as 0.1 M_2
appears acceptable.
Dielectric resistance between adjacent bridges
need not be of the order of 2 Mr2 (as typically
specified when circuit isolation is required); a
resistance of as low as 1,000 _2 appears acceptable.
Hermetic (fusion) sealing is not required, pro-
vided venting is not excessive.
In order that the initiator could be used for ignition,
gas production, or other special purposes, it appeared
desirable to concurrently review the temperature degra-
dation and other salient characteristics of possible ex-
plosive materials.
3. Squib Seal Materials
The most important problems involved in squib de-
velopment are those associated with the seals.
Four types of material are used on present-day squib
seals: epoxies, thermo-setting plastics, glass, and ceramic.
The first two of these were discounted after preliminary
considerations, mainly because no materials could be
found with attractive combinations of temperature co-
efficients of expansion, thermal conductivity, and strength.
Glass seals can be manufactured reliably and eco-
nomically, but only to withstand 30,000 psi; with glass
seals, the problem of providing an insert which is ther-
mally conductive but electrically insulating has to be
solved separately.
Ceramic (alumina) seals are attractive because of their
good thermal conductivity, high dielectric strength, high
compressive strength, and suitability as a substrate for
deposited-film bridges, but their low 'temperature coef-
ficient of expansion makes it difficult to achieve good
seals between ceramic and body and between ceramic
and connector pins; consistent difficulty appears to arise
in attempts to produce good ceramic-to-metal brazes.
Because of the promising features of ceramic, a con-
tract has been let for development and optimization of
a ceramic seal design. This seal may prove to be a
purely mechanical one (e.g., shrink fit) in which brazing
or similar materials may be used for caulking or pressure-
distribution rather than for bonds, or it may prove to
be a "hybrid" seal in which glass either provides some
of the strength or is used as a caulk. This contract is
expected to be completed about September 1965.
A contract has also been let, and completed, for a liter-
ature search and tabulation relating to the temperature-
degradation and other salient characteristics of suitable
explosive materials.
Backup work on seals and preliminary work on
deposited-film bridges is being done at JPL, as well as
preliminary work on a nonproprietary match-head.
Prototype ceramic seals have already given encourag-
ing results, but yield of squib threads with consequent
extrusion of O-ring seals at 30,000 psi has served to
illustrate the problems associated with attempting to
seal pressures which approach the yield strength of many
common alloys.
4. Sterilizable Primers
There is reason to believe that some spacecraft explo-
sively actuated devices might better be percussion-
initiated rather than electrically initiated, and the
particular need here would be for sterilizable primers.
Frankford Arsenal reports that no primers (domestic
or foreign) show more promise than two "400°F '' primers
(G-11 and G-16) developed for them by Remington.
However, anomalous test results for primers tested at
300°F for JPL have been reported, and arrangements
are consequently being made to test up to 1,000 of each
type at JPL; until these tests are complete the pessimistic
view must be taken that reliable sterilizable primers are
not available.
5. Developmental Program
Once the seal design has been completed, the balance
of the squib developmental program should be straight-
forward, with two exceptions: (1) the development of
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deposited-film bridges, and (2) anti-static-discharge fea-
tures.
Although conventional bridgewires (typically nichrome
of about 1.75 mil diameter) are reasonably satisfactory,
the high ratio of perimeter-to-area and uniform thermal
contact with a ceramic substrate make deposited-film
bridges technically attractive. Past efforts to produce
satisfactory deposited-film bridges have not been suc-
cessful, probably because of separation between pins
and film as a result of thermal stresses. Nevertheless,
recent refinements in thin-film technology, as stimulated
by the needs of electronic microcircuitry, now justify a
further effort to produce a good deposited-film bridge
for squibs. Apart from preliminary work being done at
JPL, it is understood that at least one ordnance corn-
pany has announced the production of a reliable unit,
and assistance would also undoubtedly be available from
those associated with the electronic industry.
Many approaches have been made to the problem of
electrostatic discharge, including the provision of a simple
shunt spark-gap at the connector end of the squib. If
hazardous electrostatic charges could be built up in
space, such a gap would have to be pressurized to be
effective. One alternate to a gap is provision of low-
resistance shunts, but here the problem is that of ensur-
ing that the resistance of such shunts is not adversely
affected by successive discharges. As yet there is no ideal
solution to the electrostatic problem, but it is hoped that
a method for producing a stable conducting surface on
the ceramic can be developed.
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XlII. Polymer Research
As Equilibria Between Metallic
Sodium and Aromatic
Hydrocarbons
A. Rembaum, A. Eisenberg _, and R. Haack
In the course of the investigation of the degradation
kinetics of vinyl aromatic polyradicalanions (Ref. 1)
a pronounced temperature effect was observed on the
visible spectra of the poly(vinylbiphenyl) and poly(N-
vinyl carbazole)-sodium complexes, as well as of the
complexes of the corresponding ethyl-substituted aro-
matic hydrocarbons. The temperature effect could not be
attributed to variation of volume changes due to thermal
contraction or expansion, since the apparent extinction
coefficient and also the free spin concentration as deter-
mined by the electron spin resonance technique (Ref. 1)
varied by as much as a factor of six to seven. _ Further-
more, the wavelengths of the absorption peaks re-
1Assistant professor in the Chemistry Department at the University
of California at Los Angeles.
2The loss of paramagnetism with temperature was previously
assumed (Ref. 3) to be a result of a disproportionation reaction
and formation of dinegative ions. Our data indicate that this inter-
pretation does not apply to the system described here.
mained unchanged, suggesting that no new complexes
were being formed. These facts are therefore consistent
with the postulated equilibrium (Ref. 2) between sodium
and some aromatic hydrocarbons; the equilibrium was
confirmed when a precipitation of metallic sodium was
observed upon warming to room temperature a tetra-
hydrofuran solution of [N-ethyl carbazole]- or [4-ethyl
biphenyl]--sodium radical anions prepared at -70°C,
the precipitation being accompanied by a significant
lightening of color. The phenomenon is completely re-
versible, with the sodium particles dissolving and the
blue color darkening upon cooling.
Although equilibria between alkali metals and aro-
matic hydrocarbons have been considered previously in
the study of polarographic redox potentials (Ref. 2), the
influence of temperature on the extinction coefficients of
charge transfer bands exhibited by hydrocarbon radical
anions has, to our knowledge, never been studied, and
the temperature-induced reversible precipitation of an
alkali metal associated with an aromatic radical anion
has not been observed.
A reversible color change was also noted by Weissman
(Ref. 4) during the study of the ESR spectra of para-
cyclophane radical anions, but no precipitation of the
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alkali metal was reported, and apparently no quantitative
investigations of the temperature effect were carried out.
In this communication the preliminary results of a
quantitative study of the equilibria between sodium and
some substituted aromatic hydrocarbons by spectroscopic
techniques are summarized, and the possibility of ac-
quiring new information regarding these equilibrium
systems is indicated.
In a typical experiment, a solution of the aromatic
species in tetrahydrofuran (10 -2 molar) was kept on
sodium at -70°C for a time sufficient to allow all aro-
matic nuclei to acquire an extra electron. It was then
separated from the sodium and filtered while still at that
low temperature, and sealed off from the sodium flask.
The optical cell (optical path, 50/_) was then filled and
the absorbance measured. Throughout this procedure
the sample was kept under vacuum.
The absorption spectrum of the N-ethyl carbazole re-
corded at three different temperatures in the wavelength
range of 800 to 500 mt_ is shown in Fig. 1. The charge
transfer band at 390 m/z shows a remarkable change in
temperature, while the bands at 350 mtz and below
0,57
z
flo
G_
0.15
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(2) AT -47.10C
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_L
300 550 400 450 500
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Fig. 1. Absorption spectrum of [N-ethyl carbazole]- Na +
at three different temperatures
change only slightly. _ The latter originates from elec-
tronic transitions which are not affected by the extra
electron, in agreement with the interpretation given
previously (Ref. 5). The variation of the absorbance at
390 m_ with temperature is shown in Fig. 2 and depicts
more clearly the drastic change in absorbance which
occurs within a temperature range of about 67°C.
The value of the equilibrium constant at various tem-
peratures can be determined from Fig. 2 even without
the knowledge of the molar extinction coefficient of the
radical anion, assuming that Beer's law holds. Since a
sodium titration has shown that every aromatic unit
has acquired an electron at the lowest temperature, the
low temperature absorbance plateau (Ao) minus the base
line absorbance (An) is proportional to the total concen-
tration of aromatic molecules, while At, the absorbance
at any temperature, minus A_, is proportional to the
concentration of aromatic radical anions at that tem-
perature. The equilibrium constant K thus becomes
At - AB
K -- A,,- At (1)
Plots of the values of this equilibrium constant as a
function of temperature for three different species are
shown in Fig. 3. Excellent linearity is observed over wide
concentration ranges, confirming the ion-pair concept.
3The spectrum between 300 and 350 mu (Fig. 1) is identical to
the spectrum of unreacted N-ethyl carbazole in this wavelength
range.
oo
to
_o
o0
\
140 160 180 200 220 :>40 260 280
TEMPERATURE, °K
Fig. 2. Absorbance of N-ethyl carbazole radical
anion versus temperature
5O0
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Fig. 3. Log of equilibrium constant versus reciprocal
temperature
The calculated enthalpy changes (_H ° values) are - 9200,
- 9000, and - 7000 cal/mole for 4-ethyl biphenyl, N-ethyl
carbazole, and poly(4-vinylbiphenyl) radical anions, re-
spectively. 4
The benzene-sodium equilibrium has not yet been
investigated by the spectrophotometric method described
here. However, the well-known difficulty of forming the
benzene radical anion at room tempera_re can now be
explained. The above results with N-ethyl carbazole and
4-ethyl biphenyl indicate that the benzene radical anion
probably exhibits a similar behavior to N-ethyl carbazole
as a function of temperature, but its characteristic curve,
which should resemble Fig. 2, is probably displaced to
a low-temperature region. By contrast, the relatively
small variations of the extinction coefficient in the range
of -60 to 30°C of the spectrum of the naphthalene or
biphenyl radical anion (Ref. 1) probably indicate that
their characteristic curves lie above room temperature.
By the procedure outlined above, one can determine
the equilibrium as a function of temperature for the
reaction between alkali metals and various aromatic
hydrocarbons in a range of solvents. The changes in
enthalpy and entropy obtained from the equilibrium
constants can in turn be correlated with the ionization
4The calculated entropy change for the N-ethyl carbazole sodium
equilibrium is unusually large (of the order of -40 e.u. ) and this
could be explained in terms of solvation effects (Ref. 1 ).
potential of the alkali metal, the calculated electron
affinity of the aromatic hydrocarbon, the dielectric con-
stant of the solvent, etc. Finally, the technique offers a
relatively simple method for preparing very finely divided
sodium particles in a number of solvents, a phenomenon
which may have applications in organic syntheses and
in polymer chemistery.
B. The Dependence of Resistivity
on the Composition of the
Poly(N-Vinyl Carbazole)-
Tetracyanoethylene Charge
Transfer Complex
J. W. Forrar and J. Moocanin
A previous study showed that the 1:1 poly(N-vinyl
carbazole)-tetracyanoethylene (PVCA-TCNE) charge-
transfer complex exhibits semiconductor properties,
although the quantitative agreement between results
obtained by different methods was unsatisfactory (SPS
37-31, Vol. IV). The purpose of this report is to present
results of more quantitative measurements which have
been carried out over the complete composition range
of the complex. Modifications made on the Bridgman
anvil apparatus for resistivity measurements (SPS 36-14,
Vol. IV) led to marked improvements in the reproduci-
bility of results.
The principal conclusions of this study are: (1) the
enhanced conductivity and ohmic behavior for the com-
plex were confirmed over a wide composition range; (2)
the observed dependence of resistivity on composition
is consistent with the postulate of a direct relationship
between the number of charge carriers and the complex
concentration; and (8), the Bridgman anvil technique
can yield reproducible results on amorphous polymeric
materials.
1. Experimental
The complex was prepared in the solid state by thor-
oughly blending with a mortar and pestle powdered
PVCA and TCNE in the desired proportions. Although
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this method is somewhat more tedious than blending by
precipitation from solution, it has the advantage of
obviating the possibility of contamination bv traces of
solvent or solvent impurities.
Resistivity measurements were carried out on com-
pressed powders of the complex by means of a previously
described Bridgman anvil apparatus (SPS 37-31, Vol. IV
and Ref. 6). The following modifications were made in
order to decrease noise and stray field pickup to a level
below the sensitivity of the Keithley 600A meter. The
standard wiring previously used was replaced with an
RG/218 coaxial cable and VHF connectors. The box
housing the voltage supply dry-cell batteries was lined
with Teflon sheets. With these modifications stray pickup
was virtually eliminated and the shunting leakage re-
sistance was greater than 101:_ fl. The modified setup was
checked by measuring the resistance of a Vietoreen
standard resistor (101_ ,q +--10%) connected between the
two anvil brackets. The determined I-V characteristic is
given in Fig. 4. Inasmuch as the error for the meter is
about --+4% of full scale, and allowing for a drop of
about 1% per year for the standard resistor in the meter
(Ref. 2), the results fall within this high side of the
cumulative error limits. Thus it is safe to estimate the
over-all accuracy of the resistance measurements in the
range > 10 _l f_ to be about _+25%.
2. Results and Discussion
Previously it was shown that the 1:1 PVCA-TCNE
complex exhibits ohmic behavior tip to fields of about
8000 v/cm (SPS 37-31, Vol. IV). The new results show
that this behavior holds for the complete range of coln-
plex composition and for all the pressures at which
measurements were made. The I-V data for 14 and 18
mole % TCNE are shown in Figs. 5 and 6, respectively.
The resistivity data for the various pressures are sum-
marized in Fig. 7. For convenience of presentation, re-
suits are given for only three pressures, although data
were obtained for four additional intermediate pressures.
Although the pressure dependence follows approximately
the linear relation between log _ and P':_ as proposed by
Pohl (Ref. 6), the results in this respect are inconclusive.
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Fig. 4. Check of the performance of the Bridgman anvil apparatus with a standard resistor
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The model system chosen for preliminary study was
a styrene-butadiene rubber (SBR) filled with varying
amounts of glass beads and vulcanized by means of
dicumyl peroxide. Glass beads were chosen as filler be-
cause these are commercially available in various sizes;
in addition, it was hoped that the filler-polymer adhesion
would be small if not completely absent.
It was also hoped that the glass would be inert and
hence have no effect on the vulcanization reaction. Since
the ratio of peroxide to rubber was held fixed, v,. values
would be constant and independent of the vohnne frac-
tion of glass 4_. This summary will describe the prepara-
tion and characterization of the samples of filled material,
while a subsequent summary will describe the uniaxial
stress-strain behavior.
2. Experimentol
Styrene-butadiene rubber (Shell 1500) was used
throughout this study as the base elastomer. The curing
agent was dicumyl peroxide (Hercules Di Cup R). Glass
beads (Superlite) were obtained from Minnesota Mining
and Manufacturing Company. The reported number-
average diameter of the essentially spherical filler par-
ticles was 29 _. Direct measurement showed that the
filler-size distribution could be described by the normal
distribution function with a most probable value of the
diameter equal to 34 _. The compositions of the samples,
by weight, are as shown in Table 1.
The compositions were mixed on a 2-roll rubber mill
using normal mixing techniques. Care was taken to
maintain the stocks at a reasonable temperature during
incorporation of the glass filler. The temperature tended
to increase during mixing, especially with the composi-
tions having high filler loadings. Vulcanization was ac-
complished in an ASTM mold under pressure at 325°F
for 60 min.
Equilibrium swelling in benzene at 25°C was utilized
to estimate the v_ values for cured samples. Small speci-
mens, dried to constant weight,were allowed to swell in
benzene in the dark tmtil no further swelling occurred.
This required about one week during which the solvent
was changed at least four times. After the specimens had
reached maximum swelling as determined by weight,
they were dried to constant weight. The difference in the
initial dry weight before swelling and the final dry weight
after swelling was taken as the weight of soluble rubber.
Densities of the composites were determined at 25°C
by means of pycnometers, using water as the confining
fluid.
Table 1. Composition of filled SBR samples
Designation CA 3A 4A 5A 6A 7A 8A 9A 10A
SBR (Shell 1500)
Dicumyl peroxide
Glass
100
0.57
0
100
0.57
26.2
100
0.57
39.3
100
0.57
52.4
100 100
0.57 0.57
65.4 78.8
100
0.57
92.2
100
0.57
105
100
0.57
132
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3. Results and Discussion
a. Homogeneity of the composites. Experience shows
that remarkable agreement is generally observed between
the measured volume and a value calculated on the
assumption of simple additivity of the volume of each
component for systems of the type studied here, provided
that the composites are reasonably free of voids. Based
on this assumption, the density of the composite po is
related to the density of the rubber p,., and the density of
the glass filler pg by the following relationship
p, = p, + 4, (pg - pr) (1)
where 4, is the calculated value of the volume fraction of
glass in the composite and is obtained from
Wg/pa
4, = w_lp_ + wJp, (2)
where wg and w,. are the weights of the glass and rubber,
respectively, in the composite. In Fig. 9 the density of the
composites is shown as a function of 4,. The linear rela-
tionship predicted by Eq. (1) is evidently valid. Accord-
ing to Eq. (1) the slope of the line in the figure corresponds
to (p,j - p,.). The predicted value of this quantity obtained
from the figure is 1.461. The measured densities of the
glass and the unfilled rubber yield a value of 1.477 for
(Po -- pr). The close agreement between Eq. (1) and the
data shown in Fig. 9 establishes that the undeformed com-
posites are reasonably free of measurable voids.
b. Crosslink concentration. An attempt was made to
keep the crosslink concentration constant and independ-
ent of 4, by maintaining the ratio of rubber to peroxide
constant. In view of previous studies (Ref. 11) which
indicated the significant effect which v¢ has on both the
stress-strain properties and the values of Cb and eb, it is
important that v¢ be known for each composite.
For unfilled rubbers, v_ can be easily calculated from
values of the volume fraction of rubber in a swollen gel
v_, at equilibrium swelling. These required w, numbers
are obtained from
v., wJp,. + w_/pt (3)
where wl and pl are the weight of imbibed liquid at
equilibrium and the density of the liquid, respectively.
The v_ value can then be calculated from the Flory-
Rehner (Refs. 13, 14) equation
_ g [ln(l_w-)+vz+X, vI 1L k - ' (4)
where v,, is the molar volume of solvent, g is the gel frac-
tion and x, is the solvent-polymer interaction parameter.
However, in the ease of filled systems, the situation is
more complicated because the connecting link between
v_ and v_, Eq. (4), is strictly applicable to gum rubbers
only. In order to be able to use Eq. (4) for filled systems,
it is necessary that the v._,values which are calculated for
filled composites be independent of the presence of the
filler and thus correspond to the values which would be
obtained for the analogous gum vulcanizates.
Kraus (Ref. 15) has treated this problem of the swelling
of filled composites theoretically and, based on certain
reasonable simplifying assumptions, derived the follow-
ing equations
[(1 - 4,)/4'] [1 - (v,_,/v*)] - v._, + 1 = 3c (1 - v2/:_)
(5)
where v_ is the tTue volume fraction of rubber (i.e., the
volume fraction which would have been observed if no
filler were present), v * is the apparent volume fraction of
rubber and is given by
v* = (w,.Ip_)(1 - 4,)
- (wJp,.) (1 - 4,) + w_/p_ (6)
Here w_ is the weight of the composite as measured after
swelling and drying. The quantity c is a parameter, in-
dependent of both 4, and v_, which is a measure of the
ability of the filler particle to restrict swelling of the
rubber matrix in the neighborhood of the filler surface
(or of a nonuniform distribution of crosslinks in the
neighborhood of the filler surface). If there is no adhesion
between the filler and binder, then swelling of the rubber
matrix in the composite will be normal, except that each
filler particle will be surrounded by a cavity containing
the swelling liquid. When this is true, c = O. This case
would correspond roughly to the swelling of a closed-
cell foam; i.e., the liquid-filled cells in the swollen foam
would be analogous to the cavities containing filler and
pure liquid in the swollen composite case.
When c = 0, Eq. (5) becomes
1/v* = (i/v:,) + [(1 - v._,)lv._,] [4,/(1 - 4,)] (7)
As the degree of adhesion between the binder and filler
increases (or as the distribution of crosslinks becomes
more nonuniform in the neighborhood of the filler) the
value of c will increase. Kraus (Ref. 15) has tabulated c
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values for several types of carbon black filler; c varied
from a low of 0.77 for a nonreinforcing graphitized car-
bon black in butyl rubber to a high of 1.85 for a highly
reinforcing acetylene carbon black in SBR.
For tile present SBB-glass bead system, the calculated
and derived physical property data are shown ill Table 2.
Considering the values of the gel fraction g, an invariable
increase of g with increase of 4) strongly suggests that
v,, also increases with 4), despite the fact that the ratio of
peroxide to rubber was held constant. This would imply
that tile filler increased the effleieney of the peroxide
erosslinking reactions. This effect is supported by a re-
port which shows that basic fillers (glass beads in the
present case) generally cause an increase in the efficiency
of dieumyl peroxide crosslinking (Ref. 16).
If the variation in ,,,, with 4) is real, then it is not pos-
sible to use Eq. (5) directly in order to obtain the true
volume fraction v_. However, by making an assumption
about the value of c, it is possible to obtain values of c:,
which may then be combined with Eq. (5) to calculate
a value of c; a comparison of the assumed vahle and
the calculated value will indicate the degree of validity
of the original assumption. For SBR-glass beads, it seems
reasonable to suppose c = 0 as a first approximation.
For this case, Bills and Saleedo (Ref. 17) have pointed
out that the true volume fraction v_ can be calculated
from the measured swelling behavior of composites by
means of
w, lo, (8)
v._, w(,/O,, + tct/p_
Table 2. Physical properties of SBR-glass bead composites
Sample
designation
CA
3A
4A
5A
6A
7A
8A
9A
10A
Glass beads
¢
0 0.9430
0.0922 1.086
0.132 1.128
0.169 1.182
0.204 1.240
0.234 I .273
0.270 1.329
0.289 I .369
0.339 1.439
-- 2.42
p,. 125°0,
g / cm:'
gel
fraction
0.887
0.926
0.934
0.942
0.947
0.951
0.954
0.958
0.960
0.130
0.146
0.145
0.148
0.155
0.151
0.157
0.160
0.163
V.,lt
0.135
0.I 29
0.126
0.128
0.120
0.120
0.120
0.114
c
R
0.005
0.004
0.005
0.003
0.001
0.004
0.002
0.005
v, X 10 '_
males/gin =
102
111
108
115
124
121
131
133
142
Table 3. Physical properties of silicone rubber-glass bead composites
29/#-D beads
Sample gel
q_ Pc (25°C) fraction v,., v_* cdesignation
2
8
9
10
!1
12
o
0.05
O.lO
0.20
0.30
0.50
1.038
1.110
1.181
1.310
1.447
1.719
0.940
0.953
0.952
0.956
0.972
0.973
0.388
0.435
0.405
0.431
0.516
0.563
0.422
0.380
0.377
0.427
0.392
D
--0.005
--0.030
--0.005
+O.OLO
+0.004
50/#-D beads
o
0.05
o.10
0.20
0.30
0.40
1.038
1.110
1.181
1.310
1.447
1.719
0.954
0.945
0.948
0.958
0.971
0.980
0.439
0.385
0.392
0.443
0.507
0.614
0.373
0.367
0.387
0.419
0.443
+o.o10
--0.020
-- 0.020
+0.005
0.000
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where tel represents the total weight of imbibed liquid,
including the liquid present in the cavities surrounding
each filler particle. Calculations of _. based on Eq. (8)
and of the corresponding quantity t; _*based on Eq. (6) are
listed in Table :2. The c values obtained from Eq. (5)
are also listed, and it is evident that within experimental
error, c = 0, which justifies the initial supposition con-
cerning the value of c. Hence, the t_ values from Eq. (8)
can be used directly with Eq. (4) (xl = 0.84) to calculate
,,¢, which values are also shown in Table 2. Thus, it has
been shown that the general increase of ve with q6 is a
real effect due presumably to the participation of the
glass filler in the peroxide vulcanization reaction such
that the efflcieney of crosslinking reactions is increased.
The results obtained also indicate that the increased
number of crosslinks are not confined to the neighbor-
hood of the particle surface but rather are distributed
uniformly throughout the rubber matrix.
The assumption that c = 0 for glass beads is supported
by data obtained by B. G. Moser 1 from equilibrium swell-
ing studies in benzene on composites composed of a sili-
cone binder with glass bead filler. In this case two sizes of
glass were used, 29- and 50-_ number-average diameters.
The calculated and derived data are shown in Table 8.
The values of v_ and v* were again obtained from Eqs.
(8) and (6), respectively. For both sizes of glass, it is
evident that the value of c can be taken to be zero within
experimental error.
Private communication.
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XlV. Research and Advanced Concepts
A. Spectroscopic Measurement of
a Detached Shock Wave in an
Arc-Heated Plasma Jet
C. J. Chen
The study of the structure of shock waves in a plasma
has received nmch attention in the last few years. Investi-
gators, as Denesse and Rocard (Ref. 1), Sen (Ref. 2) and
Marshall (Ref. 3) focused their attention on fully ionized
eqnilibriuna gases. Later, Jukes (Ref. 4), Kolbel (Ref. 5),
Tidman (Ref. 6), Shafranov (Ref. 7), Zel'Dovich (Ref. 8),
hnshennik (Ref. 9), and Prokofev (Ref. 10) removed the
resh'iction of thermal equilibrium. Most of the investi-
gators used Navier-Stokes-type equations for different
species together with the charge neutrality assumption to
determine the distribution of file parameters across the
shock. The general feature of their results indicates that
the electron temperature changes gradually across the
shock due to the fact that the electrons have a very high
thermal conductivity, while charge number density and ion
temperature undergo a Rankin-Hugoniot type of "jump."
The problem of shock properties in partially ionized
gases is treated by Grewal and Talbot (Ref. 11). The
authors solve this problem first by considering the neu-
trals and ions as one species. The Mott-Smith model is
used to obtain the distribution of the flow parameters
across the shock by assuming that the degree of ioni-
zation is small so that the energy perturbation of ion-
neutral species caused by the electrons can be neglected.
The mechanism affecting the electron density is a com-
pression and ionization. Owing to the extremely high
thermal conductivity of tim electrons, the electron ten>
perature profile is broadened ahead of the shock.
Preliminary results of the shock processes in a partially"
ionized plasma obtained by using spectroscopic tech-
niques are presented in this note. Fig. 1 shows the
schematic diagram of the apparatus. The arc jet equip-
ment consists of a eomnaercial 45-kw are facility and a
2.8 Mach nozzle of 1-in. exit diameter. A Jarrell-Ash
500-mm spectrometer is used to monitor the radiation of
the plasma in the vicinity of the standoff shock in front
of a hemisphere immersed in the plasma jet. To achieve
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Fig. 1 Apparatus arrangement for measurements
The intensity of the argon line normalized to free-
stream intensity can be written as
Io IIo
-- - -- exp
Solving for T/To we have
T-E ln,, ,,,__ ]-',. no I + 1
where I is the intensity of the lille at any position, T the
electron tenlperature, and E the upper energ.v level of
the line. The quantities with zero subscripts refer to the
free-strealn conditions. T/T,, is obtained bv using the
measured values of (n/n,,)/(L,/I).
The electron density distTibufions are shown ill Fig. 2.
The dcnsita" jumps to about 7.5 tilnes the free-streanl
condition within 1 mm spatial spread. Owing to the
limitation of the spatial resolution the details of the dis-
tribution of plaslna properties in the shock cannot be
studied. The causes of this density junlp are thought to
be dMded into two categories: the shock compression
and further ionization due to the temperature rising
behixld the shock. The density behind the shock due to
eonlpression can be obtained from the Maeh number of
1017
high spatial resolution (_0.2 ram) an optical system of
large f-number ( _ c30) is used. A trace ( _ 0.1 Q by volume) 7 io,6
of hydrogen (gas is inb'odueed into the argon stream. The
H,t line and tile 4,0-'.]._A argon line are photographed
both with the slit of spectrometer along the centerline
of jet in the vicinity of the shock, and with the slit
perpendicular to the centerline of the jet at various
positions along the jet. Abel's integral equation is used
to evaluate the centerline intensity at various positions
ahmg tlw axis of tlle jet. Tilt' tI_ 1)rofile at tilt' eenterline
of the jct is also ol)tained 1)v the same processes. Griem's
(llef. 12) formulation is utilized to determine the elecb'on io'
density. The distrilmtion of relative line intensity along
the centerline of the jet is use(l to ol)tain the normalized
elech'on temperature distribution across the shock.
0.58
/
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Fig. 2. Electron density distribution across shock
128
- . I  
JPL SPACE PROGRAMS SUMMARY NO. 37-32, VOL. IV 
Fig. 1 1 .  Microphotographs (325x1 (a) copper sputtered 
by 5 kev Hg ions. (b) unsputtered copper 
clusively that interception will remain bounded for en- 
largements of at  least 40%. Based on the data obtained 
in Ref. 15, it can be shown that normal grids would be 
worn completely away between apertures by the time 
apertures had been enlarged by about 15%. This im- 
plies that low interception rates will persist as long as 
the grid is intact. This has been verified by a recent 
760-hr test of a surface contact ion engine.' In that test 
the interception remained normal up to the time of 
failure, which was caused by the complete wearing 
through of the webbing between grid apertures. 
The study also indicates the desirability of low A/D 
operation, and that although high A/D ratios may de- 
'Eilcnlierg, s. L., private communication. 
Fig. 12. Microphotographs (325x1 
sputtered by 5 kev Hg ions. 
(a) molybdenum 
(b) unsputtered 
molybdenum 
crease interception to the accel grid compared to the 
maximum encountered at A/D's of 2 to 3, increased inter- 
ception to the decel grid may result. 
A number of secondary conclusions have also resulted 
from this investigation. The study has led to a better 
understanding of grid design and beam-focusing prob- 
lems and indicates that precision control of aperture 
diameter in fabrication of grids is unnecessary. This al- 
lows tolerances to be relaxed and reduces grid fabrica- 
tion costs. In addition, the results show that gross 
sputtering-rate measurements can be made on various 
materials relatively simply, and the results will be ap- 
plicable to grid design. 
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Fig. 13. Microphotographs (325x1 (a) graphite 
sputtered by 5 kev Hg 10 ions. 
(b) unsputtered graphite 
Fig. 14. Microphotographs (325x1 (a) pyrolitic 
graphite supttered by 5 kev Hg 10 ions. 
(b) unsputtered pyrolitic graphite 
C. Liquid MHD Power Conversion 
D. Elliott, D .  Cerini, and 1. Hays 
The long lifetimes required of electric-propulsion 
powerplants make nonrotating cycles attractive. A non- 
rotating powerplant under investigation at JPL is the 
liquid magnetohydrodynamic system shown schemati- 
cally in Fig. 15. In this cycle a fluid, such as cesium, 
circulates in the vapor loop and causes a liquid metal, 
such as lithium, to circulate through an MHD generator 
in the liquid loop. The cesium leaves the radiator as 
condensate, flows through an EM pump to the mixer, 
vaporizes on contact with the lithium, atomizes and 
accelerates the lithium in the nozzle, separates from the 
lithium in the separator, and returns to the radiator. 
The lithium leaves the separator at high velocity (typi- 
cally 500 ft/sec), decelerates through the production of 
electric power in the MHD generator, and leaves the 
generator with sufficient velocity (typically 300 ft/sec) 
to return through a diffuser to the reactor where the 
lithium is reheated. 
Results of nozzle, separator, and diffuser investigations, 
and estimates of cycle performance, were presented in 
Ref. 22, and DC generator experiments were reported 
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Fig. 15. Liquid MHD power conversion cycle 
in Ref. 23. Further electrical and hydraulic investiga- 
tions were discussed in Refs. W 2 8  and are continuing. 
I .  Separator Experiments 
The two-dimensional separator described in Ref. 24 
was modified by removal of the shaded portion of the 
capture slot walls as shown in Fig. 16. This modification 
permitted direct thrust measurement of the flow entering 
the capture slot and thus calculation of the flow velocity 
leaving the separator, The variation of separator exit 
velocity with mixture ratio is shown in Fig. 17 for the 
conical and two-dimensional separators. This figure 
supersedes Fig. 10 of Ref. 24 which showed the two- 
dimensional separator to have a lower exit velocity than 
. . ,... !. 
Fig. 16. Modified capture slot of two-dimensional 
separator 
500 
0 
0) s 400 - 
>- 
k 
0 
0 
-I 
w ’ 300 
X 
w 
k 
Fig. 17. Comparison of exit velocities of conical and 
two-dimensional separators 
the conical separator; this result was incorrect and re- 
sulted from an instrumentation error. 
In addition, a second two-dimensional separator sur- 
face was tested which was flat and inclined at 12 deg 
until the final curvature preceding the capture slot, 
whereas the original separator surface tested was flat and 
inclined at 10 deg for only 10 in., followed by a curved 
surface of 95-in. radius of curvature. The exit velocity 
was 2 to 5% less than with the curved separator, and the 
liquid loss from the primary capture slot was doubled, 
showing that curvature of the main portion of the sepa- 
rator is necessary. 
2. Generator Friction Reduction 
The attainable generator efficiency would be increased 
if fluid friction in the generator channel leading from the 
capture slot could be reduced. An experiment to reduce 
the friction by injection of gas between the fluid and wall 
was performed, using the separator modification shown 
in Fig. 18. 
The conical separator was modified by the addition of 
a movable inner capture slot wall which permitted the 
injection of nitrogen between the liquid stream and the 
inner wall (injection of nitrogen between the liquid 
stream and the outer wall was obtained automatically 
from the nitrogen flow along the separator). The inner 
and outer walls were moved independently, and thrust 
measurements were taken over the range W, = 0.1 to 0.4 in. 
and W, = 0 to 0.3 in. The results are shown in Fig. 19 
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0.4
where AF, for the outer wall, is the thrust increase
obtained with W1 increased from Wt. to WL + AW,
where WL is the value of W1 corresponding to single phase
liquid flow through the capture slot. For the inner wall,
AF is the thrust increase obtained by moving the inner
capture slot wall a distance W_ = AW and injecting nitro-
gen to maintain atmospheric pressure in the capture slot.
It is seen that moving the outer wall had the largest
effect.
The skin-friction coefficient Cs can be defined as the
wall shear divided by the liquid dynamic pressure, and
this Cs is related to the velocity ratio between slot inlet
and exit by
2rh (V_ _ i) (1)Cs - pVIAw
where rh is the mass flow rate of liquid in the capture
slot, Aw is the total surface area of the inner and outer
walls, and p is the liquid density. V1 is the flow velocity
entering the capture slot (known from previous experi-
ments) and Vz is the flow velocity leaving the slot
calculated from
V2 = Vz AF,___ -- AFt
- rh (2)
where AF,,a, is the difference in thrust between the fluid
entering and leaving the slot, extrapolated to W_ = WL
at W2 = 0, and AFt is the total thrust gain given by
Fig. 19 with both walls moved back an equal distance
txW to obtain a total increase AWr.
Fig. 20 presents the resulting calculated variation of
skin-friction coefficient with slot width, with Cs normal-
ized by the value for fully developed flow of pure
liquid, Cs_.
It is seen that the skin friction coefficient can be
reduced by one half if the slot width is increased to three
times the width required for pure liquid flow. The effect
on generator efficiency is under study.
1.00'
_CtSO
0.25
-r=20
-- 40
62
0
0 2 4 6
INCREASE IN SLOT WIDTH ,",W r
SLOT WIDTH FOR PURE LIQUID FLOW
Fig. 20. Effect of slot width increase with boundary
gas injection on skin-friction coefficient
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Fig. 21. Lithium heater and test capsule
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Fig. 22. End detail of heater and capsule
3. Lithium Heater Test
Development is proceeding on a 150-v heater suit-
able for heating lithium to 2000°F at high power levels
(5 Mw). A high voltage device is favored over low-
voltage resistance heating of the lithium, due to the
greater availability of high-voltage DC power sources.
The heater will be used in future testing of a 5-Mw(th)
liquid MHD conversion system.
A "calrod" type of heater was selected because o£ its
simplicity and ease of fabrication. Several test geometries
were fabricated for testing in lithium at elevated tem-
peratures under varying electrical conditions and heat
fluxes. The first of these is shown schematically in
Figs. 21 and 22. A tantalum rod was swaged with
alumina insulation and a Cb-l%Zr outer tube. The outer
tube was welded into a Cb-1%Zr container which was
then filled with lithium.
The alumina insulation was recessed at the ends so
that the heater sheath could be welded without degrad-
ing the ceramic. A tungsten bus was brazed to the center
conductor for radiant rejection of the heat generated in
the resulting bare segment of the tantalum conductor,
and boron nitride inserts were provided to ensure con-
ductor isolation from the sheath and bus.
After fabrication and lithium fill, the assembly was
installed on the flange of a water-cooled vacuum cham-
ber, Fig. 23. During operation in the chamber the heat
generated in the heater was to be conducted through the
lithium and container wall and transferred to the vacuum
chamber wall by radiation.
Initial tests have been conducted to ,_erify the design
of the heater and the radiation cooled buses and to
obtain information on the electrical resistivity and break-
down strength of the ceramic at elevated temperatures.
Initial operation was entirely successful. A bulk lithium
temperature of 2020°F was maintained continuously
for 500 hr with a heat flux at the heater surface of
130 w/in. 2 Low bus temperatures (,_500°F), combined
with the high values of center conductor temperature
(-_2500°F), qualitatively confirmed the validity of the
radiative cooling calculations for the buses.
A value of 0.26 × 10 _ f_-cm was measured for the
resistivity of the alumina at its maximum temperature of
137
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Fig. 23. lithium heater experiment 
about 2500°F as compared with the Ref. 98 value of 
1 X IO5 a-cm for fully dense alumina. It was found 
possible to sustain a voltage difference of 200 v between 
the sheath and center conductor of the operating tem- 
perature. A subsequent heater will have beryllia insula- 
tion and will have design parameters identical to the 
full-scale 5-Mw heater. 
D. VariationaI Equations for 
Reactor Kinetics with 
Feedback Terms 
H .  Gronroos 
1 .  Forrnulution of the Problem 
A major aspect of any reactor kinetics investigation is 
the proper reduction of space-time equations describing 
the neutron and thermal balance. The purpose of the 
reduction is to yield equations more tractable to analyti- 
cal evaluation of quantities of interest. Necessarily, the 
cost of the simplifications will be paid in the accuracy, 
and thus one criterion for the approximation processes is 
to find schemes likely to generate the smallest errors. 
The Roltzmann neutron transport equation and the 
associated heat-transfer and control system equations 
are, in the general case, nonlinear. Linearizations and 
approximations employing separated variables should be 
done in a consistent manner that fits into the analytical 
techniques used for control and stability analysis. Also, 
for analog computer studies it is convenient to find 
expressions with only time as the independent variable, 
i.e., the proper average over the phase-space coordinates 
must be found. The calculus of variations coupled with 
dynamic programming and invariant imbedding are natu- 
ral analytical tools to use in these problems. 
The standard analytical techniques are: perturbation 
theory, adiabatic approximation, or harmonic expansions 
when one wants to find phase-space and time separated 
formulations for the kinetics problem. More recently the 
variational approach has been studied by several investi- 
gators. However, the connection between this technique 
and other above mentioned analytical methods has not 
been clearly demonstrated. It is the purpose of this 
analysis to point out the specific connections. When 
employing the calculus of variations one seeks a func- 
tional whose Euler-Lagrange equation yields the original 
equation for the neutron flux +(i, t) ,  ie., 
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solution all equilibrium, subject to the usual mass action
law, exists between TCNE, the carbazole moieties, and
the complex. This work is now being extended to the
solid state.
In conclusion, it may be worthwhile to comment on
the good reproducibility of the results using the Bridg-
man anvil technique. Most of the criticism of this method
is applicable to measurements on polycrystalline mate-
rials where intergranular contacts have a significant ef-
fect. We have experienced similar difficulties with such
materials. However, powders of amorphous materials
such as PVCA will flow under pressure to form a homo-
geneous film.
C. Mechanical Behavior of Styrene-
Butadiene Rubber Filled
with Glass Beads
R. F. Fedors and R. F. Landel
I. Introduction
In analogy with the behavior of unfilled gum elasto-
mers, the uniaxial stress-strain properties of filled rubbers,
including the values of the stress and strain-at-break, can
be expected to depend on many factors such as the rate
and temperature of testing. It is also true that the ma-
jority of work, both experimental and theoretical, has
been expended on the study of the gum elastomers, since
the response of these systems seems intuitively simpler
to investigate and interpret than that of the filled systems.
Studies of the response of the unfilled systems have
demonstrated the utility of the failure envelope con-
cept (Ref. 10). In addition, other studies (Ref. 11) have
also emphasized the very important influence of param-
eters such as the concentration of effective network chains
v:, and the munber of statistical units per network chain
n. Briefly, the failure envelope is generated for a given
gum vulcanizate when the values of ,_bTo/T versus Eb
are plotted in log-log coordinates; _rb and eb are the
stress and strain-at-break respectively, To is an arbitrary
reference temperature and T, the test temperature. Of
extreme importance is the fact that the failure envelope
is rate and temperature independent.
In addition, studies of the effect of varying v,, on the
location and shape of the failure envelope have also been
made (Ref. 11). It has been demonstrated that super-
position of the high-temperature segments of individual
failure envelopes representing gum elastomers of widely
differing chemical structure and differing ,,_ values can
be effected by reducing the quantity o-bT,./T to unit re,
i.e., by plotting _r_Z,/v¢T versus Et,. Since different elas-
tomers with widely varying Tg values were being com-
pared, T,, was taken to be T, + 100. Fig. 8 shows data
for some 15 systems superposed in this manner (Ref. 11).
The figure is more significant than merely a demonstra-
tion of a method which permits a correlation of ultimate
property data for elastomers of widely differing chemical
structure. Of far greater importance is the fact that it
demonstrates that the ultimate properties of gum elasto-
mers depend primarily on the network-like structure of
the rubber and not on the detailed chemical constitution
along the chain, except as this influences n. Thus the
superposed data in Fig. 8 delineate a characteristic failure
curve which gives the breaking strength per chain in the
network. To find the actual breaking properties over a
large portion of the time-temperature scale, then, it is
only necessary to know the number of chains per unit
volume of rubber, i.e., the density of erosslink sites.
Furthermore, it has also been shown that the value of
n is an important parameter, sinee the maximum value
of the extension ratio-at-break (,%) ..... (x _ e + 1) varies
as n _:'_(Ref. 11). Since n cc v_-_, (,_b)..... varies directly
as v, -'/_. Therefore a knowledge of w is sufficient to ascer-
tain the permissible range of values which both orb and
E_ can assume for a gum rubber.
In view of this success with the gum system, it seems
worthwhile to attempt an application and extension of
these methods to filled rubber composites. As might be
expected, the presence of a filler in relatively large con-
centrations can considerably complicate the acquisition
and interpretation of data. For example, in addition to
the obvious variable of filler concentration, it is con-
ceivable that other factors, such as the extent of filler-
polymer adhesion, the filler size and shape, and the
distributions of size and shape, could influence the be-
havior of the composite. It is apparent that these factors
may produce effects which are not independent, and
hence interpretation of the data would be extremely dif-
ficult if all factors were allowed to exert their influence
simultaneously. Hence, the use of a model system where
arbitrarily chosen variables can be studied while others
are held constant is implied as a reasonable approach in
a study of filled systems (Ref. 12).
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Tile resistivity of PVCA was above the upper range
of the electrometer, i.e., > 10 '4 _-cm, a result consistent
with the reported value of 8 × 10 ':' at atmosphere pres-
sure (Ref. 8). The wdue for TCNE is in reasonable agree-
ment with the value of approximately 10 _:' Q-em reported
by Slough (Ref. 9). The agreement with the literature
results for the pure components also suggests that, for
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Fig. 7. Resistivity versus composition of PVCA-TCNE
at various pressures
the experimental arrangement, used surface conductivity
cannot be a serious factor because it would affect most
strongly the high resistivity results.
The dramatic decrease in resistivity with addition of
only 1.5 mole % TCNE is to be noted. Addition of 10%
further decreases resistivity by a factor of about 15, but
addition beyond this point does not seem to result in
additional marked changes. Above 80 mole % TCNE
the resistivity rapidly increases. This result is consistent
with the concept that the number of charge carriers is
proportional to the complex concentration. The relatively
minor changes observed in the region of intermediate
composition may merely reflect comparable changes in
complex concentration, or by inference, in the number
of charge carriers. Recent studies have shown that in
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This functional is of the form
Jto Yff (2)
In the above, _ stands for the phase-space coordinates,
t is the time variable, H is the net production probability
operator for neutrons in the Boltzmann transport equation
formulation, and S is an independent source term. q,+ is
an as yet undetermined weighting function. Eqs. (1) and
(2) simply state that rendering the functional I [cp,,p+]
stationary is equivalent to solving the equation for (p (_,t).
Substitution of the trial functions
a, (#, t) = 4, (t) ,I, (#, t) (3)
• + (#, t) --- 4,+ (t) ,I,+ (_, t)
where 4, (t) and 4,+ (t) are not speeified, and performing
the integration over phase spaee yields a redueed
Lagrangian
] [4,' 4,+] =f,14,+ (t) Fr [4, (t), q, (t)] dt (4)
./to
whose Euler-Lagrange equations are solved. The phase-
space dependence is separated out and a simplification
has been accomplished.
The significance of the above general scheme and the
interpretation of the weighting function has been dis-
cussed particularly by Lewins (Refs. 29, 30 and refer-
ences therein). Suffice to say that in nonlinear problems
the outlined procedure required additional somewhat
uncertain interpretations.
Becker and Fenech (Ref. 31) multiply Eq. (2) by an
operator
g = H* W (#), (5)
where H* is the adioint operator defined by
fff,b*Hod-p=_H*_*d_ (6)
and W (_) is an arbitrary positive weighting function,
to obtain the least squares functional
I = W (_, -- H,b -- S) 2 dt d#. (7)
This takes care of nonlinearities, but the transformation
of the original equation introduces new boundary con-
ditions, and information is lost in the process (Ref. 32).
However, there are also many advantages in the above
procedure.
The approach by Selengut (Ref. 33) consists of finding
the functional
ft0 tlJ [4,] = F [4, (t), _ (t)] dt (8)
given the Euler-Lagrange equation
L [4,] = _F/04, - ?/_t _F/_ = 0 (9)
A trial function
4,(t) = f (a,, t) (10)
with the a_'s as variational parameters may be used.
As Selengut treats this problem, it may not always be
possible to find a proper functional. In addition phase-
space coordinates are not considered.
Starting out from different physical considerations,
namely those involved in dynamic programming and in-
variant imbedding, one can find a functional in physi-
cally admissible cases as will be shown below. Also the
separation of the phase-space dependence may be
achieved from these considerations. Close similarities
with Lewins' and Selengut's treatment will be noticed
but a basically different philosophy will separate this
treatment from the other approaches to the reduction
process.
2. Derivation of the Variational Functional
Suppose we have an as yet unspecified functional
/;] [4,] = F [4, (t), _ (t)] dt (11)
pertaining to functions of the form
= [_ (4,, r, t), 4, (a) = c (12)
_- = t z (4,, r, t), r (T) = b. (13)
4, (t) represents the phase space averaged neutron flux
and r (t) represents the temperature and supplies the
feedback mechanism. The Euler-Lagrange equation is
given by Eq. (9), which is a minimum over 4, (t). Consider
instead that the minimum of the functional Eq. (11) is a
functional of arbitrary initial conditions 4, (a)= c and
initial instants a, i.e.,
_n_n
[(c,a) = _ ] [4,] (14)
which may be thought of as the "cost" of the process.
For a reactor, we would say that it always behaves so
that over a choice of _ (t) it picks the one that minimizes
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[ (c, a). This is also the starting point for Lewins in Ref. 29,
but his subsequent development differs from this treat-
ment. Using the principle of optimality (Refs. 34, 35)
(i.e., dynamic programming), to relate the cost of neigh-
boring processes
m,_ [F(c,z) h+[(c+zh, a+h) +O(h)][(c,a)= z
(15)
gives in the limit as h tends to zero
'_'" [F (c, z) + Z[c + /a] [(c,T)=0 (16)0= z
z is the choice of the slope _ at the time a when the
displacement is c. We find z,,in from
[c (c, a) = -- F (c, z)/_z (17)
and putting it into Eq. (16) gives the Hamilton-Jacobi
partial differential equation
F (c, z) + z[c (c, a) + [a (c, a)l:_r,,, = 0 (18)
with the boundary condition
[(c, T) = 0. (19)
Thus if F [6 (t), _ (t)] ---> F (c, z)is known the cost
function [ (c, a) can be evaluated.
The appropriate F (c, z) is found utilizing Eqs. (12)
and (13). Define
r (a) = r (c, a) (20)
and following the standard invariant imbedding pro-
cedure (Refs. 35, 36) and after taking limits
and
where
['(c,r,a)rc + r_-- [2(c,r,a) ,a < T (21)
r (c, T) = b
['(c,r,a)sc + sa = 0 , a < T (22)
s (c, T) = c
s (c, a) = 6 (T) (23)
Eqs. (21) and (22) are solved to obtain r (c, a) and s (c, a).
The obvious identification from Eq. (17)
zmi_ = r (c, a) (24)
gives after differentiation of Eq. (18) with respect to c
_lSc [F (c, ,') - rF, (c, r)] + dig [F, (c, r)] = 0. (25)
From Eq. (25) one may find F (c,r), since r (c,a) is
known from Eq. (21) and then after the transformations
a --->t, c --->6 (t), r (c, a) ---> r (t) one finds the functional
] [6, r] = F [6 (t), r (t)] dt. (26)
This is not the same as the functional Eq. (11) and addi-
tional considerations must be added. Elimination of r (t)
in Eq. (12) leads to an equation of the form
= [ (6, t) (27)
The appropriate functional is
'[6] = fTIl_(t)o'÷G[6(t),t]]dt (28)
[ (6, t) = _G (6, 0/?6 (29)
and following the standard procedure
z,,, = - [_ (c, a) = r (c, a) (30)
1
C(c,a)-y[5 +[_=0 (31)
and therefore
G,(c,a)-rrc-r,=O
Thus the following procedure is established:
(1)
(32)
From the given time dependent systems equations
obtain the invariant imbedding formulation, i.e.,
express the problem as an initial value problem.
(2) Obtain the solution for r (c, a) from the partial dif-
ferential Eq. (21).
(3) Solve for G (c, a) from Eq. (32).
(4) Substitute a--->t, c---_ 6 (t) in G (c, a) and write
Eq. (28).
Putting in trial functions in the obtained equation
corresponds to Selengut's recipe. From Eq. (32) one
may also obtain directly the Euler-Lagrange Eq. (29).
Notice that this procedure establishes the existence of a
functional and its Euler-Lagrange equation.
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3. Introduction of the Phase-Space Coordinates
Eq. (12) may be looked upon as the result of a phase-
space averaging process
f az+4,d_=- f az+[H¢'+S]d'ff (33)
where az+ is the weighting function to be determined. In
fact the correct weighting in the linear case is obtained
from the adjoint function (Ref. 1)
4,* -- H* or*. (34)
If one had started out with a functional
f,oI [_, _*] = _, [- 4, + n_ + S] d_ at (aS)
where H is a linear operator and then substituted the
trial functions.
_ 4, (t) ,1, (_, t) (36)
¢* = _s*(t) _* (_, t) (37)
and had taken the variation with respect to 4'* one would
find
r /._ /-
.It o
and performing the phase-space integration it would
give a differential equation in t. Thus the difference be-
tween perturbation theory and the variational approach
is limited to substitution of trial functions. This can as
well be done directly into Eq. (33) without specific
recourse to a variational approach. For the system of
equations
4, =/t 1 (_) • + S 1 (39)
= H2(_) • + S_ (40)
Substitute directly the trial functions, multiply through
with the weighing function and integrate over the phase-
space variables. This will give the system of Eqs. (12)
and (13), where for simplicity the independent source
terms were omitted.
The determination of trial functions and their adjoint
of course requires insight into the problem. Usually, how-
ever, from a series of static calculations reasonable trial
functions may be found. Kaplan, et al. (Ref. 37), find that
the flux shape in a reactor during a transient is well
described by a linear combination of the initial shape
_I'(t;, to) and the asymptotic tilted shape.
4. Summary
The above-described scheme attempts to show a con-
sistent way of reducing nonlinear time and phase-space
dependent equations. Various modifications arise de-
pending on the nature of the problem. For the nonlinear
problem a consistent variational formulation cannot be
found, and the trial functions m_ast be substituted directly
into the original equations and then a weighted average
taken as in perturbation theory. In the linear case the
variational formulation leads to the same expressions as
given by this theory. After this the further calculations
follow standard dynamic programming and invariant im-
bedding procedures.
The actual calculation may be formidable, but the
preparation of properly reduced equations is still a much
less time-consuming process than attempts to solve di-
rectly the original equations, even if this could be done
for a realistic system. The experience is, that an order-of-
magnitude increase in the analytical effort does not yield
the corresponding improvement in the accuracy.
Ee Plasma Characteristics for
Mercury and Cesium
Bombardment Ion
Engines
T. D. Masek and D. J. Kerrisk
I. Introduction
For some time a laboratory program to evaluate elec-
tron bombardment ion engines has been in progress. In
the course of this program the characteristics of a mer-
cury plasma were determined, and the effect of these
characteristics on engine performance and lifetime evalu-
ated. The most serious of these was the nonuniform
density of the plasma, the causes of which were analyzed
to determine what corrective measures could be taken.
Recently, work has been directed toward the cesium
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bombardment engine. The mercury engine was modified
to accommodate the new propellant, and several of the
modifications suggested by the analysis of the mereury
plasma were incorporated in the modified design. Little
improvement in plasma uniformity was observed, but
striking differences were noted in other plasma char-
acteristics which suggested that the eauses of nonuni-
formity are quite different in this engine. Some of these
causes and their effects are discussed below.
2. Experimental Setup
Fig. 24 shows a schematic diagram of the experimental
engine and its attendant instrumentation. This schematie
holds for both the mercury and the cesium engine, and
the type of measurements taken were the same in both
cases. To measure plasma characteristics, a Langmuir
probe was immersed in the plasma. This probe, adjust-
able in position both radially and axially from outside
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the tank, was coupled to its instrumentation through 
vacuum relays. This permitted the probe, which was at 
high voltage, to be decoupled at will from the instru- 
mentation without disturbing the engine operation and 
greatly simplified the taking of data. A typical Langmuir 
probe of the type used is shown in Fig. 25. 
A Faraday probe, also radially and axially adjustable 
from outside the tank, was used to map the ion beam. 
The data obtained were used to correlate plasma char- 
acteristics with ion beam formation. Fig. 26 shows the 
cesium engine with the Faraday probe in place, and 
Fig. 27 shows the probe adjustment mechanisms 
mounted on the vacuum tank header. 
3. Results 
Langmuir probe theory is well known, and the probe 
characteristics can be used to determine ion density, 
plasma potential, and electron temperature, provided 
the electrons in the plasma have a Maxwellian energy 
distribution. In such case, the probe characteristic when 
plotted semilogarithmically has the shape shown in 
Fig. 28 (typical of cesium plasma measurements) where 
the knee of the curve gives the plasma potential and the 
electron density, and the slope of the straight line to the 
left of the knee is the reciprocal of the electron tempera- 
ture. As explained in Ref. 38, this theory can be extended 
to include a plasma where a monoenergetic electron 
distribution with random velocity vectors is superim- 
posed on a Maxwellian distribution. In this case the 
semilog plot has the shape shown in Fig. 29 (typical of 
mercury plasma) but can be corrected to the normal 
Maxwellian plot as shown, by subtracting the contribu- 
tion of the monoenergetic group. In the plasmas under 
discussion here such a group could be expected, being 
those electrons (emitted from the cathode and having 
fallen through the cathode sheath drop) which-have not 
yet given their energy to the plasma. This group is here- 
after referred to as “primaries.” 
0 I 2 3 
I I I 
INCHES 
Fig. 25. Typical Langmuir probe (insert indicates probe positions) 
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Fig. 26. Cesium electron bombardment ion 
engine with Faraday probe 
mounted 
PROBE POTENTIAL, v 
Fig. 28. Typical Langmuir probe semilog plot for 
cesium plasma 
Table 1. Engine operating conditions 
Fig. 27. Probe positioning 
mechanisms 
Parameter 
Beom current, ma 
Mors flowrate, g/hr 
Accel voltage, kv 
Bios voltage, kv 
Arc voltoge, v 
Arc current, amp 
Magnet current, amp 
Power efficiency, % 
Propellant efficiency, % 
Mercury 
210 
1.9 
3.5 
2.0 
45 
3.0 
7.5 
70 
a5 
Cesium 
2 20 
1.3 
3.2 
0.96 
14.5 
7.8 
3.6 
74 
85  
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Fig. 29. Typical Langmuir probe semilog plot for
mercury plasma
Figs. 30-37 give the observed plasma ion density dis-
tributions, primary electron distributions, primary energy
distribution, plasma potentials, and Maxwell electron
energy. It will be noted that while the ion density dis-
tributions are quite similar, the other characteristic
values of the plasma are quite different, and the primary
electron distribution is completely absent in cesium. The
conditions for the two runs for which these data were
taken are given in Table 1 and are typical of a large
number of runs for both propellants.
4. Discussion
In an engine of this type, ionization is produced by the
collision of high-energy electrons with neutral gas par-
ticles. Because electron mean free paths are extremely
long in gases of this density (1011 to 1012 particles/cm3),
an axial magnetic field is used effectively to shorten the
mean free path to the electron cyclotron radius. Both
primary and Maxwellian electrons can produce ioniza-
tion, but while all of the former group have sufficient
energy, only those in the high energy tail of the Maxwell
I
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Fig. 30. Typical ion density distribution for cesium
group (i.e., those whose energy is greater than the ion-
ization potential) have ionization capability. The arc
voltages shown in Table 1 correspond approximately to
the maximum ionization cross-sections for each propel-
lant and should guarantee maximum utilization of the
primaries in producing ionization.
The relative effectiveness of Maxwell electrons in pro-
ducing ionization may be calculated from the ionization
probability
P, = I¢ =F(E) (r, (E) E v= d E (1)
. 0
where F(E) is the electron energy distribution function,
and ai(E) is the ionization cross-section. For mean elec-
tron energies of 1.5 ev for cesium and 5 ev for mercury,
the ratio of Pi (Hg) to P_ (Cs) is approximately 8, i.e., the
Maxwellian electrons could be expected to be about eight
times as effective in producing ionization in mercury as
they are in cesium.
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It is also shown in Bef. 88 that the primary electron
group is one to two orders of magnitude more effective
in produeing ionization in mercury than is the Maxwell
group. In cesium the same disparity should exist and to
a greater extent. Further, the lower ionization cross-
section for cesium should result in a higher current re-
quirement to produce the same degree of ionization,
which it indeed does, and by approximately the correct
ratio to account for the difference in cross-sections (about
a factor of two) and the smaller effectiveness of the Max-
wells. Tile important point to be noted, however, is the
absence of any sign of a primary group in cesium.
This latter point can be explained l)y considering the
following argument based on collision times. The mean
time r. between electron-atom collisions is given by
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Fig. 32. Typical primary electron density distribution
for a mercury plasma
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where S is the electron-atom total collision cross-section,
No the neutral particle density, k is the Boltzmann con-
stant, and To the electron temperature. The mean
electron-electron collision time re is given by Eq. (2).
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Fig. 36. Typical plasma potential with respect to
anode potential for cesium
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0.267 Te 3/2
r_-- NelogA (8)
where Ne is the electron density
A = 12 (Eo k T_):w'-'/e3 N//2
and Eo is the permittivity of free space. Since the
primary energy loss mechanism for electrons is in
electron-electron collisions, the smaller the ratio the more
rapidly primaries will give up their energy to other elec-
trons and join the Maxwellian group.
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Table 2 lists re and r_ for mercury and cesium. It is
seen that the ratio differs by two orders of magnitude
which would explain the rapid disappearance of the
primary beam in cesium and its persistence in mercury.
Table 2. Collision time comparison
Hg
C$
"re
1 X 10 -5
8 X 10 -7
r_ r,,/r_ T_ N_ No
1 X 10 ,3 1 X 10 -2 5.0ev 1011 10 TM
8 X 103 1 X 10-i 1.Oev 1011 101°
From the foregoing it is apparent that the cause of the
ion density distribution in cesium cannot be explained as
it can in mercury by the decay of the primary beam
across the plasma. Rather, one would expect the greatest
portion of the ionization to be taking place near the
cathode with electrons and ions diffusing across the
chamber. The diffusion coefficient of electrons across a
magnetic field is given approximately by
C
/9- B_ (4)
where C is a constant and B is the magnetic field strength
(Ref. 89). Experimentally it was found that the cesium
plasma operated best when the magnetic field was about
6 to 10 gauss, compared with about 20 gauss for mercury.
Thus it would seem reasonable to conclude that diffusion
is primarily responsible for the observed distribution in
the cesium plasma, while the decay of the primary elec-
tron density is the primary mechanism in mercury.
Since the ion density distributions are the quantities
of primary interest because of their influence on engine
efficiency and lifetime (Ref. 40), it is important to recog-
nize the implications of the foregoing analysis. The
mercury and cesium engines in their present configura-
tion, perhaps due to a set of fortuitous circumstances,
present strikingly similar results when examined from the
outside, as for example, by a beam probe; however,
methods to improve the density distributions and en-
hance engine performance must be tailored to the cause
of the distribution. Thus, a more divergent magnetic
field, which could carry primary electrons more rapidly
across the mercury plasma, might tend to smooth out the
distribution in mercury, but would have virtually no
effect on the cesium plasma. In the latter case, some
means is required to increase the diffusion rate or modify
the engine configuration to take better advantage of the
higher diffusion rate in cesium. Future activities on this
engine will be concentrated in this area.
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XV. Liquid Propulsion
Ao Advanced Liquid Propulsion
Systems
R. N. Porter, D. L. Bond, H. B. Stanford,
W. F. MocGIoshan, and O. F. Keller
1. Introduction, e N. Porter
The Advanced Liquid Propulsion Systems (ALPS) pro-
gram is investigating selected problems generated by
spacecraft operational requirements for propulsion sys-
tems capable of high inherent reliability, long-term stor-
age in space, multiple start in free fall (zero-gravity), and
engine throttling. The solutions proposed to satisfy these
requirements have been incorporated into the ALPS
system.
Periodic reports in the SPS's (starting with SPS 37-8)
describe the progress of work on the various parts of the
ALPS system. Recent accomplishments are outlined be-
low. These include activation of a new six-component
thrust-measuring system, additional crease tests of poten-
tial bladder materials, bipropellant expulsion tests using
nested convoluted diaphragms, development of a liquid
regulator, and a tank and expulsion cell assembly.
2. System Development, e. N.Porter
The basic ALPS system concept is shown diagram-
matically in Fig. 1. It features a variable-thrust rocket
engine, fed by two positive-expulsion devices contained
within a single vessel pressurized by gas generated
through the decomposition of a monopropellant. This
HEAT
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Fig. 1. Schematic diagram of the ALPS system
FILL
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system was devised in an attempt to maximize reliability, 
versatility, controllability, and storability, and to mini- 
mize interactions with the rest of the spacecraft. 
At this writing, no complete ALPS system has been 
assembled. However, a considerable amount of analytical 
work has been done, using analog and digital computer 
programs to predict the center-of-gravity excursions, the 
variations in operational parameters for various condi- 
tions (acceleration, temperature, and thrust) and the 
transient behavior. The results of these analyses indicate 
that the system would operate within very narrow limits 
of mixture-ratio, chamber-pressure, and center-of-gravity 
excursions (assuming no propellant sloshing) and would 
be capable of rapid thrust transients. 
Several layouts of the system have been made. One 
version, assembled from existing ALPS component parts, 
is shown as a composite photograph in Fig. 2. 
Since a complete system has not been available, tests 
have been limited to subsystems. Feasibility of the 
pressurization-circuit concept was successfully demon- 
strated in early 1961. A throttleable gas generator fed by 
a mockup of the ALPS generant feed circuit was used to 
pressurize a heavyweight test tank from which water 
was allowed to flow at varying rates to simulate the 
modulated flow of propellants to an engine. Similar tests 
are being made of the latest ALPS hardware. 
3. Thrust Chamber Testing, D. L. Bond 
A new multicomponent thrust-measuring system has 
been in service at the Laboratory’s Edwards Test Station 
since January 1965. Multicomponent thrust measurement 
is particularly useful when testing ablative, or other 
nozzles which change geometry during the firing period, 
because uneven erosion can be detected by changes in 
the thrust vector. 
The new system consists of a suspended thrust mount 
which is connected by flexures and load cells to a firmly 
anchored rigid frame. Six Schaevitz-Bytrex solid-state 
load cells are used to measure six components of the 
thrust generated by the rocket engine. Nominal axial 
thrusts of up to 2,000 lb can be accommodated. These 
measurements can be made on chambers exhausting 
directly to the atmosphere, as in Fig. 3, or to low pres- 
sures by moving the system into the Altitude Simulation 
Facility. 
Fig. 3. 100-lb thrust ablative chamber mounted on 
the six-component thrust-measuring system 
Based on data from the calibrations and firing tests 
made to date, the performance of the system appears to 
be reasonably good and capable of improvement. An- 
alysis of the data indicates axial measurements yield 
values for nozzle thrust coefficient C f  which are con- 
sistent to within ?0.2%. Reading accuracy of the side 
loads is +0.3% of full scale. 
Two problems are apparent. One arises from the inter- 
actions between the side and axial loads. Applying a pure 
axial load generates a side force as large as 1% of the 
applied load, while a pure side load produces an axial 
force amounting to as much as 3% of the side load. 
Correction of this deficiency will probably involve a 
change in the method of mounting the load cells. A more 
serious problem is the “ringing” which obscures the 
measurements of thrust transients. When fitted with a 
100-lb thrust rockct engine and the appropriate load 
cells, the system’s suspended mass is about 240 lb and 
the natural frequency is 40 cps. As a temporary cxpedi- 
ent, electrical filtering of the signals has been used to 
remove the spurious output caused by the mechanical 
resonance of the system. Current thrust-chamber test 
firings are being conducted with this system to deter- 
mine changes in thrust vector over periods of hundreds 
of seconds, therefore the ringing does not interfere with 
securing the desired information; however, future tests 
of thrust decay transients and throttling will require 
elimination of the ringing to secure accurate data. 
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4. Expulsion Devices Development, .. s. Stanford
The basic design of the Advanced Liquid Propulsion
System specifies that the hypergolic propellants (N204
and N_H4) be stored in and expelled from a single
spherical tank. To meet these requirements and those
imposed by a space environment, the propellants must
be separated and controlled by an expulsion device.
Compatible, impermeable, and durable bladders are
considered to best meet these requirements and are the
first choice for use in the ALPS system. Finding suitable
materials for these bladders has proved difficult. One
important phase of this search is the crease testing of
potential materials; recent crease test data are discussed
immediately below. Due to difficulty in obtaining a com-
pletely satisfactory bladder, a backup development was
considered necessary. This second choice is the con-
voluted metal diaphragm. Later paragraphs in this report
describe a test involving the simultaneous expulsion of
both fuel and oxidizer from a single tank with diaphragms
of a nested design.
a. Crease-testing bladder materials. In the Advanced
Liquid Propulsion System bladder development program,
material selection and testing is considered to be of
prime importance. One phase of this study has been an
investigation of the relative resistance of materials to the
forces which cause tears and pinholes as folds and creases
are induced during expulsion cycling. To perform tests
of this nature with actual bladders is both time consum-
ing and costly. A search for a commercial tester that
would accurately simulate creases, as formed during the
collapse of an expulsion bladder, failed to disclose one.
Therefore, a device was designed at JPL which generates
creases in material samples very similar to those found
in an expulsion bladder. The machine appears to do this
in a reproducible manner from sample to sample, thereby
giving good relative information on the failure resistance
of the samples tested. A description of the machine and
the theory of its operation were published in SPS 37-28
and 37-24, Vol. IV.
In the most recent tests of potential bladder materials,
the samples were folded over a pair of fiat blades in-
clined at 30 deg so that a tight fold was made in the
samples at the vertex of the angle. The ends of the
samples were attached to cables with a preset tension of
5 lb. The eccentric drive pulled the samples back and
forth with a stroke of approximately 3 in. at a rate of
30 cycles/min. The sample was determined to have failed
when tears, delamination, etc., were observed or when a
dye penetrant, which was periodically applied, disclosed
a leak. The results of these tests are shown in Table 1.
Many of the samples listed were supplied by the Dilectrix
Corporation of Farmingdale, Long Island, New York.
Some of these materials, particularly the "codispersions'"
and "redundant" films, show remarkable flex life. On the
average, these materials are ten to twenty times as re-
sistant to failure from creasing as the common sprayed-
and-sintered TFE-FEP bladder material, TFE skived
film, etc. Dilectrix describes their codispersion material
as TFE-FEP Teflon sprayed and sintered together
into a uniform film, and the redundant films as discrete
layers of TFE Teflon, built up to about 0.003-in. in thick-
ness, interspersed with 0.0002- to 0.0003-in.-thick layers
of TFE mixed with some other material such as "Aqua-
DAG" (a finely dispersed graphite) or aluminum flakes.
The manufacturer says this film is adaptable to a diversity
of structures, since any reasonable number of layers,
layer thicknesses, and interspersing layers with additives,
can be assembled. FEP Teflon can also be added to
reduce permeation, although the samples reported herein
did not contain FEP.
It is interesting that the Dilectrix Teflon-aluminum
foil laminate sample which is assembled over a sprayed
redundant film base endured in excess of 25 crease
cycles before failure, which is better than the best Teflon
cloth-aluminum foil laminates previously reported (SPS
37-30, Vol. IV). Failure in this material was detected by
visual observation of fractures in the aluminum foil; the
pinhole test with dye penetrant indicated that no leak
paths had been formed through the base film. It should
be noted, however, that this was a single test and has
yet to be repeated.
All of the other materials tested, including those with
gold Affiair and aluminum flake, were produced as part
of a very limited study being conducted at JPL with the
goal of reducing permeation to N_O4. These samples were
made with FEP Teflon only, and were not expected to
exhibit high crease resistance. All of these samples failed
very quickly.
b. Convoluted diaphragms. A continuing development
effort on metal diaphragms has been maintained at JPL
for the past few years, and some progress has been made,
particularly in simultaneous expulsion of hypergolic pro-
pellants from a single tank. Initially this was done with
identical diaphragms which were placed back to back
in an 18-in.-D spherical tank with a perforated metal
plate between them. In this manner simultaneous expul-
sion with the propellants N_O4 and N2H4 were accom-
plished twice without mishap. A brief description of
these tests appeared in SPS 37-27, Vol. IV.
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Table1. Resultsofcreasetestsof potentialbladder materials
Source and
material
Dilectrix, Teflon
and aluminum
foil laminate
Dilectrix, TFE-FEP
codispersion,
R&D No. 40
Dilectrix,
redundant film
structure, R&D
No. 41
Dilectrix,
redundant film
structure, R&D
No. 42
D11ectrix,
redundant film
structure, R&D
No. 42
Dilectrix,
redundant film
structure, R&D
No. 27
Thickness
AI 0.0005 in."
FEP 0.003 in.=
TFE 0.012 in. a
Total------ 0.0 ! 55 in. b
0.010 in.
3-0.003-in."
thick layers of TFE
and 2-0.0002-in. a
thick layers of TFE
mixed with Aqua-
DAG
Total --_ 0.0095 _
2-0.003-in. =
thick layers of TFE
and one 0.0002-in.
thick layer of TFE
mixed with Aqua-
DAG
Total ---- 0.0065 in ?
2-0.003-in. =
thick layers of TFE
and one 0.0002-in. °
thick layer of TFE
mixed with
Aqua-DAG
Total_ 0.0065 in. _'
3-0.003-in. =
thick layers of TFE
and 2-0.0003-in. °
thick layers of TFE
mixed with
aluminum flakes
Total_O.010 in?
No. of cycles
to failure
25>50
Type of Source and
failure material
Fine line
crack in
aluminum
1400>1497 Tear
! 700 > 1800 Tear
1900>2000 1 pinhole
Several
pinholes
3000>3100
2900>3000 1 pinhole
1900>3000 1 pinhole
1 pinhole
6 very fine
pinholes
3 small
pinholes
Tears in
two
places
1800 > 1900
=Layer dimensions from vendor description
_Total figures, actual measurement by micrometer
3900>4000
3300>3400
1900>2000
1800>1900 1 pinhole
2300>2400 6 pinholes
Dilectrix, TFE-FEP
sprayed and
sintered bladder
material, cut
from No. 1878
tapered bladder
Commercial,
molded and
skived TFE
JPL, FEP mixed
with mica,
sprayed and
slntered,
JPL No. 30
JPL, FEP mixed
with gold
Afflair, sprayed
and sintered,
JPL No. 28
JPL, FEP mixed
with gold Afflair,
sprayed and
sintered,
JPL No. 29
JPL, FEP mixed
with aluminum
flake, sprayed
and sintered,
JPL No. 31
JPL, FEP mixed
with aluminum
flake, sprayed
and sintered,
JPL No. 32
Thickness
Tapered 0.010
to 0.023 in.
0.010 in.
0.0065 in.
0.006 in.
0.007 in.
0.007 in.
0.0045 in.
No. of cycles
to failure
50>75
225>250
25>30
10>20
10>20
30>40
10>20
20>30
Type of
failure
1 pinhole
1 pinhole
Several
pinholes
3 pinholes
2 pinholes
3 pinholes
3 pinholes
2 pinholes
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When using two like diaphragms, 7 to 9% of the tank
volume is contained between them which therefore is
unavailable for propellant storage. Nesting the dia-
phragms (Fig. 4), reduces the unusable space to approx-
imately 3% of tank volume. 18-in. diaphragms were
designed in order to procure items of this configuration
for testing in existing equipment. A major difficulty was
encountered in determining the proper convoluted shape,
having large radii at the crests and valleys (inherent to
the spinning process) that would result in the formation
of a nearly perfect hemisphere upon expulsion. Feeling
that oversize hemispheres were more desirable than
undersized ones, an extra % in. was added to the devel-
oped length of the contour. Phoenix Products of
Milwaukee, Wisconsin, fabricated the diaphragms, using
a spinning process and temporary wooden tooling. Certain
limitations seem to be inherent in the spinning process,
one being the necessity for large radii at the convolution
crests as mentioned above, and another being a variation
in thickness which, for these diaphragms, ranged from
approximately 0.060 in. in the center to 0.025 in. at the
outer convolution. This thickness variation can be re-
duced by grinding, but these diaphragms were received
in the "as-spun" condition at JPL's request, except for
sanding to remove major surface blemishes.
Expulsion tests were run with single diaphragms, first
with water in a plexiglass tank (pressure limitation,
30 psi), and then with each propellant in a stainless steel
tank. The diaphragms were a tight fit in both tanks, and
it was noted that after expulsion the fuel diaphragm
(deep convolution) was wrinkled, indicating that the
built-in oversize condition was present. No wrinkling was
noted in the oxidizer diaphragm.
Upon completion of the single-fluid expulsion tests a
nested pair of diaphragms were installed in the stainless
steel tank for a bipropellant expulsion test. The tank was
mounted in the slosh test rig at Edwards Test Station
(SPS 87-27, Vol. IV) and the fuel side filled with N_oH4.
After a 24-hr period the oxidizer side of the tank and
the space between the diaphragms were carefully checked
for fuel vapor which would have indicated a leak. When
no fuel vapor was found, the oxidizer side was remotely
filled with N_O, the slosh rig adjusted to an amplitude
of ±llh-in. lateral motion at 128 cycles per minute, and
the expulsion test immediately conducted at a slosh ac-
celeration of 1 g.
Nothing unusual was noted until the very end of the
run, at which time tank pressure decayed and the ox-
idizer flowineter, instead of indicating zero flow, ran wild.
i
>
1
+
>
>
Fig. 4. 18-in. D nested pair of convoluted diaphragms
used for bipropellant expulsion
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Upon disassembly it was found that the fuel diaphragm
was intact but wrinkled, as had been noted in previous
expulsion tests. The oxidizer diaphragm, however, was
split for a distance of about 6 in. along the crest of the
outer convolution. Measurement of the developed length
of the contour from flange to flange of the distended
diaphragm was % in. greater than that of similar dia-
phragms in the as-spun condition. As near as could be
determined, these undistended diaphragms were nominal
for 18-in. D and did not have the planned for % in. over-
size on the flange-to-flange dimension. Close examination
of the fractured area revealed thinning to approximately
0.015-in. thickness due to high tool pressure, deep tool
marks (these diaphragms were in the as-spun condition)
and very obvious necking down of the metal on either
edge of the break. Hardness and bend tests indicated
the metal to be only slightly harder than fully annealed
1100 aluminum, and microscopic examination showed
the material to be clean.
From these facts it can be conjectured that the dia-
phragm split due to stretching of the metal rather than
from bending. The stretching was permitted by the fact
that the diaphragm was undersize (both from the design
dimension and for the tank in which it was tested), the
tank having been built to a plus tolerance, also was
not perfectly spherical. The fracture occurred at a point
on the diaphragm that had been weakened by thinning.
This condition was aggravated by deep tool marks. Since
no indication of failure was evident until the end of the
run, it is assumed that the diaphragm split at this time;
although this fact cannot be proven.
It can, therefore, be concluded that this failure was
due to dimensionally mismatched components and to a
metal thinning condition caused in manufacture. Both of
these conditions are readily correctable, and adequate
inspection of integral test items would preclude reoccur-
rence of this condition. Despite the difficulties encoun-
tered, the spinning process is considered a satisfactory
method of diaphragm manufacture within its stated lim-
itations. From all other aspects the simultaneous expul-
sion of the propellants N204 and NzH4 from spun nested
diaphragms was a success.
5. Generant Controller Development
W. F. MacGlashan
This is the first report on the progress of the generant
controller which has been under development at JPL for
several years.
a. Function and requirements. In the ALPS system
the propellant tank is pressurized with gases generated
by the decomposition of hydrazine in a gas generator.
The function of the generant controller is to meter the
flow of hydrazine (or generant) to the gas generator, so
that constant pressure is maintained in the propellant
tank during all firing periods, regardless of whatever
variations may occur in the rates at which the propel-
lants flow out of the tank.
The current design is sized, for a nominal generant
flow rate of 0.1384 lb/sec at a pressure drop across the
controller of 75 psi, or less. Since engine throttling and
other factors may require substantially greater or lesser
flows, the controller must be able to operate precisely
and stably over a flow rate range of 20 to 1. Inlet pres-
sure to the generant controller varies from a maximum
of 1500 psi to a minimum of 500 psi, because it operates
on the "blowdown" principle (see Sec. 6, Generant Tank
and Cell, for a definition of this principle). Delivered
outlet pressure from the controller is not a significant
design parameter in the ALPS application, since the con-
troller is insensitive to it. Rather, propellant tank
pressure, which the controller senses and to which it
responds, will be set somewhere between 200 and 800
psi; whatever preset pressure is chosen, however, should
be maintained by the controller within very narrow
limits. External leakage of the fluids at these pressures
must be kept below 10 cm3/yr (stp) of nitrogen from the
sensing mechanism and below 1 cm_/yr of hydrazine
from the liquid-containing part of the controller.
The generant controller must perform reliably after
storage periods of up to one year in a spacecraft environ-
ment. This means that the exterior of the controller has
to be immune to high vacuum and a dose of radiation
while the interior must be compatible with hydrazine
(and water for testing). Operating temperature of the
ALPS system is 70 ±30°F, so no severe temperature
cycling problems will be faced, unless the controller is
used in a system which must be heat sterilized. If ster-
ilization is necessary, three cycles in which the tempera-
ture is raised from ambient to 800°F, held for 24 hr at
that level, and lowered back to ambient, must be sur-
vived without damage or change in performance. It
appeared that an all-metal design would be most likely
to withstand these environmental conditions.
b. Design and theory of operation. The ALPS con-
troller is essentially a remote-sensing, single-stage, spring-
loaded regulator. Three basic parts comprise the generant
controller: a valve through which the generant flows, a
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pressure sensing piston, and a spring assembly. Flow
through the controller is varied by changing the annular
gap between a moveable ball and a fixed circular seat in
the valve. The ball is positioned by a push rod, which in
turn is acted on through adjacent parts by a fiat plate.
This plate, against which the spring assembly pushes, is
tied by three rods to the sensing piston to form a rigid
yoke. Regulation of the flow is accomplished because the
preset reference force exerted by the spring assembly
and the force developed by the sensed pressure on the
piston are acting in opposition to each other through the
yoke, so that the net difference between the two forces
tends to push the ball to one side or the other of the
equilibrium position. In other words, when the sensed
pressure is low, the pressure force is less than the spring
force, and the valve is opened. When the pressure force
is high, it overcomes the spring force, and the valve is
closed.
The major design problem in such a device is eliminat-
ing all other unbalanced forces which might enter into
the force balance. For example, in order to be able to
transmit the motion from the yoke to the ball, a moveable
diaphragm is used to seal the end of the liquid passage,
and the liquid pressure generates a force on the dia-
phragm. Also, another force is created on the ball by the
difference between the upstream and downstream pres-
sures. These forces are balanced out by making the
projected area of the diaphragm and the seat exactly the
same and by sealing the other end of the liquid passage
with a diaphragm of the same area upon which the liquid
exerts a force. By transmitting these several forces through
members held rigidly in contact, they counterbalance
one another. Obviously, it is also necessary to minimize
friction forces to obtain accurate regulation. The means
taken to accomplish this are mentioned below in the
paragraphs which describe the individual elements of the
controller.
c. Ball and seat. The ceramic ball is made to very close
tolerances. Sphericity is controlled to within 25 _in. Sur-
face finish is 1 to 2 _in. RMS. These dimensions, which
should be altered but little in service, because of the
hardness and corrosion resistance of the ceramic ball,
contribute to the accuracy with which the ball fits the
seat. The metal seat, which is a land approximately
0.003-in. wide, is carefully lapped to a very fine finish.
d. Diaphragms. To provide the flexible hermetic seals
which are needed to contain the fluids in the controller,
three metal diaphragms are used. Sufficient flexibility,
over the very limited stroke required, is obtained by
using material which is very thin. However, these thin
diaphragms cannot sustain the loads imposed by the
pressure forces where the diaphragms bridge the annular
gaps without some permanent deformation unless suit-
able support is provided. Metal backup rings are used to
support the diaphragms across the gaps. These rings are
described in the next section.
Originally the diaphragms were made from 0.003-in.-
thick Type 1100-1 aluminum sheet. Soft aluminum was
used for three reasons: (1) soft aluminum eliminates the
need for separate gaskets; (2) pure aluminum is com-
patible with propellants and with water; (3) soft alumi-
num is fairly resistant to damage from flexure beyond
the yield point. The use of aluminum for diaphragms
was abandoned because pinholes developed during water
tests. This was attributed to galvanic action originating
where foreign particles were embedded in the diaphragm
surface.
Presently the diaphragms are made from 0.001-in.-
thick Type 302 stainless steel shim stock. Because of the
greater strength of this hard-rolled material, the thickness
was reduced from that previously used. Soft aluminum
gaskets, cut from 0.003-in. aluminum sheet stock, are used
to seal the edges of the diaphragms. Steel is further down
the electromotive list than aluminum, and this may ex-
plain why no diaphragm corrosion problem has been
detected. In the present design the diaphragms are
sealed at the edges by compression between the struc-
tural parts. Controllers built in the future will probably
have diaphragms sealed by electron beam welding to the
adjacent parts.
Diaphragm life has been greatly extended by placing
a 0.001-in.-thick stainless steel shim stock backup disc
between the backup ring and the diaphragm. The backup
disc is free floating and is slightly larger in diameter than
the OD of the backup ring.
e. Backup rings. The backup rings serve the dual func-
tions of radially positioning central moving parts and
supporting the diaphragms. These rings are supported on
both sides of the annular gaps by narrow bands recessed
precisely enough to position the faces of the rings so that
they are exactly flush with the surfaces which clamp the
edges of the diaphragms.
The large ring which supports the sensing piston dia-
phragm is radially slit into a number of segments which
are left joined together by a very shallow band on the
internal diameter. These slits enable the ring to assume
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a conical shape, as the piston is moved, without offering
much resistance. The smaller rings must be separated
into completely unattached segments to obtain sufficient
flexibility. In the radial cross-section, the rings are con-
toured with the intent of obtaining uniform stress distri-
bution. At the inner and outer edges, where they are
simply supported, the section is thinned to an optimum
thickness for the shear loads which are applied. The
center section is thickened to resist the bending loads.
Experience has shown that these backup rings are per-
forming as expected. For example, a backup ring made
of Type 7075-T6 aluminum seated in an annular gap test
fixture of Type 6061-T6 aluminum was used to support a
0.003-in.-thick diaphragm of Type 1100-0 aluminum in a
proof-test to a pressure of 5400 psi. There was no damage
to any of the parts.
f. Spring assembly. An optimum assembly for provid-
ing the preset reference force within the generant con-
troller should be light in weight, have low hysteresis, and
have an adjustable spring constant (slope of force versus
deflection) so that the controller's regulation character-
istic can be matched to specific requirements. Design
analysis early in the program showed that conventional
leaf, coil, or torsion bar springs would not satisfy all of
these requirements simultaneously. It appeared that the
type of spring most likely to solve these problems was a
stack of Belleville springs.
In the generant controller, the Belleville springs are
used in the range of deflections where the slope of the
load/deflection curve is negative (i.e., where the load
decreases as the deflection increases). Belleville springs
are common enough at this time to be commercially
procurable. It has been found necessary, however, to
rework them to achieve the exact shape and concen-
tricity required for this application. Even after this re-
work, the load/deflection curve of each spring is slightly
different, even though the springs appear to be identical.
Each spring is individually calibrated so that when a
spring assembly is being put together, those which have
exactly the needed characteristics can be selected.
The first spring assembly made for the generant con-
troller consisted of a stack of Belleville springs which was
centered on the OD by a sleeve and on the ID by a shaft.
The edges of the springs were separated by rings, roiled
from round music wire, in order to reduce the friction. It
was found that with this arrangement hysteresis was
excessive. Next the type of assembly shown in Fig. 5 was
SENSING PRESSURE-- 1
BACKUP RING-- _,
DIAP_
DIAPHRAGM
AND PISTON
RING
INLET---I_ -P.OUTLET
DIAPHRAGM
RING
SPRING ASSEMBLY
Fig. 5. Cross-section of ALPS generator controller
built. In this design the edges are supported by shallow
grooves in two split sleeves. These sleeves are held to-
gether by a shaft on the inside and an outer housing.
Measurements showed the hysteresis of this assembly to
be at an acceptable level.
A further reduction in the hysteresis will be made in
a still newer model of the spring package which is now
being designed. This latest concept involves supporting
each spring edge at only four points. Fig. 6 shows the
hysteresis reduction achieved in a single spring with the
four-point support as compared to the continuous edge
support used in the current design.
g. Performance. Only limited testing of the complete
controller has been accomplished to date. Bench tests are
of questionable validity because of the remote-sensing
nature of the controller's normal operation. One actual
firing test of a monopropellant rocket system based on
the blowdown feed system concept and using the con-
troller has been made as part of another program. For
this use, it was necessary to install the controller so that
159
JPL SPACE PROGRAMSSUMMARYNO. 37-32, VOL. IV
3s I Ir 1 ' JF T-- •
TYPICAL
I_t _ i_ _ OPERATING
o= I _II_, I / / _ RANGE |
0 005 OtO 0 005 0 005 0.10 0 0.05 .0 I
DEFLECTION, hr
Fig. 6. Load versus deflection curves from lwo types of
Belleville spring supports illustrating the hysteresis
in (a) typical holder (b} minimum friction holder
it would deliver a constant hydrazine flow rate at a con-
stant pressure; to do this, the outlet pressure from the
controller was fed back to the sensing piston. During the
steady-state portion of the 190-see firing, the generant
controller's outlet pressure was a constant 807 psi ±½,
while the inlet pressure decayed from approximately
1300 to 600 psi.
A substantial amount of performance data is expected
to be gathered during a series of ALPS pressurization
circuit tests which was ready to be started at this writ-
ing. These results will be published in future SPSs.
6. Generant Tank and Cell Development
O. F. Keller
In the ALPS system, the generant (hydrazine) which
is decomposed to pressurize the propellant tank is stored
in the generant tank and cell assembly. A "blowdown"
mode of operation is used to expell the generant. This
means that the tank is partially filled with generant and
then pressurized with gas (nitrogen) which expands as
the liquid is withdrawn; no gas is added during the with-
drawal process, therefore, the tank pressure decays (from
an initial maximum pressure of 1500 psig down to a
final minimum of 500 psig in the ALPS system). Entrain-
ment of gas bubbles in the liquid is avoided in the ALPS
generant tank design by an expulsion cell which sep-
arates the generant from the pressurizing gas.
Reports on this development (SPS 37-15, 37-17, 37-22,
37-24, 37-30, and 37-31, Vol. IV) have presented interim
data. At this time the design, fabrication and part of the
testing phases have been completed. The following para-
graphs relate details of the work on the final version of
the generant tank and cell assembly.
a. Design. The generant tank, shown in cross section
in Fig. 7 is a sphere, approximately 17 in. in diameter.
A safety factor of 2.2 on the maximum working pressure
of 1500 psig. The two halves, called the gas-side hemis-
phere and the liquid-side hemisphere, after the fluid
contacted by each, are machined from 6A1 4V titanium
forgings which are welded together while kept in align-
ment by a backup ring. At one pole is an integral boss,
housing a small valve through which the pressurizing
gas is filled; at the other pole is a small boss to which
is welded a small outlet tube through which the generant
is filled and expelled. The expulsion cell is a hemisphere
made of 0.035-in.-thick ethylene propylene rubber of
Shore 80 hardness. It is anchored and sealed to the tank
by an O-ring-type lip along its periphery which is
clamped near the equator (or girth) of the tank between
the backup ring and a sealing surface on the liquid-side
hemisphere. When filled with the rated capacity of
1227 in. 3 of generant, the diaphragm assumes a position
which divides the tank into nearly equal volumes and
after expulsion, its contour matches that of the lower half
(or liquid-side hemisphere) of the tank. A segmented or
interrupted rib pattern on the side contacted by the
liquid serves to improve expulsion efficiency by prevent-
ing the diaphragm from being sealed tightly against the
tank wall which might result in part of the liquid being
trapped away from the outlet. Small perforated plates
cover both of the ports so that the diaphragm cannot be
accidentally damaged by extrusion.
b. Extrusion tests. In order to select the proper size
holes for the perforated plates, a series of tests was car-
ried out to investigate the ratio of diaphragm thickness
to hole diameter as a function of the final generant tank
pressure. From the data it appears that for this applica-
tion, holes with smooth entrances and with diameters
less than the diaphragm thickness are not likely to cause
damage to the diaphragm. Therefore, the holes in the
plates were made 0.040 in. in diameter with the entries
rounded to a 0.020-in. radius. These plates prevent
extrusion damage even when complete expulsion is
'achieved at final pressures as high as 700 psig (i.e., 700
psi differential pressure is allowed to develop across the
diaphragm).
c. Expulsion efficiency. One of the pertinent perform-
ance criteria for any expulsion device is the expulsion
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Fig. 7. Cross-section of the ALPS generant tank and cell assembly
efficiency. It is defined as the fraction (often expressed
as a percentage) of the liquid put into the device which
is expelled when a specified final differential pressure is
allowed to develop across the device. Expulsion testing
of the tank and cell assemblies has been successfully
carried out in the "upright" position at final expulsion
pressures of up to 700 psig. Water was the test liquid
and nitrogen gas was the pressurant. The trend of the
results indicates increasing expulsion efficiency with in-
creasing final tank pressure, as shown in Fig. 8. An
expulsion efficiency of 99.85%, or higher, was achieved
over a range of final expulsion pressures from 10 psig to
700 psig. (The test data below 100 psig pressure, shown
as a dashed line on the graph, were obtained using dia-
phragms installed in a plexiglass tank_)
d. Diaphragm replacement. One of the obvious dis-
advantages of the ALPS generant tank and cell design is
the difficulty of replacing the diaphragm if it is damaged.
After one of the diaphragms was accidentally damaged
during proof testing, it was decided that the tank fab-
ricator should attempt to perform the replacement oper-
ation. The tank was carefully parted at the girth weld
and the backup ring and damaged diaphragm were
removed. The edges of the gas-side and liquid-side
hemispheres were built up with weld metal and then
machined to the original J-groove configuration. To
accommodate shrinkage at the girth, the new backup
ring was made with a slightly smaller diameter than the
original. Then the new diaphragm was bonded to the
ring.
The gas-side hemisphere was carefully brought to-
gether with the backup ring and diaphragm assembly
and tack-welded to it at three places. Next the liquid-side
hemisphere was mated with this assembly and water-
cooled chill rings were installed. The backup ring was
then more substantially tacked to the gas-side hemisphere,
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Fig. 8. Expulsion efficiency of the ribbed diaphragm-type ALPS generant cell
using twelve equally spaced tacks approximately ½ in.
in length. A preload of 50 lb per lineal inch was applied
to the assembly with jack screws, so that the lip of the
diaphragm was compressed between the backup ring
and the sealing surface on the liquid-side hemisphere.
After a preliminary tack welding between the backup
ring and liquid-side hemisphere, the welding was com-
pleted by several continuous passes which completely
filled in the joint.
This repaired tank and cell have successfully passed
the proof test, consisting of three cycles of pressurization
in which the pressure is maintained at 2250 psig for
5 min during each cycle. A number of water-expulsion
tests have also been made with this assembly with no
indication of anything except normal performance.
B. Gas-Side Boundary Phenomena
It. W. Itowley
1. Introduction
The development of techniques which can be used to
predict local conditions at the wall of an operating liquid
rocket engine is essential to the successful application of
many new methods of thrust chamber construction.
Local heat transfer and local fluid composition are known
to influence the erosion rate of ablative materials and of
materials used in radiation-cooled thrust chambers. Non-
uniform erosion observed in engines fabricated of these
materials is recognized to be intimately related to the
propellant injection pattern. However, quantitative in-
formation on the mechanisms involved in injector related
erosion is, in general, not available. As a first step in
providing such information, the'Gas- Side Boundary Phe-
nomena Project has as an immediate goal the quantita-
tive understanding of the relationship between injector
spray properties and local heat-transfer rate to a com-
bustion chamber wall. A discussion of early experimental
results and of the rationale which underlies this effort
was presented in Refs. 1 and 2. These initial experiments
suggested that local heat transfer to a fiat plate was
related to the local flow rate within the spray. However,
heat-transfer rates were lower than desired, and lack of
confinement of the burning spray resulted in a com-
bustion field dominated by buoyancy effects. Following
completion of these experiments an enclosed combustor
was built in an effort to overcome the inherent limita-
tions of the earlier open-air device. This new apparatus is
described here and the results of some initial experiments
presented.
2. Apparatus
The new apparatus is similar to that used in the earlier
experiments except that the spray is now confined within
a large, square duct which is open at one end. A single
unlike-impinging-doublet injector element is used to
produce the spray. The characteristics of this type of
element have been investigated extensively at this Lab-
oratory and considerable background information is
available. In addition, the unlike doublet is widely used
in rocketry because it is a relatively simple element and
provides good liquid-phase mixing of fuel and oxidizer.
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The propellants used throughout this investigation
have been inhibited white-fuming nitric acid (WIFNA)
and methanol. When combined at room temperature,
these propellants are not hypergolic, although some heat
is evolved by liquid-phase reactions. The stoichiometric
mixture ratio of 2.36 was used in all tests and ignition
was accomplished using a glow coil.
Long tubes (100 L/D) are used as injector orifices to
insure reproducible jet properties and, hence, a repro-
ducible spray. Some of the properties of these jets are
summarized in Fig. 9. Also shown are the manner in
which the burning spray is confined and a simplified
Interpretation of the spray geometry. The injector is
similar to that used in the open-air experiments except
for the jet velocities, which have been increased to be
more representative of rocket engine practice.
The entire apparatus is best visualized as a simplified,
oversize rocket engine from which the nozzle has been
omitted. The "combustion chamber" is 20 in. square and
approximately 6 _. long but contains a spray having
a total flow rate equivalent to only 300- to 400-1b thrust.
The pressure within the duct is essentially atmospheric.
Thus, although the physical processes which take place
within the burning spray are the same as those which
occur within a rocket engine, the rates of some of these
processes are reduced by the lower pressure. For ex-
ample, the rate at which heat is transferred from hot
combustion products to the droplets is much lower in
the low-density gas generated within the low-pressure
device than in a high-pressure rocket engine. The drop-
lets therefore require a longer distance to evaporate and
burn, greatly simplifying the problem of making mea-
surements within the spray. Ports located in the sides
of the duct allow probes to be inserted through the wall
into the spray. Glass windows may be installed in the
ports to allow visual observation of the spray or to allow
high-speed motion pictures to be taken.
Design of a typical probe used to determine local heat
flux is shown in Fig. 10. The probe consists of an in-
strumented fiat plate which is exposed to the burning
spray, a protective cover, and a support tube. The heat-
transfer rate to the front surface of the plate was calcu-
lated using the method of Ref. 3 from temperatures
measured at the front and rear surfaces of the plate. A
OXIDIZER FUEL
PROPELLANT WIFNA CHsOH
ORIFICE DIAMETER, in 0.182 0.122
FLOW RATE, Ib/sec 1.00 0.42
AVERAGE JET VELOCITY, ft/sec 58 103
_; _ _ OXIDIZER
APPROXIMATE LOCATION
OF POINT OF MAXIMUM
LOCAL FLOW RATE
TYPICAL SPRAY CROSS-SECTION
IMPINGEMENT POINT _
LEFT _ S -- - - ----_---- _r-- ___--_C_ _ I\ I ._ 30doo_
5 in _ " 5 deg
RESULTANT MOMENTUM LINE -- ------_--__%,
I
SIDE VIEW
Fig. 9. Configuration of test apparatus and spray
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Fig. 10. Heat-transfer probe
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commercial Delta-Couple 1 thermoeouple plug was used
to provide the thermocouple at the center of the front or
exposed surface with the thermocouple junction formed
by chrome plating. The thermocouple on the rear sur-
face of the plate was attached as near to the center as
possible by welding. The protective cover was welded
in place to prevent propellants or combustion gases from
reaching the thermocouple lead wires. The support tube
provided a means of conducting the lead wires through
the wall of the duct and also served to locate the probe
within the spray.
For the tests reported here, the probe was oriented
with the face perpendicular to the resultant momentum
vector of the spray. Thus, when the probe was located
along tile resultant momentum line (i.e., the longitudinal
centerline of the duct) the center of the probe repre-
sented a stagnation point. When the probe was displaced
from this centerline, impingement of the spray was no
longer perpendicular to the face and a small relative
velocity existed at the thermocouple location. However,
limited testing in the open-air experiment indicated that
small deviations from true stagnation flow did not result
'Advanced Technology Laboratories, Mountain View, California
in measurable differences in heat flux. Based on this
information it is believed that the deviations from stag-
nation flow in the experiments reported here do not sig-
nificantly affect the magnitude of heat flux observed.
3. Results
Fig. 11(a) presents results from this new experiment,
while Fig. ll(b) shows the results from the open-air
device, as reported in Ref. 2. All data are presented in
terms of heat-transfer rate as a function of distance
downstream from the impingement point at positions
either on the centerline or 5 in. to either side, as shown
in Fig. 9. Heat transfer rate was calculated at a time
2 sec after initiation of propellant flows. The increase in
magnitude of heat flux at the same location in the spray
is striking, amounting typically to a factor of 5 higher in
the enclosed experiment than in the open service.
As was discussed in Ref. 2, the magnitude of heat flux
in the open-air spray bore a relationship to the local mass
flow rate. This was also the case in the present experi-
ment. By examining Fig. 9, and noting that the point of
maximum local mass flow rate lies to the right of the
resultant momentum line (i.e., the centerline of the duct),
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Fig. 11. Heat-transfer rate to flat probe (a) enclosed experiment (b) open-air experiment
the local heat-transfer rate is seen to vary as the local
mass flow rate. Bear in mind that: (1) as distance from
impingement increases, the cross-section of the spray
retains its shape but increases in size; (2) local flow rate
decreases as the square of the distance from impinge-
ment and; (3) the proportion of hot combustion products
in the spray increases with distance from impingement.
As an example, consider the heat-transfer rate to the flat
plate when the plate was oriented along the duct center-
line. Heat flux was highest when the plate was close to
the impingement point and decreased with increasing
distance. The curve labeled "no igniter" indicates the
heat-transfer rate from a spray which was not burning,
the heat flux resulting entirely from droplets which had
been heated by the liquid phase reactions between fuel
and oxidizer. The heat flux measured in this nonburning
case was inversely proportional to the square of the dis-
tance from impingement, indicating a first-power de-
pendence on local mass flow rate. The difference in heat
flux between the burning spray and the nonburning spray
is a measure of the contribution of the hot, gaseous com-
bustion products to the total amount of heat transferred
to the plate.
The dependence of local heat-transfer rate on local
mass flow rate was evident throughout the spray. Along
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the line 5 in. to the right of the centerline, the heat flux:
(1) was quite low when the probe was close to the im-
pingement point; (2) increased rapidly to a maximum at
20-25 in. from impingement; and (3) decreased with
further increase in distance. As may be seen from Fig. 9,
these locations correspond to exposure of the probe to a
mass flow rate which was respectively: (1) quite low,
since the probe was essentially outside the boundary of
the spray when located close to the impingement point;
(2) increasing as the probe was exposed to the part of
the spray cross-section having the highest local mass flow
rate; and (3) decreasing as the distance from impinge-
ment increased and local flow rate decreased.
At the position 5 in. to the left of the centerline, the
probe was outside the boundary of the spray when close
to the impingement point, and, so indicated a low heat
flux. With increasing distance, the probe passed into
the "edge" of the spray, and heat flux increased. How-
ever, the left side of the spray represents a region of
relatively low local flow rate, and heat flux was always
lower than in the center or right portions.
4. Discussion
It may be concluded that by containing the burning
spray and excluding the surrounding air, the desired in-
crease in droplet consumption rate and local heat-transfer
rate was achieved. The effect of air as a diluent or as a
competitive oxidizer was more significant than had been
estimated previously, and the increase in heat flux by a
factor of 5, even in the center of the spray, was unex-
pected.
Although the limited data presented here indicate that
local flow rate is a significant determining factor in local
heat flux, no quantitative relationship has yet been deter-
mined. However, work is in progress, using nonreactive
fluid techniques, to measure the local flow rates within
the spray used in these experiments. Additional heat-
transfer measurements are also being made. It is intended
that a quantitative correlation be derived to relate local
heat-transfer rate to local spray properties, including, as
a minimum, local flow rate and a measure of the degree
of completion of reaction.
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SPACE SCIENCES DIVISION
XVI. Lunar and Planetary Instruments
Ao Slow-Scan Vidicon Sterilization
Tests
L. R. Baker
1. Introduction
Because of biological constraints associated with landed
planetary spacecraft, requirements have been generated
for sterilization compatibility tests on science instruments
scheduled for advanced planetary exploration. In imag-
ing systems scheduled for such missions, the image sensor
will be required to pass the sterilization compatibility
test, which includes three 36-hr 145°C-temperature soaks.
At the present time, the image sensor used in spacecraft
imaging systems is the vidicon.
The vidicon is a rugged, reliable, fairly sensitive image
sensor that has been used extensively in commercial and
industrial television systems for over 14 yr. Because of
this background of operating requirements in near-human
environments, no attempt was made to design the vidicon
to survive extremely high temperatures until relatively
recently. However, in the space exploration program,
storage and, in some cases, operation of vidicons at high
temperatures are required.
2. Vidicon High-Temperature Problems
The problems of designing a vidicon to withstand high
temperature are generally associated with the photo-
sensitive layer called the photoconductor, and with the
vacuum seal between the vidicon faceplate, on which
the photoconductor is vacuum-deposited, and the enve-
lope. This seal is a cold solder seal usually made with the
metal indium. It was the development of this sealing
technique that brought the vidicon into the role of
prominence it now enjoys. However, indium in its pure
state melts at a temperature of 155°C, which is very close
to the sterilization temperature of 145 __+2°C.
The storage of photoconductors at high temperatures
can cause severe degradation of image quality. The
photoconductor is a thin film of semiconductor material
which has been deposited on the glass substrate in a
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hard vacuum. Under high temperature conditions, this 
material can crystallize, vaporize, or it can change 
characteristics such as to severely degrade the image 
quality. This degradation is characterized by the appear- 
ance of spots or loss of resolution, and can be accompa- 
nied by a change in the operating characteristics of the 
tube. 
3. Vidicon High-Ternperdure Testing 
In an attempt to better understand the problems 
associated with vidicons at high temperatures, three 
vidicons that were procured from two different vendors 
under the Ranger program were subjected to high 
temperature testing. Vidicons 1 and 2 incorporated a 
proprietary photoconductor, but it is known to be a 
derivative of selenium. Vidicon 3, on the other hand, 
incorporated a photoconductor of antimony sulfide oxy- 
sulfide, commonly referred to as ASOS. 
The test method was to operate and optimize the vidi- 
con in a camera tube test set and measure the pertinent 
operating voltages and currents, then photograph the 
Table 1. Vidicon test results 
Test 
Pretest 
Post 100'C 
Post 1 10°C 
Post 1 lSDC 
Post 120°C 
Post 1 W C  
Post 155°C 
Vldicon 1 
Few white spots, 
foir resolution 
Many white 
spots, poor 
resolution 
_. 
_. 
- a  
Photoconductor 
migrated, mesh 
"exploded" 
Faceplate fell 
away from 
envelope 
Vidicon 2 
~~~~~ 
Few white spots, 
good resolution 
Many white spots, 
good resolution 
large single white 
spot, poor 
rerolution -. 
No video, dark 
current in- 
creased, photo- 
conductor 
portiolly 
migrated 
Photoconductor 
completely 
migrated, mesh 
"warped" 
- 
.No test on this tuba at this tmmpomtun. 
Vidicon 3 
~ ~~ ~ 
No spots, fair 
resolution 
No spots, foir 
resolution (no 
change in 
quo I i ty) _. 
Tube become 
gassy; would 
not operate _. 
_. 
-. 
image from the vidicon as displayed on a television 
monitor. The tube was then subjected to 6 hr of tem- 
perature soaking, then retested in the camera tube test 
set using the same operating voltages and currents. 
The voltages and currents measured were: 
(1) GI voltage. 
(2) G, voltage; usually 300 to 350 v dc. 
(3) G,, G, voltages (mesh); usually 950 to lo00 v dc. 
(4) Filament voltage. 
(5) Filament current. 
(6) Target (signal electrode) voltage. 
(7) Signal current from target. 
(8) Focus coil current. 
The illumination for the vidicon was derived from a 
collimator associated with the camera tube test set and 
was held at 0.1 ft-c at 2870°K. Table 1 is a brief sum- 
mary of the test results of the three vidicons. 
The photographs of the test on Vidicon 1 are illustrated 
in Figs. 16. After failure of Vidicon 1 at 125"C, it was 
decided to test the faceplate-to-envelope seal (indium) 
on this vidicon to destruction. (The indium used in the 
cold solder seal has a melting point of 155°C.) The 
vidicon was subjected to increasing temperature incre- 
ments of 2°C until the seal failed. After each tempera- 
ture increment, the transconductance of the tube was 
Fig. 1. Vidicon 1 pretest RETMA 
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Fig. 2. Vidicon 1 pretest black field 
Fig. 3. Vidicon 1 post 100°C RETMA 
measured using Grid 2 as the anode. The transcon- 
ductance did not change significantly from pretest to the 
post 153°C test, as shown in Fig. 6. At 155”C, however, 
the indium melted, causing the faceplate to fall away 
from the envelope, as shown in Fig. 7. 
The photographs of the test of Vidicon 2 are illustrated 
in Figs. 8-15. During the 120°C bake, the target ma- 
terial started to migrate; during the 125°C period, the 
target material migrated completely and the mesh 
“warped,” which is very evident in the television monitor 
photographs (Figs. 14 and 15). No further testing was 
done on this tube. 
~ 
Fig. 4. Vidicon I post 100°C black field 
Fig. 5. Vidicon 1 faceplate and mesh 
Photographs of the test on Vidicon 3 are shown in 
Figs. 16-19. This vidicon has different photoconductive 
material and withstood the 100°C sustained temperature 
better than either Tubes 1 or 2. However, the tube 
became gassy and stopped operating during the 115°C 
temperature test; the test was, therefore, concluded. An 
examination of the photoconductor and mesh did not 
reveal either photoconductor migration or mesh de- 
formation. Since the temperature was not increased be- 
yond the 115°C point, a comparison between Vidicon 3 
and Vidicons 1 and 2 in terms of the physical parameters 
is not totally possible at this time. 
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4. Conclusions 
The tests conducted so far indicate that much more 
work is required on vidicons to survive the sterilization 
compatibility test. The photoconductors on Vidicons 1 
and 2 evaporated and migrated to other areas of the tube 
between 120 and 125°C. The mesh failures on these 
tubes may have been caused or helped by the photo- 
conductor evaporation, but no exact cause is known at 
this writing. 
Fig. 7. Vidicon 1 faceplate seal melted 
Fig. 8. Vidicon 2 pretest RETMA 
Vidicon 3 survived the 100°C sustained temperature 
with no degradation. It is unfortunate that the tube 
became gassy since no other vidicon of this type was 
available at the time of the test activity. 
A program is presently under way to design a vidicon 
which will be capable of surviving the sterilization com- 
patibility test. With a sterilizable image sensor, breadboard 
instruments can be designed and built with confidence, 
knowing that future programs requiring sterilization may 
be able to carry image sensors of the vidicon type. 
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Fig. 9. Vidicon 2 pretest black field Fig. 11. Vidicon 2 post 100°C black field 
Fig. 10. Vidicon 2 post 100°C RETMA Fig. 12. Vidicon 2 post 1 10°C RETMA 
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Fig. 13. Vidicon 2 post 1 10°C black field 
Fig. 14. \ dicon 2 port 120°c 
~~~ 
Fig. 15. Vidicon 2 post 125OC 
Fig. 16. Vidicon 3 pretest RETMA 
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I 
I Fig. 17. Vidicon 3 pretest black field Fig. 18. Vidicon 3 post 100°C RETMA 
- 
Fig. 19. Vidicon 3 post 100°C black field 
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XVII. Space Instruments
A. A Camera-Film Processor for
Planetary Reconnaissance and
Data Storage
A. W. Spltzak
There are two types of systems immediately available
for use in space reconnaissance, the vidicon TV system
and systems using silver halide films. This statement is
based on the fact that these are the only types of systems
used extensively in space up to the present time.
Silver halide systems have advantages in large-area
reconnaissance at planetary distances. Here, the inherent
storage of the film allows us to bypass the problem of
mating a TV camera to a tape recorder to obtain the
necessary reduction in bit rate commensurable with the
communication system. This, of c_)urse, is a problem
faced by the Mariner C system (Mars 1964 mission).
Low communication rates will be with us for some time,
but more area coverage is going to be demanded in
later missions. In general, the rate at which the picture
frames will be taken cannot be made slow enough to
be used directly in the communications system. This is
no problem in a silver halide system since there is no
interplay between the read-in, read-out speeds. The
read-in speed can be fixed solely by the desire to take
a series of pictures at a given interval of time, and the
read-out speed can be fixed to be compatible with the
communication system.
The full capability of silver halide film can only be
exploited in a suitably designed system. Added advan-
tages can be realized by utilizing one or more of the
following features:
(1) Non-reconnaissance data storage as a replacement
or supplement for a spacecraft tape recorder.
(2) Large-area low-resolution scanning with high reso-
lution capability still available.
(3) Availability of film in many format sizes.
Although the film is being considered primarily be-
cause of reconnaissance data storage capability, there
are other instruments postulated for Martian spacecraft
use that produce larger amounts of information than
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the communication system can handle in real time. The 
large storage capability of film could be used to simplify 
this problem. Again, the read-out speed could be made 
independent of the recording speed and many simul- 
taneous recordings could be accomplished at the same 
time. 
In communicating the reconnaissance information, a 
particular frame could be scanned with a larger spot 
size and faster rate, to get a gross look at the planet. In 
conjunction with this large spot scan, a smaller spot size 
scan of the same frame might be made in the spacecraft, 
and a number representing, say, the average number 
per line of edge gradients exceeding a certain amount, 
sent along with the large spot size scanned picture. The 
number and picture might be used to decide which of 
the many pictures available is first chosen for complete 
small spot size scanning. 
If system weight were not too restrictive, a film scan 
system capable of 80-100 TV lines/mm is available. 
However, a practical system of reasonable weight in an 
earlier planetary mission would be closer to 40 TV lines/ 
mm. Potential for higher resolution in a film system is there 
and is limited by allowable weight. TV vidicons have an 
upper practical limit of 40 TV lines/mm, limited by avail- 
able scanning beam diameter. 
All of these above-stated features make the investiga- 
tion of the problems associated with silver halide film 
systems very worthwhile. These problems can be con- 
sidered in three principal areas: 
(1) Film exposure, transport, and processing mechan- 
ization. 
(2) Film read-out mechanisms. 
(3) Radiation damage versus sensitivity of films and 
damage to chemical developers from radiation. 
In order to investigate the problems of film exposure, 
transport, and processing, a system was constructed by 
Fairchild Space and Defense Systems for laboratory use. 
Basically, the system is a framing type camera and a 
film processor in a self-contained package (Figs. 1-3). 
One hundred feet of 35mm film is carried. The primary 
task of the system is to demonstrate the capability of 
exposing and processing after 8 months of unattended 
operation. With present film technology, the film, sensi- 
tized on Earth, along with the necessary chemicals for 
processing, must be transported to the vicinity of Mars. 
, ,-.- 
Fig. 1. Camera-film processor (oblique view) 
1 
i 
Fig. 2. Camera-film processor (after camera operation 
with processor; mode on) 
Fig. 3. Camera-film processor (process mode complete) 
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Film processing is still best done by wet chemicals. The 
system built by Fairchild uses a presoaked web process 
to avoid the complexities of a pump system and fluid 
storage. The chemicals in the web are a monobath mix- 
ture containing both the necessary developing and fix- 
ing solutions. Timing problems are a minimum with 
monobaths because they are formulated to carry the 
processing to completion as long as a minimum time is 
exceeded. Here, that time is about 3 min. 
The chemical-carrying web in this system is a 
microporous-structured inert material of unplasticized 
polyvinyl chloride about 0.008 in. thick. About 80% of 
this thickness is void volume in which the processing 
chemicals are held until brought in contact with the film 
emulsion, which has a high affinity for the water-based 
chemicals. The web material has good wet strength and 
does not compress easily (will not drip). It is a patented 
Fairchild product with the trade name Poromat. Impreg- 
nated webs have been frozen at O'F, thawed, and used 
satisfactorily. 
The Kodak films for which monobaths have been spe- 
cifically formulated are SO-243 (exposure index of 1.6) 
and 5240 (exposure index of 40) (Figs. 4 and 5). The 
low fdm speeds were chosen principally to minimize 
the radiation damage to film; however, in the overall 
system considerations, the grain of the film can be a 
principal contribution to the noise in the system and 
these low-speed, fine-grain films may have system ad- 
vantages that counterbalance their lower sensitivities. 
The camera and its associated controls have the capa- 
bility to expose a number of frames at various rates. The 
frame size is 25 by 70 mm, and up to 12 f t  of film can be 
exposed and processed at any one time. 
Film exposed in the camera is dumped into a free 
slack box until all exposures are complete. The process 
mode is then started and the saturated web is brought 
in contact with the film, transported with the film for 
the necessary processing time, and then separated. The 
film is now slightly damp to the touch and is carried 
through a desiccant drying station before being wound 
on a cassette. The film is now in a state completely 
prepared for electronic scanning. 
Since there is no washing of the film, as is experienced 
in a darkroom, and the processed film is to be used in a 
film scanner which will measure the transmitted light 
through the film, no processing chemical blotches should 
Fig. 4. Kodak film SO-243 (35mm) as processed in 
camera-film processor showing perforations for 
size comparison 
Fig. 5. Kodak film 5240 (35mm) a s  processed in 
camera-film processor showing perforations 
for size comparison 
be experienced on the dried film. The monobaths formu- 
lated for the films to be used are very clean and the 
films do not show this effect. 
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The impregnated web can be made useless by two 
principal causes: evaporation of the chemicals and ox- 
idation of the chemicals. The impregnated web is pro- 
tected from these two environments by sealing it in a 
sandwiching of two pieces of aluminized mylar. The 
particular environments at which this operation is op- 
timally carried out to obtain 8 months of useful life is 
under study. Additional studies are also being conducted 
to determine the best packaging materials. At the time 
of use, the sandwich will be cut open and the mylar 
peeled back and rolled up. Only as much web as is 
needed for development of a film segment will be 
brought in contact with the film; the rest of the impreg- 
nated web remains protected from any hostile environ- 
ment. 
Poromat was considered to have the best capability of 
meeting the 8-month storage requirement. Another web 
material considered was the Kodak product BiMet. This 
material is not inert and is essentially a gelatin-base 
carrier which, at the present time, cannot exist in its 
impregnated state for longer than 4 months. Its use in 
this system would require internal spacecraft impregna- 
tion and it would be just as well to impregnate the film 
itself with the processing chemicals. 
Extensive environmental studies will be undertaken 
with the camera processor to determine the restrictions 
on the processing environment, and the long-term re- 
quired storage environment, especially as it pertains to 
the film. From this data, the required spacecraft en- 
vironment will be bounded. 
B. Film Scan System Using a 
Solid-state Light Source and 
Light Detector 
A. W .  Spitzak 
The system described in the previous article’ will 
require a scanner system to convert the film density to 
electrical signals for data transmission. Some of the de- 
sign restrictions on the scanner to be used are discussed 
below. 
1 “A Camera-Film Processor for Planetary Reconnaissance and Data 
Storage,” PP. 174-177. 
A film scanner should operate directly into the com- 
munication system at the requisite communication band- 
width. If faster scanning rates were used than could be 
accepted by the communication system, buffer data 
storage would be required. In the device to be de- 
scribed, the bandwidth considered is less than 20 cps. 
The scanning spot size is determined by considera- 
tions of the h being used. The scanning spot size 
should be compatible with the film grain noise and 
camera-film system modulation transfer restrictions, and 
the signal-to-noise ratio of the scan system should allow 
good utilization of the dynamic range of the scene as 
imaged on the film. 
With these restrictions, a scanner development was 
undertaken. The device maintains a rigid alignment be- 
tween the light source optics and light sensor (Fig. 6). 
The film is transported relative to it to obtain line and 
frame scan. The innovations in the device and the rea- 
son for this article are the utilization of a P-N junction 
diode as a light emitter and a silicon transistor as light 
Fig. 6. Optical setup 
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sensor. The P-N junction used (a GaAs source) is a non- 
coherent, non-collimated source, but it does have these 
advantages, particularly applicable to space: it is small, 
in a solid-state, and operates at low voltages (1.5 v). It 
emits a narrow band of frequencies, around 890 mp 
(about 50 mp wide) and is capable of amplitude modula- 
tion at extremely high frequencies (Ref. 1). The modulation 
capability and the solid-state reliability aspect were prime 
considerations in using this source. The signal sensor 
currently is a high-beta, low-signal-level transistor with 
its TO 5 can removed. It is a silicon transistor and silicon- 
type junctions are most photo-sensitive to the light at 
about 925 mp, hence making an excellent match with the 
above light source. 
By using the amplitude modulating capability of the 
source and narrow-band amplification of the resultant 
sensor signal, noise problems are somewhat reduced, 
especially the low frequency l/f noise of solid-state de- 
vices, and the problems associated with dc-coupled 
amplifiers are avoided. The carrier signal is about 10 kc 
and, after being amplitude-modulated by transmission 
through the film, is demodulated either by standard 
techniques or by a system to be discussed later. The 
photo current generated in the sensor causes a voltage 
across a high-impedance parallel network. This voltage 
is the input signal to a field-effect transistor. Any further 
signal amplification needed is obtained by conventional 
techniques. The output signal of the system is, therefore, 
a 10-kc carrier amplitude-modulated by the various film 
transmissions in the light path. 
The sensor is dc-biased by a small current (150 pa), 
introduced in the bias-emitter leg (Fig. 7); the 10-kc 
signal sees a shunt path to ground. V,, is 10 v and the 
IOOK 
(VARIABLE) 
- I o v  
OUTPUT 
Fig. 7. Photo sensor circuit 
tuned circuit impedance is about 500 ka. The optics 
currently being used are 12.5 mm/0.3 NA for both focus- 
ing the spot on the negative and focusing the trans- 
mitted light onto the phototransistor. A mimification of 
10/1 is obtained with this setup. In the setup shown, 
the imaged spot on the film is 0.001 in. With an average 
light source power of 300 mw, an estimated peak signal- 
to-rms noise of 2/1 has been obtained at 5% transmitted 
light (Fig. 8). Higher values can be obtained by in- 
Fig. 8. 5 % transmitted light (0.001 -in. spot) 
INCIDENT LIGHT, O/o 
Fig. 9. Signal out vs light incident 
178 
JPL SPACE PROGRAMS SUMMARY NO. 37-32, VOL. IV 
creasing the light source power. The source of the noise 
is primarily in the transistor itself. The same spectrum 
has been observed with no light source power and is on 
the order of amp. This noise is signal-level inde- 
pendent. The curve of signal out vs light incident (Fig. 9) 
was obtained using Incanel filters corrected for trans- 
mission at 890-mp wavelength. 
The above figures were coordinated onto a square- 
wave modulation (Fig. 13). Here the value of the modu- 
lation is given in millivolts. The extended line is the rms 
value of the noise. By extrapolating the curve shown by 
the dotted line, a peak signal-to-rms noise value of 3/1 
occurs at 1700 TV linedin. 
With this setup an AFTS (black bars on a clear back- 
ground) was scanned and the following oscilloscope 
patterns taken of the modulated carrier. Fig. 10 is Group 2 
(bar widths go from 0.0049 to 0.0028 in.). Fig. 11 is 
Group 3 (0.0025 to 0.0014 in.). Fig. 12 is Group 4 (0.0012 
to 0.0007 in.). 
Fig. 12. Group 4 (0.001 spot) 
10 
Fig. 10. Group 2 (0.001 spot) 
Fig. 11. Group 3 (0.001 spot) 
100% MODULATION SQUARE-WAVE 
TEST PATTERN , 
3/1 SIGNAL PEAK ’ 
RMS NOISE \ 
\ 1700 TV L I N E S / i n . F  
RMS NOISE 
-TTr 
I 
0 1000 
TV LINES/in. 
Fig. 13. Square-wave modulation 
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In order to obtain the necessary frame line scan, the 
structure shown in Fig. 14 is used. This contains a syn- 
chronous motor for line rate and a pulsed stepper motor 
for frame rate. There is no flyback; the device simply 
indexes to the next line and reverses. Line spacing can be 
Fig. 14. Overall scan system 
Fig. 15. AFTS reproduced by oscilloscope scan 
180 
as small as 0.0003 or integral multiples thereof, and line 
rate is fixed by the particular gearing at 0.010 in./sec. 
There is a potentiometer on each axis for obtaining a 
position voltage, and these voltages were used to drive 
a Tektronic 536 horizontal and vertical amplifier. Any 
area scanned could be scaled up to fill the useful area of 
the scope. This is far from an ideal setup, but it was 
one way of being able to present something other than 
A scope presentations of the data. The 10-kc amplitude- 
modulated video from the sensor was used to modulate 
the z-axis of the 536 amplifier. The tube phosphor and 
the film act as the demodulator for the signal, essentially 
responding to the envelope alone. An AFTS and a low- 
contrast Moon scene so reproduced are shown in Figs. 
15 and 16. 
The system described here is a first try at using the 
P-N light emitting diodes in this application. The diode 
used was one of the first series released for general use. 
Since that time, newer devices acting at higher current 
levels have been announced. Also the efficiency of the 
device itself has been increased substantially. It is not 
unreasonable to expect that a system using more opti- 
mally chosen components, or components constructed 
specifically with the film scanning task in mind, could be 
built at a nominal cost that would easily give 80 TV 
lines/mm (0.0005-in. spot size) and a signal-to-noise ratio 
of better than 100/1. Such a system would use about 2 w 
for driving the source. 
Fig. 16. Low-contrast Moon scene reproduced by 
oscilloscope scan 
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C. An Interplanetary Sensitometric
Experiment for Radiation
Damage Determination
A. W. Spitzak
The problem of determining radiation damage to silver
halide films and their developers can be approached in
two ways: (1) by simulating, on Earth, the radiation
expected and observing the resultant damage, or (2)
by constructing a device to perform an engineering
experiment to be flown on an interplanetary mission.
This mission would be one for which radiation dosages
would be representative of those expected on a Martian
mission.
A sensitometer device is proposed for use on an inter-
planetary satellite such as the Pioneer series. This device
would expose and develop a film sample and measure the
density of the exposed and developed areas, noting any
increase in base level density due to ambient radiation
during the transfer trajectory. The device will duplicate
the technique now envisioned for an early reconnaissance
mission. Three films will be carried. The film speeds con-
templated would be slow, moderately slow, and moder-
ately fast, hence allowing some determination of the
potential of these films for space use. To justify the carry-
ing of such an experiment, the device must be as simple
as possible without sacrificing the mission objective, and
low in weight and power. Two or three experiments
might be carried to obtain the time dependence of radia-
tion damage.
1. Experiment Description
A particular film sample will be ¼ X ½ in. At time
of use, a ¼ X ¼ in. segment of each sample will receive
incident illumination from an internal light source. The
other ¼ X ¼ in. sample will receive no incident ex-
posure. The whole film chip will then be processed.
To describe what is expected to happen, reference is
made to Fig. 17, which contains approximate D log E
curves of the films that might be investigated (Fig. 17a:
Kodak plus-X aerecon film; ½s-see sunlight; 8-min D-19;
68°F. Fig. 17b: Kodak special fine grain aerial film, grey
base, SO-218; _i0-sec daylight; 8-rain D-19; 68°F. Fig. 17e:
Kodak special high-definition aerial film, low-speed,
SO-243; %-sec daylight; 3½-rain D-19; 68°F). These
films were exposed to million electron volt values of 7
(a) KODAK PLUS-X AERECON FILM;
1/25-sec SUNLIGHT_
8-rain D-19; 68"F
4.0
3.5
3.0
50 • j
z5
2.0
,or J
1.5
1.0 #
'</0.5 _
o CO _..._
-4.5 -5.5
/
/////
-2.5
//
-I.5
(b) KODAK SPECIAL FINE GRAIN AERIAL
FILM; GREY BASE, S0-213;
I/lO-sec DAYLIGHT;
8-rain D-19; 68"F
3oo /j
J
CONTROL
- 2.0 - 1.0
f
f
0 1.0
LOG EXPOSURE, m-c-sec
Fig. 17. Radiation damage to films
(c) KODAK SPECIAL HIGH-DEFINITION
AERIAL FILM LOW-SPEED, S0-245;
I/5-sec DAYLIGHT;
3 I/2-min D-19;68*F
_-,o,"
CONTROL
I
-I .0 0 1.0
f
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radiation of various dosages, then their sensitometric
curves were plotted in a conventional manner. As may
be seen from the curves, the saturation density is inde-
pendent of the radiation incident upon the film. The
purpose of the unexposed and developed cycle is to
measure the increase in the fog level of the film resulting
from radiation. The purpose of the exposed and devel-
oped cycle is to measure the radiation damage to the
developer.
The developing section will consist of a monobath-
impregnated web chip. Each film will have its own
particular monobath chemistry. There are two problems
with the developers that must be appreciated and pro-
vided for. The first is that, in an oxygen environment, the
solutions will oxidize and become useless with time. This
can be eliminated by pressurizing the unit with an inert
gas (helium, nitrogen). The second problem is the possi-
ble drying out of the developer during space travel. This
requires maintaining the developer web in a high hu-
midity environment. In this proposal, only the developer
environment will be at the high relative humidity; the
film chip will be in a dry environment.
After processing and development, a three-posit_on
table with ¼-in. steps will be engaged. This table will
contain a phototransistor (PT) for each film chip. A
diffuse light table which was used previously for ex-
posure will now provide the light for transmission
readings. Before the light is turned on, a signal will be
obtained from each phototransistor to get a dark current
reading. When the light is first turned on, there will be
nothing in the path of that light to the phototransistor;
hence, a signal will be obtained giving the highest output
from the PT. The output of the PT will then be obtained
with the film chips in the light paths.
To obtain information at both the low- and high-
density ends of the scale will require a dynamic range
of 100-1000. A density of 0 corresponds to a 100%
transmission, a density of 1 is a 10% transmission, and
a density of 2 is a 1% transmission. Naturally, transfer
characteristics of the electronics, phototransistors, and
lamps must be of known values or capable of being
calibrated sufficiently to give the required accuracy.
The actuation members are solenoids. Based on a
mechanical power consumption consideration and a 20%
efficiency, the electrical power needed is less than a watt.
The power consumption will be intermittent using 5 or
6 l/_-sec periods over 10 min, indicating the possibility
of energy storage, if needed. The two-position solenoid
Fig. 18. Exploded view of sensitometric device
that activates the scan table is outlined in Fig. 18. The
drawing shows an exploded view of the sensitometric
device. An estimated size of the structure can be ob-
tained from the envelope outline. This is 4 × 2 3< 1½ in.
A solid block of aluminum of this size would weigh 1.2 lb.
Indicative of previous experimentation in the area
of radiation damage to film is an article by Aintablian,
Gaines, and Lewis describing an experiment where film
was flown and recovered (Ref. 2). No exposure or devel-
opment was handled in space and the dosages experi-
enced were small.
There are several reasons for performing this experi-
ment in the actual environment of intended usage rather
than attempting an Earth simulation. First, performing
the experiment on the interplanetary trajectory will pro-
vide answers as to the acceptability of the sealing mecha-
nism and dehumidified environment of the web processor
as well as indicating expected fog levels resulting from
radiation. Also, the exposure will occur over an 8-month
period. Any Earth-based simulators which made use of
high-energy particle accelerators would, of necessity,
require very short exposure cycles. Since reciprocity
failure (varying exposure time and exposure energy to
maintain a constant energy-time product does not result
in a constant film density) is a known film phenomenon,
the results of an Earth-based simulation would have to
be interpreted very carefully. The above statements may
best be summarized by saying that performing the experi-
ment under the mission constraints and the mission envi-
ronment would reduce to a minimum the extrapolation
of results as they would apply to a Mars 1969 or 1971
mission.
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D. Storage and Space-Camera
Data Rates
L. R. Mailing
Problems arising with camera data rates and telemetry
are discussed. The relationships of storage to video data
are outlined. The particular advantages of inserting elec-
tronic memory storage in a magnetic-tape system are
emphasized. A camera system is described which does
not rely on a mechanical shutter or charge-image storage.
1. Space-Camera Data Rates
As the penetration into space becomes deeper and
more comprehensive the need to collate the scientific
information and control the data rates becomes more
pressing. Until the problems with optical communica-
tion can be resolved, reliance must continue to be placed
on the limited capacity of the present telemetry systems.
These require lowered data rates, data compaction, stor-
age, and transmission in non-real-time. These expedients
are not always in the best interests of the experiment.
Thus, for an impact experiment, a lowered data rate with
storage may cause loss of interesting data at the terminal
point of the mission. Also, in the instrumentation areas,
because of fundamental relationships, i = dq/dt or
e = cl_/dt, increases in the time scale force signals into
the noise. This is particularly the case for photo-storage
TV cameras and for magnetic tape. Some of the dis-
advantages experienced may be lessened by the insertion
of electronic memories or buffers that permit an almost
indefinite extension of the time scale without degrading
the signal-to-noise ratio (S/N).
The formidable gap that arises between the camera
information rate and the telemetry was resolved in the
case of Ranger by introducing charge-image storage in
the camera-tube photoconductor. For planetary-range
data this expedient was inadequate; so, for Mariner Mars,
in addition to extended charge-image storage, electronic
memory was added with magnetic tape read-out. In the
Mariner case, photography formed only part of a scien-
tific instrumentation complex, so that the data require-
ments of these instruments had also to be recognized.
When the resolution and coverage of the photography
extends beyond the capability of magnetic tape, as in the
lunar orbiter, the video data may be stored on photo-
graphic film in the form of a real image. Since the read-out
is optical, it is independent of the charge/time relation-
ship, and the time scale can be expanded indefinitely
without signal deterioration. Film has a massive storage
capability for picture information, ranging to 10 TM bits/
mission.
2. Non-Storage Camera-Tube Advantages
All camera tubes do not use image storage, but for a
non-storage tube at normal scanning rates, the S/N is
reduced. This may not be an objection when the scene
illumination is high, as in sub-solar and terminator pho-
tography. Also, there is an advantage in omitting storage
in that the output is now independent of the charge/time
relationship; the camera information rate can thus be
reduced without signal loss. The Farnsworth image
dissector is in this category. An expression for the quality
of the signal output for the image dissector can be writ-
ten as S/N = K(I_T a/N) v_ where I_ is the illumination,
T is the frame time, a is the camera aperture size, and N
is the number of picture elements. At normal data rates
the Farnsworth tube is at a disadvantage in that increas-
ing the resolution elements requires a reduction in the
aperture size and, as can be seen, a greatly reduced S/N.
However, at an extremely low data rate, where T is
greatly increased, this tube may well provide a much
better S/N than the storage cameras. A particularly
important aspect of this tube is the freedom from shading
and target blemishes that so frequently appear in storage
surfaces. This is because the photo-image is swept across
only a single photo-aperture.
3. Magnetic-Tape Storage
When the telemetry system capacity is extremely lim-
ited, as at planetary range, data may be stored on
magnetic tape for transmittal at a low data rate at a
subsequent time. The tape is a very practical means for
collecting data from a plurality of scientific instruments
(that include a camera), as demonstrated by Mariner
Mars. The reliability of a tape transport, its freedom
from particle erosion in space, and the ease with which
the time scale can be expanded makes its inclusion in a
planetary mission particularly appropriate.
Telemetry at planetary range produces an especially
wide gap between the camera data rate and the telem-
etry rate. The solution for Mariner included extended
charge-image storage in the camera tube. Since the
photochemical nature of long-storage photo-surfaces is
but imperfectly understood, procurement of slow-scan
tubes to meet environmental needs was particularly
burdensome. Insofar as greater reliance can be placed
on magnetic tape as a storage medium, the emphasis on
photo-storage may be reduced or even eliminated.
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More effective ways of controlling data rates for scien-
tific instrumentation when using magnetic tape have
been investigated (SPS 37-27, Vol. IV, p. 101). Electronic
memories are inserted into the tape-system mechani-
zation. A two-way electronic buffer through which the
tape is both recorded and played back permits indefinite
expansion of the time scale while preserving adequate
speed and S/N at the tape read-out. In addition, studies
have been conducted on high-density recordings up to
10,000 bits/lineal in. (SPS 37-27, Vol. IV, p. 97). Modifi-
cation of camera operation to take advantage of these
improved techniques may permit, in selected cases, quite
simple shutterless-camera operation without the need of
a slow-scan mode.
4. Charge-Image Storage Problems
A distinction must be made in a slow-scan tube between
photo-storage, which is photon integration of the light flux,
and charge-image storage, which is electro-capacitance
storage that takes place on the same photosensitive
surface. This dual role has been found to be particularly
effective and simply mechanized for space applications
with the vidicon. The reduced information rate is secured
by a slow-scan read-out of the charge image. The data
rate may be expressed for a frame time T as H -- zN/T
bits/see where z is the quantization of the picture ele-
ments N. A picture element is defined by the pitch ±x,
where the element area ±A = (±x)'-'.
Slow-scan vidicon operation is made possible by shutter-
ing the light flux. The signal read-out is no longer sequen-
tial and the frame rate is a compromise between the
desired information rate, the discharge characteristics of
the photo-surface, and the need to introduce special scan
modes in order to stabilize the charge image. The dq/dt
loss of the slow scan is compensated insofar as possible
by maximizing the integration of the light flux and opti-
mizing circuit parameters (SPS 37-19, Vol. VI, p. 79). The
slow-scan signal loss is not compensated by the reduced
bandwidth requirement, since the amplifier noise com-
ponent i, = (kTB)'% Further, because of stray capacitance,
noise pick-up or transistorization, it is not feasible to raise
the load impedance to a value commensurate with a
greatly reduced scanning rate.
The impact of a slow scan on vidicon performance can
be appreciated where, in the case of Nimbus, with a frame
time of 200 sec, the S/N for the relatively high Earth
illumination is only 20 db. The expedient of beam pulsing
was only partially successful, since the bandwidth require-
ment increased from 1.6 to 25 kc with a corresponding
noise increase.
The exposure time is eventually limited by resolution
degradation caused by image motion. The motion is that
produced by the relative movement of the spacecraft to
the observed scene. If the information rate is to be reduced
with a shutterless vidicon, image motion may become the
limiting factor. Whether a shutter is used or not, a maxi-
mum exposure is generally desired to preserve a high S/N.
5. Shutterless-Camera Without Charge-Image
Storage
If the photographic objectives can be realized by
increasing the number of frames and reducing the
information/frame, the possibility arises of dispensing
both with charge-image storage and the use of a mechani-
cal shutter. Some reorientation of the system operating
modes is required to permit this. A Mars fly-by mission
may be used to identify these modes.
The assumed photographic objective is a swath across
the planet photographed at a specified resolution for a
transit of the spacecraft across the planetary diameter.
During the transit, time must be allowed for data to
accumulate from associated scientific instrumentation, i.e.,
continuous data storage by TV is not permitted. This
requires that a number of pictures be taken, separated in
time but with overlapping areas.
For a strip 400 km wide, at an optical resolution of
5 km/line pair, 3600 lines must be scanned during a transit
time of 20 min. Each line will contain 200 elements with
a picture element size ±A = 2 X 2 km for a Kell factor
of 0.8.
Since H = zN/T, the information rate can be reduced
by reducing N and maximizing T. This is illustrated in
Fig. 19 for a reduced N, where the format has been
v
DIRECTION OF TRANSIT
SCANNING LINES
OPAQUE MASK
Fig. 19. Frame format for shutterless scanning on
camera tube face
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reduced from 1.0 X 1.0 to 1.0 x 0.1, encompassing only 
20 lines/frame while retaining 200 elements/line. Two 
hundred frames with 10% overlap provide the desired 
coverage at the specified resolution. The frame time T ,  
which is now also the exposure time, may be maximized 
to the point of image smear. 
There are two aspects to image smear: spacecraft 
motion and photo-image decay. Spacecraft motion is 
concerned with: (1) transit of the field-of-view across the 
planetary surface, and (2) the spacecraft as a stable plat- 
form. For a 20-min transit at 25,000-km range, the image 
motion is 3 lines/sec as produced by a transit sweep of 
5.5 km/sec. For an image movement of the order of Ax/2, 
the exposure must be limited to 0.2 sec. This gives a 
frame rate of 5/sec. The roll component is less than 2 min 
arc/min. For an exposure of 0.2 sec, this only produces 
0.03 Ax image displacement. Thus, for the camera, the 
spacecraft can be considered as a stable platform. 
Photo-image decay is expressed as a percentage 
remaining-residual over the frames scanned. A typical 
figure for a broadcast vidicon is 0.4 of the previous image 
remaining over a single scan time. For succeeding images 
the decay is (0.4)", where n is the number of intervening 
frames. This may well be improved by the insertion of 
special wiping modes, selection and preparation of the 
photo surface, or other expedients currently used with 
slow-scan vidicons. 
The effect of image smear on resolution is illustrated 
in Fig. 20, which takes a Ranger VllI photograph and 
superimposes a 0.5 contrast image at selected image shifts. 
Fig. 20a shows the original photograph, Fig. 20b demon- 
strates 0 . 5 ~ ~  shift, and Fig. 2Oc demonstrates 2Ax shift. 
While the 2Ax shift is readily noticed, the 0.5Ax shift is 
scarcely perceptible. Ax is the picture element width for 
a 200-line scan. 
6. Shutterless-Curneru System 
For the 1200-sec transit and the 200 pictures, the 
picture taking rate is one every 6 sec. Science data will 
be accumulated in the intervening periods. A simplified 
mechanization is shown in Fig. 21. Logical control selects 
only one of the many pictures taken during the 6-sec period 
for encoding. The highest signal frequency generated 
f c = - -  N(AA) - 2o 2oo ~ 10kc 2T 2 x 0.2 
The encoder sampling time At = 1/2f, = 50 psec. For 
6-bit encoding, a data bit occupies 8 psec. This is well 
c 
Fig. 20. loss of resolution produced by image smears 
(Ranger VI11 photographs1 
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within the capacity of the Mariner digital encoder. The
data rate generated by the camera H = 120K bits/sec for
1200 bits/line or 24K bits/frame. If space cannot be al-
located for electronic memory of 24K bit capacity, two
tape recording speeds are required with direct recording
of the video information, as shown in Fig. 21. Typical
recording speeds are 60 in./sec for the camera and
1% in./sec for the science data. Acceleration and decel-
eration of the tape consume a substantial part of the
available tape for a nominal 1 + 1 sec allowance with a
total tape time of 2.2 sec/frame. Constancy of speed is
not a must during video recording, since the interposition
of the electronic buffer smoothes all data proceeding to
telemetry. At 60 in./sec, the packing density is 2K bits/in.
The tape length for the video alone, assuming 4 active
data tracks, would be 550 ft.
With completion of the data acquisition phase, the tape
transport is unloaded at t% in./sec. Video data is unloaded
at line intervals only into the buffer for subsequent relay-
ing to telemetry, nominally operating at 8% bits/sec. The
telemetry time lost, taken by buffer reloading, will be
0.32 sec, less than 3 bits for the 1200-bit line. The telemetry
time taken to unload the buffer will be 2.4 min/line or
4.8 min/frame. The more significant parameters have been
included in Table 1.
Table 1. Significant parameters for shutterless
camera system
Transit time
Number of lines (total)
Number of frames
Picture format
Lines/frame
Resolution (optical)
Frame rate
Number of picture elements/frame
Picture element (dimension)
Encoded frame rate
Line scanning rate
f_
Encoder rate
Frame capacity
Tape speed (record)
Tape speed (playback)
Tape tracks
Acceleration and deceleration time
Total tape time/frame
Tape packing density
Active tape/frame
Required tape length/frame
Line time (playback to buffer)
Line time (buffer to telemetry)
Lineal length for video requirement
Tape length
1200 sec
3600
200
1.0 X 0.1
20
5 km
5/sec
4000
1.8 X 1.8 km
1 frame/6 sec
10 msec/line
10 kc
120K bits/see
24K bits
60 and 15/8 in./sec
15/8 in./sec
4
1 Jr- 1 sec
2.2 sec
2K bits/in.
12 in./frame
I1 ft
0.32 sec
2.4 rain
2200 ft
550 ft
186
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XVIII. Space Instrument Systems
A. Derivation of Timing and Control
Signals for the Ultraviolet Spec-
trometer Data Automation
System
M. Perlman
1. Introduction
Present Mariner-class telecommunication systems uti-
lize a single-channel, serial, binary data system. Scien-
tific data are time-division multiplexed onto this channel.
This article is confined to the problem of deriving timing
and control signals for multiplexing data from several
scientific instruments for transmission in real-time. A
real-time system is herewith defined as a system in which
the instruments are sampled immediately prior to trans-
mission of the sample and/or in which data storage is
limited to one sample (typically 10 bits). The Mariner C
(1964 Mars mission) spacecraft included a real-time
system (SPS 37-24, Vols. I, II, and III). The work reported
here represents an effort to improve the apparatus and
techniques for use on future missions.
2. Data Frame Format
A data frame will consist of 420 serialized binary digits.
Two blocks of 140 bits each are reserved for non-real-
time (NRT) science data. Two blocks of 70 bits each are
reserved for real-time (RT) science and engineering data.
A possible data format follows:
140 NRT 70 RT 140 NRT
70 RT
Included in the 420 bits will be identification and control
words.
3. Period and Subperiod Generation
a. Division of frame period. In order to provide a
maximum of flexibility and make the data automation
system as mission-independent as possible, it is proposed
that all possible subperiods (subframe signals) be made
available to the user. The full period is 420 bits. A one-
to-one correspondence exists between the subperiods
and the divisors of 420.
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the shock. The mechanisnl of further ionization behind the
shock as studied by Petschek and Byron (Ref. 1;3) and
Jahn and Howard (Ref. 141 is used to interpret the data.
The mechanisln consists of the following: (1) The rate of
ionization of the argon atom froln the first excited state
is much higher than the rate of excitation from the
ground state to the first excited state. This rate of exci-
tation is the limiting rate for the ionization process.
(2) The electrons loose euerg.v by inelastic collisions and
gain energ.v by elastic collisions through eleeh'on-ion and
electron-atom interactions. By equating the rate of energy
transfer of the interactions they are able to obtain the
rate of ionization depicted graphically as shown in Fig. 3.
The data obtained in this experiment are fitted in this
figure as indicated by the circles. The symbol _ in Fig. g
refers to the tiine required for the gas to reach 70% of
the equilibriuln degree of ionization, n_, and n,,,_ are elec-
tron density and electxon equilibrium density, respec-
tively.
The electron temperature distribution obtained is shown
in Fig. 4. There is no electn'on temperature jump across
the shock. The distribution of the electron temperature
is broadened to about 2000 free-stream mean free paths,
if Spitzer's mean-free-path formulation is nsed. The gen-
eral features are quite similar to Talbot and Grewal's
theoretical predictions.
A more detailed stndv of the structure of a shock in
a partially ionized gas flow by using different techniques
(Thompson scattering, etc.) is under way.
1.2
1.0
0.8
._0.6
0.4
0.2
-- PETSHEK AND BYRON J
0 EXPERIMENTAL POINTS ///
/
J
/
J
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
Fig. 3. Ionization time of gas behind shock
M
__f
.f
\
I j
SHOCK
I
I
I
I
I
I
I
I 0 I
DISTANCE, mm
II
BODY
4 3 2 2 3 4
Fig. 4. Electron temperature distribution across shock
BI Aperture Enlargement and
Interception in Ion Engines
T. D. Masek
1. Introduction
The proper design of grids for electron bombardment
ion engines requires a knowledge of the grid-failure
mechanism and the establishment of tim criteria for fail-
ure. Under normal circumstances, the primary mechan-
ism for failure is erosion of grid surfaces resulting from
high-velocit.v ion impingement. Such impingement arises:
(1) from direct interception of a portion of the ion beam
due to improper focusing, and (2) from charge-exchange
ions produced by ion-neutral atom collisions in the ac-
celerating region. A nuinber of studies (Refs. 15--17) have
indicated that direct interception can be ahnost com-
pletely eliminated by proper electrode design and that
the major contribution to interception will be due to
charge exchange (CE).
Generally, grid failure is considered to have occurred
when erosion, warping, or any other such grid process,
causes engine performance to serioush" deviate from nor-
real. In estimating engine lifetime from grid erosion
data, one of the most important considerations is the
question of whether such effects are nonlinear, i.e.,
whether the erosion rate increases with the amount of
erosion.
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The erosion caused by CE ions has been found to be
focused mainly onto the grid between apertures. How-
ever a portion of the CE may erode the apertures radi-
ally. If this small amount of CE erosion causes ion beam
defocusing, direct interception may begin, rapidly accel-
erating the erosion process until a runaway eondition
exists. An experiment was set up to determine the effect
of accelerating grid aperture enlargement on ion inter-
ception. The gross effects of enlargement were consid-
ered most important to support concurrent work (Bef. 15),
and precision measurements were not attempted. A
second objective of the experiment was to make sputter-
ing measurements on several possible grid materials us-
ing the ion beam to bombard the material. The sputtering
rate of graphite was of primary interest, but copper and
molybdenum were tested for comparison.
2. Accelerating Grid Interception
Tile measurements of interception ion current were
taken with the device shown schematically in Fig. 5.
Mercury vapor, fed to the discharge chamber, is ionized
TARGET l
SPUTTERING SAMPLE
SECONDARY ELECTRON SUPPRESSOR--
DECELERATING GRID
ACCELERATING GRID
DISCHARGE CHAMBER _L i
BOILER /-POROUS STAINLESS
THERMOCOUPLE / STEEL PLUG
VACUUM FE EDTHROUGH
SUPPLY
A-AMMETER
V-VOLTMETER
:_:CEL
FILAMENTPOW R CI! CCEL
SUPPLY
Fig. 5. Schematic diagram of an ion accelerator
by electrons produced by a tungsten filament, forming a
plasma. The plasma serves as an ion source from which
ions are extracted through the accelerating system. An
accel-decel system was used to simulate engine opera-
tion. The figure also shows the target for collecting ions
with a biased grid to suppress secondary electron emis-
sion. The sputtering sample indicated was used to take
sputtering rate data.
The accelerating grid was so constructed that disks
with different aperture diameters could be easily inter-
changed. The accel aperture was aligned by eentering
about a drill bit shaft placed through the discharge
chamber aperture and the decel aperture. When chang-
ing aecel apertnres, only the target grid had to be com-
pletely disassembled from the chamber. All grids were
supported with self-shielding boron nitride insulators
mounted to the discharge chamber.
The interception data as a function of aeeel aperture
diameter and accel-decel ratio are presented in Figs. 6-9.
In all eases, readings were taken for a series of accel-
deeel (A/D) ratios at eonstant aperture, rather than a
series of apertures for constant aecel-decel. This was of
course because changing aperture size required shutting
the system down. The decel aperture diameter remained
constant. The following operating parameters were used:
Discharge chamber aperture diameter
Decel aperture diameter
Accel aperture diameter
Beam current
Chamber-accel grid spacing
Accel voltage
Decel voltage
Secondary electron suppression
grid voltage
0.200 in.
0.300 in.
0.197-0.285 in.
20 ma
0.875 in.
6.0 kv
1.0--6.0 kv
200 v
It was impossible to maintain the conditions of the
experiment constant through the runs. It was decided
the most important parameter to maintain constant was
the beam current, and the arc current and voltage were
varied to accomplish this. There was no possibility of
measuring the neutral efltux; it must be expected that
this varied in a random manner from run to run. Because
of its importance in the charge-exchange process, these
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Fig. 7. Interception on accel grid for A/D ratios
of 1.20 and 1.50
random variations in neutral efflux probably are respon-
sible for the very ragged appearance of the data. At high
A/D ratios and aperture diameter, intereeption became
unstable, and data for these conditions are inaceurate.
ACCEL/DECEL
[] 2.00
0 500
RATIO
0.190 0.210 0.2:50 0.250 0.270 0.290
APERTURE DIAMETER, in.
Fig. 8. Interception on accel grid for A/D ratios
of 2.00 and 3.00
1.5 _ |
1.0 ----
AC<>CE_CEL RATIO / /
0.5 J
°6OO
0
O. 190 0.210 0.230 0.250 0.270
APERTURE DIAMETER, in.
I -
0.290
Fig. 9. Interception on accel grid for A/D ratios
of 4.00 and 6.00
Despite these rather large variations, the data does
indicate a variation of the interception with aperture
size, and that this is a generally downward trend as
aperture size increases. The figures also indicate that the
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interception rate is maximum for A/D ratios from 2.0 to
8.0. Electron bombardment engines typieally operate
from 1.15 to 4.0 A/D, depending on the desired specific
impulse. Interception rates for engines are also typically
in the range measured (Refs. 15--17) (i.e., 0.5 to 2.5%),
and the data from Ref. 16 indicates approximately the
same variation with A/D.
A major consideration in interpreting the data is the
origin of the interception. Calculations of charge ex-
change accurate enough to compare with the experiment
are impossible at this time, due to the inaccuracy of
charge exchange across sections. It does appear from the
data that charge exchange was a significant portion of
the interception. Increasing aperture diameter would
decrease the ion beam density and hence would reduce
the number of charge-exchange ions at constant beam
current. This could account for the general downward
trend with increasing aperture size.
More interesting is the variation of interception with
A/D ratio. Figs. 6-9 indieate that interception increased
to a maximum at A/D ratios of 2.0 to 8.0 and then
dropped again. A possible explanation is as follows: At
an A/D of unity, tile ions enter an essentially field-free
region after passing the accel grid. CE ions then would
not be accelerated back to the aecel grid and CE inter-
eeption would be expected to be a minimum. As the
decel grid becomes less negative (increasing A/D ratio),
beam ions experience a decelerating force and CE ions
are attracted toward the accel grid. The lower ion ve-
locity increases the charge exchange cross section result-
ing in higher interception. As the beam is slowed fnrther,
it begins to diverge due to internal space charge. This
effect becomes more pronounced at lower beam velocities
as radially directed forces become large. As the beam
diverges, the current density decreases, causing the num-
ber of charge-exchange ions to decrease. Thus, as the
A/D ratio increases, the aceel interception first increases
until the beam space charge divergence becomes signifi-
cant; it then decreases. A portion of the diverging beam
howew, r will intercept the deeel grid. Decel interception
could not be separately measured, since the decel grid
was connected electrically to the target grid.
3. Sputtering Rates
The experiments reported in Ref. 15 used copper grids
because of copper's high sputtering rate (Refs. 19-21). A
material with a high sputtering rate was needed in order
to obtain sputtering data in a short period of time.
Graphite was also considered as a grid material, but, as
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Fig. 10. Sputter yield (atoms/incident ion) for copper,
molybdenum, graphite and pyrolytic graphite
by bombarding Hg ions at 5 kev
little sputtering data was available, an auxiliary experi-
ment was set up to evaluate its sputtering properties.
The previously deseribed apparatus was used to make
sputtering measurements on graphite, pyrolitic graphite,
copper, and molybdenum. Since data for copper and
molybdenum were published, these were used for com-
parison. The data points obtained are shown in Fig. 10.
The correspondenee of the results on copper and molyb-
denum with published data were sufficient to lend
confidence to the rates determined from the other mate-
rials. Only the relative magnitudes of the sputtering rates
were desired, therefore only a few points were taken. It
was apparent that graphite and especially pyrolitic graph-
ite, because of their low sputtering rates, would be
unsuitable for the particular application in mind. Micro-
photographs were made of the sputtering surfaces for
reference in analyzing grid erosion. Microphotographs
at 325X are shown in Figs. 11-14 with unsputtered sur-
faces for comparison.
4. Conclusions
The major objective of the study, to determine if
aperture enlargement affects interception in a nonlinear
manner, was achieved. The study shows fairly con-
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Converter 
SN- 1 
SN-2 
SN-3 
SN-4 
SN-5 
SN-6 
SN-7 
Table 1. Summary of converter performances 
Special featunr 
Electrodes, la-Mo;  long envelope seal brazed last to achieve 
closer spacing 
Electrodes, la-Mo; long envelope with original assembly 
procedure 
Electrodes, To-Re; long envelope with original assembly 
procedure 
Electrodes, Ta-Re; shorter envelope assembly to achieve 
closer spacing 
Electrodes: Re-Re; shorter envelope; 0.1 to 0.2-mil 
Re on emitter; close spacing 
Electrodes, Re-Re; shorter envelope; 20-mil Re on emitter; 
close spacing 
Same as SN-6 
06 0.8 I .o 12 
VOLTAGE, v 
Fig. 3. Volt-ampere characteristics of converter SN- 1 
Performance at 0.7 v 
~~~ 
16.0 w/cmZ+ 8.1 w/cmZ at 40 hr; degradation due to small 
leak 
12.5 w/cm*; no degradation, more reliable assembly procedure; 
exhibited wider spacing 
15.2 w/cmZ+ 8.9 w/cmZ at 40 hr; Re contaminated by l a  
evaporation 
17.8 w/cm2+ 5.4 w/cmz at 41 hr; degradation due to leak 
No initial performance data obtained; after degradation due ta 
diffusion, output stabilized at 14.5 w/cmz 
Performance at 0.7 v poor due to I - V  curve shift; 18.8 w/cm’ 
at 0.6 v output; performance stabilized 
16.4 w/cmz at 17OO0C, 20.0 w/cm* at 1723°C. performance 
stabilized 
Fig. 4. Converter life test stations 
enced any degradation. Converter life test stations are 
illustrated in Fig. 4. 
d.  Converter S / N  3 fabrication and performance. Con- 
verter S/N 3 was fabricated to assess the performance 
of rhenium as a lower collector work function material. 
With the exception of a thin rhenium coating which was 
evaporated onto the collector, the fabrication of S/N 3 
was identical to S/N 2. 
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The effect of the work function 4_on the output voltage
of a thermionic converter may be expressed by
Vout = _eraltter -- _collector -- Vp
where ¢_emitter iS the emitter work function, 4,cozzecto_ the
collector work function, and Vp the plasma sustaining volt-
age. From the above equation, a reduced collector work
function is seen to be desirable. Several material studies
had indicated that utilization of rhenium in a thermionic
diode will result in a reduction of the collector work
function by 0.1 to 0.15 ev over tantalum and, hence,
serves as a basic reason for applying rhenium to the
collector of converter S/N 3.
The performance of converter S/N 3 (Table 1) is
plotted in Fig. 5. The initial performance of S/N 3 was
significantly improved over that of the previous con-
verter. The rhenium collector did improve the perform-
ance; however, this improvement was only temporary.
After 140 hr of operation, the performance degraded by
approximately 50%.
It appears that the mechanism of degradation can be
explained by a contamination of the rhenium collector
with tantalum. The emitter material, tantalum, is heated
o
z
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70 T I
\ TANTALUM EMITTER
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60-- MAXIMUM POWER \
18.4 w/cm 2 -___1_1_ i
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1.0
Fig. 5. Volt-ampere characteristics of converter
SN-3 at 1700°C
1.2
to 1700°C. At this elevated temperature, tantalum evap-
oration cannot be avoided. The evaporated tantalum is
transferred to the cooler collector and is condensed, where
it serves to increase the work function of the collector.
e. Converter S/N 4 fabrication and performance. To
benefit from the advantages gained by closer electrode
spacing and a reduced collector work function, converter
S/N 4 was fabricated similar to S/N 3 with the exception
of a reduced envelope length. The shorter envelope al-
lows less expansion between the emitter and collector
surfaces as the converter is brought to temperature. In
this manner reduced interelectrode spacing is obtained.
It was also hypothesized that if the tantalum collector
coating hypothesis was correct for converter S/N 3, degra-
dation should occur on S/N 4 after extended operation.
The initial performance from converter S/N 4 (Table 1)
was 17.8 watts/cm 2 under the prescribed operating condi-
tions. After 1 hr of operation, testing was terminated to
make some minor modifications within the vacuum sys-
tem. Upon resumption of testing, it was observed that
the converter performance had degraded approximately
50%. This behavior is characteristic of the degradation
experienced with converter S/N 1, and indicated that a
small leak had developed in the converter.
The initial performance of S/N 4 did support the
expected performance level. The reduced collector work
function and decreased spacing yielded the highest per-
formance achieved by an EOS converter to that time.
f. Converter S/N 5 performance. To eliminate the
degradation experienced with converter S/N 5, the emitter
of S/N 5 was coated with a thin film (0.1 mil) of rhenium.
The rhenium coating was applied to the emitter to re-
duce the transport of emitter material to the collector.
Similar to S/N 4, the converter was fabricated with a
shorter envelope assembly to reduce the interelectrode
spacing.
Initial test results from converter S/N 5 (Table 1)
appeared extremely promising; however, before all the
parameters could be optimized, the performance fell to
14.5 w/cm 2. This performance is characteristic of a
tantalum emitter and rhenium collector as noted in con-
verter S/N 3. It is assumed that the initial coating of
rhenium on the emitter surface diffused into the tantalum
substrate. By this diffusion process either a tantalum or
a tantalum-rhenium intermetallic surface was formed.
This, in turn, resulted in lower emission performance.
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The "Fundamental Theorem of ArithmetiC' states that
every positive integer N > 1 may be uniquely repre-
sented (except for order) as the product of one or more
primes. A prime is defined as an integer p, if p > 1 and
p has no positive divisors except 1 and p.
_'IUS,
420 =  2.3.5.7 (1)
The divisors of 420 may be expressed in terms of its
prime (power) factors.
Letpl = 2, P2 = 3, p3 = 5, andp4 = 7. Consider the
expression
(1+ pl + p_)(1+p2)(l+p3)(1+p4) (2)
Multiplying out Expression (2) results in a polynomial
of 24 terms. Each term is a divisor of 420. For example,
plp2p3 equals 80, a divisor of 420. One of the 24 divisors,
namely 1, is trivial. The 23 non-trivial divisors are tab-
ulated in Tables 1 and 2. A prime or prime power is a
factor of the divisor if a 1 appears under its column
Table 1. Divisors of 420
Non-trivial22 2 7 5 3
divisors of 420
0 0 0 0 1 3
0 0 0 1 0 5
0 0 0 1 1 15
0 0 1 0 0 7
0 0 1 0 1 21
0 0 1 1 0 35
0 0 1 1 1 105
0 1 0 0 0 2
0 1 0 0 1 6
0 1 0 1 0 10
0 1 0 1 1 30
0 1 1 0 0 14
0 1 1 0 1 42
0 1 1 1 0 70
0 1 1 1 1 210
1 0 0 0 0 4
1 0 0 0 1 12
1 0 0 1 0 20
1 0 0 1 1 60
1 0 1 0 0 28
1 0 1 0 1 84
1 0 1 1 0 140
1 0 1 1 1 420
Table 2. Divisors of 420 in ascending order
2 2
10
12
14
15
2O
21
3
28
30
35
42
60
70
Non-trivial
divisors of 420
84
105
140
210
420
heading. Note that either 2 -_ or 2, but never both, may
be a factor of a given divisor.
b. Implementation o[ period and subperiod timing and
control signals.
Techniques o[ scaling. Scalers synthesized from logical
memory and decisional elements will be used to derive
period and subperiod timing and control signals. A
scaler may be defined as a digital subunit which delivers
one output for every r inputs. Scales of 22, 2, 3, 5, and 7,
with the input of each scaler coming from the system
timing source of t bits per sec, are all that are necessary
to derive any scale (i.e., divisor) of 420. By logically
anding the outputs of various scalers in accordance with
Tables 1 and 2, signals for every 2, 3, 4, • .... , 140, 210,
and 420 system timing (source) inputs may be made
available.
Logical elements. The basic decisional element is the
nand (not-and) gate with an expandable input and provi-
sions for common collector operation with other nand
gates. A logical amplifier will be used for increasing the
output drive capability of a basic decisional element or a
memory element. An anding structure is incorporated at
the amplifier's input. Up to three inputs may be logically
anded. One of the important uses of the logical amplifier
is to provide drive to the trigger circuits of the memory
elements. The memory element is a set-reset flip-flop
made of cross-coupled nand gates with independent
reactive triggering for the set and reset enable inputs.
With few exceptions the memory elements are to be
operated synchronously. That is, the states of the mem-
ory elements will be permitted to change only during
the clock (i.e., timing source) pulse interval. The logical
symbols for the nand gate, logical amplifier, and set-reset
flip-flop appear in Figs. la, b, and c.
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A 2 --
A 3 --
An-i
An
(o) NAND GATE
X
BI
B2
B3
(b) LOGICAL AMPLIFIER
so
Ro
TR
RESET
(c) SET-RESET FLIP-FLOP
Fig. 1. Logical symbols
The Boolean expressions which characterize the out-
put of the nand gate and the logical amplifier as a func-
tion of their inputs are:
X -- A1 A.., ..... A,_I A, (3)
Y -- n, n2 n+ (4)
Expressions (3) and (4) are valid for the correspondence
between voltage levels and logic (state) values of
0 v _ Logic 0
-t- v _ Logic 1
For the nand Function (3), an output of Logic 0 results
when all inputs are at Logic 1. For all other input
combinations, the output of the nand gate is a Logic 1.
An unused input leg assumes a voltage level which
corresponds to a Logic 1.
With the logical amplifier, the and operation is real-
ized [Expression (4)]. An output of Logic 1 results
when all inputs are at Logic 1. For all other input com-
binations, the output of the logic amplifier is at Logic 0.
An unused input leg assumes a voltage level which cor-
responds to a Logic 1.
The set-reset flip-flop which serves as a memory ele-
ment has two types of inputs. These are voltage levels
So and Ro, and voltage transitions T_ and TR. So and R o
are the set enable and reset enable inputs. The set gate
and reset gate of the flip-flop are preconditioned by the
levels represented by the Boolean variables So and R o.
The assertion output Q is also defined as the present
state of the flip-flop. The next state Q' is a function
of So, Ro, and Q, which are present at the time a
negative-going voltage transition appears at T_ and TR.
Note that, with few exceptions, Ts and TR are electrically
connected. (Independent triggering will be used in rare
instances of asynchronous sequential logic applications.)
The trigger T -- Ts -- T_ is implied in the characteristic
equation of the flip-flop, which is derived as follows:
Table 3, the truth table, characterizes the behavior of
the memory element. The next output (i.e., next state)
Q', defined in terms of the present state Q and present
enable inputs, is assumed in approximately 100 nano-
seconds after a negative-going voltage transition ap-
pears at T.
Table 3. Truth table for set-reset flip-flop
Bq Sq
0 0
0 1
1 0
1 1
0 0
0 1
1 0
1 1
0 0'
0
0
1
1
0
1
A Logic 0 represents the voltage level which enables
So for setting or R 0 [or resetting. Note that if both S o
and R o are enabled (i.e., S o -- R o = _), the next state Q'
is indeterminate and is represented by 0. The next state
or output Q' in minimized disjunctive form appears in
Equation (5), which is a Boolean difference equation.
also,
Q' = so + RoQ (5)
Bo So = 0 (6)
Equation (6) represents a constraint. No attempt should
be made to set and reset the set-reset flip-flop simul-
taneously, since the next state is indeterminate. In the
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synthesis of a sequential circuit, the response (i.e., next
state Q') requirements of each memory element are first
determined. The response requirement of a memory ele-
ment is shown in generalized form in the Boolean dif-
ference Equation (7).
Q' -- g,P + g20 (7)
Q is the present state and g, and g2 are Boolean functions
of the present state values of other memory elements and
external inputs. Thus, from
go -t- RoQ = g_Q + g2Q (8)
where R o So = 0, So and R o must be determined. In gen-
eralized form So and R o are Boolean functions of gl, g2,
and Q. Note that additive and multiplicative cancellation
(subtraction and division) are undefined in Boolean alge-
bra. Therefore, S o and R o cannot be determined by
methods employed in ordinary algebra. The inverse of
the characteristic Equation (5) is needed where So and
R o input expressions are derived from the required re-
sponse Q'. This may be done from truth table char-
acteristics of Equations (8) and (5), given in Table 4.
The R o and So entries can be verified in Table 8. For
example, in Row 1, the present state Q is 0 and remains
0 for the next state Q'. This corresponds to row entries
Table 4. Truth table derivation of R0 and So inputs
gl g2 Q Q" = g_Q + g2Q R9 So
0 0 0 0 cl 1
0 0 1 0 0 1
0 1 0 1 1 0
0 1 1 0 0 1
1 0 0 0 c2 1
1 0 1 1 1 c3
1 1 0 1 1 0
1 1 1 1 1 c,
Cz
_2 Z,
&
3z Zr
&
o-<2 
G3
a3
x, G2
Ul U z U_ U 4 U_ U s U r U e U_
z, _,_
Z5 RESET
Zz
Fig. 2. Science timing and control signals
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8 and 7 in Table 8, which show that when Q is at 0, Q'
will be 0 if R 0 is 0 or 1 and S o is at 1. Returning to Row 1
of Table 4, the entry under R o is cl, a Boolean con-
stant which may be assigned the logic value 0 or 1 arbi-
trarily, and the entry under So is 1. Table 4 may be
simplified and merged to four rows, since there are only
four distinct combinations of present to next-state transi-
tions (Table 5). Note that variable gl or g2 is eliminated
in each disjunctive term.
Table 5. Simplification of Table 4
g_Q
glQ
Q Q' R 0 So
0
1
0
1
1
0
1
b
which generated scales of 2 and 4, each scaler is basically
a shift register with logic feedback.
The implementation of the scalers is shown in Fig. 2.
SCALE OF 7
The simplified table yields minimum disjunctive forms
of generalized expressions for R o and So.
R o = a g2Q + g..,Q + g,Q (9)
so = _,0 + ff,Q + bg,O (10)
The Boolean constants a and b are assigned the logic
value (0 or 1) which yields the simplest expression in
terms of implementation. These assignments are depend-
ent upon gl and gz (i.e., the required response of the
memory element).
Implementation of scalers. Economy of logical ele-
ments was one important consideration used in the syn-
thesis of the scalers. Synchronous operation of the
memory elements was assumed unless asynchronous
operation yielded a significant reduction in logical ele-
ments. One memory element is equivalent to approxi-
mately three decisional elements, excluding packaging
considerations.
Internal state assignments which yielded a minimum
of combinati6nal logic were chosen. The results of ap-
plying Equations (9) and (10) for the chosen state as-
signments are shown for each scaler. Successive internal
states appear in a state diagram. Note that unused (com-
binations of) states are shown. In each case, they are
succeeded by a state which is part of the main scaling
cycle. This assures that a malfunction due to a transient
error is self-correcting. With the exception of the scaler
RA1 : A_A2Aa + A_X:_
S,,, = Ral
A; = A_
RAa = Ax
A'_ = A.,
RA 3 = Az
Sa3 = X_
Zr (output) = AxAzA3
Cost ...... 8 flip-flops
8 nand gates
1 power amplifier
SCALE OF 5
)
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E_--
E,--
E1/_2 -_- E2E3
RE1 = E_2
SE1 = E2E3
E1
REz = E1
S_ = El
E2
RE_ = Ez
S_3 = E_
Z5 = E1E2E3
Cost ...... 3 flip-flops
I nand gate
i power amplifier
SCALE OF 5
C; = _1_
C; = C,
Re2 = C1
S_ = C_
Z_ = CIC_
Cost ...... 2 flip-flops
1 nand gate
1 power amplifier
SCALE OF Z AND 4
T_ -- B2
$81 = B1
TB2 ----P (system timing, i.e., clock pulse)
Z= = _=
Z4 -- B1B2
Note that T is a Logic 1 only during a negative-going
voltage transition.
Cost ...... 2 flip-flops
2 power amplifiers
4. Word Counting and Bit Stripping
a. Word counting. The data frame may be divided
into a whole number of words of any fixed length (shown
in Table 3). For example, there are 42 10-bit words in
the 420-bit data frame. A Modulo 42 counter may be
employed to keep track of the data words, 10 bits in
length, within the frame. Since a scale of 2 and a scale
Table 6. Data word versus X_Yj
0
1
2
3
4
5
6
0
1
2
4
5
6
3
4
5
Data word
1
2
3
4
5
6
7
8
9
10
• .
• •
40
41
42
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of 5 are available, anded outputs of these scales could be
used as trigger inputs to a Modulo 6 and Modulo 7
counter, respectively. A matrix decoder which accepts
the 6 distinguishable counts out of the Modulo 6 counter
and the 7 distinguishable counts out of the Modulo 7
counter can furnish 42 ordered pairs of outputs (since
6 and 7 are relatively prime). Each ordered pair cor-
responds to one and only one 10-bit data word within
each augmented one count for every 10 bits emanating
from the system timing source.
Implementation of counters. The same criteria used in
the synthesis of scalers were applied to the synthesis of
counters. Successive combinations of states do not repre-
sent successive binary numbers. The counting codes
adopted are non-weighted. This results from state as-
signments chosen to minimize the combinational logic.
MODULO6 COUNTER
F,= F_ P = F_ F,_ = F_
Rvl = F3 Rvl = F1 RF 3
S_ 1 = F3 Sp1 = F1 S_
Yo -- F1F3 Y_ = F1F3
Y2 = F2Fa Y_ = _2F3
= F_
= F2
Note that protection against the counter falling into
the minor cycle is provided by a reset signal which is
generated during the 420th bit of each frame. All flip-
flops in the Modulo 6 and 7 counters receive the reset
signal (see Fig. 2).
Cost ...... 3 flip-flops
6 power amplifiers
MODULO 7 COUNTER
-- m
G"1 = G_G3 + GzG3
m
ao I = G_G3 + GzG_
Sol = Rol
G' 2 = Gx G' 3 = G2
Ra 2 = G_ Ro_ = G2
Sos = G_ So2 = G2
Xo = GxG2G3 X4 = G_G3
X2 = G_G_ Xo = G1G_G_
X3 = G2G3
Cost ...... 3 flip-flops
3 nand gates
7 power amplifiers
As indicated in the first paragraph, Part 4a, each
anded ordered pair X_Yj (for 0<i<6, 0_<]_<5) corre-
sponds to one and only one 10-bit data word. A partial
table of this correspondence appears in Table 6.
Thus, Data Word 40 will be generated during the time
the anded output X,Y3 is at the voltage level represent-
ing a Logic 1.
b. Bit stripping. Each bit within a 10-bit data word
can be identified with a Modulo 10 counter operating at
the system's timing (source) rate. The 10 distinct state
combinations that the scale of 2 combined with the scale
of 5 pass through may be decoded to provide bit time
information.
Implementation of the bit stripper. A state diagram of
the internal state changes of the Scalers 2 and 5 is shown.
Minimized output functions are also given.
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MODULO I0 COUNTER _ m
Uo ----B2E1E3 U._ = BzE1E3
U1 = BzElff, z U6 = B2ExE:_
U2 = B2E2E3 U7 = B,,,EIE2
U3 = B2F-,1E2 Us = _32E2E3
U, -- B_P, zE3 U9 = B2E2Es
Cost ...... 10 power amplifiers
By anding Uk (0 <_ k <_ 9) with X_Yj, the kth bit of a
particular word can be extracted.
The means for counting 42 10-bit data words and
stripping a particular bit (or a combination of particular
bits) is shown in Fig. 2. Only the inputs to the 6 X 7
matrix appear.
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XlX. Chemistry
A. Soil Studies-Microflora of Desert
Regions. III. Microorganisms in
Valley of 10,000 Smokes Desert
F. A. Morelli, R. E. Cameron, and G. B. Blank
1. Introduction
Extraterrestrial life detection experiments are being
designed and instrumented for detecting and characteriz-
ing microorganisms on Mars. These experiments are
designed to sample a Martian soil or soil-like surface
materials (Refs. 1 and 2). In preparation for these extra-
terrestrial investigations, studies on terrestrial desert soils
may provide useful background information for design-
ing life detection experiments on Mars.
In desert regions, soils have developed primarily under
the environmental influences of an arid climate, a rela-
tively long geological time period, a rugged barren
topography, and parent materials which have been little
modified in soil formation except in terms of smaller size
particles. Martian environmental factors for soil for-
mation will undoubtedly be even more severe. Available
water and vegetation are the two primary factors in devel-
opment and formation of terrestrial soils. These factors
have a minor role in genesis of most terrestrial desert soils
and may be nonexistent on Mars.
The Valley of 10,000 Smokes desert in Katmai National
Monument, Alaska is a unique terrestrial desert (Figs. 1
and 2). This volcanic area has sufficient moisture, but is
devoid of macrovegetation, except at the periphery. This
desert was formed in 1912 following a series of earth-
quakes, the subsequent eruption of Mt. Katmai, the
formation of a vent now existing as a volcanic plug, Nova-
rupta, and the opening of hundreds of fumeroles and
fissures, the latter issuing hundreds of tons of pumice,
ash, and tuff-like materials from fresh rhyolitic and
andesitie magmas. Finally, an area of more than 42 mi"-
was covered to a depth of more than 700 ft in some
places by some 7 mi :_of volcanic debris (Fig. 2). Four
years later, this area was investigated by the first of suc-
cessive National Geographic Society Expeditions (Ref. 8),
ahhough it was not until 1982 that any microbiological
studies were reported for the area (Ref. 4). No micro-
biological information has been reported since then,
except for a survey report in 1959 of a few species of
mosses, lichens, fungi, and algae (Ref. 5).
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Color 
lair-dry) 
II 
Moisture determinations, % H20 
Textural 
class Porosity, % Field Wilting Hygroscopic 
capacity coefficient coefficient In situ 
Fig. 2. Valley of 10,000 Smokes (view from the 
northwest) 
115 
118 
119 
122 
2. Soil Sample Sites 
In August 1963, 12 samples of soil and soil-like mate- 
rials were obtained by aseptic technique from the vicinity 
of the Valley for microbiological determinations. Addi- 
tional samples were obtained for determining pertinent 
physical and chemical properties of the samples. A com- 
plete record of physical, chemical, and microbiological 
analysis of these samples has now been achieved.* 
Light-gray Sandy loam 69.0 13.2 6.9 6.8 0.4 
Red Loam 66.7 16.6 14.0 5.5 1 .o 
White Loam 67.5 20.1 15.3 13.0 1 .o 
Pale brown Silt loam 66.4 31.7 11.2 8.1 2.3 
‘Cameron, R. E., Mamikunian, G., Morelli, F. A., and Blank, G.B., 
“The Record of Katmai Soils. I. Soil Characteristics” ( to  be 
published ) . 
Eh, -t mv’ 
500 
5 5 0  
5 0 0  
5 2 0  
A summary of the characteristics of four of these soils 
is given in Tables 1 5 .  Location of collection sites for 
all 12 of these samples is shown in Fig. 1. For the four 
samples represented in this article, the sample sites were 
as follows: (1) Site 115, a barren, pebbly surface 1 in. 
deep, approximately 200 yd northeast of footbridge over 
Ukak River, northwest of Three Forks at west end of 
Valley (Fig, 3); (2) Site 118, a barren surface 1 in. deep, 
Electrical conductivity, 
a X 10’ mhodcm 
at 25OC‘ 
Osmotic pressure, 
atm 
27 0.004 
17  0.006 
20 0.002 
52  0.008 
Fig. 3. Sample Site 11  5 (lichen-encrusted coarse 
pumice) 
Table 1. Valley of 10,000 Smokes soil physical determinations 
Table 2. Valley of 10,000 Smokes soil physico-chemical determinations 
119 4.9 
4.4 
I I 
Cation exthange 
capacity, 
meq1100 g of roil 
2.5 
2.0 
2.5 
9.0 
OSatvrated soil paste 
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Table3. Valley of 10,000 Smokes soil chemical determinations
Carbon-nitrogen values
Soll
115
118
119
122
Total
organic
matter,
O/o
0.73
0.11
0.08
15.9
Total
carbon,
O/o
0.11
0.07
0.06
5.9
Organic
carbon,
O/o
0.15
0.09
0.05
5.5
Carbonate
carbon,
O/o
0.00
0.00
0.00
0.00
Total
nitrogen,
%
0.020
0.020
0.020
0.190
Organic
nitrogen,
%
0.013
0.007
0.010
0.190
Nitrate
nitrogen,
°/0
0.0001
0.0001
0.0001
0.0009
Ammonia
nitrogen,
°/o
'_0.0001
_0.0001
_0.0001
0.0060
C:N
total
5.6
3.4
3.2
3.1
Table 4. Valley of 10,000 Smokes soil microbiological determinations
(general microflora)
Microorganisms per gram of soil
Soil
Aerobes Microaerophiles Anaerobes Fungi Algae
115
118
119
122
Range for
12 soils
Media
4700
190
0
5200
0to12,600
Trypticase
soy agar
1000
1000
10
10,000
10 to 100,000
Fluid thioglycollate
medium
12,500
0
5
15
0to 12,500
Trypticase soy
agar _ CO2
1900
0
0
15
Oto 1900
Rose bengal
agar
100,000
10,000
0
100
0 to 100,000
Pochon
solution
Table 5. Valley of 10,000 Smokes soil microbiological determinations
(specialized microflora)
Soil
115
118
119
122
Range for
12 soils
Media
Microorganisms per gram of soil
Heterotrophic Autotrophic Sulfur Thiosulfate Iron-sulfur
iron oxidizers iron oxidizers oxidizers oxidizers metabolizers
1000
1000
10
1000
lOto 1000
Iron ammonium-citrate
nitrate solution
0
0
0
1000
Oto lO00
Leathen's
solution
10
100
0
10
0 to 1000
Starkey's
solution
10
10
10
1000
0 to 1000
Beijerinck's thiosulfate
solution
1000
1000
100
1000
lOto 1000
Iron-sulfur
solution
bank of extinct, reddish upraised fumerolie incrustment
by the side of a shallow ravine, approximately 1_ mi south
of base of Mt. Jule (Fig. 4); (8) Site 119, a barren surface
1 in. deep, approximately 1_ mi west of Site 118, edge of
extinct, whitish, fumerolic incrustation on steep west-
facing bank of tributary of Knife Creek (Fig. 5); and
(4) Site 122, a mossy surface i in. deep, patch of open soil
between Equisetum and various tall grasses, approxi-
mately 250 yd north of new observation cabin at north-
east end of Valley (Fig. 6).
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115 
1 I6  
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
Fig. 4. Sample Site 11 8 (bank of extinct fumerole) 
Surface 1 in. 
v 
1-6in.  
Surface 1 in. 
Surface 1 in. 
1-6in. 
Fig. 5. Sample Site 119 (fumerolic material from bank 
of Knife Creek) 
3. Soil Analyses 
Physical determinations showed a range of colorful soils 
of various textures and high porosities. All soils contained 
sufficient available in situ moisture contents. Soil reaction 
values were all below pH 5.0 and typical of volcanic 
deserts. These soils were well oxidized, contained very 
little soluble salts and had very low cation exchange 
capacities, even for a relatively organic soil (Sample 122). 
Nearly all of the carbon and nitrogen, obtained by differ- 
ent methods, was in the organic form in the barren soils. 
C:N values were very narrow and typical for arid desert 
soils* (Ref. 6). 
ZCameron, R. E., Morelli, F. A., and Blank, G .  B., Desert Soil 
Characteristics. I .  Preliminary Studies, Technical Report, Jet 
Propulsion Laboratory (to be published). 
Microbiological determinations were performed in the 
laboratory on 10-g portions of soil, and incubations were 
carried out at 25°C in order to determine basic groups 
of microflora (Table 4). When low numbers of microflora 
were obtained for some of the samples, e.g., Samples 118 
and 119, additional media were utilized that would be 
favorable for culture of specialized microorganisms, 
which, on the basis of physical and chemical data and 
the environmental situation, might be present in the 
Valley. Determinations for these organisms are shown in 
Table 5, and include the iron and sulfur bacteria. Ranges 
for numbers of microorganisms in the 12 soils are also 
shown in Tables 4 and 5. For all of the five major groups 
of organisms, including aerobes, microaerophiles, anae- 
robes, fungi, and algae, at least one or more of these soils 
contained none of these groups, except the microaero- 
philes, which were present in all soils. The micro- 
aerophiles and algae were the most abundant groups 
present. For 11 of the 12 soils, all of these counts are 
lower than those obtained for typical desert soils.2 
The algae count is highest for Soil 115, which shows 
desert-type algal-lichen-moss incrustations. The micro- 
aerophilic count is highest for soils either outside the 
Valley or at the periphery of the Valley. Proximity of 
vegetation to sample site has a definite influence on total 
numbers of these basic groups of microorganisms 
(Table 6). Proximity of vegetation also has an apparent 
influence on the predominant group of microorganisms 
present. Soils 115 through 121 were obtained in the 
Valley proper and show a predominance of algae in 5 out 
Table 6. Valley of 10,000 Smokes soil (abundance of 
soil microflora with proximity of vascular 
vegetation) 
Depth of 
Soil Soil 
Number of 
microflora 
ler grorn of soil 
1 2  x lo6 
10,030 
1,250 
12,980 
20 
100 
35 
17,550 
19,210 
13,030 
24,770 I 
102,075 
Major group 
present 
10' algae 
I 0' algae 
I o3 algae 
1 o4 algae 
Iron-sulfur bacteria 
1 Oa algae 
Iron-sulfur bacteria 
10' microaerophiles 
1 2.6 X 10' oerobes 
IO' microoerophiles 
10' algae 
10' microaerophiles 
10' microoerophiles 
Distance 
from 
vegetation, 
I t  (approx.1 
25 
5,280 
165 
1,320 
7,920 
7,920 
7,920 
0.5 
0.5 
25 
25 
25 
200 
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of 7 soils. Soils 112 through 126 were obtained either out- 
side the Valley or at the periphery of the Valley and 
showed an abundance of microaerophiles. The only soil 
which had a predominance of aerobes, 123, was a sub- 
surface sample of ejected ash underlying newly formed 
soil. A transition soil, 125, consisted of older soil washed 
over ejected ash; it showed a predominance of both algae 
and microaerophiles, and under this soil the highest num- 
ber of microorganisms, the microaerophiles, was obtained 
for all of the 12 soils. No actinomycetes were noted in 
any of these soils, as was indicated previously (Ref. 4), 
although they are noticeable inhabitants of typical desert 
soils. Fungus counts were exceptionally low or nil, espe- 
cially inside the Valley. Soils obtained in the middle of 
the Valley contained the fewest organisms,and these were 
predominantly iron and sulfur organisms, but hetero- 
trophes rather than chemosynthetic autotrophes. A com- 
plex iron-sulfur medium containing salts plus desert soil 
Fig. 6. Sample Sites 122 and 123 (patches of moss and 
lichen-encrusted soil between macro vegetation) 
extract was synthesized and found to be most favorable 
for growth of these organisms (see Footnote 1, p. 198) 
Typical microorganisms obtained from these soils are 
shown in photomicrographs (Figs. 7 through 10). The 
algae are represented by only a few species, and re- 
stricted primarily by the low pH. A coccoid green alga, 
Protococcus grevillei (Fig. 7), is the most abundant alga 
in these soils and is also the predominant green alga in 
typical desert soils. A representative fungus is the ascomy- 
cete Penicillium sp. (Fig. 8), also a dominant organism in 
desert soils. Bacteria in these soils include primarily spe- 
cies of (1) nonmotile, nonsporeforming soil diptheroids, 
Fig. 7. Protococcus grevillei, X 500 (a coccoid green 
alga from Soil 11  5) 
Fig. 8. Penicillium sp., X 1,250 (conidia, sterigma, and 
condidiophore, lactophenol stain) 
20 1 
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Fig.9.Bacillus macerans, X 1,250 (gram variable spore-
forming peritrichous rods from Soil 118)
Corynebacterium sp., and (2) sporeforming, peritrichous
Bacillus sp., e.g., B. macerans (Fig. 9), Achromobacter sp.,
Pseudomonas sp., and Brevibacterium sp. (Ref. 7). Nearly
all are microaerophilic bacilli. A common sulfur-iron
organism which was isolated from a microaerophilic
medium is Thiobacillus coproliticus (Fig. 10).
4. Summary and Conclusions
In many ways the Valley of 10,000 Smokes presents a
unique, harsh environment which limits the numbers and
kinds of microorganisms present. Some of the organisms
present are typical of arid desert areas previously investi-
gated (Ref. 7 and Footnote 1, p.198), but others are more
specialized and restricted to unique volcanic habitats.
Limited numbers of organisms can only be accounted for
by a number of soil, climatic, and other local environ-
mental factors. The soils themselves were not toxic, as
evidenced by lack of inhibition when wet Valley soils
were applied to plate cultures of Bacillus subtilus vat.
niger and Escherichia coll. Restrictive soil physical fac-
tors influencing microorganisms in the Valley included a
rapid rate of surface desiccation, fast infiltration and
percolation rate, rapid leaching, and a narrow range of
available soil moisture. Restrictive soil chemical factors
included an extremely low cation exchange capacity, a
very low or negligible nutrient availability status, and
absence of clay minerals. Low pH, little if any inorganic
sources of carbon or nitrogen, and very little organic
matter also contributed to a sparse microflora. Proximity
of vegetation definitely influenced total numbers and
kinds of organisms present. In general, the further the
distance from vegetation the fewer the total number of
microorganisms and the fewer algae. The most unfavor-
able soils for microorganisms, which were in the center
of the Valley, showed a pronounced glassy phase and
mineralogically resembled perlite. Primary micrometeor-
ological factors unfavorable to growth of microorganisms
included high velocity, sulfurous, ash, and pumice-laden
winds which abraded and desiccated the Valley surface.
There has been no evidence of gases issuing from an
underlying body of magma in the Valley (Ref. 8). Emis-
sion of volcanic gases upward through the soil would
undoubtedly influence not only the distribution and num-
bers of microflora, but also determine the kinds of indig-
enous soil microorganisms present.
Fig. 10. Thiobacillus coproliticus, X 1,250 (microaero-
philic monotrichous, filamentous, autotrophic sulfur
oxidizer from Soil 119)
B.Soil Studies-Microflora of Desert
Regions. IV. Soil Extract as a
Culture Medium
R. E. Cameron, F. A. Morelli, and G. B. Blank
1. Introduction
Nearly all of the life detection experiments for Mars
will sample dust, soil, or soil-like materials (Ref. 9). Two
of these experiments, "Gulliver" (Ref. 10) and "Wolf-
Trap" (Ref. 11), will contain previously prepared media
for culturing microorganisms which may occur in the
Martian sample secured from the planetary surface.
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.. 
. .  JPL SPACE PROGRAMS SUMMARY NO. 37-32, VOL. IV 
There is no synthetic “universal medium” for soil 
organisms. It is known that specific populations of soil 
microorganisms can have highly selective nutritional 
requirements. Therefore, it is possible that Martian micro- 
organisms may not be able to utilize any of the prepared 
media included in extraterrestrial life detection experi- 
ments. Both the “Gulliver” and “Wolf-Trap” are limited 
as to kinds and amounts of culture media, and only one 
or several media can presently be included in the 
experiments. 
The most optimum culture media for unknown Martian 
soil microorganisms consequently present a critical pa- 
rameter for media-dependent life detection experiments. 
2. Soil Extract Mediu 
One solution to- the problem of utilizing the proper 
medium for culturing unknown extraterrestrial micro- 
organisms involves the acquisition and preparation of an 
extract from the Martian soil. This will insure a greater 
probability of including available or soluble inorganic 
and organic components required by Martian micro- 
organisms. A modification of this Martian soil extract 
medium could include the addition of previously pre- 
pared simple sugars, such as glucose, and broad spectrum 
proteins composed of microbial cells, such as yeast 
extract. Both glucose and yeast extract promote or stimu- 
late the metabolism, growth, and reproduction of many 
terrestrial soil microflora, especially when both are used 
in culture media. Specific inorganics, e.g., sulfur, or 
Fig. 11. Collection of soil crusts in Colorado Desert, 
California 
sodium thiosulfate, stimulate soil microorganisms that are 
especially fastidious, e.g., sulfur metabolizers, and could 
also be included with soil extract media. 
Having previously observed the effectiveness of prop- 
edy  prepared soil extracts (Ref. e), it is the purpose of 
this article to present a preliminary experiment on the 
comparative effectiveness of soil extract, and soil extract 
enriched with yeast extract, as growth media for soil 
microorganisms. Soil and yeast extract were prepared 
according to detailed procedures given previously (Ref. 6). 
3. €xperiments 
a. Soil. An ancient beach soil near the San Andreas 
Fault was collected from the top ?& in. of the surface in 
the northern Salton Sea area of the Colorado Desert in 
October, 1962 (Fig. 11). A report on the detailed descrip- 
tion of the soil site, and the physical, chemical, and 
microbiological characteristics of this soil and methods of 
analysis is in preparation.$ 
Physically, this soil is a thin, light-gray, structureless 
algal-lichen surface crust of medium porosity and bulk 
density, and low water activity (Fig. 12). Mineralogically, 
2Cameron, R. E., Morelli, F. A., and Blank, G. B., Desert Soil 
Characteristics. 1. Preliminary Studies, Technical Report, Jet 
Propulsion Laboratory ( to be published ). 
Y 
Fig. 12. Thin, algal-lichen surface crusts used for soil 
extract media 
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Fig. 13. Smoothed X-ray diffraction curve for soil used to prepare soil extract media (0 = quartz, PI = plagioclase, 
M = microcline) 
i t  is composed of quartz, plagioclase, microcline, and 
mica (Fig. 13). Chemically, on a weight basis, this soil 
contained 0.15% protein, 674 ppm fats, and 0.16% carbo- 
hydrates. Total carbon and total nitrogen were 0.44% 
and 0.042%, respectively, with a ratio of 10.5, which is 
typical for decomposed soil organic matter and microbial 
cells. Saturated soil paste values showed a pH of 7.9, an 
Eh of +375 mv, an electrical conductivity of 29.6 X lo5 
mhos/cm at 25"C, and an osmotic pressure of 0.009 atm. 
A low cation exchange capacity, 6.0 meq/100 g of soil, 
was primarily occupied by Ca++ as CaCO,. Microbiologi- 
cal determinations showed the presence of 3.7 X lo5 
aerobic bacteria per gram of soil. Three hundred molds 
and at least lo5 algae per gram of soil were also present. 
b. Growth measurements. Three series of flasks with 
4 flasks in each series were designed for culture and 
nephelometry' (Fig. 14). Each flask contained 100 cm3 of 
culture medium. The first series contained desert soil 
extract (0.15% extractable organic matter), the second 
contained soil extract plus 0.05% yeast extract, and the 
third contained only 0.05% yeast extract. Half of the 
flasks were inoculated with 22 viable Bacillus subtilus 
spores/cm3 into 100 ml of media. Mixed populations of 
indigenous soil microflora containing 370 aerobic bacteria 
~ 
4 Heyn, H., Engineering Assistant, Jet Propulsion Laboratory, 
Chemistry Section. 
Fig. 14. Nepheloflask used for culture and 
determination of optical density 
of microorganisms 
(plus actinomycetes) and 3 fungi/cm3 were added to the 
remaining flasks containing 100 cm? of media. All cultures 
were incubated at 25°C in the dark without shaking until 
the termination of the experiment after 92 to 118 hr. 
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Fig. 15. Dilution plates used for determining number of 
bacteria and fungi in soil and cultures (upper two 
rows of plates are white bacteria colonies on 
trypticase soy agar; lower row of dark 
colonies shows molds on rose 
bengal agar 
Control cultures contained the same media plus killed 
organisms. 
All measurements were performed in duplicate. Growth 
was determined with time by means of (1) optical density 
using a Klett-Summerson photoelectric-colorimeter; (2) 
plate counts on trypticase soy agar for aerobes, and rose 
bengal agar for fungi (Fig. 15); (3) electrical conductivity; 
(4) pH; and (5) Eh. A comparison of (1) soil, (2) soil 
minus extract, (3) soil extract, and (4) yeast extract was 
obtained by means of mass spectrometry, differential 
thermal analysis, and infrared absorption spectrometry5, 
and will be reported later. 
4. Results and Discussion 
For the purpose of this article, results are presented 
only for measurement of growth with time by means of 
aerobic plate counts and optical density (Figs. 16, 17, and 
18). There was a definite lag phase before growth was 
detected by either plate counts or optical density meas- 
urements. This was partly due to the extremely small 
5Cameron, R. E., Kuwada, D. M., Blank, G. B., and Morelli, F. A., 
“Soil Organic Matter Characterization,” Jet Propulsion Labora- 
tory (unpublished results, 1963). 
numbers of microorganisms inoculated into the flasks. 
However, following the initial lag phase of > 17 but 
< 40 hr, there was a steep rise in growth, except for 
Bacillus subtilus which did not grow in the medium con- 
taining yeast extract. Growth curves generally showed a 
remarkable similarity (especially Figs. 16 and 18). Short 
lag or depressive phases in growth were also noted 
during the progress of the experiment. However, this 
may have been an “apparent” lag or depressive phase of 
fewer bacteria because there were clumps of organisms, 
inhibition due to toxic-formed substances, settling of 
organisms, and adherence to the inner surface of the 
culture flask. Bacteria were not grown in the attached 
nephelotube, and therefore did not give a false rise in 
optical density readings because of tube adherence. 
Dilution plates and microscopic examination indicated 
that many of the bacteria were flagellated bacilli that 
rapidly formed spreading coduent  colonies on trypticase 
soy agar. As indicated by plate counts as well as optical 
density measurements, maximum growth was generally 
not obtained by the end of the experiment. 
Following the end of the experiment, the cultures were 
exposed to the light. They developed prolific growths of 
filamentous blue-green and coccoid green soil algae in 
soil extract and soil extract plus yeast extract. Soil algae 
did not develop in yeast extract. Growth of fungi was 
also noticeable in yeast extract. 
5. Conclusions 
On the basis of preliminary results, it has been shown 
that a desert soil extract, or the same desert soil extract 
enriched with yeast extract, is an excellent medium for 
growth following extremely low inoculations of Bacillus 
subtilus as well as a very low inoculum of mixed popu- 
lations of microorganisms indigenous to the soil from 
which the extract had been prepared. Variable results are 
obtained with yeast extract medium alone, and it may not 
be a suitable medium for a single population of micro- 
organisms, such as Bacillus subtilus, which is an abundant 
inhabitant of many typical agricultural soils. Additional 
desert soil extract should be prepared and tested with 
microflora from the same soils and different soils used to 
prepare the extract. More complete testing of soil extract 
enrichment with various organics and inorganics should 
be undertaken. Single and mixed populations of desert 
soil microorganisms should also be tested for growth 
responses under different environmental conditions, e.g., 
temperature, osmotic and barometric pressure, gases, and 
light, in various combinations of soil extract and soil 
extract enrichment media. 
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C. Soil Studies-Desert Microflora. 
V. Soil C 0 2  Production Measured 
by Gas Chromatography 
G. 8 .  Blank, F .  A. Morelli, R .  E. Cameron, and G. L. Hobby 
7 .  Introduction 
The production of CO, in soils can serve as a useful 
means of indicating biological activity, and indirectly 
give an estimate of the quantity or volume of microflora 
present in a given sample of soil. This experiment was 
conducted in order to determine the production of CO, 
in a desert soil of very low carbonate carbon content 
after activation of the microflora by the addition of 
water. When a soil is air dried, and then remoistened, 
there is rapid CO, evolution (Ref. 12). Major factors 
influencing the evolution of CO, are the organic matter 
levels of the soil, the kinds of organic matter and its 
state of decomposition, the C:N, depth of soil, aeration, 
gas concentrations, temperature, water activity, pH, and 
Eh, as well as the numbers and kinds of microorganisms. 
2. Description of Portable Gas 
Chromatograph fGCl 
The GC apparatusa used in this preliminary experi- 
ment contained a thermal conductivity detector and four 
gas separation columns. One “preseparation” column 
could be arranged in series with any one of three indi- 
vidual columns. No column heaters were included in 
this unit, and gas separations were achieved at room 
temperature’. The column used for the preliminary CO, 
experiment reported here was 15 in. in length, and was 
packed with “unactivated silica gel, 160/170 mesh. The 
entire experiment was conducted at a room temperature 
of 20-22°C. 
3. Materials and Methods 
a. Soil description. Soil 76-1, used in this preliminary 
experiment, was obtained from the Mohave Desert, north- 
west of Mohave, California, at an elevation of 2,760 ft. It 
was collected in October 1963, and stored in the air-dry 
state until used for this experiment. The sample was 
taken from a depth of ?4 to 6 in. beneath the soil surface 
(Fig. 19). Texturally, this soil was classified as a sand, 
having 84.1% sand, 9.6% silt, and 6.3% clay. A bulk 
density value of 1.57 g/cm3 and a porosity value of 41.1% 
Loenco, Model 15B, Gas Chromatograph Operation Manual; 
Stembridge, C., “Portable Gas Chromatograph,” Space Programs 
Summaw, Jet Propulsion Laboratory ( to be published). 
Fig. 19. Soil profile pit containing Soil 76-1 at 
%- to 6-in. level 
were determined, and these values are typical for a sandy 
soil. At field capacity (0.5 bar moisture stress), the pH 
of the soil was 7.5 and the Eh was +458 mv. The cation 
exchange capacity was 7.0 meq/100 g of soil. This soil 
contained 0.9% organic matter, 0.55% organic carbon, 
0.03% carbonate carbon, and 0.060% nitrogen, nearly 
all of which was in the organic form. A C:N ratio of 11.1 
was indicative of decomposed organic matter and/or 
microbial cells. A complete report is in preparation for 
details of soil properties and methods of soil analysis.7 
b. Sample preparation and analyses. Samples of air- 
dry soil with particles <2 mm were packed into 6 open 
glass tubes 1 in. long X 94 in. in diameter yvith a volume 
of 0.66 cm3. Soil sample weights were 0.90 g. Rubber 
septums were placed on each end of the tubes. 
Gas-tight syringes with very fine hypodermic needles 
were used to extract 25 pl of soil air. Sixty pl of water 
were added to each tube to bring the soil to field capacity 
‘Cameron, R. E., Morelli, F. A., and Blank, G. B., Desert Soil 
Characteristics. 1. Preliminury Studies, Technical Report, Jet 
Propulsion Laboratory ( to be published ) . 
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Fig. 20. CO., calibration curve on "unactivated" silica
gel, 160/170 mesh, obtained at room temperature
(20 to 22°C) with detector current of 115 ma
(0.5 bar). Each sample was incubated for more than 400 hr
at room temperature. Phenol and HgCI_ were injected
into duplicate samples after 200 hr so as to observe their
effect upon the inhibition of microorganisms and any
subsequent changes in release of CO2. Control samples
consisted of dry soils in similar sample tubes. Hydro-
chloric acid was added to determine its effect upon any
carbonates present in the soil (dry samples). At the
termination of the experiment, dilution plate counts were
made on soil samples for (1) aerobic bacteria, plus ac-
tinomycetes, and (2) anaerobic bacteria.
For this experiment, the He carrier gas was passed
through the columns at a pressure of 30 psi, and with a
flow rate of 55 ml/min. In the first part of this experi-
ment, the CO`, was analyzed with a detector current of
115 ma, but increased sensitivity was desirable for meas-
uring small changes in CO,, concentration. Sensitivity was
then doubled for the latter part of the experiment by
raising the detector current to 130 ma (Figs. 20 and 21).
4. Results
Changes in concentration of 0.05 t_l of COx could be
detected. When 25 t_l of soil air were taken from the wet
soils (Fig. 22), a noticeable increase in COx production
occurred in all samples after 3 hr. After 180 hr, the CO2
concentration had increased from 0.03 to 0.25 td/25 t_l
of soil air sample. The increase in COx from the addition
of 60 tzl of 0.1N HC1 to air dry controls never exceeded
more than 0.075 _1 COx.
0
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&
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U
0 50 I00 150 200
RECORDER READING, units
Fig. 21. CO`, calibration curve on "unactivated" silica
gel, 160/170 mesh, obtained at room temperature
(20 to 22°C} with detector current of 130 ma
25O
The addition of 60 _1 of 1% HgCI_ after 120 hr re-
sulted in a rapid evolution of CO:. Concentrations of
detectable COx increased from 0.2 t_1/25 t_l aliquot to
almost 0.6 t_I/25 _1 in less than a few hours (Fig. 22).
One hundred and fifty hr after the addition of phenol,
the COx concentration in these soil tubes increased to
0.1 t_1/25 t_l, and then decreased to control levels at the
end of the 370-hr incubation period.
Although both phenol and HgCI_ are biological in-
hibitors, phenol decreased CO`, formation whereas HgCI`,
led to a rapid COx evolution. Mercuric chloride appar-
ently released COz sorbed or mineralized in the soil
matrix by acidification of the samples. Phenol may have
killed soil microorganisms, but it did not result in a rapid
release of COx.
Average dilution plate counts of duplicate samples of
aerobes and anaerobes" are shown in Table 7. These
microorganisms were cultured on trypticase soy agar,
incubated at 22°C, and the anaerobic plates were placed
in a CO`, atmosphere. Values obtained on dry control
soils were less than those obtained on soils wet with
water for more than 400 hr. The lowest counts were
obtained on dry soils which had HCI added to them, and
low counts were also obtained on wet samples contain-
ing added HgCI_. Although counts could not be obtained
during the progress of the experiment, it is evident that
there was a considerable number of survivors remaining
at the conclusion of this experiment.
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Fig. 22. C02 evolution by desert soils
5. Conclusions and Future Experiments
A gas chromatograph operated at room temperatures
(20-22°C) with the proper type of gas column character-
istics is capable of separating and measuring COs pro-
duction in the soil. The soil used in this experiment
contained very little natural carbonate, and COs produc-
tion was probably caused by the activities of the indig-
enous soil microflora.
In future experiments, research will be undertaken
with sterilized and ignited soils, soils having different
physical, chemical, and microbiological properties, soils
containing added carbonates, and soils inoculated with
soil extract, glucose, and yeast extract, in order to deter-
mine the effectiveness of this method for stimulating
COs evolution by desert soil microorganisms. Variations
in O5 concentration will also be measured with time, as
Sample
number
Table 7. Numbers of aerobic bacteria plus actinomycetes and anerobic bacteria in soil samples
Treatment
Air-dry,
control
Air-dry,
control
Air-dry,
3
0.1N HCI
Microorganisms/g of sail (average)
Microaerophils
(facultative
anaerobes|
107
10 _
Anaerobes
3.3 )< 10 4
6.2 X 10 3
Aerobes Sample
(bacteria and number
actino-
mycetes)
3.2 X i0 s 6
3.9X 10 e 7
10 7 1.4 × 10 4 7.7 X 10 5
Air-dry,
10 7 4.8 X 10 4 5.5 X 10 5
0.1N HCI
Wet,
10 7 4.2 X 10 4 15.2 X 10 e
control
10
Microorganisms/g of soil (average)
Aerobes
Treatment Microaerophils (bacteria and
(facultative Anaerobes
actino-
anaerobes)
mycetes)
Wet,
10 7 3.3 X 10 4 9.7 X 10 °
control
Wet,
10 7 6.6 X 10 3 2.5 X 10 5
1% HgCl_
Wet,
10 7 3.3 X 10 3 6.0 X 10 3
i % HgCI2
Wet,
10 7 6.6 X 10 3 2.5 X 10 5
5 % phenol
No growth
10 7 obtained 2.7 X 10 3
Wet,
5% phenol
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well as indications of production of CH4, CO, and Hz,
which occur when organic carbon is incompletely metab-
olized under anaerobic conditions. A column has already
been selected and calibrated for this purpose. 8
2. Materials and Methods
Eighteen samples were randomly collected from the
surface 1 in. of soil within a protected, alpine field plot °
(Figs. 28 and 24). All of the soils were loamy sand in
texture. Saturated pH values were 6.1 to 7.0. The min-
eralogical composition of these soils was silica, plagioclase,
feldspar, microcline, and mica.
D. Soil Studies-Desert Microflora.
Vl. Abundance of Microflora in
an Area of Soil at White Moun-
tain Range, California
R. E. Cameron, F. A. Morelli, and G. B. Blank
1. Introduction
Sampling a planetary surface for extraterrestrial life
is a critical factor for life detection purposes. Among the
factors that must be considered are selection of the
sample site, the method of sample procurement, and
sample processing or sizing prior to tests for life detec-
tion. Samples proposed for use with extraterrestrial life
detectors include devices depending on adhesives or
sticky strings, aerosol or vacuum-type collection, and
electrostatic precipitation (Refs. 1 and 18). Some samplers
obtain materials from a wide area, whereas others are
more restricted to a limited area. All of the currently
designed samplers will be subject at least to some extent
on ambient environmental factors at the Martian surface.
Martian "soil" may or may not be homogeneous over
a wide area and volume of planetary material. Probably,
because of aridity, it will not contain as many favorable
microenvironments for organisms as are found in ter-
restrial soils• On our own planet, soils differ in properties
from point to point within a given volume and area of
material, especially in typical fertile, productive agricul-
tural soils which have developed optimally under favor-
able environmental influences. In arid and semi-arid soils,
variabilities in soil properties within a given ecosystem
are not known. The purpose of this article therefore is
to determine the variability of microflora in a given area
of surface soil of the same genesis in a comparatively
arid area.
SStembridge, C., "Portable Gas Chromatograph," Space Programs
Summary, Jet Propulsion Laboratory (to be published).
_White Mountain Research Station, Dr. Nello Pace, Director,
University of California, Berkeley, California•
Fig. 23. Soil field plot at White Mountain Range,
California (elevation 12,400 ft)
Fig. 24. Alpine-type soil and short-grass vegetative
cover in soil plot
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Ten-gram quantities of air-dried samples were sus-
pended in 90 grams of water. This suspension was diluted
1/10. Appropriate aliquots of soil-water suspension were
then pipetted into selective media. For the various micro-
flora this included the following media: (1) aerobic bac-
teria (including actinomycetes), trypticase soy agar, (2)
microaerophilic bacteria, fluid thyoglycollate medium,
(8) anaerobes, trypticase soy agar in CO2, (4) fungi
(molds), rose bengal agar, and (5) algae, 8 parts Pochon
inorganic medium plus 1 part 1:1 desert soil extract. All
bacteria and fungi cultures were incubated at room tem-
perature of 22°C for at least 2 weeks; algae were cul-
tured in warm white fluorescent light (450 to 550 ft-c)
for at least 4 months. Details of media and culture condi-
tions will be presented in a forthcoming report TM.
1°Cameron, R. E., Morelli, F. A., and Blank, G. B., Desert Soil
Characteristics. I. Preliminary Studies, Technical Report, Jet
Propulsion Laboratory (to be published).
3. Results and Discussion
After the termination of incubation periods, average
plate counts were made for the aerobic and anaerobic
bacteria and fungi (Table 8). Presence of growth or no
growth of the microaerophilic bacteria and algae are
also shown for dilution cultures (Table 8). A statistical
analysis is given for each group of microflora as indicated
by the average, standard deviation, standard error, and
range of organisms.
The aerobic and microaerophilic bacteria were the
most abundant group of microflora present in all of the
18 samples. The next most numerous groups present in
these samples were the algae and the anaerobic bacteria.
The fungi were the least abundant group of microorgan-
isms present. Values obtained for microflora in these 18
samples were similar to those obtained for numbers of
Table 8. Abundance of microflora at White Mountain soil plot
Soil 9-2
sample
number
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
Average
Standard
deviation
Standard
error
Range
Aerobes
(bacteria -_-
actinomycetes)
X 10'/g soil
1150
1450
6900
1600
1080
730
1650
7500
1040
2200
4400
830
1290
760
610
1160
730
670
1986
2089
1451
Microaerophiles growth
in dilutions/g soil"
106 10:
+
+
+
+
+ +
+ +
+ +
+
+ +
+ +
+ +
+ +
+ +
+ +
+ +
+ +
+ +
7X 10 e
4.4 X I 0 e
4X 10 s
Anaerobes
X I03/g soil
670
5OO
370
3S
68
6O0
127
37
150
58
660
230
8.3
7.5
38
0.13
81
49
204.94
241.08
200.04
Fungi (molds)
X 103/g soil
3.4
3.5
4.0
5.2
4.9
2.9
2.2
2.6
1.7
2.7
12.8
2.7
39.0
12.4
8.8
4.3
3.3
2.6
6.61
8.72
5.17
q- +
-F +
+ +
+ +
+
+
+ +
+ +
-F
+ +
+ +
+ +
+ +
+ +
+ +
+ +
+ +
+ +
610 X 103_
7500 X 103
10S --_ 10 7
Algae growth in dilutions/g soil _
103 104 10 _
+
+
+
-F
+
+
+
144 X 103
314 X 103
1903 X 10 _
103_ 10 _
108
+
a--, no growth
-J-, growth at highest dilution
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microflora in Southwestern United States desert soils 11.
In general, abundaney ratios for six California surface
desert soils were as follows: mieroaerophilie baeteria
> aerobic bacteria > algae > anaerobic bacteria > fungi.
Not all of these groups are routinely determined in agri-
cultural soils, nor have the culture media utilized for
this study been extensively used for a study of soil miero-
fora.
In well-developed agrieultural soils, the most abundant
group of microflora present is the aerobic bacteria. An-
aerobic bacteria are the next most numerous, and fungi
are commonly the third most abundant group of micro-
flora (Ref. 14). However, the fungi may predominate in
an agricultural soil, depending on local (mieroenviron-
mental) conditions. Numbers of algae appear to be lower
in typical well-developed soils than in arid or semi-arid
soils (Ref. 14). Numbers of mieroaerophilie bacteria are
not commonly reported for soils.
There was little deviation in the numbers of aerobes
and microaerophiles obtained from the 18 samples in
our soil field plot. More variability was shown for num-
bers of anaerobes and algae. One soil, Sample 16, had
only 0.13 X 10 :_anaerobes/g of soil, whereas the average
was 204.9 × 10 :_anaerobes/g of soil for all 18 samples.
Plate counts for fungi showed the least variability of all
the microflora, differing by no more than tenfold.
No identifications were performed for microfloral iso-
lants from these soils. However, microscopic examina-
tions showed that nearly all of the bacteria were bacilli.
Many of them were chromogenic on agar plates, forming
pink or yellow colonies. The fungi were represented by
a few species of ascomycetous molds. Algae were gener-
ally a few species of filamentous oscillatoroid or nosto-
cold blue-greens. Some actinomycetes were also present,
although much less abundant than the aerobic bacteria.
4. Conclusions
Numbers of aerobic, microaerophilic, and anaerobic
bacteria as well as fungi and algae were present in 18
samples of soil taken from the surface 1 in. of a high
altitude field plot 24 ft on a side. Abundance of micro-
flora in these samples was found to be microaerophilic
bacteria > aerobic bacteria plus actinomycetes > an-
aerobic bacteria _ algae > fungi. Relative variability of
microflora from sample to sample was indicated as fungi
1'Cameron, R. E., Morelli, F. A., and Blank, G. B., Desert Soil
Characteristics. I. Preliminary Studies, Technical Report, Jet
Propulsion Laboratory (to be published).
< anerobic bacteria < aerobic bacteria plus actinomy-
cetes < algae < microaerophilic bacteria. There was
actually little variability in groups of microflora from
sample to sample.
Additional effort is required to determine variations
in abundance of groups of microflora in (1) other soil
sites, (2) smaller and larger areas of similar soil, and
(3) smaller as well as larger volumes of soil. Studies
could also be undertaken to determine microbial varia-
tions between adjacent soil ecosystems of different genesis
and correspondingly different properties, e.g., miner-
alogy, texture, salt, and organic matter content.
E. Fluorometric Determination of
Urea. I. Determination of Urea
with Diacetylmonoxime
J. Rho, J. R. Thompson, and J. V. Behar
I. Introduction
The need for a simple, yet accurate and reliable,
method for the quantitative determination of urea in
primate urine by an automated instrument for the Bio-
satellite primate testing program has resulted in the
evaluation of a variety of direct and indirect procedures.
The indirect methods depend upon the hydrolysis of
urea with the enzyme urease, to form ammonia, with
subsequent Nesslerization (Refs. 15-18). Several unde-
sirable features of these methods are the use of rela-
tively unstable reagents, loss of ammonia during the
experimental process, and long analysis times.
The direct determination of urea depends upon the
condensation of urea veith some specific reagent such
as a-isonitrosopropiophenone (Ref. 19) and diacetyl de-
rivatives (Refs. 20-29) in acid media. The reaction with
a-isonitrosopropiophenone requires special precautions
because of the long heating time required for the pro-
duction of color and because of the photosensitivity of
the color formed. The methods using the reaction be-
tween urea and diacetyl or diacetyl derivatives appear
to offer distinct advantages for the determination of
urea. The various published modifications generally suf-
fer from the fact that the color produced does not obey
Beer's law.
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The compound produced by the reaction of urea with
diacetylmonoxime exhibits fluorescence (Ref. 80). The
fuorescence maximum at a wavelength of 415 mt_ with
an optimal excitation wavelength of 380 m_ has been
used for the quantitative determination of urea. How-
ever, the fluorescence intensity of the reaction products
at this fluorescence maximum is not proportional to the
concentration of urea.
In the present work the fluorescence properties of the
reaction products of urea with diacetylmonoxime have
been further studied with respect to the fluorescence
maxima, the sample concentration, specificity, and ki-
netics.
2. Experiment
a. Apparatus. Fluorescence measurements were made
on an Aminco-Bowman Spectrophotofluorometer using an
Aminco 416-993 Xenon mercury lamp and an RCA IP28
photomultiplier detector.
b. Reagents.
Urea nitrogen stock standard. Urea nitrogen 1 mg per
ml: 2.14 g of reagent grade urea were dissolved in 100
ml of 0.01-N sulfuric acid. Urea solution 10 mM: 0.6 g
of urea was dissolved in 1.0 liter of ammonia-free water.
Diacetylmonoxime solution. 5.0 g of reagent grade
diacetylmonoxime were dissolved in 500 ml of distilled
water; 150 g of sodium chloride were added and the
solution made up to 1 liter with water.
Urease. A 100-mg pellet of urease (Nutritional Bio-
chemical Corp.) was dissolved in 50 ml of water con-
taining 500 mg disodium ethylenediaminetetraacetate.
The enzyme solution is made up fresh every month and
kept refrigerated.
3. Procedure
The procedure adopted for the routine analysis of
urea nitrogen is as follows: The urea sample is pipetted
into a screw cap test tube (16)< 125 mm) and made up
to 1.0 ml with 0.01-N sulfuric acid. To each tube, 0.8 ml
of diacetylmonoxime and 0.2 ml of concentrated sulfuric
acid are added. The tubes are capped tightly and placed
in a boiling water bath for 20 min. At the end of 20 min
the tubes are removed and allowed to cool to room tem-
perature. A blank solution containing distilled water and
standard solutions are run in the same manner. The
fluorescence intensity is measured in the spectrophoto-
fluorometer at wavelengths of 410 and 525 mt_ with an
excitation wavelength of 880 m_. The concentration of
the unknown urea solution is read from a standard curve
prepared by treating urea solutions of known concentra-
tion in the same manner.
4. Results and Discussion
a. Reaction of urea with diacetylmonoxime. The reac-
tion products of diacetylmonoxime and urea have an
absorption maximum at 480 mtz as measured with a Cary
spectrophotometer. This absorption band has been used
by various authors for the determination of urea. The
compounds produced by the reaction of urea with dia-
cetylmonoxime also exhibit fluorescence at a wavelength
of 410 m_ as observed by McCleskey (Ref. 80). However,
the same reaction mixture fluoresces at another wave-
length maximum of 525 m_ when the compound is acti-
vated at an optimal wavelength of 880 mtL. It was
observed that the use of the second maximum of fluores-
cence is more advantageous for the determination of
urea. The fluorescence intensities produced at the two
different wavelength maxima were plotted against vari-
ous concentrations of urea in Fig. 25. As shown in this
figure, the use of the second fluorescence peak of the
reaction product for the quantitative determination of
urea has several advantages over the method using the
first fluorescence peak.
The reaction of diacetylmonoxime with urea is not well
understood. Natelson et al (Ref. 24) found the active
reagent to be diacetyl, not diacetylmonoxime, whereas
Hoseney and Finney (Ref. 81) found that diacetylmonox-
ime produced greater color intensity than diacetyl. The
24C
21C
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410 m_
_--- I5C
u 12C
z
,., /
ul 9(]
3O _/,-
C
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Fig. 25. Urea assay--comparison of standard curves
for urea at 410 m/_ and at 525 m/_
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fluorescence maximum of the reaction products at 410 mt_
can be observed when either diacetyl or diacetylmonox-
ime is used as the substrate, but the fluorescence maxi-
mum at 525 mt_ is prominent only when a large excess of
either reagent is used. The reaction products of urea with
diacetylmonoxime exhibit the proportional increase of
fluorescence intensity at 410 mtz at relatively low urea
concentrations, but they quickly fail to maintain such
proportionality as the concentration of urea is increased.
On the other hand, the fluorescence intensity at 525 m e
shows proportionality with respect to sample size over a
wide range of concentration. This is probably the result
of different reaction products and also at least partially
due to reduced interference by scattering of the incident
light, since the 525-mt_ peak is more remote from the
exciting wavelength.
40
N 3o
_z / _25 m_,
a5
o/J "°  "AN° 525m I rl,
0 100 200 300 400
UREA CONCENTRATION,/zM
Fig. 26. Urea assay with and without urease treatment
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b. Specificity. The reaction with diacetylmonoxime 9o
apparently is positive for compounds containing the
system RNHCO(S)N'R", where R is hydrogen or a _ rs
simple aliphatic radical; R' is hydrogen, a simple ali- __
phatic radical, or a phenyl group; and R" is less complex _ 60 7 /
than a phenyl group (Refs. 20 and 31). The specificity of //this reaction for urea has been studied by treatment of _ 45sample with and without the enzyme, urease. As shown
in Fig. 26, the fluorescence intensities at both maxima _ 3o_--
increased substantially with various concentrations of
samples which have not been subjected to the enzymic
hydrolyses whereas the enzyme-treated samples failed to
exhibit any sign of fluorescence at either maximum, o
50O
c. Effects of temperature. The production of fluoro-
phores in the reaction varies with time at various tem-
peratures. As shown in Fig. 27, the rate of formation of
reaction products at 100°C is markedly higher than the
rates at 60 and 80°C. When the reaction mixture was
heated at 110°C, however, it was observed that the
reaction was essentially complete at about 20 min.
....
10 20 50 40 50
TIME OF REACTION, rain
Fig. 27. Effect of temperature on urea assay
greater portion of the fluorescence scale without decreas-
ing the sensitivity of the method. The reaction is specific
to urea as shown by the experimental results of urease
digests.
5. Summary
A method using diacetylmonoxime for the quantitative
determination 6f urea has been modified and extended to
determine urea. It has been observed that the products
of the reaction of urea with diacetylmonoxime in acid
solution exhibit two fluorescence maxima when irradiated
at a single excitation wavelength; these are at 410 and
525 mt_. The use of the 525-mt_ fluorescence peak of the
reaction products for the quantitative determination has
the advantage over the method using the first fluorescence
peak in that the linearity of the fluorescence intensity
with respect to the sample concentration extends over a
Fe Fluorometric Analysis of Urea.
II. Determination of Urea in
Urine Samples
J. Rho,.J. R. Thompson, and J. V. Behar
1. Introduction
In order to study the physiological effects of prolonged
weightlessness and accompanying stress by the in situ
chemical analysis of the urine of a mammal flown in the
216
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Biosatellite program, a simple and reliable method for
estimating urea concentration is required. A direct single-
step method is preferred for a small and completely
automatic analytical laboratory in a flight experiment.
Since the fluorometric method using diaeetylmonoxime
for the direct determination of urea appeared to be suffi-
ciently accurate, it was applied for quantitative deter-
mination of urea in human and primate urine. In the
present study, the reaction of diacetylmonoxime with
urinary urea has been investigated with respect to the
sample concentration, and its specificity and accuracy.
2. Experiment
a. Reagents. Reagents used in this study were the
same as those described in the preceding article, 1_ with
the following additions.
Phenol color reagent. 5.0 g of phenol and 25 mg of
sodium nitroprusside were dissolved in water and diluted
to 500 ml with ammonia-free distilled water. The reagent
was made fresh for every set of analyses.
Alkaline hypochlorite reagent. 2.5 g of sodium hydrox-
ide and 0.21 g (1 ml) of sodium hypochlorite were dis-
solved in water and diluted to 500 ml with ammonia-free
water. This reagent was also made fresh for every set of
analyses.
A 40-raM ammonia stock standard was prepared by
dissolving 2.641 g of ammonium sulfate in one liter of
ammonia-free water. 10- and 20-mM solutions were pre-
pared by an appropriate dilution of the 40-mM ammonia
stock standard.
Hyland urine sample. Freeze-dried human urine sam-
ples were obtained from the Hyland Laboratories, Los
Angeles 89, California. The samples were used after
reconstituting the urine with water according to the
directions given.
Primate (rhesus) urine samples. 24-hr pooled samples
of primate urine were provided by Dr. Nello Pace of the
University of California, Berkeley, California.
3. Procedure
The routine procedure followed for the fluorometric
determination of urinary urea is the same as that de-
'2"E. Fluorometric Determination of Urea. I. Determination of
Urea with Diacetylmonoxime."
scribed in the preceding article2 _ For the colorimetric
determination of urinary ammonia and urea the method
was adapted from that of Fawcett and Scott (Ref. 82) and
Grunbaum_L
Procedure for determination of ammonia. 10 _I each
of a sample of 10-, 20-, and 40-mM ammonia working
standard and urine were pipetted into separate test tubes
(15 X 150 mm). 10 _1 of ammonia-flee distilled water
were used as a blank. 5 ml of phenol color reagent were
added to each tube and the contents were mixed. 5 ml of
alkaline hypochlorite solution were immediately added to
each tube and the contents were thoroughly mixed. The
tubes were placed in a beaker of water at 60°C for 15 min
and the optical density was measured at 680 mt_ on the
Cary Model 14 spectrophotometer.
Procedure for urea. 10 _1 of the appropriately diluted
urine samples were incubated with 50 /_1 of buffered
urease at 87°C for 15 min along with an appropriate urea
standard solution. After cooling to room temperature, the
samples were treated as for the ammonia determination.
4. Results and Discussion
a. Specificity of the reaction of diacetylmonoxime with
urinary urea. The reaction products produced by dia-
cetylmonoxime with urinary urea have two fluorescence
maxima, one at 410 m/_ and the other at 525 m_ when the
compounds are activated at an optimal wavelength of
880 m_. The fluorescence intensity produced at these two
maxima were plotted against urine concentration in
Fig. 28. As is the case with the curves for pure urea, this
figure shows that better linearity of the fluorescence
intensity against the sample concentration is maintained
with the fluorescence maximum at 525 m/_ than with that
at 410 m/_. Since it seems to be advantageous to use the
fluorescence maximum at 525 m_ over that at 410 m_, as
discussed in the preceding article, 12 subsequent analyses
were made using this emission wavelength.
The specificity of the reaction for urea was studied
(1) by reacting diacetylmonoxime with rlormal urine and
the specimens of urine from which urea was specifically
removed by hydrolysis with urease and (2) by recovery
of added urea from the urine sample. When various
amounts of human urine were incubated with an appro-
priate amount of urease at 87°C for 15 min, the mixture
was completely devoid of fluorescence, whereas un-
laGrunbaum, B. W., personal communication.
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treated urine exhibited the proportional increase of
fluorescence with increased concentration of urine, as
shown in Fig. 29. Recovery of urea was studied by adding
aliquots of 100 _tM urea to various concentrations of
human urine and by measuring the fluorescence intensities
of the reaction products of both urea-enriched and
control samples. As shown in Fig. 30, equivalent incre-
ments of the fluorescence intensity is observed through-
out the coneentration range of urine samples used. Thus,
the output of fluorescence is not only specific to the urea
present but also proportional to the concentration of urea
in the samples.
b. Quantitative fluorometric determination of urinary
urea. The concentration of urea in the Hyland Laboratory
and primate urine determined by this procedure is shown
in Table 9. Mean values of 0.207 m mole per ml for the Hy-
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Fig. 29. Urinary urea assay with and without
urease treatment
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Test for fluorescence recovery of urea in
urine samples
land urine and 0.122 m mole per ml for the primate urine
were obtained. This value for urea in the Hyland urine
agrees very closely with their data of 6 mg of urea nitro-
gen per ml. Analytical data given by Hyland Laboratories
were derived by optical density measurements following
the Nesslerization of urease-treated samples. Excellent
agreement was also obtained for the primate urine be-
tween the fluorometric data and the value derived from
the calorimetric assay employing urease digests TM (Ref.
32). The value 0.12 m mole of urea per ml of the same
batch of primate urine was independently obtained by
Grunbaum at another laboratory _'.
Table 9. Fluorometric measurement of urea in
urine samples
Samples
Fluorescence intensity at
525 m/z
Assay I Assay 2
Urea standard
I00/zM 8.5 9.3
125/zM 10.5 I 1.5
175 /_M 18.8 20.5
250 p,M 29.0 29.0
375 /zM 41.8 43.5
500 ,uM 48.5 57.5
Hyland urine
0.75/JI/ml 15.8 I 7.8
1.00/_l/ml 23.0 25.5
1.25 /_l/ml 29.8 31.0
1.75 #l/ml 39.2 41.7
Primate urine
1.75 #l/ml 24.5 25.5
2.50 #l/ml 37.5 32.5
Urea
concentration,
Mean value m mole/ml
11.9 0.100
i 1.0 0.125
19.6 0.175
29.0 0.250
42.0 0.375
53.0 0.500
16.8 0.210
24.2 0.210
30.4 0.208
40.4 0.200
25.0 0.123
35.0 O. i 20
_'Grunbaum, B. W., personal communication.
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5. Summary
The reaction of diacetylmonoxime with urea has been
applied to determination of urea in human and primate
urine. The reaction is specific to urinary urea as shown by
the experimental results of urease digests and by the
recovery study of added urea in urine samples. Compara-
tive study with colorimetric determination of ammonia
following urease treatment of urine shows the method to
be valid.
Ge A New Technique for the
Enzymatic Detection of
Hydrogen Peroxide
H. H. Weetall and N. Weliky
The several available methods for the detection and
estimation of hydrogen peroxide may be divided _nto
three main categories: (1) direct measurement of the
absorbance of the hydrogen peroxide ultraviolet spec-
trum, (2) oxidation or reduction of hydrogen peroxide by
some compound to yield a detectable product, and (8)
detection of the product of an enzymatically catalyzed
reaction. The first two techniques can be used satisfac-
torily for hydrogen peroxide concentrations as low as
10 -3 M if interfering substances are absent and sufficient
quantities of solution are available. Enzymatic methods
can detect 10 -6 M peroxide.
Enzymatic methods for detecting the presence of small
quantities of peroxides have been used since the first
successful attempt in 1845 by Osann (Ref. 33). With per-
oxidase as the enzyme he was able to detect 6 × 10 -5 M
hydrogen peroxide. The method made use of peroxidase
to catalyze the oxidation of a colorless hydrogen donor
(DH2) to a colored product (D) which could be deter-
mined colorimetrically (Ref. 33). Schematically the re-
action is as follows:
H202 q- DH2 p.... ldase2H20 + D
Typical donors are organic amines, phenols, and quinones.
Solutions must be made fresh daily.
We now have developed a rapid semi-quantitative
spot test for hydrogen peroxide which can be used to
detect peroxide in small volumes at concentrations as
low as 10 -6 M. The method utilized an enzyme-paper
preparation which still retains activity after being stored
for over two months without refrigeration. The reagent
paper was prepared by chemically coupling horseradish
peroxidase (Worthington Biochemical Corporation) to
carboxymethylceUulose paper strips (0.7 meq/g) in the
presence of N,N'-dicylohexylcarbodiimide (Ref. 34). The
resulting peroxidase-paper was washed exhaustively with
distilled water and dried at room temperature between
paper blotters.
Various concentrations of hydrogen peroxide ranging
from 1.15 M to 1.15 × 10-6 M were prepared in distilled
water. An aliquot of each concentration was diluted with
an equal volume of a saturated solution of benzidine in
0.1-M tris buffer, pH 8.5. Samples of 0.02 ml spotted on
a strip of peroxidase-paper immediately turned blue,
then slowly became brown. The intensity of the color
was proportional to the hydrogen peroxide concentration
used. In a control experiment, in which the peroxide was
omitted, no immediate blue color appeared but within
30 min the spot had turned brown due to air oxidation.
Fig. 31 shows the difference in intensity of spots made
with different concentrations of peroxide. The photo-
graph was taken about an hour after the solutions were
applied to the paper. The intensities at very low concen-
trations are not differentiated well by black and white
photography.
Different enzymes and reagents will be coupled to
investigate the possibility of detecting and estimating
other low molecular weight inorganic and organic mole-
cules of interest, and also biological macromolecules.
;ONTROL (NO!
H20z )
Fig. 31. Decreasing intensity of spots on CMC-peroxidase
paper with decreasing concentration of
hydrogen peroxide
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XX. Fluid Physics
A. Inviscid Eigenvalues and the
Reynolds Number Dependence
of the Eigenvalues of the
Complete Laminar
Stability Equations
L. M. Mack
In Ref. 1, two separate families of solutions of the
complete stability equations at finite Reynolds numbers
were found for a highly cooled boundary-layer solution.
In the present contribution, the eigenvalues of these
multiple solutions are studied further and are related to
the eigenvalues of the inviscid solutions. From this study
it is possible to demonstrate that the eigenvalues of the
inviscid equations are indeed the infinite Reynolds num-
ber limit of the eigenvalues at finite Reynolds number
obtained from the complete stability equations. For this
demonstration it is necessary to know all of the inviscid
solutions that exist for a given wave number, a, and not
just the neutral and amplified solutions which have been
considered in previous Space Programs Summaries.
The eigenvalue diagrams for the insulated-wall bound-
ary layer at M1 = 4.2 are given in Fig. 1. For the range
of wave numbers in the figure, there are only four neutral
solutions, the sonic neutral solution with the eigenvalues
= O, cr = 1 - 1/M1 (cr is the phase velocity), the first-
and second-mode neutral solutions, as1, c_, and ct,_, cs,
associated with the generalized inflection point, and the
second-mode singular neutral solution, ct_, 1. The curve
given by the eigenvalues of the first-mode amplified solu-
tions is seen to be continued beyond a_l, c_ by the eigen-
values of a family of damped solutions. These solutions,
which initially have the first-mode characteristic of little
phase change across the boundary layer in the pressure
fluctuation, take on the second-mode feature of a marked
phase change in the region of maximum negative c_. It
is of interest to note that the maximum rate of damping
and the maximum rate of amplification both occur at
almost the same value of a. The curve given by the
eigenvalues of the second-mode amplified solutions is
continued beyond _2, c_ by the eigenvalues of a family of
lightly damped solutions. For these solutions, the phase
velocity c_ decreases rapidly with increasing a, and eventu-
ally the solutions become supersonic, i.e., cr < 1 - 1/M_,
and the waves travel at a supersonic speed relative to
the free stream.
As M1 increases, the appearance of the eigenvalue dia-
grams changes. For instance, it is found that the eigen-
values of the supersonic damped solutions are no longer
reached by following the curve through the eigenvalues
of the first-mode damped solutions, but by following the
222
JPL SPACEPROGRAMSSUMMARYNO. 37-32, VOL. IV
0.48
0.44
0.40
0.36
0.32
¢1
0_ 0.28
bJ
m
0.24
Z
bJ
0.20
0.16
0.12
0.08
0.04
O,
LO0
0.98
0.96
0.94
0.92
>_"
0.90
0
_1
,,, 0.88
>
uJ
,_ 0.86
"r
n
0.84
(o)
(b)
f
7
\
\
\ v
\
/
- as2
)
-a12
-asl
0.82
0.80
0.78 / I
0.76 MIi
-0.06 -0.05 -0.04 -Q03 -0.02 -0.01 0 0.01 Q02 005 0.04 Q05
AMPLIFICATION FACTOR, c 
Fig. 1. Inviscid eigenvalues for insulated-wall boundary
layer at M1 = 4.2; (a) ccvs c_, (b) c, vs c_
curve through the eigenvalues of the second-mode ampli-
fied solutions. This change can be seen in the diagrams
for the insulated-wall boundary layer at M1 = 5.8 shown
in Fig. 2. Cooling the boundary-layer wall moves a12
away from _1, and in this respect returns to the situation
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Fig. 2. Inviscid eigenvalues for insulated-wall boundary
layer at M_ = 5.8; (a) _ vs ci, (b) c, vs c_
found at lower Mach numbers for the insulated-wall
boundary layer. Therefore, sufllcient cooling diagrams
of the Fig. 1 type are again obtained, but with the differ-
ence that for the cooled-wall boundary layer the first-
mode is stabilized. Fig. 3 (solid lines) gives eigenvalue
diagrams of this kind for M1 = 5.8, Tw/T_ = 0.25 (Tw is
the wall temperature, T_ is the insulated-wall tempera-
ture).
In all of these eigenvalue diagrams there are at least
two inviscid solutions for a > axe. For a > al_, there will
be at least three solutions, etc. A natural question to ask
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at this point is whether each of these solutions corre-
sponds to a separate solution at finite Reynolds numbers,
or whether the introduction of a non-zero viscosity makes
the solution unique.
Originally, it was thought that the second alternative
was the correct one because computations of viscous
solutions at a fixed Reynolds number and over a wide
range of wave numbers had never indicated the presence
of a second viscous solution. However, when a constant-
frequency disturbance was extended to lower Reynolds
numbers in the damped region for M_ = 5.8, Tw/T,, =
0.05, it was rather surprisingly found (Ref. 1) that the
disturbance did not extend back toward R = 0 but in-
stead led to a counterpart of the inviscid singular neutral
solution located at a Reynolds number considerably
greater than zero.
The eigenvalues for the above case are given in Fig. 4
for both the inviscid solutions (solid lines) and the finite-
Reynolds number solutions (dashed lines). The boundary
layer of Fig. 4 has no generalized inflection point and
224
]PL SPACE PROGRAMS SUMMARY NO. 37-32, VOL. IV
the first mode is completely stable. However, there is
still a family of inviscid solutions which starts at the sonic
neutral solution, but which consists only of damped solu-
tions. These solutions have the character of first-mode
solutions below the region of maximum damping. At
R = 1000, the highest Reynolds number at which ampli-
fied solutions can be computed, there are two viscous
solutions corresponding to the two inviscid solutions. The
eigenvalue diagrams of the viscous solutions are of ex-
actly the same type as for the inviscid solutions. The only
difference is that the stabilizing effect of viscosity has
shifted the curves for R = 1000 to the left of the inviscid
curves, i.e., to smaller values of c_. It is the family of
solutions whose eigenvalues lie on the curve extending
from the singular point that includes the amplified solu-
tions.
At R = 500, the eigenvalues follow the same pattern
as at R = 1000, but with the curves moved even further
to the left. However, at R = 200, the singular point has
crossed to the left of the curve coming from a = 0, and
there is a distinct ehange in the arrangement of the
curves. At this Reynolds number it is the eurve starting
at a = 0 that leads to the amplified solutions; the family
of solutions that includes the singular point contains only
damped solutions. It is apparent that if for R = 1000, a
frequency corresponding to one of the amplified solutions
is extended back to smaller Reynolds numbers, the singu-
lar point will be reached rather than a = 0, lq--0,
provided the singular point is at a Reynolds number
where the eigenvalue diagrams of the two solutions are
still the same as at R -- 500 and 1000. However, if the
same calculation is performed at a low Reynolds number
where the amplified solutions lie on the other curve, then
the point a = 0, R = 0 will be reaehed. One further
change not shown in Fig. 4 occurs at still lower Reynolds
numbers. At R = 100, it is the curve that starts at the
singular point rather than at a = 0 that leads to the
supersonic damped solutions. The latter arrangement is
thus the same as at R = 500 and 1000, but with the posi-
tion of the two curves reversed in the diagrams.
The eigenvalue diagrams at R = 500 for M1 = 5.8,
T,o/T,. = 0.25 are shown by the dashed lines in Fig. 3.
This type of diagram, which is of the same type as found
at R = 100 for T,JT,. = 0.05, persists to at least R = 1400.
At R = 1500, the diagrams are the same as for the in-
viscid solutions. If the intermediate arrangement found
at R = 200 for Tw/T,.= 0.05 exists in this ease, it does so
only for a very small range of Reynolds numbers. For still
higher wall temperatures, the type of eigenvalue dia-
grams corresponding to the inviscid solutions cannot be
reached within the Reynolds number range of the compu-
tation. The solutions on the curve which starts at the
singular point are all damped and correspond to the
damped portion of the curve for the inviscid solutions
which starts at a -- 0.
The main conclusion is clear. No matter what the ar-
rangement of the eigenvalues at low Reynolds number,
for sufficiently large Reynolds numbers the eigenvalue
diagrams are of the same type as for the inviscid solu-
tions. This result demonstrates that the inviscid solutions
are indeed the infinite Reynolds number limit of the
viscous solutions.
The lowest Reynolds number at which the inviscid
type of eigenvalue diagrams is found appears to depend
on the separation between a_z and as_. The greater the
difference between ax2 and as,, the lower the Reynolds
number at which the inviscid arrangement is found.
Consequently, it can be expected that for the insulated-
wall boundary layer at much lower Mach numbers than
5.8, the second-mode amplified solutions will originate
from the singular point even at fairly low Reynolds
numbers. As a result, a constant-frequency disturbance
starting near R = 0 will not lead to these solutions, but
only to the first-mode amplified solutions. The constant-
frequency disturbance that leads to the second-mode
amplified solutions will originate at the singular point for
that frequency located at some non-zero Reynolds number.
A rather striking relationship between the viscous and
inviscid eigenvalues is found when c, is plotted against
a for both the viscous and inviscid solutions. Such a plot
is shown in Fig. 5 for M_ = 5.8, T,dTr = 0.25. The dashed
lines refer to the viscous solution at R = 500, and the
solid lines to the inviscid solution. Third-mode eigen-
values are also shown in this figure. The close corre-
spondence of the viscous and inviscid eigenvalues is
remarkable when it is considered that the Reynolds
number of the viscous eigenvalues is low, and that the
values of cl are completely different on the two curves
(see Fig. 3). For the inviscid curve that starts at a = 0,
only the portion up to a,_ has positive c_. The solutions
on the remainder of the curve are all damped. The
inviscid second-mode amplified solutions are on the curve
that starts at ax2. On the contrary, the viscous curve that
starts near a_2 includes only damped solutions. The vis-
cous second-mode amplified solutions are on the other
curve, and are located between the indicated neutral
points.
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Fig. 5. Phase velocity vs wave number for cooled-wall
boundary layer at M1 = 5.8, TJTr = 0.25
velocity changes almost discontinuously by about 25%.
It is most unlikely that the correct propagation velocity
for the time-space transformation should undergo such a
change. Fig. 5 is suggestive of a curve of index of refrac-
tion vs frequency for a dispersive medium in the theory
of electromagnetic waves. The range of wave numbers
for which dcr/da changes sign is thus similar to a region
of anomalous dispersion (with the sign of dcr/da in the
normal region the opposite of what it is for an electro-
magnetic wave). In a region of anomalous dispersion, the
velocity of energy propagation is neither the group ve-
locity nor the phase velocity, but a third velocity called
the signal velocity. This velocity, which is identical to
the group velocity in a region of normal dispersion, is
closer to the phase velocity than to the group velocity
near a resonant frequency.
For R = 1500, the appearance of the two viscous
curves (for wave numbers below the third-mode region)
is much the same as for R -- 500. However, as previously
mentioned, the amplified solutions are found on the
curve starting at the singular point rather than on the
one starting at a = 0. This change is obviously necessary
if the inviscid solutions are to be the R---_ _ limit of the
viscous solutions.
The arrangement of the viscous curves in the third-
mode region in Fig. 5 is one that can also occur in the
second-mode region. For example, it occurs for R -- 200
at M1 --- 5.8, Tw/Tr --- 0.05 (Fig. 4), and also for the in-
viscid eigenvalues at M_ -- 5.8, insulated wall (Fig. 2).
Again, the chief factor in determining the arrangement
concerns which curve leads to the supersonic damped
solutions.
An additional point that can be discussed with ref-
erence to Fig. 5 is the group velocity. It will be recalled
that in order to transform the time rate of amplification
of the theory into the space rate of amplification needed
to compute the over-all amplification of fixed frequency
disturbances, a wave propagation velocity is required.
The phase velocity cr was used for this purpose in Ref. 1,
although it is more customary to use the group velocity.
The latter is defined by
dcr
cg = cr + a --_
It is apparent from Fig. 5 that near the two extrema of
the R = 500 curve extending from a = 0, the group
B. Spectroscopic Measurement
Near a Plasma Shock Wave
W. H. Christiansen
Electron number density and temperature profiles are
being measured in front of a fiat disc in a supersonic
seeded-gas plasma. The region of interest extends several
body diameters upstream of the disc. The technique of
measurement and initial experimental results are reported
here.
The experiment is being carried out in the low-density
wind tunnel. Thermally ionized cesium is seeded into
argon (Ref. 2) to produce the plasma. The seed gas
density controls the electron density. At typical stagna-
tion conditions, the maximum cesium concentration by
mole is 0.5% that of argon or 4(10 TM) atoms/cm 3. About
25% of the cesium is ionized.
A 2.5-cm disc is held normal to a flow with a Mach
number of 5.2. At this Mach number, the free-stream
mean free path of argon is 0.5 mm with a corresponding
shock thickness of 1.5 ram. The normal shock standoff
distance is 8 mm while the boundary layer is approxi-
mately 2 mm thick. Hence, under these conditions the
flow regions are not merged.
The flow is analyzed spectroscopically using a Jarrell-
Ash ½-m spectrometer with fixed slits. For the measure-
ments, the exit slit was made 5 times larger than the
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entrance slit. A photomultiplier tube detected the output
of the spectrometer. The image of the flow region of
interest is focused onto the entrance slit with a 12.8-cm
achromatic lens set at twice the focal length from the
object. This lens, together with the slit dimensions of
0.0040 X 0.25 cm, gives a resolution of 0.125 X 0.875 cm
for a 2.5-cm-diameter plasma flow, which is more than
suflficient to accurately measure the distribution of light
intensity everywhere except in the shock wave itself. A
movable mirror placed in the optical path of the lens
provides for scanning of the image along the jet as well
as across the jet (see Fig. 6). This mirror has electrical
readouts so that the position of the image relative to the
spectrometer is known. The entire optical system, as
used in the wind tunnel, was calibrated absolutely with
a tungsten lamp of known spectral intensity. The wave-
length of interest extends from 4000 to 8000A.
The method of measurement was as follows. Absolute
line intensity measurements were taken of the spectrum
of cesium in the jet without the disc. Using the theo-
retical oscillator strengths of Stone (Ref. 8), the log of
the number density of excited atoms (n) divided by the
multiplicity of the state (g) was plotted versus the energy
level of the atom. A straight line portion on this plot
(Boltzmann plot) indicates a form of thermal equilibrium
between the important collisions. It is known that the
important collisions are electron-atom collisions at high
energy levels in the atom. A typical result is shown in
Fig. 7. The results fall on a straight line at energy levels
in excess of 8.5 ev. It was felt that these lines do indicate
an equilibrium between electrons and atoms of cesium.
From this result it was decided that it was necessary to
measure only the violet eomponents of the diffuse series
with energy levels of the atom in excess of 8.5 ev.
The disc is inserted in the flow downstream of the
point of observation. The technique is to scan across the
jet at a fixed axial position for the intensity measurement
of a spectral line and then repeat for as many lines as
required. Then the disc is moved closer to the point of
observation and the measurements are repeated. This is
continued until a flow region of several body diameters
upstream of the disc has been investigated. These meas-
urements of intensity versus distance across the jet are
converted to intensity as a function of radius through
Abel's inversion. The centerline results are then plotted.
The slope of the Boltzmann plot gives electron tempera-
ture, while the intensity level gives electron density.
The first results of this measurement indicate that the
electron temperature is constant in the region of the shock,
/
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Fig. 6. Schematic of experimental setup
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Fig. 7. Relative density of the excited states of cesium
divided by the multiplicity of the slate vs the
binding energy of the state
but the number density varies. In particular, the electron
density seems to decrease by as much as 50% as the
shock wave is approached. This gives a dark space in
front of the very luminous shock layer. At the shock
wave itself, the electron density exhibits a density rise
of about four.
At present no explanation of this result can be found.
A theoretical solution (Ref. 4) of the shock wave in a
plasma indicates that electron temperature should vary
in front of the shock, but the number density should
not. This, of course, is opposite that of the measure-
ments. Because cesium is heavier than argon, relative
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diffusion or separation by cesium from argon may take
place in the shock wave (Ref. 5). However, the dark
space extends for many centimeters upstream of the
shock wave, much greater than the shock wave thickness.
Further measurements on the phenomena are being car-
ried out. Utilizing a very low-noise photomultiplier tube,
Stark broadening measurements will be attempted. If
these results show a similar trend, a systematic change
of variables will be carried out to get the important vari-
ations of this phenomena.
FLOW
--Ira,,,
0.04
3.0 _
TUNGSTEN WIRES '
A = DISCHARGE CONDUCTOR
B = ELECTROSTATIC DEFLECTOR
DIMENSIONS IN INCHES
Fig. 8. Wind tunnel model with wake disturbance
generator
C. ATechnique for Producing Small
Disturbances in Supersonic
Wake Flows
J. M. Kendall, Jr.
The processes which initiate turbulence in hyperve-
locity wake flows are under intensive study by several
investigators. The primary process is the aerodynamic
amplification of small random flow fluctuations which
are naturally present. The instability responsible for the
amplification has been studied theoretically but not ex-
perimentally for high-speed flows. The purpose of this
article is to describe a technique for the production of
controlled frequency disturbances in the wake of super-
sonic wind tunnel models. The rate of downstream
growth, which depends on frequency, can be directly
measured by means of a hot-wire anemometer.
The method consists of weakly ionizing the flow near
the base of the model by maintaining a glow discharge
between the metal model and an insulated wire. A fluc-
tuating electrostatic field which drives the ions back and
forth is generated by a second wire in close proximity
to the first. One successful geometry is shown in Fig. 8.
In this case the model is a two-dimensional plate 0.04
in. thick by 8-in. chord. It spans the 18-in. width of
the JPL supersonic wind tunnel and is held under ten-
sion. The two wires, 0.01-in. tungsten, are affixed to the
model by means of epoxy cement. They terminate within
the epoxy near one end of the model, while at the other
they extend through the tunnel wall to connection ter-
minals. The tunnel is operated between Mach 2 and 4
with a static pressure of about 0.1 cm Hg. Under these
conditions, the glow discharge draws about 8 ma at
500 v from a small regulated power supply. The electro-
static deflection wire is connected to the 600-0 output
of a 200-w audio amplifier whose response is uniform
up to about 100 kc. The amplifier is driven by an audio
oscillator or white-noise generator.
The amplitude of the resulting disturbance has been
estimated to be of the order of 0.05--0.1% mass flow
fluctuation. It was found that this amplitude was not
large enough to overcome the disturbance caused by
sound radiated from turbulent tunnel wall boundary
layers. Therefore, the tunnel was operated at the low
pressure indicated above in order to obtain laminar wall
boundary layers in all cases. Then, introducing disturb-
ances into the wake resulted in a dramatic increase in
the wake width when viewed by the schlieren method.
It is expected that the technique will be suitable for
measuring the stability of axisymmetric wakes as well as
boundary layers.
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XXl. Physics
A. The Superconducting Transi-
tion of a Hollow Cylinder
Rotating in a Magnetic
Field
A. F. Hildebrandt
Earlier reports (Refs. 1 and 2) have described the
fluxoid obtained in a hollow tube when it is made super-
conducting while rotating. The fluxoid cI, is defined by
¢[ e ] emVB+c A .ark----¢c (1)
where the notation is standard, and the contour is any
curve in the superconductor that encircles the inner sur-
face. • is fixed at the time the cylinder becomes super-
conducting. The first part of the integral is the mechanical
momentum of the super electrons, and the second term
includes the flux, which is the magnetic induction times
the area. Since the sum is conserved, it follows that the
flux (and the induction B) in the bore is a function of the
angular velocity of the tube. Only when the tube is at
rest is the flux equal to the fluxoid. When the transition
occurs with the tube at rest in zero field then _I, is zero.
When the transition occurs while the cylinder is rotat-
ing in the presence of a field, then (Refs. 1 and 2) the
axial field in the bore should depend on the angular
velocity as
2me (too -- 60)B = B= +--- E- (9)
where Boo is the applied field, 2mc/e the gyromagnetic
ratio of the electron, and too the angular velocity at the
time the cylinder became superconducting. This result
leads to a minimum in the free energy (Ref. 2). On the
other hand, where there is an incomplete Meissner effect
this result need not always be observed. For this reason
a special case of Eq. (2) will be considered.
If the initially applied field is
2mcBoo= ---too (3)
e
then no fluxoid will be trapped, and the behavior of the
tube will be the same as though the transition had oc-
curred with it at rest in zero field. Thus the initially
applied field will be observed in the hollow at to = too
and zero field at to = 0.
230
JPL SPACEPROGRAMSSUMMARYNO. 37-32, VOL. IV
The consideration of the dynamics of the transition
which led to Eq. (2) will be reviewed for the present
case. Since the external field is equal to the London field,
no surface current will be present on the local sites at
which the transition occurs first. This results in zero
current on the inner and outer wall of the tube, or a
vanishing fluxoid. In other words, there are no shielding
currents on the inside or outside of the tube, but a uni-
form axial field permeating the tube's wall and its bore
when the transition is complete.
As the external field is reduced to zero, a shielding
current builds up on the outer surface, and the field in
the interior is unaffected except for end effects. If the
tube is subsequently brought to rest, the shielding cur-
rent on the outside goes to zero as does the field in the
bore. The current on the inner surface (the fluxoid) is
always conserved once the transition has occurred. In
this case it is zero.
An experiment has been performed to verify this zero
current case. The sample consisted of 0.012-cm lead foil
formed into a tube 6.4 cm long and 5.0 cm in diameter.
The seam was fused by heat. The tube was slipped over
a micarta tube and held in place with Ducco clear
cement.
The experiment was run in an 8-ft-eubed shielded en-
closure, where a field below 0.5 × 10 -5 gauss was achieved
as described earlier (Refs. 1 and 2). The sample was first
cooled to the transition point and then warmed just
above the transition in order to assure a minimum cool-
down time and associated drift of field. A field was then
added in the chosen direction of rotation and of such a
magnitude to satisfy Eq. (2). The sample was then rapidly
cooled through the transition by adding liquid helium
while the speed was kept constant to within a few per-
cent. The flux-gate sensing probe was kept external to
the experiment in order to avoid trapping any ac probe
fields. After the sample was superconducting, a plot of
the axial field was obtained both for 6o--0 and 6o =
6o0. The transition occurred in a field of 7.2 X 10-" gauss
for 6o0 -- 2_r. 100 rps and parallel to the field. The plot is
shown in Fig. 1.
The figure shows that the field in the bore, for 6o = 6oo,
is very near the applied field and quite uniform. Also,
when the sample is brought to rest, the interior field
vanishes within experimental accuracy as expected. Other
runs were all in qualitative agreement with this result. It
was found that if the speed fluctuated even a small
amount, the final result could be affected an appreciable
amount. This suggests the use of a synchronous (but
nonmagnetic) motor. It would also be preferable to run
the experiment with tin (transition temperature 3.7°K) in
a sealed system where several points could be obtained
from a single transfer of liquid helium by alternately
pumping and warming the helium. This is not possible
with the present apparatus.
When measurements were made with the initial B and
6oo oppositely directed, sharp undirectional axial gradi-
ents were observed. Furthermore, it was di_cult in this
case to obtain reproducible behavior. These results indi-
cate that the value of the fluxoid varied along the length
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Fig. 1. B-Z plot of the axial field in a hollow lead tube for angular velocity 60 = 0 and 60 -- 6oo
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of the tube. Consideration of this feature indicates that
the exact nature of how the transition progresses is impor-
tant for the generation of such gradients. This suggests
studies with pure seamless tin tubes, where the flux
leakage through the wall may be kept to a minimum.
These results show that zero frozen-in flux should result
for a solid that is cooled while rotating in the presence
of an applied field equal to the London field. In such a
solid, the transition occurs first in a thin outer shell and
then proceeds inward. For the proper value of applied
field this will correspond to zero surface current, and the
London value will be the final result. This result is sim-
ilar to that of observing the Meissner effect for zero field
in a non-rotating case; i.e., the uniqueness of the London
moment can only be shown if the experiment involves
an expulsion of flux or current from the sample as the
transition proceeds. For if one considers the transition of a
rotating perfectly inviscid electronic fluid (Ref. 8) in the
presence of an applied field equal to the London field,
then the field in the solid will be the London field (Ref. 4).
If the external field is zero, a non-vanishing fluxoid
will be established as the first outer shell goes supercon-
ducting, as shown earlier. This fluxoid is then compressed
inward as the transition proceeds with a resultant mo-
ment of zero in the rotating frame. If the Meissner effect
were complete at low fields then the fluxoid would be
expelled and the London value would be obtained. It is
possible to establish if a sample will exhibit the unique
London moment by investigating the Meissner effect in
small fields for non-rotating frames. If the Meissner
effect is complete in small applied fields, one should be
able to observe the unique London moment of a rotating
superconductor.
B. Space-Time Symmetry and
Mass Splitting
M. M. Saffren
Recently McGlinn (Ref. 5) has noticed that under
rather general circumstances a symmetry group that com-
mutes with the homogeneous Lorentz group also com-
mutes with the inhomogeneous Lorentz group (Poincare
group) as well. This fact has the important consequence
that the mass operator also commutes with the symmetry
group so that a set of particles that transform as an irre-
ducible basis of the symmetry group must all have the
same mass. This last consequence is not in accord with
observation. Accordingly, we must either give up Lorentz
invariance, or give up the possibility of having symmetry
groups in elementary particle physics other than the
Lorentz group; any other symmetry would only be ap-
proximate.
We point out that in proving the theorem referred to
in Ref. 5 a crucial assumption is made. This assumption
in our view is needlessly restrictive. If we drop this re-
striction, we can easily find groups that commute with
the homogeneous Lorentz group but not with the Poin-
care group---not with space-time translations. Space-time
translations as exemplified by the energy-momentum
4-vector of interacting fields furnish many examples, one
of which is given below. In such cases the presence of
the symmetry group still allows mass splittings.
However, since in these cases the symmetry group
fails to commute with the Poincare group, it would
appear that these examples are open to another obiec-
tion: that the symmetry quantum numbers of a particle
change in time since the symmetry group fails to com-
mute with the energy. Nevertheless, if the symmetry
quantum numbers are determined by the maximum
abelian subalgebra of the symmetry group, and if further,
this subalgebra commutes with the generators Poincare
group--the energy, in particular--this objection is easily
met since the quantum numbers are then time-
independent. The mass splittings are then also time-
independent. (To this set of quantum numbers we can
adjoin the eigenvalues of the Casimir operator of the
group if this operator also commutes with the Poincare
group.)
We now indicate the crucial restriction imposed in
Ref. 5. Let Xr be the generators of the symmetry group,
M_v the generators of the Lorentz group, and P_ the
generators of space-time translations. In Ref. 5 it is
assumed that the commutator of any two of these gener-
ators is expressible as a linear combination of all others,
i.e., the algebra of the generators is a Lie algebra. If we
drop this restriction, we are no longer bound by the
theorem, as we now show. Let X_ be a member of the
maximal abelian subalgebra of the Xr, and let
--0
[Xr, Mt,v] = 0
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In fact, let
7
[x_,(w),] = o
where (pv)_ is a 4-vector operator. Then in general
In fact,
[e.,x_] _o
[x,,e_] : E [x,,x_,] (p_)_
and M z = P_ e_ is a function ofX ° , i.e., M 2= M z (X_) and
we have mass splitting.
As an example, let
e_ = (p_)0+ (v_),+ (v_)._T3
where (p,)0 is the energy-momentum 4-vector of the
nucleon and photon fields without interaction between
these two fields. Here r_ denotes the 3-component of the
isotopic spin, and (p_)1 + (P"),3 r3 denotes the photon-
nucleon interaction. Then
where a+
Thus
[M.v,-3] : [M.v,_±1= 0
[e., _±]= a+_+(p.)_3
: constant, and
[M2, r32:0
[M2, r+_] =/=0
[M2,,2]:0
M 2=M _(r3,r2)=M_+M_(r2)+r3M_(r 2)
The first term is the mass operator of the non-interacting
fields. The second is a mass shift due to the interaction.
The last term is a Lorentz invariant mass splitting due to
the interaction.
The point here is that the algebra of the nucleon-photon
field is not encompassed by the Lie algebra of the Poincare
and isotopic spin groups alone. The algebra of the nucleon-
photon field is in fact infinite and is comprised of the
infinite number of creation and destruction operators of
the fields and, of course, their products. Apparently, it is
these other parts of the algebra--these other "degrees of
freedom" that allow the mass splitting.
C* Rigid Motions in Einstein
Space
H. D. Wahlquist and F. B. Estabrook
In 1908 Max Born (Ref. 6) proposed a Lorentz-covariant
kinematic definition of rigidity in special relativity based
on constancy of proper distance between adjacent material
points. His definition seems appropriate for a rigid body,
since it is mathematically equivalent to the vanishing of
the rate-of-strain tensor g_v. If X_ is the velocity 4-vector
of a continuum, the mathematical expression of this con-
dition in covariant notation reads
_r_,_Xv,v + Xv,j, + at, X_ + a_hv:O (1)
where a_ is the acceleration vector, a_ -- Xv,_ X_. Born's
constraint may also be geometrically characterized by the
statement that the metric of the local 8-space (quotient
space) orthogonal to the world lines of the rigid body is
constant throughout time.
It was soon demonstrated independently by G. Herglotz
(Ref. 7) and F. Ntither (Ref. 8) that in the Minkowski
space-time of special relativity this constraint leads to the
surprising result that a rigid body, so defined, has in
general only three degrees of freedom. Practically all
allowed rigid motions are non-rotating. The very few
special motions with rotation have the property that both
the absolute acceleration and angular velocity vectors at
each point of the body are constant in time relative to
the body. A familiar example is the rigid disk, rotating
about a fixed axis, which is compatible with Born's con-
straint only if the angular acceleration vanishes. This
latter class of motions is in fact included in the 10-
parameter family of isometries of Minkowski space-time
--transformations which carry the entire 4-dimensional
manifold into itself. This result, stating that the only
allowed rigid motions with rotation are isometries of the
space-time manifold, is today often referred to as the
Herglotz-N6ther theorem.
Their proof of the theorem for fiat space-time led to the
conclusion that the ordinary physical concept of rigidity
cannot be successfully incorporated in special relativity.
Little further work on the subject appeared until recently,
when its possible importance for the general theory of
relativity was suggested [Synge (Ref. 9)1. The constraint
as written in Eq. (1) may be carried over directly into
general relativity. Such rigid motions in curved space-
time are of considerable interest: mathematically, for their
use in the invariant geometric analysis of the structure
and global properties of Riemannian manifolds, analogous
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to that based on the more restricted isometries; and physi-
cally, both for the possibility of generating new exact
solutions of the Einstein field equations, and for attaining
a better understanding of the imprecise concept of rigidity
so often implicitly involved in the interpretation of rela-
tivistic experiments, e.g., the Pound-Rebka red-shift
experiment.
The investigation of possible Born-rigid motions in
general relativity divides rather naturally into two dif-
ferent categories. First and simplest is the study of test
rigid bodies--those which have zero, or at least negligible,
stress-energy densities and so do not themselves contribute
to the space-time curvature. And second, the study of the
dynamical rigid body having a non-negleetable stress-
energy tensor. A further important distinction must be
made according to whether the space occupied by the
rigid body contains stress-energy arising from other physi-
cal entities, in addition to any associated with the rigid
body itself. We shall here adopt the attitude that situations
having superimposed foreign stress-energy, through which
the rigid body moves, are of lesser physical interest and
so exclude them. The problem of test rigid bodies is
accordingly restricted to empty or Einstein spaces, i.e.,
those with vanishing Einstein tensor. In the dynamical
case we are led to require only that the velocity 4-vector
of the rigid body is the time-like eigenvector of the Ein-
stein or stress-energy tensor. This condition ensures the
vanishing of the local, proper momentum-density vector
inside the rigid body and is also, of course, satisfied
trivially in the Einstein space, with or without cosmo-
logical constant. Thus it will hold generally for both the
test and dynamical situations of interest. Since this con-
dition is implicit in most of what follows, it will be assumed
here once and for all in order to avoid repetitious quali-
fication of statements.
Some of the questions which may be posed for study are:
Does either the test or dynamical rigid body have more
than the three degrees of freedom permitted in fiat space-
time? Is the time behavior of acceleration and angular
velocity vectors restricted, and if so, how? Will an arbi-
trarily given Einstein space admit a test rigid body
motion? Will such a space (empty, but perhaps with cos-
mological constant) admit rotating rigid motions other
than isometries--that is, does the Herglotz-N6ther theo-
rem still apply? In 1959, C. B. Rayner (Ref. 10) showed
that the proper energy density and the magnitude of the
angular velocity of a rigid body must be constant in time.
Recently, Pirani and Williams (Ref. 11) have obtained
further results showing that the time constant orthogonal
metric of the rigid body leads to a relation between the
time behavior of the angular velocity vector of the body
and certain components of the space-time curvature.
R. H. Boyer 1 has extended this work and used it to obtain
sufficient, but not necessary, conditions for the validity of
the Herglotz-N6ther theorem in curved manifolds.
We have been studying this subject as an application
of our dyadic formulation of general relativity (Ref. 12).
The 3+ 1 partitioning of space-time relative to a con-
gruence of world lines effeeted by the dyadic approach
permits us to exploit fully the strong geometrical con-
dition on the orthogonal 3-space metric given by Born's
constraint. We are thus able to recover all the results of
previous authors quickly and transparently, and have
developed further equations which are presently being
investigated. Several equations from Ref. 12 enter the
derivations, but most pertinent is the generalized Gauss
equation (Eq. D.34 of Ref. 12) which relates the symmetric
curvature tensor (or better, dyadic) E of the quotient
3-space, six of the twenty 4-space curvature components
comprised in a symmetric dyadic P, and the angular
velocity vector 12 of the rigid body. The equation, special-
ized to the case of rigid motion and body-fixed axes, is
E = -- (P + 3 g_g_) (2)
The constraint of rigidity leads immediately, by other
equations of the complete dyadic set, to E =- 0, expressing
time constancy of the orthogonal metric, and to (TrP)" = 0,
giving the first of Rayner's results, i.e., constancy of the
proper energy density (which is equal to - 1/2 TrP). The
dot denotes the derivative with respect to proper time
in body-fixed axes. We have then from Eq. (2),
/, + 3s:, + = 0 (8)
which is the relation first obtained by Pirani and Williams.
Taking the trace of Eq. (8) now recovers the second of
Rayner's results, the constancy of the magnitude of the
angular velocity:
1
_2. h = _ (Oz)" = 0 (4)
At this point other dyadic equations are used to develop
a lemma whose derivation is elementary but which we
shall here simply state: If we are given that h -- 0, but
_2 -Ta0, it then follows that the acceleration vector of each
point of the body is also independent of time, h = 0, and
further that V )< a = 0. This lemma is true for both test
and dynamical rigid bodies in arbitrary space-time mani-
folds, subject only to the vanishing of the momentum
_Boyer, R. H., Proceedings of the Royal Society (London), (in
press); the authors are grateful to Professor Boyer for providing a
preprint of this work.
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density vector, which has been assumed throughout.
However, these properties of the acceleration vector, to-
gether with rigidity, define the necessary and sufficient
conditions for an isometry of the space-time manifold.
In fiat space-time by definition all components of the
Riemann tensor, including P, vanish. One has then imme-
diately from Eq. (8), IZ = 0, and, using the lemma, the
original Herglotz-N6ther theorem for fiat space-time
results. The fact that, by means of the lemma, the con-
dition _ = 0 is sufficient to establish the Herglotz-N6ther
theorem for an arbitrary manifold is the basis for Boyer's
sufficiency conditions, which in our notations are simply
P - %(TrP)I = 0, leaving the other curvature components
arbitrary. The problem of necessary and sufficient con-
ditions for validity of the Herglotz-N6ther theorem is
still open. We have, however, now obtained several addi-
tional equations relating the space-time curvature to the
acceleration and angular velocity vectors of the rigid body,
which should bring this problem much closer to solution.
These new equations result from appropriate further
space and time differentiation of the relations already
presented, in a way that permits introduction of the
Bianchi identities to ehminate space derivatives wherever
possible. They are expressed in terms of the following
quantities: the vectors a and _2 and the 3-space eurvahtre
dyadic E, previously introduced; a symmetric, traceless,
dyadic B incorporating five of the ten components (the
so-called "magnetic" components) of the Weyl tensor; the
local, proper stress dyadic T of the rigid body; and finally,
the symmetrized curl of Y, denoted by G and defined by
G_VXT--TXV
in the usual Gibbs vector-dyadic notation. Adding the
new relations, which consist of one scalar, one vector,
and one traceless symmetric dyadic equation, to the prior
equations relating these quantities, we obtain
(n_)" = 0 E = -- (P + 3a a)': 0
(e:s- 5,,. [a.s + (,,. a)a - 2(n,),,]
-- 4£Z. E. a + 6 a . T . a -- (OZ)TrT} "= 0
{a. B+ (,,. a) n - 9(n,)a}"= o
[B-- D,>( B+ BX D. +a>( E-- E >( a
+8_X2×a-- 8aXeD.
--aXT+TXa--G}'=0 (6)
This set of equations applies to both dynamical and test
rigid bodies. For the case of test bodies in Einstein space,
important simplification takes place. Firstly, the dyadics
T and G must both vanish. Secondly, P reduces to a trace-
less, symmetric dyadic A, containing the other five com-
ponents (the so-called "electric" components) of the Weyl
tensor. In this case, then, these equations constitute a set
of fi[teen independent ordinary differential equations
relating the time development of the sixteen scalar quan-
tities in a, £Z,A, and B. Determination of the consequences
of these equations for the several types of algebraically
special Einstein spaces with cosmological constant is
proceeding. Among the results is that, for space-times of
constant curvature and of Petrov type N, the Herglotz-
N6ther theorem holds. Further, in the case of type N
Einstein spaces, the only Born-rigid motions allowed are
isometrics. A paper detailing the derivation of the equa-
tions and examining some of the consequences thereof
is in preparation.
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XXlI. Applied Science
A. Infrared Detector Analysis
Facility
F. C. Haley and N. F. Stahlberg
1. Introduction
Early in 1963 it was decided that a facility was neces-
sary for the evaluation and calibration of infrared
detectors and detection systems. Several detector analysis
systems are, and were then, commercially available; how-
ever, most are intended for production-line use and are
not well suited for the particular, and relatively unusual
detector configurations required for spacecraft instru-
ments. For this reason, the decision was made that the
analysis system would be built at JPL using selected
individual components and employing such special physi-
cal configurations as were appropriate to the particular
projects at hand. The initial project for which the system
was to be used was the Mariner 1966 multidetector infra-
red spectrometer. The system was made to be as versatile
and comprehensive as possible so that it might also serve
as a general laboratory tool for infrared measurements.
This article describes the resulting facility in its present
state of development.
2. Detector Evaluation
a. Criteria of performance. The overall performance
of an infrared detector is described by some figure of
merit (Refs. 1-8). Figures describing the performance of
thermal detectors are generally referred to radiation from
a blackbody source, whereas those relating to photon
detectors are most meaningful when referred to mono-
chromatic radiation. These latter, spectral figures of merit
are those with which we are presently concerned.
Figures of merit presently in general use include the
following:
(1) Responsivity: The rms signal voltage per unit rms
radiant power incident upon the detector.
Noise equivalent power (NEP): The rms value of
the radiant power incident upon the detector which
results in an rms signal voltage equal to the intrinsic
rms noise voltage of the detector.
(s) Detectivity: The rms signal-to-noise ratio per unit
radiant power incident upon the detector (reciprocal
of NEP).
(4) Specific detectivity (D*): The detectivity normal-
ized to unit sensitive area.
237
JPL SPACE PROGRAMS SUMMARY NO. 37-32, VOL. IV
Figures of merit must be accompanied by reference to
the source of radiation, modulation frequency, and elec-
trical bandwidth. Very often data are presented as families
of curves (e.g., D* vs X) at different detector temperatures
and bias conditions.
b. Measurable parameters. As has been shown, the
calculation of a spectral figure of merit describing detector
performance requires the measurement of signal voltage
as a function of incident radiant power, wavelength,
modulation frequency, bias current, and temperature,
and of noise voltage as a function of frequency, bias, and
temperature. Preliininary to these measurements, it is
necessary to determine the detector impedance as a func-
tion of temperature and incident radiant power.
To prepare and evaluate a detector for use at a specific
wavelength under given environmental conditions, the
overall performance is relatively unimportant; rather, it
is necessary to maximize the detector response at the
particular wavelength by determining the optimum bias
current, load resistance, modulation frequency, and oper-
ating temperature.
3. System Description
a. Optical. The source of monochromatic radiation is a
Leiss double prism monochrometer, which presently has
a spectral range of 0.2 to 9/z. This range may be extended
in either "direction" by use of interchangeable prisms.
The monochrometer has an effective focal ratio of about
f/7 and exceptionally high spectral purity.
SOURCE _ MONOCHROMETER
MODULATOR I m Lm
BIAS
SUPPLY
_._ TEST I---"
__ DE TECTOR
BIAS
SUP PLY
DO I-MICROVOLTMETER
_._ TUNABLEMICROVOLTMETER
I
ANALYZER
._ LOW-NOISE _.AMPLIFIER
"_1 DIFFERENTIAL t----VOLTMETER
I
VOLTMETER
I OSCILLATOR I_ CALIBRATOR I
Fig. 1. Detector analysis flow diagram
._ CHARTRECORDER
"_t INTEGRATOR I
I
__ PRESETCOUNTER
OSCILLOSCOPE I
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The instrument is mounted on a traversing platform,
enabling it to be positioned alternately before the detector
under test and a standard of reference, the latter being
either a calibrated thermopile or a Golay detector. The
signals from the detectors are fed into amplifiers appro-
priate to their modes of operation and impedances.
Radiant power is initially provided by a Nernst glower,
while means of operating gas-discharge tubes and hollow-
cathode lamps are furnished for the purpose of calibration
at short wavelengths. Absorption phenomena are em-
ployed for long-wavelength calibration.
b. Electronic. Six different signal amplifiers are pres-
ently included in the system, their respective capabilities
being as follows:
(1) Dc microvoltmeter with 0.1-_v to 1-v measurement
capability; input impedance of 1 Mf_ and greater,
depending on range.
(2) Tunable microvoltmeter (non-synchronous) with
0.1-_v to 15-my sensitivity, 1-cps to 1-kc frequency
range with variable passband; input impedance
selectable from 10 f_ to 40 Mf_.
Fig. 2. Infrared detector analysis system
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(8) Wave analyzer with 10-/zv to 300-v sensitivity, 20-cps
to 50-kc frequency range, fixed passband; 100-kf_
input impedance.
(4) True rms voltmeter with 0.1-mv to 300-v sensitivity,
10-cps to 10-Mc frequency range; 10 Ml2 input
impedance.
(5) Differential voltmeter with ac sensitivity of 1 mv to
500 v and input impedance of 1 Mf_.
(6) Low-noise amplifier with maximum gain of 1000,
10-cps to 10-kc frequency range, and selectable high-
and low-pass filters.
The true rms and differential voltmeters may be pre-
ceded by a bandpass filter having a frequency range of
0.02 cps to 2 kc. The differential voltmeter has the capa-
bility of suppressing a constant noise component which
appears to be non-filterable. This instrument is also used
as a calibration standard for dc voltage. Final data may
be presented on a strip-chart recorder or through an
integrator having selectable integration times of from
2 to 120 sec.
Four dc power supplies are provided for detector bias
and for powering any associated electronic circuitry.
Also included in the system are an oscillator and voltage
divider for ac voltage calibration; a preset counter for
frequency monitoring and precise triggering of integra-
tion circuitry; an oscilloscope for waveform monitoring;
an impedance bridge; and a line voltage regulator for
powering all critical instruments.
The operation of the analysis system is shown diagram-
matically in Fig. 1. Fig. 2 shows the system in use, com-
paring the spectral response of a thermopile and a Golay
detector. Close-up views of the instrument console and
the monochrometer assembly are shown in Figs. 3 and
4, respectively.
4. Conclusion
During the course o£ development of the system, the
desirability of making several changes and additions has
become apparent. Amplifiers with higher sensitivity and
lower inherent noise would permit more satisfactory per-
formance at low radiant energy levels and allow the
system to be truly detector-noise limited. Presently con-
templated improvements include a highly sensitive, low-
noise synchronous amplifier for ac signal detection; an
extremely low-noise dc nanovoltmeter; and a microam-
meter with zero suppression to allow eventual use with
photomultiplier and phototubes. Optical and mechanical
modifications are to be made as required by specific
projects.
Fig. 3. Instrument console
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Fig.4. Monochrometerassembly
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TELECOMMUNICATIONS DIVISION
XXlll. Communications Elements Research
A. Low-Noise Amplifiers
W. V. T. Ruschand C. T. Stelzried
1.90-Gc Millimeter Wave Work,
W. V. T. Rusch and C. T. Stelzried
The objective of the millimeter wave work is to inves-
tigate millimeter wave components and techniques to
ascertain the future applicability of the frequency range
to space communications and tracking. This involves the
development of instrumentation for accurate determina-
tion of insertion loss, VSWR, power and equivalent noise
temperature of passive elements, and gain and bandwidth
of active elements at millimeter wavelength. Observations
of the Moon taken during the total lunar eclipse on the
night of December 18-19, 1964 have been reduced and
the data presented.
In order to bring together state-of-the-art millimeter
wave circuit elements and evaluate their use in a system,
a radio telescope consisting of a 60-in. antenna and a
superheterodyne radiometer have been built (SPS 37-28,
Vol. IV, p. 147 and SPS 37-29, Vol. IV, p. 191). The radio
telescope was used to observe the 9D-Gc temperature of
the Moon during the December 30, 1963 eclipse (SPS
37-26, Vol. IV, p. 181) and the most recent eclipse, De-
cember 18, 1964. These experiments were joint efforts by
personnel from JPL and the Electrical Engineering De-
partment, University of Southern California.
Because of unfavorable weather conditions in Pasadena
during the latter eclipse, the 90-Gc transportable radio
telescope was moved to Palm Springs. Thirteen observa-
tions were taken before the end of the umbral phase of
the eclipse, and a total of 71 was taken during the night.
Both lunar and solar data were taken over a 3-day period
for calibration. Data reduction is currently under way to
attempt to determine the change in the 90-Gc lunar sur-
face temperature, due to the eclipse.
a. Lunar eclipse results. The 71 observations have been
reduced by joint experimenters at the Electrical Engi-
neering Department, University of Southern California.
Mid-eclipse occurred at 6:37 p.m., PST; the end of totality
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was at 7:07 p.m., the end of the umbral phase at 8:15
p.m., and the end of the penumbral phase at 9:14 p.m.
The first observation (semidrift curve) was made at the
end of totality. Extrapolation of all the data obtained after
9:02 p.m. yielded an atmospheric loss, L of 1.212 at zenith
and a Moon temperature of 0.11468 arbitrary units (the
arbitrary unit being proportional to the equivalent excess
noise temperature of the radiometer gas tube). By multi-
plying each data point by the factor (1.212) ..... , where z
is the lunar zenith angle for that point, it is possible to
obtain an equivalent lunar temperature for each data
point, commencing with the end of totality and continu-
ing through the night. These points are plotted in Fig. 1
as a function of local time. Limits of ±1 _ are indicated.
This value is approximately 4%. Relative phases of the
eclipse are indicated on the figure. The average value of
the data points from 9:02 p.m. until 3:54 a.m. the next
morning was 0.1147. The average from 9:02 p.m. until
midnight was 0.1136. The average value from 7:11 until
8:03 p.m. was 0.1138 and from 7:11 until 9:02 p.m. was
0.1140.
b. Waveguide calibrations. A block diagram o£ the mil-
limeter radiometer is shown in Fig. 2. The "hot" loads
are temperature-controlled with mercury thermostats. The
equivalent noise temperature of the gas tube noise source
is being evaluated by comparing against the "hot" loads.
The insertion loss of the waveguide components is being
measured for this calibration.
2. Continuous Wave {CWI Power Calibration with
Thermal Noise Standards, c r st,lz_i,a
CW signal power levels can be calibrated using thermal
noise standards. This principle can be used to calibrate
power levels from the test transmitter used for AGC
curves in a low-noise receiver directly at the receiver front
end. The technique uses the power ratio measurement
method normally used in equivalent noise temperature
calibrations.
a. Measurement technique. The calibration technique
consists of comparing the total power contained in the
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Fig. 2. Millimeter radiometer
system noise P, plus the CW signal power P, to the system
noise, on the output of the receiving system (Fig. 3). The
precision IF attenuator is adjusted for equal power levels
with the CW signal on and off. The power ratio is
y - P, + P,
e. (t)
Solving for the signal power,
P, = (r - 1)e.. (2)
The noise power P, observed on the filter output with
a system temperature T, and over-all receiver gain G is a
function of the filter gain response G ([),
f0 _
e. = kT,C C (i) dr. (3)
The signal power P, observed on the filter output is a
function of the input signal power P,_ and the filter gain
G([,) at the signal frequency [_ and the over-all gain G,
P, = e,,c (i,) c. (4)
Substituting Eqs. (3) and (4) into (2),
f _G (f) d/
P,i = (Y -- 1) kT, JO
c(/,)
Normalizing the filter gain,
C (f,)
g (f,) -- g (fo) "
(5)
(6)
ANTENNA
__EED
- KI j - q RECE,VER
_ PRECISION
RF ATTENUATOR
PRECISION
IF ATTENUATOR
#T __DETECTOR I
SIGNAL IGENERATOR
Fig. 3. Receiving system used in evaluation of CW signal
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Then
f
Ps_ ----(Y - 1) kT8 G (f)dfg (fs) g fro) (7)
The bandwidth is defined (Ref. 1)
fo _ if) dfG
B = (S)
g(fo)
Usually fo is the frequency at which the filter has a maxi-
mum response so that g(fo) is a maximum. Then if f_ is
set equal to fo, g(fs) equals 1. Substituting Eq. (8) into (7),
B
Ps_ = (Y- 1)kT8 )u'_----S'g (9)
b. Error analysis. The measurement error involved with
Eq. (9) can be determined with (Ref. 2)
+\ _ / +\ De,, / _(fs)
(10)
where
O'y
(yT8 --
(7 B --
(Yg(fs)
standard deviation of the power ratio meas-
urement.
standard deviation of the system temperature
measurement.
standard deviation of the bandwidth meas-
urement.
standard deviation of the filter signal gain
measurement.
Substituting the differentials of Eq. (9)
(11)
The standard deviation of the Y factor error is composed
of the resolution of the IF precision attenuator (ra, the
input signal level instability APsi/Ps_, and a radiometer
instability (Ref. 3) given by
where
[1/rB + (AG/G)2] ',_ (12)
r = post detector time constant.
Accounting for these,
2 _Psi 2+(1)+
(13)
0.10
0.09
0108
0,07
0,06 B = 9555, r =0.1
, "r=lO
0.04 _
0.03
-160 -150 -1'40 -130 -120 -I10
Psi, dbrn
-I00
Fig. 4. CW signal power measurement resolution
versus signal level
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Eq. (13) is plotted in Fig. 4 and two values of r and B
using the values
k = 1.38 X 10 -_:'
_a
--=0.0046
a
o" B
-- = 0.01
B
T, = 27.7°K
g(f_) = 1
Narrowing the bandwidth and increasing the post de-
tector time constant increases the resolution with lower
power levels.
3. Equivalent Noise Temperature of
Microwave Terminations, c. r. Stelzried
The equivalent input noise temperature derivation for
a microwave calibrated termination is reviewed. The exact
calibration formula is given. As a practical example, a
convenient approximation accounting for first order effects
of transmission lines losses, external temperature, fre-
quency deviations assuming a transmission line operated
in the TE_0 mode, and cryogenic temperature pressure
dependence is shown to be
T' "_ T (760)
+aAP + 0.23026 [To - T (760)] [_ (db)+ L2 (db)]
where the terms are described in the text.
a. Introduction. Microwave terminations are used to
calibrate noise sources, receiver temperatures and antenna
temperatures. These calibrations are used with radar-
radio astronomy observations to determine system sensi-
tivity and calibrations. Calibration precision and long-
term stability are prime requirements for the terminations
and associated transmission lines.
The equivalent input noise temperature T' for a trans-
mission line of length I terminated with a termination at a
temperature T, with an arbitrary temperature distribution
TL and uniform propagation loss per unit length a taken
to be independent of temperature is (Ref. 5)
f'r' = re -_ + 2a e _'_- 1)TL (x)dx. (1)
The transmission line insertion loss is related to a by Ref. 4
L = e 2_1 (2)
and
L (db)
2_1 -- 10 lOgl0e -- 0.23026 L (db). (3)
Substituting the appropriate temperature distribution
along the transmission line, Eq. (1) can be integrated di-
rectly. Assuming a linear temperature distribution from
T to To and loss L1 on the first section of the transmission
line and a constant temperature distribution To and loss
L2 in the second section of the transmission line
I (L_ - 1) 10 log_oeqT'= T + (To- T) I- L-_2L_-(d--_) J" (4)
With small losses this can be approximated to good accu-
racy by
T'_--T+O.23026(To-T)I_(db)+ Lz(db)l. (5)
If the transmission line insertion loss measurements were
made at a frequency [0, a correction for a new operating
frequency f = f0 + A[ can be obtained from
_L (db)/O/
L (db)
evaluated at f..
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Multiplying by Af gives the first order correction term as
in a Taylor's expansion (Ref. 6) for the insertion loss
change with small frequency differences. With this addi-
tion,
[  L/db/J 'l1• I+A/. (db) t=to " (6)
For a rectangular waveguide operated in the TElo mode
with a height-to-width ratio of 1:2, the approximate wave-
guide wall losses are (Ref. 7)
1 + (fc/l) _
r. (dh) _ (f)'/-,[1 - (fc/f)_]'_ (7)
where
fc = c/2a = cutoff frequency
c = propagation velocity _ 3 X 10 l° cm/sec
a = waveguide width
Differentiating and dividing by L(db)
to " _/I,,\-'
8L(db)/Sfl _ 1 _-_)-o !_] +1 (8)
The multiplier for 1/[o or frequency deviation sensitivity
in Eq. (8) is shown plotted in Fig. 5. Insertion loss changes
with frequency are least sensitive at the minimum loss
frequency where the derivative is zero (fo -----2.42 [,.). This
is above the normal operating frequency for most wave-
guides. Substituting Eq. (8) into (6),
1
• 1 + _fo/ 2I(_ ) -11
(9)
0.2
0
-0.2
0.4 ---
i._° I I-O.E
-I_
-I.0
-I .2
/
1.5
i
to/r_
Fig. 5. Plot of insertion loss frequency deviation
sensitivity versus frequency
This is equivalent input noise temperature of a calibrated
termination with a waveguide transmission line operating
in the TElo mode, accounting for ambient temperature,
transmission line insertion loss and small frequency devia-
tions. Corrections for frequency deviations are only valid
if the VSWR is compatible with the accuracy desired.
If the termination thermal temperature T is determined
by a cryogenic liquid (SPS 37-31, Vol. III, p. 60), atmos-
pheric pressure must be taken into account to obtain
greatest precision. Fig. 6 shows a graph of the boiling
temperature of liquid nitrogen as a function of pressure
(Ref. 8). This can be approximated by
T _ T (760) + aAP (10)
where T(760) is the liquid temperature at a pressure of
760 mm Hg and AP is the pressure deviation in milli-
meters of mercury. For liquid nitrogen, T(760) = 77.36°K
and a : 0.011OK/mm Hg.
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Fig. 6. Liquid nitrogen temperature versus vapor pressure
Substituting Eq. (10) into (6) and dropping second order
terms,
T' "_ T (760) + a_P
+ 0.23026 [To -- T (760)] [_-_2L(db)+ Lz (db)l
(11)
B. Optical Communications
Components
W. H. Wells
Various types of lasers and masers are providing
oscillators for the infrared-microwave gap in the electro-
magnetic spectrum. This raises the question of whether
little-known atmospheric transmission windows are suit-
able in clear weather for space experiments. Stations
would have to be situated at sufficient altitude to escape
most of the water vapor. Previous (SPS 37-25, Vol. IV,
p. 122) crude estimates identified some possibilities. Some
Russian theoretical work (Ref. 9) has been used to refine
these estimates somewhat. Interpreted for our pur-
poses, results show that only the windows at 10, 12,
18, 20, 860 and possibly 24 t_ are likely to be useful at
reasonable mountain altitudes, e.g., 11,000 ft at Jung-
fraujoch, Switzerland.
Far infrared lasers have been reported, out to at least
133 _ (0.133 mm). So far these are very inefficient devices,
but there is potential for improvement. The atmosphere
is opaque throughout most of the far infrared. Almost all
of the absorption is due to water vapor, since it is the
only asymmetric molecule of significant concentration in
the atmosphere. However, water is concentrated in the
lower altitudes, and a mountain site above 6000 ft would
leave most of it below. The effects of the upper atmos-
phere are difficult to take into account, because most
absorption measurements are made over horizontal lab-
oratory paths.
Zhevakin and Naumov (Ref. 9) calculated the absorp-
tion spectrum of water vapor under conditions that ap-
proximate 10-and 20-km altitude. They also calculated
absorption at certain selected wavelengths for sea level
conditions. At 20 km transmission windows are abundant,
but even at 10 km (32,808 ft), which can be reached only
by aircraft, the water absorption spectrum is very restric-
tive. No attempt has been made to repeat the calculations
for accessible mountain altitudes because the procedure is
very involved, and because actual absorption depends
upon humidity, temperature, and other trace gases. There-
fore, only the published results were used for interpolation
between the three altitudes 0, 10, and 20 km.
In the case of the transmission windows on the optical
side of the infrared-millimeter wave gap, the three pub-
lished absorption values fit an exponential curve and were
readily integrated to give total absorption for one-way
vertical transmission through the atmosphere. Table 1
gives the results in the form of parameters A and H for
the equation
db loss = A exp (- h/H). (1)
This table also lists the 1-db height (for vertical trans-
mission) and wave numbers.
The three published values for each of the windows
on the submillimeter side of the gap did not fit an expo-
nential, so a crude graphical integration was used to
estimate the height for 0.1-, 0.5-, and 1.0-db attenuation
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Table1. Totalabsorptionfor one-wayvertical
transmissionthroughtheatmospherein some
middle-infraredabsorptionwindows
Wave A for H for 1-db altitude t
Wavelength, number, Eq. (1 |, Eq. (1) 1000 ft
/¢ cm -1 db 1000 ft
966 0.77 4.210.4
11.6
17.9
20.1
24.4
27.4
31.4
860
560
497
410
365
318.5
1.0
3.6
6.9
16
33
68
4.3
4.3
4.5
4.5
4.6
4.9
--1.1
0.06
5.5
8.6
13
16
21
at 294 t_. Clearly, it was a mistake to consider the old
estimates as upper limits of absorption. This was caused
by neglecting a low pressure component of humidity that
extends to great altitudes and contributes significant
absorption despite its very low partial pressure. This
component has a scale height of 4.2 km in contrast with
2.1 km for the main component [Ref. 9, Eq. (6)].
In conclusion, it appears likely that the windows at 10,
12, 18, 20, 860, and possibly 24 /_ are sufficiently trans-
parent to use from 11,000 ft. One might use other win-
dows and tolerate high absorption in special types of
spectroscopic experiments.
(vertically). The results are given in Table 2. A small
amount of absorption is more detrimental on this side of
the spectrum, because it may contribute a large amount
of thermal noise to a receiver that might otherwise have
a noise temperature in the cryogenic range. Quantum
rather than thermal noise dominates the optical side.
Previous results (SPS 37-25, Vol. IV) were expressed
in the form of decibel attenuation above 11,000 ft (alti-
tude of Jungffaujoch) at 50-deg zenith angle. For com-
parison, Table 3 gives the new results in this form for the
three windows which are common to both sets of esti-
mates. We have no explanation for the discrepancy
Table 2. Altitudes for 0.1-, 0.5-, and 1.0-db absorption
in vertical transmission through the atmosphere
at some submillimeter absorption windows
Wave
Wave- number Frequency,
length, # cm_l Gc/sec
860 1 ! .6 348
460 22 656
360 28 834
294 34 1020
200 50 1500
Altitude (1000 ft) at which
vertical absorption is:
0.1 db 0.5 db 1.0 db
16 7.5 4.8
30 18 14
31 19 15
47 31 25
42 28 23
Table 3. Comparison with previous results: absorption
at 50-deg zenith angle from Jungfraujoch,
Switzerland
Wavelength,/z New value
360 3
294 7
200 10
Old value
3
15
11
C. Antennas for Space
Communications
A. Ludwig
1. Antenna Surface Measurement
A survey of the 30-ft antenna at the Venus site was
made in January 1965 using a dual-transit method pre-
viously described (SPS 37-31, Vol. IV, p. 287). In addition
to obtaining information about the antenna, further evalu-
ation of the technique was accomplished. In this report,
emphasis is on information pertinent to the technique
itself, particularly concerning accuracy. It is concluded
that the dual-transit technique is a useful tool in evaluat-
ing the performance of a high-frequency paraboloidal
antenna.
a. Experiment description. The 30-ft antenna was nomi-
nally set at the RF boresight coordinates (of a 1964 K_-
band experiment) of the 4-ft dish on the Echo tower on
Tiefort Mountain. The 4-ft dish was read as a data point,
thereby obtaining its x, y, and z coordinates in the same
system as the rest of the data points. The location of this
point relative to the axis of the best-fit and nominal par-
aboloids yields information on the RF boresight error.
Forty points were read on the surface of the dish, and also
four points were read to establish a reference plane with a
known relationship to the antenna structure. The two
theodolites were set approximately 60 ft apart, 30 ft in
front of the dish. Two complete sets of data were ob-
tained, resulting in improved accuracy and making pos-
sible a set-to-set comparison of results.
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During the experiment it was discovered that the entire
dish moved as a function of the position of the Sun. This
was substantiated by theodolite readings and also by the
antenna angle encoder readout. Fortunately the move-
ment was confined primarily to a 1V2-hr interval. No data
were taken on the surface during this time, and by re-
reading the reference targets, corrections were obtained.
b. Accuracy of results. After reduction of the raw data
by Dr. Charles Lawson's computer program, the various
sets of data are best-fitted to one another by minimizing
y. ±r _= _ (ax 2+ay2+az _)
All Points All Points
where differences are between a particular day's data
and the average of two or more sets of data on a given
point. Best-fitting includes both translation and rotation.
Measurement errors are shown in Table 4. zX4, is the aver-
age of the absolute values of angular differences between
lines-of-sight of the two transits, based on output from
Dr. Lawson's program. _xrl is the physical error predicted
for this /x_ based on the error analysis described in SPS
37-31, Vol. IV, p. 287. ,r,, _y, and _z are the standard devi-
ations of Lxx, _y, and Az after best-fitting as described
above. Ar2 is the average absolute magnitude of the error,
derived statistically from _,, %, and _,_. Data from an
earlier experiment (January 6) are included for reference,
and are averaged in for determination of _'s on that date
only. The large value of a_ on that date is due to scaling
or "stretching" relative to the other data. It is seen that
Ar2 compares well with Arl. This is important ff only one
set of data is taken, since _r2 could not be calculated in
this case, and error estimates would have to be based
Table 4. Dual transit system measurement accuracy
Data of: A_b, sec At1, in. cry, in. cry, in. o'z, in. Ars, in.
1/6/65 -- -- 0.040 0.017 0.010 0.038
1/26/65 -.I- 4.5 0.024 0.008 0.011 0.014 0.019
1/27/65 +2.6 0.014 0.008 0.007 0.009 0.014
1/28/65 "+-3.1 0.017 0.008 0.007 0.009 0.014
on _rl alone. Accuracy in a given direction is approxi-
mately -+-0.010 in. for a given set, which is excellent for
this system. For the average value of two sets, a,, _, or a,_
is expected to be approximately ±0.007 in.
In the reference system, the coordinates of the Echo
tower 4-ft dish on Tiefort Mountain are typically (several
observations were made) x-- 441.7 in., y--256.1 in.,
z -- 803,992.9 in. This range of 66,999 ft is 670 ft greater
than the value determined by radar measurement. This
corresponds to an angular error of 1.9 sec of arc at that
distance, with the 60-ft baseline used.
c. Best-_t paraboloid and RF pointing error. The aver-
age values of the two sets of complete data, corrected
to the reference plane coordinate system, were input to
the Utku-Barondess best-fit paraboloid computer program
(Ref. 10). The results are shown in Tables 5 and 6, com-
pared to data obtained by Rohr Corp. in the same month
and also to the deflections calculated by the STAIR
program. All three sets of data use the same best-fitting
program. Agreement is generally good. Due to a different
distribution of data points, some disagreement is expected.
The point-by-point deflections from the best-fit parabo-
loid are shown in Fig. 7.
The RF boresight was found to be pointing high
(+0.011 deg) and to the right (+0.031 deg) of the per-
pendicular to the reference plane. Calculated RF bore-
sight error, using the data shown in Table 5 and additional
data on hyperbola tilt and translation, is compared to
Table 6. Surface RMS deviation before and after
best-fit paraboloid
Source Before After
Dual-transit 0.038 0.024
Vertex-transit 0.042 ° 0.023 a
Calculated (STAIR) 0.063 ° 0.013 _
aManufacturing tolerance on panels has not bees included. This reflects deflec-
tions of the panel tie-points only.
Table 5. Characteristics of best-fit paraboloid
Source
Dual-transit
Vertex-transit
Calculated (STAIR)
Coordinates of vertex
x y
--0.304 0.619
-- 0.143 0.395
0.000 0.919
0.027
0.027
0.021
Coordinates of focus
0.189
0.115
0.000
0.317
0.191
0.492
150.023
150.009
150.020
Rotation of z-axis
_, deg _v, dog
0.116 0.044
0.078 0.011
0.163 0.000
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Fig. 7. Point-by-point deflections in path length relative to best-fit paraboloid
the measured values in Table 7. Accuracy o£ the mea-
sured values is estimated to be ±0.005 deg; accuracy of
the calculated values is estimated to be ±0.030 deg, as-
suming perfect deflection data (a doubtful condition).
Hyperbola tilt and translations are taken as x = -0.122 in.
at focus, _ = 0.208 deg, y = 0.000 deg, _v---0.000 deg.
A beam factor of 0.8 was used. It is possible, by com-
bining the data in Tables 5 and 7 to determine pointing
relative to the best-fit paraboloid axis, or other interesting
reference systems.
Table 7. RF boresight error, 1964 K=-band experiment
Source Azimuth, deg Elevation, deg
Dual-transit direct measurement
Dual-transit calculated
Vertex-transit calculated
STAIR program calculated
+0.031
+0.022
--0.015
0.000
+ 0.01 !
--0.009
--0.010
-- 0.003
d. Evaluation of dual.transit system. The two least de-
sirable characteristics of this system are: (1) it is time
consuming, requiring roughly twice as much time per
point as the vertex-transit system, and (2) it is sensitive
to movements of the antenna as a unit. The latter prob-
lem could be overcome to a large extent by taking data
at night, eliminating thermal problems which seem to be
the most troublesome. The accuracy obtained in this
experiment was quite good. This is due in no small part
to the exceptional care taken by the transit operators and
also to the point-by-point check for consistency between
forward and reverse readings as the data were taken. A
"production" run would probably not repeat these high
standards. Generally speaking, the method appears to be
competitive regarding accuracy of the surface measure-
ment. The built-in error estimate appears to work, and is
a valuable extra benefit. This system is admirably suited
for determining antenna pointing (it is felt that the mea-
surements on pointing are better than any prior experi-
ment) and could be used for this purpose alone.
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XXIV. Communications Systems
Information Processing
Research:
A. Rejection of Outliers in Radar
Observations
E. C. Posner
This article presents a criterion for rejecting outlying
radar observations caused by a measurement error. A
particular error model is assumed in which with a small
probability there is an offset in the true range added on
to random errors of observation. Maximum-likelihood
techniques then give a reasonable rejection criterion,
which is of the form "reject when one observation differs
from the mean by a certain constant times the standard
deviation of the measurements."
1. Introduction
Many estimation problems in radar reduce themselves
to the following form. There are K independent normal
random variables (or observations) of unknown mean t_
and known variance _r=. The parameter/_ to be estimated
is the unknown range. The variance _ is assumed known.
In practice each observation is an average of many, so
that the variance can be estimated; or, alternatively, the
_r2 may be known because the receiver signal-to-noise
ratio is known.
The error model is as follows: these are K observations
y_, 1 < i < K. With probability 1 - E, E small but known,
y_ is chosen from the normal distribution of mean /_,
variance _2 [i.e., yi is N(t_, _2)]. With probability _, y_ is
chosen from N(/_ + tx, a2), where tx is the unknown offset.
Such an i is called an error position.
The occurrence of an error at position i is assumed to
be independent of an error at h i =/=i. This is reasonable
since the observations are taken on different nights by
different observers, and errors are introduced by mis-
setting dials, misreading ephemerides, etc., during differ-
ent observations.
2. Likelihood Ratios
We now treat the problem of finding the maximum
likelihood estimate of the mean t, for the model presented
in the preceding section. We incidentally arrive at the
maximum likelihood estimate of the offset 4.
We said that _ is assumed small, but now we must be
more specific. Namely, _ is so small that an occurrence of
two or more errors in the K observations is very unlikely
even compared with the probability of a single error. Let
us demand that the probability of a double error,
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given a single error, be less than 0.01. If K = 40, how
small must _ be? The probability of another error is
(K -- 1) c(1 - E)r-2 ,_ (K -- 1)E for _ small. Hence,
0.01
_<_ = 2.56 x 10-,.
It will turn out that the maximum-likelihood procedure
for estimating /_ is to first locate the error position and
then reject the observation. We then estimate/_ from the
remaining positions in the usual manner. Thus, even if it
is suspected that two errors have occurred, the first error
position could be rejected. The procedure could then be
repeated with one less observation. Therefore, a restric-
tion on E is not so serious.
Once /L is estimated, A is estimated as the difference
between the rejected observation and the estimate of/_.
Thus, the problem reduces to estimating/_. To do this, we
develop the techniques which determine the best
procedure.
The likelihood function of the K observations y_ must
first be written down. Define a random variable w(i),
1 < i < K, to be 1 if the ith position is an error position,
and zero otherwise. Then the w_ are independent, by
assumption. Consequently, the likelihood of the observed
K-vector y = (yl,'", yK) is given by
K K
K- E w, Z w_ K
L(y;g,h)=(1--_) ,:1 ,, 1 _ 1
-_ : (2,0_
expE_I(y_--U--W_A)2f]" (1)
Since e is assumed small, we assume that at most one
error has been made. We first make a maximum-likelihood
estimate of j, the unique error position. It can be seen,
with or without reference to Eq. (1), that the maximum-
likelihood estimate of the error position j, given that
exactly one error occurred, is that j which maximizes
That is, the yj farthest away from the mean of all the yi
is found. This we is 1. The other w_ are 0, if only one error
occurred. This j in any case will be called the outlying
position.
The philosophy is to maximize the value of L in Eq. 1
under each of two assumptions: wj = 1 and we = 0. The
assumption yielding the larger likelihood is assumed
correct. If it turns out that wj = 1 is assumed, then an
outlying observation is assumed at i- If wj = 0 is as-
sumed, no outliers are assumed to have occurred.
The index j as candidate for error position having been
determined, the log likelihood, if an error was indeed
made at j, is given by log L_, where
log L1 = (K- 1) log(1 - E) + log _ - K log (2,r)_ - K log a
1 _ 1 (yj- p. -- A) 2. (2)
_=1
And ff there were no error, the log likelihood log L2
becomes
log L2 = K log(1-_) -- Klog (2rr) _ - Klog 0.
K
_ 1 Z: (y, -
0"2 _=1
(3)
The object is now to maximize log L1 by choice of g and A,
and to maximize log L2 by choice of/z. Whichever maxi-
mization gives the larger maximum determines the final
maximum-likelihood estimator of/_.
3. Maximizing the Two Likelihoods
We first maximize log L_, the likelihood of the K obser-
vations under the assumption that j, the outlying position,
was in fact an error position. In Eq. (2) there are two
parameters /z and A. To maximize, we first take partial
derivatives with respect to g and A. Thus, we need
OlogL__ 1 _-_ A
_ _: /_., (Y, - t,) - --" (4)
i=1 0"2 '
log Lx 1 -- a) (5)
_a - 0.2 (YJ-_ •
Let us denote the solutions of
log L_ _ _ log Li
-0
by g_ and A,, the maximum-likelihood estimators of/_ and
A given that an error really did occur at the outlying
position j. From Eq. (5), we have
a_ = yj - _. (6)
Using Eq. (6), Eq. (4) yields
K
(y, - = -
i=1
(7)
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But Eq. (7) can be written
1
1Ey,. (8)
That is, if an error really occurred at h the maximum-
likelihood estimate of t_ is obtained by rejecting the
outlying observation and then estimating _ in the usual
way with the remaining K - 1 observations. We have
therefore proved" one of the results described in part 3.
Now let us maximize L2, the likelihood under the
assumption that no errors occurred. This is then the
standard problem of estimating the mean of a normal
distribution, and as usual
1
,2 -- E Y, (9)
all i
4. The Final Maximum-Likelihood Estimator
The next step is to substitute the conditional maximum-
likelihood estimators into Eqs. (2) and (3), and decide
which maximum is the larger. If L1 is larger, assume
that an error occurred at J; if L2 is larger, no error
occurred. The final maximum-likelihood estimator _ of
is then either _x or t*2, depending upon whether L_ or L2
turns out larger. We actually base our decision on the
sign of log L_ - log L2 when _1, ±x, are substituted for
_, A in L1, and _2 substituted for _ in L2. The resulting
difference is called A.
Using Eqs. (6), (8), and (9), we find, after the con-
venient location change making _2 = 0,
A = log_ - log(1 - c) +
K
K -- 1 21 z"
(lO)
Eq. (10) is the equation for A, where if A > 0, assume
an error occurred and use g_, and if A < 0, assume that
an error did not occur and use t*2. Recall that in Eq. (10),
h"
Yi is defined as 0, however.
i-1
5. Criterion
Eq. (10) finally allows us to obtain the maximum-
likelihood estimator of g. We sum up the results of the
preceding sections in the following criterion; 0 is de-
i x
fined as -_-_ y_.
i 1"=
First find the i that maximizes [yj - _ [. Estimate t_
as the mean of all K observations if
(yj- 0)2 < {_-g--_} 2_r2log (_--_). (11)
On the other hand, if
(yj- y)2 > {-_} 2_2 log (_--_), (12)
reject the j t_ observation from the data. Then estimate
as the mean of the remaining K - 1 observations.
What the criterion says is that if [yj - -gl is too large
in comparison with _, the jth observation should be ig-
nored. This is certainly a reasonable criterion and, in
fact, one which many people use on intuitive grounds.
The point of this article is that the definition of "too
large" can be made quite precise from a reasonable
model of the situation.
Let p be the ratio of I YJ - Y l to the known _, above
which ratio rejection occurs. We have proved that
(13)
A good feature of Eq. (13) is that p does not depend
very much on _, since the dependence is as (log 1/_) w
for • small. Thus, only approximate knowledge of •
allows outliers to be rejected. Assuming E -- 2 )< 10-'
and K --- 40, one has p = 4.08. This can be called a
"4g" criterion. The probability that a given observation
in the absence of an error is more than 41 away from
the mean is 3.2 )4 10-L The rigorous maximum-likelihood
criterion in this case turns out to reject fewer outliers
than intuitive criteria, which often are "31" criteria. But
of course all this depends upon how small • is assumed
to be a priori.
B. Identification of Finite State
Machines
E. C. Posner
This article introduces an area of study ultimately
motivated by the problem of fault identification in dig-
ital machines, one of the main problems facing the DSN
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in digital control and communication. It is proved that
given a finite class of convivial irredundant nonisomor-
phic binary machines in an unknown state, there is an
input sequence of finite length such that the output
sequence uniquely determines the machine and the final
state. The results are applied to the problem of identifying
miswiring in ranging coders.
1. Introduction
We begin with a brief summary of definitions used in
the theory of finite state machines. A finite state machine
M is defined as an ordered five-tuple M = (K, A, B, _, 8)
having the following properties:
(1) K is a finite set, called the state space.
(2) A is a finite set, called the input alphabet.
(3) B is a finite set, called the output alphabet (A and
B can be the same set).
(4) _ is a function from A )< K-, B, called the output
function.
(5) _ is a function from A X K-_ K, called the next-
state function.
What all this means is that the machine accepts inputs,
and produces an output and a next state depending only
on the input and the present state. Two special defini-
tions needed for convenience to rule out pathological
counterexamples are the following:
Definition: A finite state machine M is said to be
convivial if and only if for every pair of states K1 and
Ks in K, there is a sequence of inputs {ai, 1_<i_< n (K1, K2) }
such that if the machine is in state K1 at time 0, it is in
state K2 at time n.
The point of the above definition is that the all states
communicate with each other by suitable inputs. Note
that although "time" is not explicitly called out in the defi-
nition of a finite state machine, it is implicit in the
definition. We envision an input sequence al, a2, "" ", aN,
and call the time before a_ "arrives" time zero. The out-
puts bl, b_, "., bn are then time sequenced in a similar
way.
A second definition needed is that of irredundancy.
Definition. A finite state machine M is called irredun-
dant if and only ff given two different states K_ and K2
of K, there is an input sequence {a_, l<_i<_n} for M
such that the output sequences {bi, l<_i<n} are differ-
ent for K_ and Kz.
The meaning of this definition is just that if two states
always give the same output sequence for every input
sequence, they are the same state. Without such a defi-
nition, there would be no hope of ever identifying the
state a machine is in.
We also need to define an isomorphism between two
machines.
Definition. Two finite-state machines M_ and M2 are
called isomorphic if and only if there are one-one corre-
spondences f: Ktl"--_ Kt_o), Kt_), K,, the respective state
spaces, g: A(I--_ A(._,) Atx), A(z), the respective input
alphabets, and h: Bt_--_)Bt._), Btl), B(z), the respective out-
put alphabets, such that, ff/,(_), /*t_) are the respective
output functions, and _tl), 8t2) the respective next-state
functions, then
8(x) = h -1. 8(_)" (g × f); (1)
,,1, = f-a.,(z). (h × f). (2)
The meaning of this definition is simply that two
machines are isomorphic if they behave the same under
relabelling of alphabets and states. The triple f, g, h, is
called the isomorphism. In case A(1) = A(2), B(1) =
B(2,, we define a stronger concept (fewer things isomor-
phic) called state isomorphic. The definition of state
isomorphism is the same as isomorphism, except that g
and h are to be the identity mapping. We then call the
mapping f: Ktx--_ K(z) the isomorphism. We remark that
irredundancy can also be defined in terms of state
isomorphisms.
In this note, we are concerned with binary machines.
A binary machine is one in which A and B have two
elements. We then identify A and B with the set {0, 1}.
It can be shown that there is no loss of generality in
considering only binary machines, since fictitious states
can be invented in M. Details are left to the reader. A
good general background in this subject is Moore's re-
cent book (Ref. 1).
2. Main Theorem
In this section, we present a theorem on the identifica-
tion of binary irredundant convivial finite state machines.
The result is not deep, but finding the best bounds for
length of input sequence necessary for special classes of
finite state machines is highly nontrivial.
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Theorem. Let F be a known finite class of binary irre-
dundant convivial finite state machines M1, M2, "" ", Mr
initially in states _.K(1)0,K0c2), • •., K0_r_, respectively. Let no
two machines in F be state isomorphic. Then there exists
a positive integer n -- n(F) and an input sequence a =
{a, l<_i<_n} such that, by observing the output se-
quence fl = {bi, l<_i<n}, a machine known to be in F
can be identified, together with its final state at time n.
Proof. We first produce an integer n and an input se-
quence of length n with the property that the output
sequences of length n corresponding to every machine in
F (in any possible initial state) are all different. One then
observes the output of length n and looks up in a pre-
pared table the unique machine that can produce such
an output sequence of length n. The construction will
be such that the state of the machine found at time n
can be determined.
A difficulty in practice, in addition to finding the input
sequence with this property, is to find a good way of
going from output sequence to unknown machine. Thus,
this proof is essentially nonconstructive (although not in
a strict metamathematical sense), and the work necessary
to find these inputs and correspondences may prove to
be very difficult.
To produce such an input sequence, we reason as fol-
lows. List all the ordered pairs of machines and F-initial
states, and call this list L --- {L1, L2, "", Lt}. By irre-
dundancy and by the fact that no two machines in F
are state isomorphic, every two elements of L can be
distinguished by a sufficiently long input sequence. Let
al, of length nl, be an input sequence which distinguishes
L_ from Lz. That is, the output under the hypothesis
that the original machine-state pair is L, is different from
the output under the Lz assumption.
Of course the output after the sequence al of length
n_ is inputted may not be a possible output under either
L1 or L_, but in any case, at least one Li is ruled out.
Furthermore, the input sequence a_ causes a known
transformation (not necessarily one-to-one or onto) of the
list L, so that after al we are confronted with a new
shorter list L'.
We must prove that no two machine states of L'
coming from different machines can yield the same out-
put for every input. But this possibility is readily ruled
out by conviviality and the fact that no two machines
of F are state-isomorphic. Thus, the identity of the orig-
inal machine does not get lost in this reduction process.
Continuing in this way, we arrive with longer and
longer input sequences at a list L* consisting of a unique
machine-state pair. This proves the theorem.
We remark that in general it can be shown to be
impossible to identify the original state of the machine
that has been found. But by conviviality, the found ma-
chine can now be put into any state desired by a known
input sequence. And for special classes F of machines,
even the original state can be identified (for example, if
the class consists solely of binary linear shift registers).
3. Application to Shift Registers
We now apply the main theorem to special classes F,
getting constructive input sequences and constructive
mappings of output sequences to machine-state pairs.
In particular, let F consist solely of linear shift reg-
isters (Ref. 2). The output sequence fl is given by a =
p(D)fl, where p(D) is the shift register polynomial with
mod-2 coefficients in the difference operator D. For ex-
ample, in Fig. 1, n -- 7, p(D) --- D r O D'_ O D3 O 1 and
ak = bk O bk-2 O bk-4 _ b_7. That is, bk = ak O
bk-.., 0 bk-, 0 bk-7, k>_O (b ,, b ._, ..., b_7 are the initial
condition of the register). Linear shift registers form the
heart of the JPL ranging systems (Ref. 3).
As a finite state machine, a shift register has 2" states,
corresponding to the 2" n-tuples of 0 and 1. The output
and next-state functions are readily defineable from p(D).
For classes of linear shift registers, one readily also verifies
conviviality, irredundancy, and non-state isomorphism.
Furthermore, two linear shift registers are state-isomor-
phic if and only if their association polynomials are the
same. The theorem of the preceding section then applies,
showing that given a finite family of linear shift registers,
one can identify which register it is by observing the
output of a fixed finite input sequence. In fact, the
initial state can even be identified, since one can prove
that no input causes two distinct states to collapse into
one state.
Consider the following application: suppose a shift
register p(D) is to be wired up. It is discovered that one
stage (or flip-flop) has not been wired in. Find out where
to wire it.
We must first find the class F. Each register in F has
n- 1 instead of n stages, and there are as many ma-
chines in F as there are runs of O's in l's in the ordered
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set of coefficients of p(D) 0 D". (A run in a sequence
is a maximal consecutive set of the same symbol). For,
removing a stage from a run yields the same polynomial
as removing any other stage from the same run; con-
versely, different runs yield different polynomials. For
example, if p(D) = D r f_ D _ O D3 O 1, then F has 6
elements, corresponding to the 6 polynomials in Table 1.
Table 1. The Class F
D 6 f_ D _
D6 O D 3
D ° (_ D 4
D ° (_ D 4
DO O D 4
D° O D 4
I D D3 • 1 I
_]_ D3 0 1 I
@ i
0 D 2 _ 1 I
• DZ
i
The polynomials were obtained by deleting the seven
stages one at a time starting from the left in Fig. 1;
there are exactly one run of length 2 and five runs of
length 1. The last register D 6 (_ D _ (_ D 2 does not have
a D o term and is really a 4-stage register D 4 (_ D 2 O 1,
but this does not affect the argument.
Now let us find a sequence which uniquely identifies
which linear shift register in a finite class F we have.
First we claim we can set the unknown register to the
all zero state by a suitable input sequence. For, since
the registers are known, their periods are known for
every initial condition. Details are left to the reader.
So let all the elements of F be known to be the zero
initial condition. For convenience, let us assume that all
lengths of the registers in F are equal (the case in the
application of miswiring); the argument works in gen-
eral, however. Then input the sequence 100 .-- 0, and
notice how long it takes for a i to appear at the output;
stop the sequence of O's at this point. This gives the first
nonzero term after the D" term in p(D). Then follow
this sequence with another 10 .-- 0. The output at each
INPUT
I
I
OUTPUT
r
' =',I
n STAGES
I I.I I Il
' 1_ W
Fig. 1. Linear shift register
time is 0 or 1 in a known way depending on whether the
original 1 that was entered has "met" the second nonzero
summand of p(D) beyond D _. Continuing in this way,
the entire polynomial is identified with a very short input
sequence, much shorter than that given by the general
theorem. Furthermore, the correspondence between out-
puts and machines is natural in this case, but not in the
general case.
For example, suppose the register p(D) -- D _ G D G
1 has been miswired, resulting in an F of 2 elements:
D _ (_ D f_ 1 and D 2 O 1. Assuming the initial condition
00 in the register, input a 1. If the output is a zero, the
machine is D 2 O 1; if the output is a 1, the machine is
D 2 (_ D G 1. (The verification is left to the reader.)
Thus, an input sequence of length 1 works here!
Better and more specific results on fault identification
of digital machines would be extremely useful in main-
taining a low down time for the digital equipment in
the DSN.
C. An Improved Decoding
Procedure for Binary
Bose-Chaudhuri Codes
E. Berlekamp 1
This article presents a way of cutting down the com-
putational time necessary to decode a Bose-Chaudhuri
code over the two-symbol alphabet. The solution of
Newton's identities over a field of characteristic two is
the key step in decoding these codes in all decoding
procedures. This article introduces a simple transforma-
tion of variables which halves the size of the resulting
matrix which must be inverted. This transformation can
increase the decoder's speed by almost a factor of eight
and decrease the decoder's storage requirements by
almost a factor of four.
I. Introduction
In order to decode a linear binary code one considers
the set of all error patterns which have the same syn-
drome (pattern of parity check failures) as the received
syndrome. From that set one chooses an error pattern
1University of California, Berkeley.
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which has the fewest errors. A solution to this problem
is a set of error-location numbers fl_. Bose-Chaudhuri
(Refs. 4 and 5) have suggested that if the block length
n is one less than a power of 2 then the positions of the
code (and hence the error-location numbers) may be
taken as the nonzero elements of a finite field GF(n + 1)
= GF(2k). Bose-Chaudhuri have demonstrated methods
of choosing a parity check matrix for the code so that
the syndrome of the received sequence may be inter-
preted as the first t odd power-sum symmetric functions,
Sj = _] fl_ ;i = 1,3,-..,2t - 1.
The decoding problems for Bose-Chaudhuri codes con-
sists of finding the fl_, given S j, j -- 1, 3, -", 2t - 1
[and implicitly given Sj for i = 2, 4, ... 2t since Szi
= S_ in GF(2k)]. One form of a solution to the decoding
problem is the polynomial 7r (x - fli) = _ _e-_ x. Chien
i i=O
(Ref. 6) has recently demonstrated an elegant, easily
instrumented method for finding all the roots in GF(2 k)
of any polynomial _(x), but the computation of the a's
from the S's remains a difficult task.
Let t be the number of errors which the code is de-
signed to correct• (Combinatorial arguments reveal that
in many cases the code must be capable of correcting
substantially more errors than is guaranteed by this
lower bound, but, unfortunately, no practical means of
decoding any of the correctible error patterns containing
more than t errors is yet known•) If there are no more
than t errors, then for j > t, _j = 0, and for i -< t, the
relations between the a's and S's are given by Newton's
Identities (Ref. 7):
"-$1 1 0 0"..0-
$3 $1 $1 1 ""
$2t-3
S2t-i $2t-2
B _
1
o" I
ors
O" t
= 0 (1)
The determinant of the t )< t submatrix consisting of
the last t columns of the above matrix is conventionally
denoted by Mt. If Mt =_ O, then the t in Eqs. (1) are
independent; if Mt -- 0, they are dependent•
One method of computing the determinant Mt is to
triangularize the matrix in Eqs. (1), using a computer
with galois field arithmetic units. This process requires
about ts/3 galois field operations, and about t _-words of
memory to store the matrix while it is being triangu-
larized.
If Mt _= 0, the decoder might complete the process of
solving Eqs. (1) for the cr's and then find the error loca-
tion numbers by the methods of Chien (Ref. 6). If M -- 0,
the decoder might assume that _rt = crt÷1 -- 0, and
then attempt to solve a system of t - 1 equations for
a_, i --- 1, 2, -.- t - 1. Various embellishments in this
procedure have been proposed by Chien, Massey, and
Solomon (Refs. 6, 8 and 9). By various clever methods,
these recent schemes enable the decoder to compute the
error location numbers without ever actually finding the
_'s. However, all known decoding schemes still require
calculations of Mt. Unless t is very small, this calculation
remains the most difficult step in the decoding procedure•
Since our transformation halves the size of this crucial
determinant, it can be profitably incorporated into any
of the decoding schemes that have been suggested. For
some schemes, such as those suggested by Forney (Ref.
10) for decoding when both erasures and errors are
present, the inclusion of our transformation may how-
ever necessitate substantial changes in the decoding
procedure•
2. The Transformation
Suppose we introduce some new variables Rk by con-
volving the sequence Sk with some sequence Ak. Let
Rk = _] Aj Sk-2j, where Ao = So = 1;
f
A__ = S__ =0fori>0 (2)
Then if we add to each Eq. (1) A, times the previous
equation, A2 times the equation before that, ..., we trans-
form (1) into
"--R1 1 0 0
R3 R_ R_ 1
R2t-1 R2t-2
"'" O--
= o (3)
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More succinctly, _ R2_-:-1 o.j = 0 for i = 1, 2, "-, t. (4)
t
Notice that this transformation is readily invertible:
k
Sk = Rk + _ As Sk-ss. (5)
S=l
We now choose the A s in such a way that Rsi = 0 for
all i _¢=0. This is readily accomplished by setting
'_ i-I
0 --- _] A s S2.-j, or A, = _ Ai Ss.-_,. (6)
j=o j=o
Given the initial condition that Ao = 1, Eq. (6) defines
the rest of the Ai recursively.
With Rs, = 0, Eq. (3) can be separated into two sys-
tems of equations. The last It/2] + 1 Eqs. from (3)
becomes Eqs. (7); the first t - [t/2] Eqs. becomes
Eqs. (8).
Rs t-5
Rzt-3 Rst-5
Rst-1 Rst-3 Ret-:
1
O"2
0" 4
o" 2
=0; (7)
O.1
O" 3
o'5
R_
R5
R2 t-1
0 0
R1 0
R3 R1
O-- --1 --
0 as
O"4
(8)
The upper right corner element in the matrix of Eqs. (7)
is R1 ff t is even or R3 if t is odd.
Once Eqs. (7) are solved for the even numbered o.i,
then Eqs. (8) give the odd numbered O"idirectly. Thus we
have reduced the problem of solving Eqs. (1) to the
problem of solving Eqs. (7). The number of galois field
operations involved in the transformation (Eqs. 2) and
in completing the solution (Eqs. 8) grows only as the
square of t, while the number of operations involved
in the solution of Eqs. (1) or (7) is proportional to the
cube of the number of equations. By reducing this
number by a factor of two, we reduce the number of
operations by a factor of eight. The extra storage required
by Eqs. (2) and (8) is linear in t, while the storage space
required to solve Eqs. (1) or (7) is quadratic in t, so our
transformation reduces the storage requirements by a
factor of four.
The determinant of the [t/2] X [t/2] submatrix con-
sisting of the last [t/2] columns of the matrix in Eqs. (7)
is denoted by Nt. Notice that N, = Mr. Thus, decoding
schemes based on repeated evaluations of Mt can profit-
ably employ our transformation.
The steps of our transformation may be summarized
as follows:
Given $1, $3, "'" S2t-_:
(1) Compute S=, $4, "'" Sst from Szi = S_:
(2) Compute A_, As,'" Att/2] from Eq. (6):
(3) Compute R_, R3"'" R2t-_ from Eq. (2).
Thanks to the following lemma, steps (2)and (3)
require only half as much work as it might appear.
Lemma. As_ = 0 for all I _- 0.
Proof. From (6), for i > 0,
i-1 i-1 . 12
Set B_ = (Ai) '/2 ; Ai = B -_i"
Then B_ is defined recursively by
B__ = 0fori>0;
Bo = 1;
i-1 i-1
B_ = _ BkS_-_ = S_ + _., BkS_-_.
k=O k=l
(lO)
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Substituting Eq. (10) into itself gives
k=l k j=o
But
So
B, = s, + X E B_s_j s,__, (11)
o_j<_=_i-i
i-2 _ -1
B_ = S_ + 2_ Bj _]_ S__jS,k .
j:o k:j+l
_ Sk-jSi-_ = _0ifi_/mod2,
_=j+l )S(2._L) if/- imod2 .
{-2
B,=s,+ Z B,j_i mod 2
I-I
B._, -- S21 + _ B2j S__j .
j=o
Iterating gives
B0= 1
B2 = $2 + S_ =0,
B, = S, + S_ + 0.S-_I=0.
(12)
(13)
By induction, if B2K = 0 for all 0<K<I, then
Bz_ = Szl + S_ -- 0, which completes the proof.
The computation of the odd-numbered Ai might be
based on Eqs. (9) and (13) instead of Eq. (6). For small t,
one has
Bo= 1
nl = St
B3 = $3 + B1S.., = S:_ + S1S2
(14)
B,., = S_ + B1S4 + B_S2 = $5 + S_S_
R0=l
R1 = Sa
R_ = S_ + S_ S1
R5 = $5 + S_$3
a, = s, + s_ so + (s_ + s_ s_)s,
r_o= s_ + s_ s, + (s_ + s_ s_)s_
(15)
Since Eqs. (7) and (8) are equivalent to Newton's iden-
tities [Eqs. (1)], there is no need to retain the S's and the
A's once the R's have been computed.
If the S's were desired for some other purpose, they
could be recovered from the R's. For from Eq. (2),
2i-1
S2i+_ = R_i+_ +_-']_ Ak S2i+_-_, (16)
k=l
which gives the S's in terms of the R's.
Eq. (6) gives A,, "- A2, in terms of S_2, S_, ..- S_i__ ;
so Eqs. (16) and (6) define the S's recursively in terms of
the R's. This shows that our transformation is invertible.
In addition to the large computational advantage, our
transformation also has certain theoretical advantages,
arising from the fact that the matrix in Eqs. (7)has
constant diagonals. Such matrices (called persymmetric
matrices) have been enumerated by rank by Daykin
(Ref. 10) and Berlekamp (Ref. 11), and from these results
it is possible to reach certain conclusions about the dis-
tribution of syndromes corresponding to correctable
error patterns having more than t errors. A few prelimi-
nary results along these lines are given by Berlekamp
(Ref. 12).
It is not yet known whether the constant diagonal
property may be exploited to reduce even further the
computation required to solve Eqs. (7) or to evaluate the
determinant N t. A somewhat similar problem for Toeplitz
matrices over the complex field has recently been solved
by Trench (Ref. 13), via an algorithm which requires
only Kt'-' multiplications to invert a t X t Toeplitz matrix.
To deal with Newton's identities over a field of charac-
teristic p, one can still convolve the Sk with a sequence
Ak to obtain another sequence Rk. In this case the se-
quence Ak is chosen so that Rp, -- 0 for all i =ee=0. The _
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for which J _-_ 1 mod p can then be expressed directly
in terms of the other _'s via equations similar to Eqs. (8)
above. To obtain the rest of the or's, one must solve a
system of Eqs. (7) above. The order of this system is
[(p-l) t/p]. For large p, this reduction is much less
substantial than in the binary case.
This decrease in decoder complexity is not directly
applicable to the teletype coding project being done by
Section 331 (see "Teletype Coding Experiment" in SPS
37-31, Vol. III, and in preceding issues, Vol. III). The
problem is that the codes to be used for teletype are not
over the 2 element field but rather over the 16 element
field. A generalization of tile result presented here to
fields of order 2 ", r > 1, would thus be very useful.
Table 2. Parameters of a mixture of two normal
distributions
Case F1 _1 F2 _2
1 0 1 1 2
2 0 I 4 3
3 0 1 5 1
4 0 1 8 0.5
5 0 1 0.5 4
6 0 I 0.5 4
P
0.2
0.3
0.05
0.4
0.35
0.015
t_l, crl, _z, or2 and p (Table 2) indicates that, despite this
handicap, estimating p using sample quantiles is feasible.
The remainder of this article is concerned with the details
and results of this investigation.
D. Estimating the Proportions in a
Mixture of Two Normal
Distributions using Quantiles
I. Eisenberger 2
If a random variable is such that with probability p
it comes from a normal distribution with density N(_,_)
and with probability 1 - p comes from a normal distri-
bution with density N(_2,-_), then the distribution of the
parent population is said to be a mixture of two normal
distributions with proportions p and I - p. For example,
particles may be coming from two sources with different
energy spectra. This article is concerned with the prob-
lem of estimating p using a small number of sample
quantiles when the parameters of the normal distributions
are known and the sample size is large. The system is
usable with a quantiler for on-board data compression
in deep space probes (Ref. 14).
As is typical with the use of sample quantiles for esti-
mation and prediction (Ref. 15-17), the variances of the
estimators of p that will be given depend upon the-order
of the quantiles chosen. An additional complication,
however, is that for this type of quantile estimator the
variances also depend upon the unknown value of p; and
thus one cannot specify a priori which quantiles will
give optimum results for given values of the parameters
of the two normal distributions. Nevertheless, an investi-
gation of six cases involving six different sets of values
ZThe author acknowledges the assistance of Thomas Wales, Section
817, in doing some of the computations.
1. Review of Quantiles
To define a quantile, consider n independent sample
values x_, x2, "" ", x, taken from a distribution of a con-
tinuous type with distribution function H(x) and density
function h(x). The s th quantile, or the quantile of order s
of the distribution or population, denoted by ¢8, is defined
as the root of the equation G(_) -- s; that is,
s = d H(x) ---- h(x) dx.
The corresponding sample quantile z8 is defined as fol-
lows: If the sample values are arranged in nondecreasing
order of magnitude
x(1)_ x(z) _ •.._X(n )
then x_il is called the i th order statistic and
Zs ---- X[(ns)+a]
where [t] denotes the greatest integer _ t.
If h(x) is differentiable in some neighborhood of each
quantile value considered, it has been shown (Ref. 18)
that the joint distribution of any number of quantiles is
asymptotically normal as n---_ _ and that, asymptotically
E(zs) = ¢8
s(1-s)
Var (zs) - nh"(_8)
sz(1-sl)
where px2 is the correlation between zsx and z, 2, s_ < s2.
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Throughout the remainder of this article we will denote
by F(x) and [(x) -- F'(x) the distribution and density
function, respectively, of the standard normal distribu-
tion; that is,
F(x) -- /_ [(t)dt, where f(x) -- 1(2r )1/2 e -'_ _
Thus, the density function g(x) of a mixture of two
normal distributions is given by
g(x)- 1(2P)_ exp I- 1A(-L-_I)_ I
,p exp[- Cx+ ,,_(_)"_ \ ,,5 /
: _ [(x__z__p_£1 +1 -__..____pf(x - l_21 ' __ (1)
(rl \ _x / _ \ _ /
and the population quantile _ of order s is defined by
[ ,,x+ 2(2ar)v " exp -- 2\ _2 ] dx
=pF(_l _1) +(1--p) F\ _"/(_--/'_/" (2)
Since we are assuming a large sample size, the asymptotic
distribution of the sample quantiles will also be assumed.
2. The Maximum-Likelihood Estimate of p
In order to compare the results obtained by estimating
p using quantiles with the best estimate using all the
sample values, the maximum-likelihood estimate of p
will be derived, along with the asymptotic distribution
of this estimate. The maximum-likelihood estimate of p
is obtained by setting equal to zero the derivative with
respect to p of the logarithm of the likelihood function
and solving the resulting equation for p. Accordingly,
one has
L(Xl, X_,...,x,;p) = _ f
= \ _i /
+ (1-p)/\,_ ,_= /_!
(3)
_lnL
_p
Xi -- 1_2 If(x,- .,__l-f --
\ _ / \ _ /
- ..
=0.
The maximum-likelihood estimate of p is the value of p
which satisfies (3) if this value is between zero and one.
If the value is negative, the estimate is zero; and, if the
value is greater than one, the estimate is one. Now,
neglecting these end effects, maximum-likelihood theory
informs us that, for large samples, the distribution of the
maximum-likelihood estimate of p is approximately nor-
mal with mean equal to p and variance given by
Var (pL) = n
1
- E
n \ a, , (1--p)_(x__y_____/ IP
\ ,rl I cr_ \ ,r2 II
=n P \ _' / _ \ "_ / /
(4)
3. Estimating p Using Quantiles
In (2), for a fixed value of s, _ is defined uniquely. This
relationship provides a simple estimator for p using one
quantile, which is obtained as follows. Replace ¢ in (2)
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by the corresponding sample quantile z of order s and
solve for p. Thus, one obtains
s- F (z-g__..__.22_
^ \ ,_2 /Pl = (5)
F _ (z -
\ ,_1 I \ ,r2 I
which is easily computed from a table of the standard
normal probability function. An estimator using m quan-
tiles can be constructed as a linear combination of indi-
vidual estimators as follows
where _]a_ = 1. As in the case of the maximum likeli-
i=1
hood estimation, ff the computed value of _1 from^(5)
^
or p from (6) is either negative or greater than one, p is
taken to be zero or one, respectively.
Since the distribution of _ in either (5) or (6) is ex-
tremely difficult to determine, let us tentatively make the
following two assumptions, again neglecting end effects.
(1) A good approximation for E(9) and E(91) can be
had by substituting E(z_) = _ for z_ in (5) and
A ^(6), obtaining E(p) _ p and E(pl) __ p.
(2) A good approximation for Var(pl) is given by
A
Var(_l) = (_2_) ' Var(z) (7)
and a good approximation Var(9) is given by
r¢_ m
Var(_) = EEaia, sP'sPJ
_:_ J:l _ _ _ _J _r. (8)
where
P_ - _ _ Iz_ =
_ _ z_ I
and au denotes the covariance of z_ and zj.
As noted previously, if some knowledge of the actual
value of p is not available, the orders of the quantiles
which minimize the variance of _ using quantiles cannot
be determined. It is of value, nevertheless, to compare
the variances of the optimum estimators of p using a
small number of quantiles with the variance of the
maximum-likelihood estimator. This information pro-
vides a measure of the relative reliability of the best
possible quantile estimators when compared with the
best estimator using all the sample values. A computer
study was therefore made, for each of the cases given in
Table 2, to determine the order of the single quantile
which minimizes the variance of _ as given by (7),
and the order of the two quantiles, as well as the values
of a and 1- a, which minimize the variance of _ as
given by (8) for m = 2. For these optimum orders, the
variances of the quantile estimators were computed. The
variance of the maximum-likelihood estimator as given
by (4) was also computed. The results are shown in
Table 3. Assuming the validity of the assumption that
(5) and (6) are good approximations for the variance of
the quantile estimators, it can be seen that in Cases
1- 4 the variances of the optimum quantile estimators
compare very favorably with those of the maximum-
likelihood estimators. And even for Cases 5 and 6 the
variances of the quantile estimators, although signifi-
cantly larger than those of the maximum-likelihood esti-
mators, are sufficiently small so that estimates of p based
on one and two sample quantiles are still meaningful.
Another purpose of the computer study was to test
the two assumptions made with respect to the E(_) and
Var(_) of the quantile estimators. For each case in Table
2, 100 sets of samples each containing 500 sample values
were generated from the corresponding distribution. For
each set the optimum sample quantiles were chosen for
the one^quantile and two quantile estimators. Then pL,
_x and p were computed. Thus, for each case this pro-
cedure gave 100 sample values of _L, _ and _. The
sample means, denoted by pL, px and _, respectively,
and the sample variances were computed for each set of
these 100 sample values and are given in Table 4.
By comparing _ and _ with the actual value of p in
each case, it can be seen that the assumption that the
quantile estimators of p are approximately unbiased
cannot be rejected. In addition, by comparing the sam-
ple variances of the quantile estimators in Table 4 with
the theoretical variances of the estimators as computed
from (7) and (S) and given in Table 3, it is also evident
that these expressions provide good approximations for
A
Var(_l) and Var(p), respectively.
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Table3. Optimumordersfor estimatorsofp using one and two quantiles and
minimum variances
n=500
Case
One quantile Two quantile M.L.
Opt. s Vaz (_1) Opt. sl Opt. s2 Opt. a Var (9) Var (pL)
I 0.6411
2 0.4281
3 0.0496
4 0.4000
5 0.7613
6 0.6344
0.003949
0.0009122
0.00009991
0.0004800 a
0.003308
0.004101
0.5692
0.3811
0.0482
0.3800 a
0.7358
0.6144
0.7178
0.4706
0.0511
0.4200 a
0.7884
0.6700
0.4961
0.5026
0.4989
0.4154 a
0.5055
0.5499
0.003643
0.0008726
0.00009919
0.0004761 a
0.003193
0.003985
0.002705
0.0008110
0.00009877
0.0004800 a
0.001291
0.001078
Due to numerical difficulties, the optimality of these results is uncertain.
Table 4. Sample means and variances of the maximum-likelihood estimator
and quantile estimators of p, for 100 sample values
n=500
Case p
I 0.20
2 0.30
3 0.05
4 0.40
5 0.35
6 0.015
0.1993
0.3017
0.0500
0.4000
0.3468
0.0132
0.2058
0.2992
0.0508
0.4005
0.3555
0.0198
0.2116
0.3017
0.0496
0.4016
0.3598
0.0221
M.L.
0.002498
0.0007097
0.0001019
0.0003712
0.001114
0.0007945
Sample Var (_)
1 quant.
0.004040
0.0009193
0.0001411
0.0003637
0.003032
0.003698
2 quant
0.003602
0.0008673
0.0001364
0.0004781
0.002972
0.003776
The end effects mentioned previously, and which have
been neglected in our analyses, are negligible unless p
is very close to zero or one, as in Case 6. Of the six
cases considered, only in Case 6 were any of the esti-
mates of p negative. In fact, about a third of each set of
A ^
100 estimates pL, pl and _ were negative for this case.
Since the end effects were not taken into account in the
theoretical expressions for the expected values and vari-
ances of the estimators, the negative estimates were not
corrected to zero in computing the sample means and
variances. Corrections for end effects, when they are
significant, would result in a larger sample mean for p
close to zero, a smaller sample mean when p is close to
one, and smaller sample variances. To this extent, then,
the theoretical expected values of the estimators, as given
previously, are biased; and the approximations to the
variances, as given by (4), (7) and (8), are not entirely
valid. Corrections to take into account these end effects
can be made but will be omitted.
Although it should be evident from our theoretical and
empirical results that optimum one and two quantile
estimators of p give meaningful results when compared
with maximum-likelihood estimators, the question still
remains as to what procedure to adopt when p is en-
tirely unknown and one wishes to estimate p optimally,
in some sense, using quantiles. Unfortunately, in the one
and two quantile cases, a poor choice of quantiles can
have a drastic effect on the variance of the estimators.
For example, in Case 1 if one uses the sample quantile
of order 0.2 instead of the optimum one of order 0.6411,
Var (_) increases by a factor of about 58, from 0.00395
to 0.9-2982. In the two quantile case, since neither s_ nor
s_ differs much from s and they are approximately sym-
metric about s, a poor choice can also increase the vari-
ance of the estimator by a large factor. Moreover,
increasing the number of quantiles does not automati-
cally guarantee better results. A poor choice of four, six
or even more quantiles can result in a larger variance
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than would be obtained from the use of a single optimum
quantile. Thus, if the primary goal is the determination
of the orders of the m quantiles which will provide the
"best" estimates according to some reasonable criterion
such as minimizing the variance when p is entirely un-
known, a methodical investigation of a function with five
parameters is essential. And this can indeed be a for-
midable task.
If, on the other hand, one considers this problem from
the viewpoint of data compression of space telemetry,
one sees that it is intimately related to the overall prob-
lem of using sample quantiles effectively (but no longer
necessarily optimally) for statistical estimation and pre-
diction in connection with space experiments. In this
context, one possible solution of the problem considered
here is already at hand. It remains to be seen whether
this proposed solution is a satisfactory one.
quantiles. Unbiased estimators of both t* and a using
these suboptimum quantiles were then constructed. The
same compromise was used in the various tests of hy-
potheses described in Ref. 15-17 for k -- 4, (k denotes
the number of quantiles used). This compromise is pro-
posed for estimating p, and the discussion will be
restricted to k -- 4, b = 1.
For b = 1 and k -- 4, the orders of the suboptimum
quantiles are as follows:
sl = 0.0668 s2 -- 0.2912
s3 = 0.7088 s4 -- 0.9332
Using four quantiles the estimator of p is given by
The investigation into the use of sample quantiles in
statistical procedures was initiated because of a desire
to achieve a significant amount of data compression of ^
space telemetry. Optimum unbiased estimators of the P_--
mean tz and standard deviation a of a normal distribu-
tion were first constructed using up to 10 pairs of
symmetric quantiles. These are described in Ref. 15.
Since for the use of this system in space experiments the
order of the quantiles would be specified in advance,
and the optimum quantiles for estimating _ are not
optimum for estimating a, a compromise had to be made.
The orders of the symmetric quantiles which minimized
the linear combination Var(_) + b Var(_) were deter-
mined for b = 1, 2, 3 and are designated as suboptimum where
pi, where
-=
\ _ I
(z,- _ ,i=1,2,3,4
Again neglecting end effects, the Var(_) is approximated
by
Var(_) -----1 _-_ _-_ _ _' _ _- [Var(z/)] _
,=_,=,_¢, at, p'_ [Var(z,)]
(9)
ap_ \ '_ /L- - L--',"' / ,, ,,= /j \ ,,_ /jL,,, t^ "= \ _, I _= \ _, /J
a ,_
var(z,) =
and
[,,("
\---g;--, ) ,, ,,, /j
s_ (1 -- s_)
Is, (i -- ",)l" ,i < ip"= T,(I T,)j
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Table 5. Comparison of Var(p) and Var(p)
n ----500
Case Var (_)
0.006979
0.003321
0.002651
0.001773
0.002551
0.003192
Var (_)
0.003643
0.0008726
0.00009919
0.0004761
0.003193
0.003985
Var (_)
Var
1.92
3.81
26.74
3.72
0.80
0.80
Using (9) the variances oi the estimators using subopti-
mum quantiles were computed for the six cases and
are given in Table 5. Var(_) is also shown again for
comparison.
As might be expected, the results for the six cases
vary. However, only for Case 3 is the result quite poor,
quantitatively speaking, and this is due to the fact that
opt. s = 0.0496 is smaller than all four of the orders of
the suboptimum quantiles. Nevertheless, even for this
case, since the standard deviation of _ is 0.0515, there is
considerable probability that a given p will at least pro-
vide a basis for the qualitative conclusion that p is small.
It should also be noted that Var(_), in common with
A A
Var(p), Var(_l) and Var(p2), is inversely proportional to
n. Thus, for sufficiently large n, even in Case 3 the
suboptimum estimator of p will also be quantitatively
significant. And large sample sizes are not uncommon in
space experiments.
Eo Instantaneously Synchronizable
Block Code Dictionaries
J. J. Stiffler
1. Introduction
Let D(N) be a block code dictionary consisting of
N-symbol words defined over an r-symbol alphabet. The
code is said to be instantaneously synchronizable if the
knowledge of any consecutive 2N-1 symbols in a se-
quence of code words is sufficient to determine syn-
chronization (i.e., to establish which symbol of each word
is the initial symbol). Comma-free codes (Ref. 19) are
instantaneously synchronizable as well as prefix codes
(Ref. 20). These and other constructions will be dis-
cussed, and the number of words in the dictionaries for
a given N will be compared for the various techniques.
2. Several Constructions
Comma-free codes have the property that no N-tuple
consisting of the last k symbols of one code word fol-
lowed by the first N-k symbols of another (not neces-
sarily different) word can be a code word for any k,
l<_k<_N - 1. Such code dictionaries are clearly instan-
taneously synchronizable. They have two disadvantages,
however. First, it is necessary to observe the symbols in
groups of N and to determine if they are code words or
not. This can be time consuming if N is large. Second,
the encoding and decoding procedures for comma-free
codes are generally quite complex.
The first of these disadvantages is effectively non-
existent in a more restricted class of codes: the prefix
codes. All words in a prefix code dictionary begin with
the same m-symbol prefix and are so constrained that,
regardless of the word sequence, this prefix can occur
only at the beginning of a code word. Thus, when the
m-symbol prefix is observed it may immediately be con-
cluded that the initial code word symbols have been
found.
Another construction which results in an even more
restricted class of codes, but one for which both of the
above objectives to comma-free codes are to some extent
overcome, is the following: An m-symbol prefix is re-
served as a marker or "comma" as before, but now the
constraint length is shortened from N to some smaller
integer n. The word length N is taken to be the number
of symbols separating the initial symbols of two suc-
cessive occurrences of the comma. Thus, ff the comma
is transmitted after every k th n-tuple, N ----m + kn. The
n-tuples must be so constrained that no m-tuple formed
from any concatenation of allowable n-tuples or from any
n-tuple and the comma itself can be the comma. Since
the n-tuples can be selected independently, the encoding
and decoding processes can be kept within reasonable
bounds even for large values of N.
Some special cases of this last construction are: (1)
m -- 1; one symbol must be set aside for a comma and
not used in any of the code words. There are (r-1) n pos-
sible n-tuples which may be used. The encoding is
extremely simple in this case. (2) m -- n; one n-tuple is
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used as a comma. The number of n-tuples which may be
used as code words has been determined in Ref. 21.
When n is even it is possible to use
r 1 1 )r" I r - i r "/_ + (r-1)r" (1)
such n-tuples, and when n is odd, the number becomes
r )1
1 2r- 1 1 _7_)r_)r - 1, r_ + (r (2)
(8) m = 2n; two consecutive n-tuples are used to define
the comma. If the two-n-tuples are taken to be
and
aa .......... aa
aa .......... ab
respectively, where a and b are any two of the r symbols
of the alphabet, it is evident that only one n-tuple need
be excluded from the set used to transmit data; viz the
n-tuple aa ........ a. This is apparent when it is observed
that ff the 2n-tuple
aa ..... a aa ..... ab
n-symbols n-symbols
is to be found within the data sequence, then the last
symbols of one n-tuple, followed by a second n-tuple
which is in turn followed by the first n-£ symbols of a
third n-tuple must result in this sequence of symbols. But
either l_*_n - 1, in which case the middle n-tuple
must be the prohibited aa ...... a, or else _ = 0, and this
n-tuple must occur initially. Hence, r"-1 n-tuples can be
used to form the data portion of the code words. The
encoding and decoding procedures here are nearly as
simple as those encountered when a single symbol is
used as a comma. It is only necessary to exclude the
n-tuple aa ..... a from the data sequence (and then only
when it occurs as a subword, not as an overlap of two
such subwords). When this is done, the n-tuples may be
transmitted directly.
3. Comparison of Dictionary Sizes for Large N
All instantaneously synchronizable codes clearly must
have the property that if an N-tuple is in the dictionary
then none of its cyclic permutations can be in the dic-
tionary. If an N-tuple has a periodicity less than N it is
a cyclic permutation of itself and cannot be in the dic-
tionary. Thus no instantaneously synchronizable diction-
ary can have more than
W(N,r) = 1
-_- __. _(d) r*/d (3)
a/n
words where/_(d) is the Mobius function defined as follows:
Let d = pllp22_ .... p_l be the factorization of d into prime
powers. Then
i if d = 1
t,(d) = - 1)' if 13[ 1 : _2 ...... O_ l : 1 (4)
if ai > 1 for any i
(cf Ref. 19). It is known that comma-free codes can be
constructed achieving this bound for odd lengths N.
When N is even comma-free codes containing at least
2/e rr/N words can be constructed (Ref. 22).
It is shown in Ref. 20 that the number of words
P(N, r) in a prefix dictionary is for r = 2 and asymp-
totically with N,
1 2 r 1 2 r
e N >_ P(N, 2) >/ 2 log2 e N " (5)
This result can be generalized, for arbitrary r, to estab-
lish that
1 r_ 1 r_
e N _P(N'r)_ (r--1) r_logreN " (6)
Asymptotic bounds on the number of words C(N, r)
in large comma dictionaries are also readily obtained.
When m = 1, the number of words is Ca(N, r) = (r--l) r-1
regardless of the value of n. For purposes of comparison
this may be written
(+)"N 1-
CI(N, r) = rS
r- 1 N (7)
When m = n we have, for even n,
r i 1  7ff-,
r - 1 r"/'+ (r - 1)r";_] (S)
since N = (k + 1)n. Thus,
r_ I r 1( 1 )lt¢-_CA(N,r) =77 l r - l r"/= 1 r.7=+f "_ (9)
We define a new function of N, a = a(N) by the rela-
tionship
n r "/_ = N/a. (10)
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Then,
, /C.(N,r) = _-_ 1 r--1 N 1 -- _-_]j (ii)
which for large N yields
Cn(N, r) ,---. -_ exp - a =r 1
r_Cexpt -(nl°ger+ r r N/i)lin . (12)
It is easily verified that
exp - n loge r + r - 1
monotonically increases with n for
N
(1 1 r)
r
+ _log, (13)loger< r-lnr "/2
and is a monotonically decreasing function of n other-
wise. Hence, a maximum occurs when
loger- r (l l r) r aloger. (14)r- 1 a +_log, "_ r - 1 2
Thus, for the dictionary size to be maximum
N 2 (r - 1)
rw n/2 r
and, for large n, is essentially constant. To maximize the
size of the dictionary, then, for a given constraint length
n it is required that
N -- 2(r- 1)nr ("/°--1_. (15)
Since
r '*12< nr"/2 < r"12(1+_) (16)
for suffciently large n, and for any _ > O, it follows that,
asymptotically, when N satisfies Eq. (15),
( (rN 777 r" 2(r rN2(r ----i) < < (17)
and from Eq. (12),
C, N = 2 (r- 1) nr (_/2-'_, r [. er Nz. (18)
When n is odd a similar argument establishes that
C,[N_2(r- l) _+' ] [-2(r--1)-]Zr _2r 1 nr'q-",r --_ r ['e_--- ]-).] N;" (19)
Finally, when m = 2n,
Defining
N
C2.(N,r) = (r *- 1)'Y -2
n
N (21)nr n = __
a'
we find that
C2,(N,r) ,-, _ e -_ = rN exp - + 2n loge r
The expression N/(nr) _ + 2n log_ r is minimum when
a _ 2. Further, since for sufficiently large n,
N
when N = 2nr", and for any _ > 0, it follows that
1
<r"<y
and
4 r N
C2.(N = 2nr", r)... -fi_,-_7 " (25)
It should be emphasized that these asymptotic results
[Eqs. (18), (19) and (25)] are not valid for every value of
N, but rather only when N is the proper multiple of nr".
Thus, for arbitrarily large values of N, the code dictionary
may be much smaller than rN/N z. Eq. (25) holds for
large integer values of n and Eq. (18) for large even inte-
gers n. Eq. (19), on the other hand, is valid only for
certain odd values of n, since
N -- 9<r--1) "+_...L
2r--1 nr •
must also be an integer.
In conclusion, the comma codes discussed here are
always less efficient than prefix codes and comma-free
codes, the former having, asymptotically with the word
length N, only 1/N th as many code words as the latter.
Nevertheless, the simplicity of encoding and decoding
using these codes may more than make up for the defect.
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XXV. Communications Systems Research:
Planetary Radar
A. Solar Radar Occultations
P. Reichley and D. O. Muhleman
In a recent article (Ref. 1, pp. 229-239) we studied
the effect of the solar corona on radar observations of
Venus near superior conjunction. As the radar beam
travels to and from Venus the electron plasma of the
corona in conjunction with the relative motion of Venus
creates a doppler shift and delay in range measurement.
This effect generates data for studies of the size and
nature of the corona. Our preliminary conclusion in Ref. 1
was that in the 121&-cm wavelength range, used by the
JPL radar astronomy program, this effect is measure-
able. Full understanding of it is important in precision
tracking of space probes in this region of the solar sys-
tem. This conclusion was reached using a simplified
model of the refractive index of the corona. The effect
is studied in this article using the accepted model of the
corona, based on the measured coronal electron density
profile. Circular orbits for both Earth and Venus are
assumed throughout.
1. Introduction
The accepted model of the coronal electron density
profile leads to the index of refraction of the corona
[Ref. 1, Eq. (11), p. 238] at 2888 Me
n=(r) = 1 - a (-_ + r-_) (1)
where
a = 1.4108 X 10-3 = function of frequency and
coronal properties.
/3 = 1.55
= 2.99
and r is measured in solar radii. The round-trip range
difference (relative to the straight-line range) due to
refraction is given by [Ref. 1, Eq. (19), p. 234]
80 =2 , [r=n=(r) _ b 2]w + , [rZn2(_-- b z]v,
- (r: + r_ -- %r cos0,)_ l (2)
}
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where
T$ z
r,_----
radius vector to Earth from the Sun.
radius vector to Venus from the Sun.
radius vector to point of closest approach
of the ray to the Sun.
0a -- angular separation of Earth and Venus
with respect to the Sun.
b = impact parameter of the ray given by r®, r
and 0a.
The doppler shift due to refraction is given by [Ref. 1,
Eq. (29), p. 238] since
b = dab
and
= bd(b-
where bg is the impact parameter in the absence of a
refracting medium. The doppler frequency effect of the
refraction is
- 2fo_, {b(t)Sfr(t) - c
where
rr sin (,oat) _,
[r + - '
(3)
fo = transmitter frequency
o,s = synodic angular rate of Venus
c = speed of light
and b(t) and _ost = On(t) are the impact parameter and
angular separation, respectively.
2. Solution for the Impact Parameter
To solve for the impact parameter we use the ray
equation [Ref. 1, Eq. (2), p. 231] and the locations of
Venus and Earth given by Od, r and r_,
dO b
dr - r[r'_nZ(r) -- b '_] w (4)
O(r,) = 0,, O(r.) = O ,On = O, + O.
We use an iterative scheme to find r,_, the closest approach,
which is related to b by Bouger's Theorem,
b = rmn(r,_) (5)
The scheme used is given by
(r,_)k+l = (r_ + r_ - 2r r cos Ok)v2 (rm)k (r,_)o (6)
r® r sin 0_
where
= f_® bkdr i'' bkdr
+
r_r_ sin Oa
('m)o = (,_ + t z _ 2r ncosOa) _
k = iteration number.
For the worst case, i.e., the ray approaching closest to the
Sun, 11 iterations were required for 8-place accuracy.
The idea put forward in Ref. 1 to solve for b as a function
of On by a least squares fit was discarded, due to the
double-valuedness of Oa with respect to b (Fig. 1). The
iterative scheme, Eq. (6), is, therefore, good for only
that part of the curve in Fig. 1 which corresponds to
r,_ _> 1.286 ro.
The double-valuedness of Oathen shows that the index,
Eq. (1), yields two ray paths between the Earth and Venus
for 177.81 ° < Oa <_ 179.07 °, which is almost the complete
range of interest. When 179.07 ° _< Oa <_ 180.00 Venus is
not "visible" at 22_8 Mc. This is a somewhat surprising
179.25
179.07
179.0C
¢_ 178.75
(_ 178.50
w
178.25
178.00
177.75
1.0
I
I
I
I
I
I
l
I
I
I
I
I
I
1.286 1.5 2.0 2.5
MINIMUM APPROACH rm, SOLAR RADII
Fig. 1. Minimum approach rm vs angular
separation On
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result until we consider the variational principle used to
find the ray equation. It can be shown that the variational
principle has two local minima. This follows from the
fact that we cannot imbed any single extremal in the field
of the functional
V /d°YT 1(0)= n(r) l + r 2 dr
for 177.81 ° _< 0d _< 179.07 ° [n(r) given by Eq. (1)].
This double path will apparently cause interference
patterns back at the receiver. As this problem has not
been analyzed fully, we shall report on it in a future SPS
article. We have, therefore, looked only at that part of
the curve (Fig. 1) corresponding to r,, > 1.286 to. The sets
of ray paths corresponding to this part of the curve are
minimal paths in the sense that they require less time to
traverse than their counterparts.
3. Range Delay and Doppler Shift
Using Eqs. (2), (3) and (6), we programmed the problem
for the digital computer. Since the integrals in Eqs. (2) and
(6) have singularities at the lower limits, i.e., r,,n(r,,) = b,
these singularities were removed for the numerical inte-
gration. This was accomplished in Eq. (2) by the change
of variables.
[r_n2(rm) _ b_] w
r dp = dr
i.e._
r = [n_(r,.)p _ + r_] v,
and in Eq. (6) by the change of variables
r(r2n 2 [(r_)k] - b_) w d_ = bkdr
i.e.,
rm)k
r--
cos _,
Both of these substitutions greatly simplified the numeri-
cal integration as the integrals became almost linear.
The results of the program are shown in Figs. 2 and 3.
It is hard to compare these results with the results obtained
II00 30
1050 -- 20
"_':1,. 900 _i
750 178.1
z
600
,,=,
_ 450 _N_50
I
150
0
179
I
178 177.75 177.50 177.25
178.75 178.50 178.25
ANGULAR SEPARATION Od, deg
Fig. 2. Range difference 3p vs angular
separation #a
SEE INSERT FOR
178
F-
5
d
Q
k-
W
80
70
60
50
40
50
20
10
0
179
\
178.75
ANGULAR SEPARATION Od, deg
I
_ -..__..._
-----..--..._. _
178.50 178.25 178.00
Fig. 3. Refraction doppler shift 3fr (t) VS angular
separation 0a
by the simplified index in Ref. 1, Fig. 5, p. 236, and
Fig. 6, p. 238. This is due to the fact that we have con-
sidered only the minimal set of paths. We do note that
the range difference in Ref. 1, Fig. 5, p. 236, compares
favorably with Fig. 2, at 179% although the model used
in this article causes the range difference to fall off much
faster. The doppler shift in Fig. 3 is almost double that
predicted in Ref. 1, Fig. 6, p. 238, at 179 °. Again the
index used in this article causes the effect to drop off
much faster.
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Fig. 4. Sun-Earth-ray tangent angle i vs angular
separation Od
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4. Conclusion
In Fig. 4 we have plotted 0d versus the angle i formed
between the radius vector to Earth and the tangent vector
to the ray at the Earth. Since the half-angle size of the
Sun is 0.265 °, we see that using the 210-ft antenna, soon
to be available, we can get close enough to the Sun for
measurable effects in doppler shift and range differences.
Since we have analyzed the minimal set of ray paths
only, the other set will yield larger doppler shifts and
range differences, which would contribute much more to
such an experiment. However, it is expected that absorp-
tion will be considerably greater for these secondary paths.
Effects still remaining to be studied in the problem
include polarization variations and absorption of the radar
beam due to the electron-free absorption mechanism. The
study of the latter effect will require the computation of
the opacity (absorption coefficient) along the ray path and
the subsequent numerical integration to obtain the loss
in signal strength. Investigation of the polarization effects
will require a model for the solar magnetic field. Progress
in these problems will be reported in subsequent issues
of the SPS.
Reference
1. Reichley, P., and Muhleman, D. 0., Radar Occultations, Space Program Summaries
37-29, Vol. IV, Jet Propulsion Laboratory, Pasadena.
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XXVI. Communications Systems Research:
Communication and Tracking
A. Performance of a Class of
Q-Orthogonal Signals for
Communication Over the
Gaussian Channel
J. J. Stiffler and A. J. Viterbi
1. The Signal Set and Optimal Receiver
Consider the set of QM signals:
x_' (t)(m = 1,2,-",M;q =0,1,2,'-',Q- 1)(0_t_T),
(1)
all of which have the same energy ST and whose nor-
malized inner products are
 fo"qr _ X(mO)Pro. (t) x_" (t) dt =
Examples of such signal sets are
0 for all q, r if m 4= n
2rr (q - r)
ifra = n
COS O
(2)
x_'(t)=(2S)16sin(_E_----+_-_)(O_t_T) (3a)
x_' (t) = Sm (t) sin (_ot + -_) (O _ t _ T) (3b)
where s,_ (t) is a set of M equal energy orthogonal signals
and ,oo is a high enough frequency that the integral of
the double frequency terms is negligible; or where s,_ (t)
is a set of two-level orthogonal signals each consisting
of M symbols and ,oo = 2_M/T.
Other examples are the algebraically generated poly-
phase code signals of Ref. 1.1 We shall call this class of
signals Q-orthogonal, since it is an obvious generalization
of the class of biorthogonal signals, which corresponds
to Q=2.
Clearly the bandwidth occupancy (Ref. 2, pp. 3--12) of
any signal set in this class is:
W = M/T cps, (4)
while the transmission rate in bits per second, if all sig-
nals are equiprobable, is
R = log2 (MQ)/T. (5)
The parameter normally constrained in a digital com-
munication system is the bandwidth-to-rate ratio
W M
-B = log_ M + log= Q' (6)
'Also to be presented at Symposium on Time Varying Channels,
June 5 through 9, 1965, Boulder, Colorado.
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The optimum receiver, when the signal set consists of
MQ equal energy equiprobable signals in the presence
of additive white Gaussian noise, consists of a set of cor-
relations and a comparator and decision device which
decides in favor of the signal which maximizes
T y(t) x g' (t) dt (7)
where y (t) is the received waveform during the given
interval. It is well known that the performance of the
communication system depends only on the ratio of the
energy ST to the noise (one-sided) spectral density, No
and the (MQ/2) inner products p,_.qr Thus, without loss
of generality, we may assume henceforth that the signal
set (3a) is used. Then
/o• f.y (t) x 2, (t) dt = (2S) _,_ y (t) sin -- + at
• )
----._m cos _-_ q- _,, sin 2,-rqQ
(re=l, 2,... ,M; q=0,1,2,...,Q-l) (8)
where
and
f T . 2rmtym = (2S)'/2 y (t) sm T dt (8a)
_ r 2nrmt_,, = (2S)'/_ y (t) cos ---T--- t dt (8b)
or
y (t) x_'(t) dt = y_,, + _ cos _--Q-- - tan-' ym/
(re=l,2, • • • ,M; q=0,1,2, - • • ,Q-l). (9)
Thus, it is clear that only 2M analog correlators, which
generate the quantities of Eqs. (8a) and (8b), are neces-
sary and that the remainder of the computation which
leads to Eq. (9) can be performed by a special purpose
digital computer.
2. A Sub-Optimal Receiver and Its Performance
To obtain a closed-form expression for the perform-
ance of the optimal receiver is a formidable and seem-
ingly insurmountable task (Ref. 1). However, the follow-
ing sub-optimal (but possibly nearly optimal) receiver is
suggested by Eq. (8). The decision consists of two steps:
(1) Choose m so as to maximize (t_ + ym, •
(2) With this value of m, choose q so as to maximize
cos(_ -_- tan-X _m_Ym/'
or equivalently to minimize
(_-_ -tan-a_m_"ym/
Such a receiver is easily mechanized by the parallel com-
bination of M devices, one of which is shown in Fig. 1.
-"- _m2+_2 Ym
Fig. 1. An element of the sub-optimal receiver
The receiver bank resembles the optimal system for
noncoherent reception. In fact, the first step in the pro-
cedure is exactly the same. The second step consists es-
sentially of a phase estimation of the received phase angle
corresponding to the largest m, comparison with each
possible transmitted phase, and selection of the nearest
one as the most likely. It is clear that if the signal set
(3b) were used instead of (3a), the local signal inputs to
the multipliers would be replaced by sm (t) sin _ot and
s,_ (t) cos ,0,)t.
The error probability for this sub-optimal receiver
(which, therefore, must be an upper bound on the error
probability for the optimal receiver)is readily obtained.
Without loss of generality, we may assume that signal
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x_°' (t) was transmitted, since the signal set exhibits total
symmetry. Thus, the probability of correct detection is
where
and
Pc = Prob (rl = Max r., 1011 < rr/Q) (10)
e_
tan-1 (-_)
But since x_°J (t) is assumed sent and the additive noise,
n (t) is a zero-mean white Gaussian process of one-sided
spectral density, No,
E (y.) = (2S)_ E y (t) sin t dt
fo'[ _' ]= (2S)½ E (2S)'_ sin T + n (t)
2_n {SoT (m= 1)× sinTtdt = ( _l)
fo r 27rmE (_.) = (2S)_ E y (t) cos_ t dt
_<_s)_fo,I 2rrt+- (2S)_ sin _ n (t) ]
2rrm
X cos --T-- t dt = 0
L_' fo r . 2_mt 2rrmuVar (_.) : 2S E n (t) sm---_- n (u) sin--y-du dt
= fo" f r No 8 . 2.,rmt 2rrrauJo 2 (t--u) sin_sin_ dudt
NoST
=-T "
Similarly,
Var (_,_) = __N°ST
2
and
Cov(y.,y.)=0 (re=l,2, • - • ,M;n=l,2, • • • ,M).
Thus, the variables r. are mutually independent, and all
except rl have identical Rayleigh probability density
functions. From Eq. (7) we have, after appropriate trans-
fo,-Tnafions (Ref. 3)
E _°,fo',,_,,',>_',._fo",,'-)_'-Pc _ =
where
(ll)
p (r.)= _oST exp N'_T/ forr. > 0
0 for r. < 0
1 r' [ r_+(ST)2-2STrlc°sGp(ol,,,)= _--_0STexp --------No_
t(for '1 _ 0 and -7r _ 01 < 7r).
0 otherwise
Thus,
f"° L" [ ,,+,_,,,__,,,oo,_,][,_.,P_ ----- dO, 7rNoST exp - _qoST 1 - exp _j dr,d -1"/0
ST t.lO rexpI-- ST--_oj_,,,fo"(_o)_,_+,-_,o,q[,-ox_(-'_'-'_o,_
_o_,,oL"°'_[(_o)''+' : -i)ex_(.-'_'_
._, (-- 1)' (M f 1) exP(k-_l)
= E k+l
k=O
×f'°ex_(ff_&)/, rra _½ 0 { 1 + err ([k_____._l]_ cos 0) } 1,_ cos2 0\--IJ_._ 9._ [1 + \_-%-y] cos expt-_-$-]-)JdO (19.)
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where a = ST No. The integral in the kth term of the
sum is the probability distribution e(I el < F/Q) of the
phase angle of a sinusoid in additive Gaussian noise for
signal-to-noise ratio o_/(k + 1) (Ref. 3).
A lower bound on Pc (and consequently on upper
bound on the error probability PE) is obtained by neg-
lecting all but the first two terms. The first term by itself
is an upper bound on Pc (lower bound on PE) for this
sub-optimal receiver. In the next part of this article, we
show that this is a lower bound on PE also for the optimal
receiver.
3. Bounds on Error Probability
for the Optimal Receiver
In Part 1, we showed that the optimum receiver selects
q and m so as to maximize Eq. (6). Without loss of gen-
erality, let us assume once again that --ix(°)(t) was trans-
mitted. Now using the notation of Eq. (7), we see from
(6) that if
r, > Max r,,,
m*l
but 1011 >,r/Q, we shall have the correct m but the
wrong q. On the other hand, if
rl < rv = Max r.,,
we may still be correct if rl cos 01 > rm, and [01 [ < 7r/Q.
However, if 1011> F/0, we shall always have an error.
Thus, a lower bound on the error probability for the
optimum receiver is
The error probability for the sub-optimal receiver is
clearly an upper bound to that for the optimal receiver.
Thus,
f p(O,a) dO < PE
Iol>x/O
1 -,_k
_l(--1)k (M -k
1ol < 7r/Q
IoI> _r/Q Iol<_r/Q
(14)
where
p(o,7) :
exp ( - r)
27T
-- {1 + (Try)l_ cos 0 [1 + erf (yl_ cos _)] exp (ycos 2 0)}
is the probability density function of the phase of the
sum of a fixed phase sinusoid and Gaussian noise with
SNR = 7.
Finally, using a result of Arthurs and Dym (Ref. 4), we
may bound the integrals in Eq. (11) by
1 _,_ , r__ erfc (_/_ sin _)
_ erfc (y smo)<fp(O,y)dO<
Iol>_r/O
so that
erfe a' sm < PE < erfe _,_sin +
× exp (-_2 _) erf [(2)1_ sinQ)] (15)
where
ST S
a - No NoR log_ (MQ)
and where R = 1/Tb is the rate in bits per second. Letting
S
/3 = _ log,., e,
1
sik_/Q)M = _ exp (/3
and bounding the complementary error function by
2 y/* e-_:/2 (1 x (2_'_ e -*v2 (16)
yields the result that
e-k (_k) (e_)2 (-_-)'_ 1 - < P_ < +
e-k(_ 2)/2_
_p
(17)
Consequently, in order to achieve small error probabil-
ities, it is imperative that k be reasonably large and, since
1 sik=/Q.)M : _ exp (fl
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Q must be small compared to M. Note that if
S
fl=:_oRlOge2> 2,
the upper and lower bounds on the error probability can
be made arbitrarily small as k and Q are increased.
B. Another Look at the Optimum
Design of Tracking Loops
R. C. Tausworthe
In 1955, Jaffe and Rechtin (Ref. 5) published the first
sophisticated attempt at characterizing the optimum
design of phase-locked loops. In the course of their work,
they used an example which specified the transfer func-
tion of a loop best able to follow a frequency-step input
insofar as minimizing transient error and phase noise are
concerned. For simplicity, they assumed that the initial
phase error was zero; the resulting filter function was one
with one real zero and two complex poles, at a damping
factor _ = 0.707, regardless of the initial frequency
offset. The example was meant only to illustrate the
optimization method, but since that time most systems
have been designed using the parameters set by the
example.
By using the same technique developed in the Jaffe-
Rechtin paper, but assuming that the initial phase angle
is random, a different result appears. Damping in the
loop is always greater than _ = 0.707, and in all cases of
practical interest, the system is overdamped. (Both poles
lie on the negative real axis.)
Because the initial phase error is not generally known
a w/or/ (thus random), this latter design is one which
seems to be of more practical use in most tracking
applications.
1. Optimum Loops for Random Doppler Tracking
There are two sources of error during the initial acqui-
sition of phase lock in a tracking receiver. First, there is
a transient error as the system passes from its initial state
to the steady-state tracking state. Second, there is phase
jitter due to the presence of noise at the loop input. The
technique developed by Jaffe and Rechtin was a Wiener
optimization of the linearized loop, but with a constraint
on the total mean-square transient error. Following this
technique, the optimum loop transfer function was found
to be specified by the formula
1 "1 0)
where
• (s) = D (s) D (--s) + No/A2
D (s) = doppler-phase Laplace transform
X" = Lagrange multiplier (to be evaluated)
A _ = loop input carrier power
No = double-sided noise spectral density
= expectation operator
[ ]+ = left half-plane "square-root" factorization oper-
ator
[ ]-= right half-plane "square-root" factorization op-
erator
[ ]p_ = £g7 -1, the physical-realizability operator
The reader is referred to Ref. 3 or 5 for further explana-
tion of the operators above and for the development
of Eq. (1).
The optimization of interest is concerned with finding
Hopt (s) when the input doppler d (t) has the form
d (t) = 0o + _0t, (2)
where 0o is a uniformly distributed phase angle, and
where _o0is a random variable whose mean-square value
is _2o2. The Laplace transform of d (t) is
O(s) = __0°+ ___° (3)
and hence the expected value of D (s)D(-s) is
[D(s) D(--s)] = \-_ ]-_ + (f_) (4)
The first order of business is the factorization of ,I, (s):
I 1"Tr2AZA2\ z _2A2_7 +N°_/2 s'+_)s + No J[,I_(s)] + = As----z-
N°l_ [ ( A2'k%_= As-'---Y s°"+ \ 3No
2XAf_o _ v_ hAl20 7
--+ No _ ] s+ No_].
(5)
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It is eonvenient to define a quantity/32
XAo0
_ - (6)Nol_ •
The expression for [,It(s)]- is obtained by substituting
-s for s in [_z (s)] ÷. Finally, evaluation of the [ ]v, term
yields the optimum transfer function
..,._/3,1_,_/3.,s 2/32+Tiff01 +
Hop,(s) = (7)
s2+ 2/3,,+_.Er_._oj._+/3..,
The corresponding loop bandwidth can be computed by
integration
1 f÷_
2B_ = _-_jj_j_ Hopt (s) Hop, (--s)
= /3 3+ 33o_/ (8)( g%2_v_
2k9. + 3_o_/
from which the Lagrange multiplier X 2 can be evaluated
in terms of Bz, f_o, No, and A 2.
As we have indicated, these results are different than
those contained in the Jaffe-Rechtin example. The filter
they obtained, call it HjR (s), can be derived from the
above by omitting the =2/3 terms (i.e., by omitting those
terms due the non-zero variance of 00):
2_/3s +/32 (9)H jR (s) = sZ + 2_/3s +/3"
3/3
2BL - 2 (2) 1/_"
Note that HsR(s) always has a damping factor of
= 0.707, whereas the damping factor of Hopt (s) depends
on several parameters. The optimum loop can thus be
specified only when to, A_/No, and BL are given.
As a further consideration, one cannot expect a very
good lock-in behavior when f_o is so large that the incom-
ing carrier frequency falls outside the loop pass-band. It
seems very reasonable to optimize the loop when 12o lies
at the edge of the pass-band 2
l_o = BL. (10)
_Fhis also corresponds to the case when a slow frequency sweep is
being used, for then as _. comes within the pass-band of the loop,
an optimum lock-up begins.
Under this assumption, Eq. (8) can be solved for/32/f_o2
numerically; the result is
/32 = 1.67_ ----1.67BL (11)
By setting/3 = 1.292BL in Eq. (7) the Lagrange multiplier
is removed, and the resulting optimum loop transfer
function is
3.54BLs + 1.67B_
Hop, (s) = s2 + 3.54BLs + 1.67B_ (12)
Specifically, Hopt (s) has a zero at -0.472B_, and poles at
--2.98BL and -0.56B,_. Both of these poles lie on the
negative real axis, indicating that the optimum system is
overdamped.
The optimum loop filter is related to the over-all trans-
fer function by
Fop,(s) = s 2/32+ 3n=oj +
AKs
3.54BLS + 1.67B_
AKs (13)
in which K is the equivalent open-loop gain. It is usual to
replace Fopt (s) by a passive filter which degrades tran-
sient response only slightly ff AK > > B_:
1 + (2.12/BL)s
Fopt (s) _. 1 + (0.611AK/B_) s (14)
2. Evaluation of Transient Error
The total transient error is given by the expression
"2-_J-ioo \-- -_ + s'] []" -- Hopt(s)] [1 -- nop,(-s)] ds.
(15)
With the form of the optimum filter given in Eq. (7), the
transient error is
_2oz 1+ 3f_ I
_, = (16)
7r2/3_TV2'23_12 + 3eo_J
282
JPL SPACEPROGRAMSSUMMARYNO. 37-32, VOL. IV
Under the constraint BL = f_0, the value of/32 is 1.67B_,
and the transient error is
0.55
e2 - (17)BL '
If Hj_ (s) had been used in Eq. (15) rather than Hopt (s),
the resulting transient error would have been
=2/3  I1 + -5 TI (18)
= 2
Given that HjR (s) and Hopt have equal bandwidths, from
Eq. (9) the value of  3JR is [4 (2)v_/3] BL; the transient
error thus arising by using the nonoptimal filter is
0.67
eJR = "-_Z" (19)
This figure indicates approximately a 1-db difference in
transient performance.
3. Conclusions
In many spacecraft applications, it is necessary to
design a phase-tracking system whose loop bandwidth is
smaller than the initial frequency uncertainty interval,
and to sweep the VCO slowly to acquire lock. This indi-
cates that the phase-locked loop should be designed
optimally to acquire and track once the carrier comes
within the loop pass-band. The initial phase offset of the
VCO is an unknown, completely random quantity, and
the loop should be designed taking this factor into ac-
count. We have specified by Eqs. (12) and (13) what the
optimum loop parameters are under these circumstances.
The result is an overdamped system, as opposed to an
underdamped (_ = 0.707) system predicted by the over-
simplified Jaffe-Rechtin example.
The resulting decrease in transient error using the
optimum loop as compared to misusing the Jaffe-Rechtin
example, is only about 1 db, which may nevertheless be
significant in the acquisition of threshold signals.
Whenever AK > > B_,, the approximate optimum filter,
given in Eq. (14) introduces a small amount of steady-
state phase error, but this is generally small enough that
the resulting performance of the loop is usually not
degraded.
C. Some Moments Associated
With Second-Order
Phase-Locked
Loops
H. Rumsey, Jr.
The differential equation governing the operation of a
second-order phase-locked loop has the form
(t) + [a + b cos _ (t)] _ (t) + c sin _ (t) = O (t), (1)
where a, b, c are non-negative constants, _ is the "phase"
and D(t) is a certain Markovian noise vrocess. (See SPS
37-30 Vol. IV, pp. 262-268, for a general discussion
of this problem.) We shall derive, from the Fokker-Planck
equation associated with this equation, some equations
which are satisfied by the expectations E (_" e_'_) (n, m
integers). In particular, we shall show that the variances
of _ and sin _ are connected by the simple relation
D
a Var (_) q- bc Var (sin _) = -_-, (2)
where D is the "mean second derivative" of the process
D (t), and depends only on D (t).
I. Recursions for the Moments
The steady-state Fokker-Planck equation associated
with Eq. (1) has the form
8p 8 D 82p _ 0,
-y'-_ + -_y[(ay + bycos q_+ csinO)p] -f 2 8y z
(3)
where we have written y in place of _; p = p (if, y) is the
joint density function of the Markoff process (_, y); D = a
positive constant determined only by D (t);
E [aO (t)] _D= lim
_t-,o At
It is evident from the nature of the problem that p (q_, y)
is a periodic function in _; hence the moments E (e_'_)
exist for all integers m. In the discussion that follows, we
shall assume that the moments E (ly[ -) exist and are
finite for all positive integer_ n. If we multiply Eq. (3) by
y" e_'_, integrate by parts, and use this assumption and
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the periodicity to simplify the resulting equations, we
obtain the result
f S f S ei"_ I imy"+ l - ny"-l (ay + by cos`b + c sin 4')
+ n(n- 1)D ]2 y,-2 p(4',y)dOdy=O.
This can be written in the form
imE (y"÷ _e _"_ ) =hE [(ay" + by" cos 4' + cY "-1 sin'#) ei_]
. (. - z)2 DE e_'_),
n=0,1,-'' ;m=0,±l,'-- . (4)
These equations in themselves are not sufficient to deter-
mine the moments E (y"e_"_), but they do determine
these moments for n > 0 if those for n = 0 are known.
There is apparently no simple way of finding the moments
E (e_"_). But, Eqs. (4) are interesting in themselves, and
they can be used to derive the useful Eq. (2). This deriva-
tion follows.
2. The Main Result
If we let n = 0 and m =_ 0 in Eq. (4), we obtain
E (ge"_) = 0. (5)
It is evident from Eq. (1) that the behavior of the phase-
locked loop is unaffected by the transformation
(4', (-4', -u).
Thus, for all m = 0, ± 1, • • •
E (e"_) = E (e-'_). (6)
Hence, letting n = 1, rn = ± 1 in Eq. (4) and subtracting,
we obtain
E (yZ cos 4') = cE (sin _`b). (7)
Now let n = 2, m = 0; this yields
2E (ay 2 + by 2cos 4') = DE (1) = D. (8)
Combining Eqs. (7) and (8) produces
D
aE (y2) + bcE (sin z`b) = _-, (9)
which is equivalent to Eq. (2) since E (y) = E (sin 4') = 0.
Eq. (2) is important from the design standpoint, since
it determines the variance of either sin 4' or q_ when the
other is known. In addition, Eq. (2) implies the upper
bounds
D
Var (sin 4') _2abc"
D. The Effects of Radio Frequency
(RF) Timing Noise in Two-Way
Communication Systems
W. C. Lindsey
The subject of coherent two-way communication sys-
tems is an area which is least understood both by the
communication theorist and in the laboratory. Although
the basic form of a two-way coherent communication
system has been established and operated, emphasis
must now be placed on specifying system performance,
specifying optimum design trends, and seeking means
of improving performance by extending present-day
techniques.
In the past, the relative success with which a digital
communication system performs (one-way or two-way)
in the presence of noise has been prescribed on a theoret-
ical basis in terms of a probability of error versus signal-
to-noise ratio (SNR) characteristic. Associated with any
communication system, which has been designed on the
basis of this theoretical characteristic, is an experiment-
ally observable operating characteristic which relates the
error probability, PE, in the transmission and reception of
one binary digit to some appropriate signal-to-noise ratio
(SNR) existing in the receiver. In practice, this observ-
able operating characteristic is inferior to the theoretical
characteristic and consistently takes on a shape which is
offset from the theoretical (ideal) curve derived by the
theoretician. This offset usually reflects the "goodness" of
the particular design. Thus, the design engineer seeks
means and ways of explaining this offset and ways of
adjusting his design so as to narrow the offset distance.
Quite frequently, as is the case in space communica-
tions or situations where multipath is a problem, a large
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part of this offset is directly traceable to the failure of the
system to maintain sufficiently accurate reference models
of the transmitted waveforms. In particular, the inac-
curaeies or uncertainties in stored reference models are
primarily due to a phenomenon or disturbance which may
be referred to as timing noise. In practice, this means that
a filter which is designed to operate as a matched filter
must operate (due to timing noise) as a "randomly" mis-
matched filter.
This note is the first in a sequel which reports on the
effects of timing noise in coherent two-way communica-
tion systems. By timing noise we mean a random disturb-
ance which introduces uncertainties in timing, e.g., the
instantaneous phase of the RF carrier or subcarrier,
matched filter readout instances, etc.
In two-way coherent communication systems, there are
(at least) four principal sources of timing noise which
affect the number of errors present in the recovered data.
These are:
(1) Phase jitter on the RF carrier due to the additive
noise on the up-link.
(2) Phase jitter on the RF carrier reference due to noise
on the down-link.
(3) Phase jitter on the subcarrier due to additive noise
on the down-link.
(4) Readout jitter on the bit sync signal due to additive
noise on the down-link.
There are probably others which produce higher-order
effects.
In this note we shall consider noise sources (1) and (2),
and in a subsequent article treat sources (3) and (4) and
the combined effects due to all four sources.
1. Basic Model
A two-way coherent communication link (Fig. 2) is one
in which an RF carrier (possibly modulated) is trans-
mitted to the vehicle, coherently detected, filtered, and
retransmitted (after appropriate modulation) to the
ground receiver. The situation may be explained in the
following manner: The ground transmitter (Fig. 2) emits
(t) = 2_ A1 sin [o_ot + 0,_m (t) ], (1)
and the vehicle receiver observes the doppler-shifted,
noise-corrupted version
_z (t) = 2_ A1 sin [_t + 0,_ra (t) + 0_] + n_ (t), (2)
re(t)
GROUND ]TRANSMITTER
/B_YNC
TO DECISION . _ ---I .. _]_
0 OR It)
VCo'-.,,L_O_l-I_ DOPPLER
GROUND SYSTEM
I
I _(t)
I
I
I
I
i _(t)
I TRVN E _TEER _
7 I _ BITSYNC
ylt) I CROSS- TO DECISION
=-I,T • CORRELATOR DEVICE _
I SUBCARRIER
SYNC
Xc/(t)
Xs (t)
I
I
I VEHICLE SYSTEM
Fig. 2. Two-way communication link
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where rh (t) is a narrow-band white Gaussian noise proc-
ess which possesses a single-sided spectral density of
No1 w/cps. The vehicle tracks (among other things) the
carrier component in ,I, (t) and provides the vehicle trans-
mitter with the carrier component. Consequently, the
vehicle transmitter emits
,7 (t) = 2_ A2 sin (_oxt + 8dXd (t) + O,X, (t) + 81), (3)
where X,(t) is the sync subcarrier used for deriving
timing information which is needed on the ground for
operating the cross-corre|ator and Xa (t) is the data signal.
In some systems, X,(t) is a PN sequence whose funda-
mental frequency is commensurate with that of the data
bits. For phase modulation (which we are considering
here), Xd(t) and X, (t) are unit square waves (_1). At
the ground receiver, one observes the doppler-shifted,
noise-corrupted waveform
^
(t) = [21_ A2 cos 0n cos 0,] sin (_o2t + 01 + 02)
^
+ [21_ Az sin OdCOS0,] Xn(t) cos (_ozt + 01 + 02)
A
+ [2_ A2 sin 8, cos On] X, (t) cos (o,zt + 01 + 80)
+ (t), (4)
where we have used a simple trigonometric expansion
and neglected cross-product terms which produce third-
or higher-order effects. The additive disturbance n2 (t) is
a narrow-band white Gaussian noise process, The power
in the received carrier component, the data component,
and the sync subcarrier component is, respectively,
Pc = A 2cos z OdCOSz 0,
Pd ---- A._ sin 2 Oacos 2 0s
P, = A 2 sin 2 0, cos z Od. (5)
Thus, the cross-modulation loss is given by
Pl = Az2sin 2Odsin 2 0,, (6)
since the total power P must sum to A_; i.e.,
P = A_ = Pz + Pc + Pd + P_. (7)
The ground receiver tracks the carrier component in
_(t), which provides the receiver with the estimate
v (t) = 2v, cos (o,_t + _2). Correspondingly, this component
is used to coherently demodulate _ (t). The quantity 82 is
A
the phase-locked loop estimate of 01 + 02 and, as a result
of this two-way tracking and demodulation process, there
will be degradation in system performance due to the
RF phase-jitter, _z. If, in fact, _'2 = _1 + 02 this jitter is
zero, and one would observe no degradation in system
performance due to the RF link. (Most systems have been
designed on this false assumption.)
If we multiply the observed data _ (t) with the phase-
locked loop estimate v (t) and neglect the double fre-
quency terms, we have
y (t) = A2 sin 0a cos 0, Xa (t) cos [02 - (01 + 02)]
,A ^
+ A2 O,cosOdX,(t) cos [02- (01+ 02)]+ - (t),
(S)
where 0Re = 0_ -- (0x + 02) is the RF phase jitter (phase
error, timing noise) and n(t) is a narrow-band white
Gaussian noise process possessing the single-sided spectral
density of No2 w/cps. We wish to investigate the effects
which this timing-noise component and the up- and down-
link additive noise components introduce into the system
performance characteristic.
In order to carry out this investigation, we shall as-
sume that the demodulator (cross-correlator) is perfectly
matched; i.e., bit sync and subcarrier sync are known
exactly. First, however, we point out that the statistics
of the RF phase error may be shown s to be given by
where Io (x) is the Bessel function of zero order and
imaginary argument,
(A1 cos 0,.) 2
01 NolBL1
is the signal-to-noise ratio in the vehicle tracking loop
bandwidth B_,x, and
(A2 cos 0, cos Od)2
a2 -- No2B/,2
is the signal-to-noise ratio in the ground receiver tracking
bandwidth BL2.
'"Two-Way Doppler and Phase Measurements in Communication
Networks," by W. C. Lindsey (to be published).
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Without presenting the complicated and tedious details
of the derivation, it is possible to show that the prob-
ability that the demodulator (cross-eorrelator) errs is
given by
e_ (n) = g 1 - exp (--R,) (-1)" _kb,_+l(n)\=/ _=o
X (1 -- 4k2) -1 1t¢ (8.)7, (10)
_J
where
I, (_,)
b, (n) = ,=11_[I0 (a,) ; n = 1,2.
1; ifk = 0ek = 2; if k >
R, = S,T,/No,
or
Rt = (A_ cos O,.) 2 Tx/No_ = S_TI/Nol
= data signal-to-noise ratiO in vehicle
R2 = (A2 sin Oacos 8,)2 T#No2 = S2Tz/No2
= data signal-to-noise ratio on ground
If n = 1 in Eq. (10), we have the performance of the
demodulator in the vehicle, while letting n = 2 yields the
probability that the demodulator will make an error on
the ground. If we fix the signal-to-noise ratios in the
tracking loops and let R, approach infinity, it is easy to
show that the system is plagued with an irreducible error
probability. This irreducible error rate is given, as a
function of the signal-to-noise ratios in the tracking
loops, by
PE(n)-- 111 2 _ t_l_,Lb_(__n)
,rk=0' -' 1-4k 2
(11)
A convenient check on the result is to let ax = as
approach infinity in Eq. (10). This corresponds to zero
RF phase error, i.e., perfect measurement, and we have
(aef. 6)
= exp ( -- y'/2) dy
which checks with previous results. For various values
of R,, Eq. (2) is plotted in Fig. 3 for the case where
aa = a, = _ and for n = 1 and 2. The dashed curves
(n = 2) represent the error probability versus the param-
eter R. when both the up-link and down-link are equally
io c
10 -F
10-2
10-]
i0-'I
i0-. a
u0-s
10-7
10-8
)k=--I
--- NOISY UP- AND DOWN-LINKS
-- PERFECT UP-LINK AND NOISY
iO_ 9 DOWN LINK
10 .40 I
0d 0.2 0.4 0.6 1.0 _0.0 100.
_=sr_/_o
Fig. 3. Bit-error probability versus signal-to-noise
ratio
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Fig. 4. Bit-error probability versus signal-to-noise
ratio
noisy. The solid curves indicate the performance of the
ground receiver when the up-link is non-noisy. Fig. 4
illustrates the performance of the vehicle receiver. Notice
how the up-link timing noise affects the performance of
the ground receiver and how the timing noise on the up-
and down-links degrades over-all performance.
As an example of the use of these results, consider the
situation where a two-way system has been designed to
operate on the basis of zero RF-timing error and the
PE(2)=10 -3. Suppose further that al=a2-a-15.
Entering Fig. 3 and using these values, we find that, to
maintain an error rate of 10 -8, the signal-to-noise ratio in
the data channel would have to be increased by approx-
imately 2.4 db over what would be necessary if system
timing references were perfect. This is a significant loss
when one considers the cost per db of increasing the sys-
tem signal-to-noise ratio. For one-way operation, the loss
is approximately 0.6 db.
From a practical standpoint, it would be interesting to
optimize system performance by varying the ground
system or vehicle system modulation index so as to mini-
mize P_ (n) at both link ends. Further, it would be inter-
esting to check these results with those obtained from
experiment. Also of future interest is to determine opti-
mum receiver structures, to extend the present analysis
to "n-step" networks, to consider the effects of timing
noise sources (3) and (4) and to consider the combined
effects of all four sources. _
E. On the A Priori Information
in Multi-Stage Estimation
Problems
T. Nishimura
The optimal filter which has been introduced by
Kalman (Refs. 7, 8) into the field of system theory yields
the minimum variance estimate of states of linear systems,
which are contaminated by white Gaussian noises, when
a set of sequential observations is carried out. The basic
feature of this filter is that the estimate of states is up-
dated by a sequence of observations so as to minimize its
4Preliminary results which pertain to timing noise sources (3) and
(4) are given in "The Detection of PSK Signals Using a Noisy
Phase Reference," by W. C. Lindsey, Proceedings o[ the National
Telemetering Conference, First Edition, pp. 50-53, April 1965.
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variance, or equivalently, ff noise is Gaussian, to maximize
the conditional probability density of the current states
after having a set of observations.
The original theory assumes an a priori information on
the initial states and their variances. However, there are
cases when this a priori information may contain certain
errors, or some information may not be available at the
beginning of the estimating process.
Soong (Ref. 9) examined the effect of errors in the
a priori data on the a posteriori variance of estimates for
the case of single-stage observation and derived the devi-
ations of the calculated and actual variances from the
true minimum variance.
The same problem is studied in this report for the
multi-stage case, i.e., for the case when sequential obser-
vations and estimations are performed on the state. Then
this optimal filter, which can be synthesized in the form
of a program on the digital computer, thus assuming a
form of digital filter, is connected to the existing analog
filter in tandem. By means of this tandem configuration
of analog filter and digital filter, shown in Fig. 5, the
detection of states as well as signals can be speeded up
considerably, while the fluctuation of the final observa-
tion is confined within a small allowance with constantly
decreasing variance. A phase-locked loop receiver is used
as an example of the analog filter. The practical impor-
tance of the extended results on the effect of errors in the
a priori information is demonstrated in this specific
example.
1. Fundamental Equations
The system treated is a discrete-time linear system with
the discrete interval T; its state vector representations
are described by the following difference equations:
x (k + 1) = ¢ (k) e (k) + G (k) w (k). (1)
NOISE w(k)
ANALOG FILTER
STATE
x(k)
y(k)
OBSERVATIOn'=
DIGITAL FILTER
x*'(k+l)
=0
ESTIMATE
OF STATE
Fig. 5. Tandem configuration of analog and
digital filter
The observation is
y (k) -- M (k) x (k), (9.)
where
x = a column vector of dimension n., the state vector
of the system
to = a column vector of dimension nw, the noise input
to the system
y = a column vector of dimension n_, the observation
of the system output
,I, = an n_ X n_ matrix, the state transition matrix
G -- an n, X nw matrix, the noise coefficient matrix
M = an ny )< n, matrix, the observation matrix
The problem is now to find an optimum estimate of
x (k + 1) based on the observation y (0), y (1), • • • , y (k).
One solution to this problem employing a Bayesian ap-
proach is given by Ho (Ref. 10), which agrees with
Kalman's results when the noise is Gaussian. In this solu-
tion, the conditional density function
p[x(k+ 1)ly(0),y(1), • • • ,y(k)]
is derived by means of the Bayes rule, observing that
both x and y are Gaussian when w is Gaussian. Then the
conditional expectation of a quadratic loss function
((x - x*)T(x - x*))
is derived and minimized, thus yielding the following
equations for the optimum estimator x* of the state vec-
tor x. Here, ( ) denotes the expected-value operator. Let
Q be the covariance matrix of the noise w (assuming its
mean is zero),
(w) -- 0 (3)
(w.wT) =Q, (4)
and let P (k) be a square matrix of dimension n, which
represents a covariance function of the estimator:
e(k) = (Ix(k) - x* (k)] Ix(k) - x_(k)lT). (5)
Then, given a priori information on initial conditions
x* (0) and e (0), the optimal estimator x* (k) of the state
vector x (k) is recursively defined by (Refs. 7, 10)
x*(k + 1) = ¢ (k)x*(k) + K (k) [y (k) - M (k)x*(k)]
(a)
r (k) = • (k)e (k)M" (k) [M (k)e (k)M" (k)]-_ (7)
289
JPL SPACE PROGRAMSSUMMARYNO. 37-32, VOL. IV
and
P (k + 1) = [cI, (k) - K (k) M (k)] P (k)
X [q_ (k) - K (k) M (k)] r + G (k) QG r (k).
(8)
The digital filter of Fig. 5 is represented by Eqs. (6)
through (8); its matrix block diagram is drawn in Fig. 6.
[
I
I
I
I
I
I
t
> P(k÷l)
DIGITAL FILTER
Fig. 6. Matrix block diagram of digital filter
Combining the two equations,
P (k + 1) = cI,(k) {P(k) - P(k) Mr(k) [M(k)P(k) M r (k)]-'
x M (k)e (k)}_ (k) + G (k)QG, (k).
(9)
These recurrence relations yield the optimum estimate
of the state vectors sequentially, provided the a priori
information on the initial conditions x* (0) and P (0) is
available. However, if such a priori information is incor-
rect, the subsequent x* (k) and P (k) will be inevitably
in error. Therefore, an analysis becomes necessary on the
behavior of the error caused by the incorrect a priori
information, since it is highly probable that in practical
circumstances the a priori information is not sufficiently
correct, or that it is not available at all.
As mentioned in the introduction, Soong considered
this problem for the single-stage case (that is, the case
when single estimate is performed following single obser-
vation of the state).
This article extends the analysis to the multi-stage case,
(that is, the case when sequential estimates are carried
out following sequential observations on the states).
2. Derivation of Error Matrices
Adopting Soong's notations, three different kinds of
covariance matrices are introduced, namely Po, Pc and Pa:
Po = optimum covariance matrix, when correct a priori
information is employed
Pc = calculated covariance matrix derived by Eq. (9),
when incorrect information is employed for the
initial condition
Pa = actual covariance matrix derived by Eq. (5), when
the estimate is computed by using the calculated
covariance matrix with the incorrect a priori data
In the subsequent analysis, a subscript o is attached to
the optimum P and K described by Eqs. (7) and (8) in
order to discriminate them from other similar quantities
such as Pc or Ke.
Picking up an arbitrary instant k, the error function at
the next instant, i.e., the (k + 1)th instant, is derived as
a function of the error function at the kth instant. Then,
by means of induction, a useful property of the error
function shall be proved over all the instants, starting
from the 0th instant.
Since there are three kinds of covariance matrices, three
error functions are defined as their mutual differences.
They are:
v.co(k) = Pc(k) - eo(k)
gco(k) = Pc(k) - eo (k)
Eoo(k) = eo(k) - eo (k).
(10)
(11)
(12)
It is known that Po (k), which is an optimum covariance
matrix defined by Eq. (5), is non-negative definite for
all k _ 0 (Ref 7). Further, we assume that MPoM r and
MPcM r are invertible for the sake of simplicity through-
out this article.
a. Calculation of Eta. We notice that the calculated
covariance matrix Pc is derived by recurrence formulas
Eqs. (7) and (8) starting from the given initial condition
Pc (0), and it is completely independent of x, x*, or y. On
the other hand, the actual covariance matrix is derived
from Eq. (5) by definition, in which the estimate x* is
computed by Eq. (6) using the calculated K and P in it.
Hence, it is dependent on x, x*, and y as well as on Pc
and Kc.
In order to simplify the description, the time (k) shall
be dropped from all the quantities concerned except when
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it is more advantageous to indicate it explicitly in the
subsequent analysis. Hence, from Eqs. (7) and (8)
Pc (k + 1) = (_ - KcM)Pc (_ - KcM) r + GQG r, (13)
where
Kc = _,PcM r [MPcMr] -1. (14)
On the other hand, Pa(k + 1) is described as follows:
denoting the actual, nonoptimum estimate as x_*when it
is derived using Kc and Po in Eqs. (6) and (7), we have
Pa(k + 1) = <[x_*(k + 1) - x(k + 1)] [x*(k + 1)
- x (k + 1)F>
= ({x* (k + i) - x*(k + i)
+ [x* (k + l)- x (k + l)] } { [x* (k + l)
-x*(k+l)] + [x* (k + l) - x (k + l)] }r),
(15)
where x (k + 1) and x* (k + 1) are given by Eqs. (1) and
(6), respectively, while x* (k + 1) is described as
x_*(k + 1) = _x*_ + Kc (y - Mx*_). (16)
Then, from Eqs. (2), (6), and (16)
x_*(k + 1) - x*(k + 1) = (*- KcM)(_ - x*)
+ (Ko - Kc) M (x" - x) (17)
Also, Eqs. (1), (2), and (6) yield
x*(k+l)-x(k+l)=(¢-KoM)(x*-x)-Gw. (18)
Substitute Eqs. (17) and (18) into Eq. (15). Note that
x (k) and x* (k) are independent from w (k) because w is
a white noise. Then Eq. (15) can be reduced to the fol-
lowing simple form after a lengthy manipulation of
matrices:
P_ (k + 1) = (,I, - KcM)P, (a_ - KcM)r + COG". (19)
The difference between Eqs. (13) and (19) yields the
desired recurrence relationship for Ec,.
Ec_ (k + 1) = (_I, - KcM) [Pc (k) - Pa (k)] (_ - KcM) r
= (,_ -- KcM) Ec_ (k) (,I, - KcM) T . (20)
b. Calculation of Eco. Since Pc (k + 1) and Po (k + 1)
are given by Eqs. (13) and (8), respectively, their dif-
ference is
Eco(k + 1) = Pc(k + 1) - Po(k + 1)
= (_ -- KcM) P_ (_ -- KcM) T
-- (c} -- KoM) Po (_} - KoM) r
= (, - KcM)Eco (_ - KcMF
+ (_ -- KoM) [EcoMrPc-xPoP_-_MEco
-- PcMrffc-,MEco- EcoMrffc-lMpc]
X (e_-- KoM)T (21)
where
rc = Ko + (,_ -- KoM) EcoMTPc -'. (22)
The bar above indicates the multiplication of M to the
left and M T to the right of the underlying quantity, e.g.,
Pc = MPcM _. (23)
When Eq. (21) is expanded and arranged together, it
can be finally reduced to the following concise form:
Eco (k + 1) = (_ -roM) [E_o (k) - Eco (k) MTPc (k) -_
X MEco (k)] (* --KoM) r. (24)
c. Calculation of E_o. E_o (k + 1) is obtained either by
taking the difference between P, (k + 1) and Po (k + 1) of
Eqs. (19) and (8),
E_o(k + l) = P_(k + l) -- Po(k + I)
= (,b -- K_M)P, (_ -- KcM) r
- (,} - KoM)Po (o - KoM) T (25)
or by subtracting Eta from E_o,
E_o (k + i) = Eco (k + i)- Ec_ (k + I), (26)
where E_o (k + 1) and Eta (k + 1) are given by Eqs. (24)
and (20), respectively.
Either method leads to the following result, which is
represented as a sum of two symmetric matrices after
certain matrix operations:
Eao (k + 1) = (_ - KcM) E_o (k) (,b - KcM) r
+ (,} -roM) [Eco (k) MrPc (k) -1
× Po (k) Pc (k)-'MEco (k)] (_, - KoM) r. (27)
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3. Evaluation of Results
We observe that Eta (k + 1), Eco (k + 1), and Eao (k + 1)
derived in the previous part of this article are all sym-
metric, square matrices. For the purpose of evaluating
these recurrence formulas, the following three facts con-
cerning real matrices are useful:
(la)
(lb)
Given an arbitrary matrix B, B • B r is non-negative
definite.
Conversely, if H is a non-negative definite sym-
metric matrix, it can be factored into the form
H=B.B T.
(2) If Ha and H2 are symmetric and non-negative defi-
nite matrices, then H1 + Hz is non-negative definite.
(3) If H is a symmetric non-negative definite matrix,
then every diagonal component of H is non-
negative.
Then the following three theorems are presented and
proved as the principal results of this report.
Theorem 1. If Eca (k) is non-negative definite, then
Ec_ (k + 1) is non-negative definite.
Pro@ If Eca(k) is non-negative definite, by (lb), it can
be factored as
E,,_, (k) = B . B r. (28)
Then by letting
C = (_} - KcM) B (29)
and referring to Eq. (20), Ec_ (k + 1) can be factored as
E,,. (k + 1) = C" C 'r. (30)
Thus, it becomes clear that E,., (k + 1) is non-negative
definite according to (la).
Theorem 2. If Eco (k) is non-negative definite, then
Eco (k + 1) is non-negative definite.
Proof. When Eco (k) is positive definite, the content of
the parentheses in the middle of Eq. (24) can be rewritten
as a sum of two symmetric matrices as follows, assuming
that MEmo(k)M r is also positive definite, and hence
invertible.
E_o (k) - E_o (k) MrPc (k)-IME_o (k) = Eco (k) M r [E_o (k)
+ f:oo(k)go(k)-lEoo(k)l-'M oo (k)
q- [I -- Eco (k) MrF, co (k)-lM] Eeo (k)
X [I -- Eco (k) MrE_o (k)-'M] r. (31)
Since the inverse of a positive definite matrix is also
positive definite, the positive definiteness of the quantity
in the right-hand side of the previous equation can be
proved with the help of (2) and using the result in
the proof of Theorem 1. Therefore, the non-negative def-
initeness of E_o (k + 1) in Eq. (24) is claimed, referring
again to the proof in Theorem 1.
When E_o(k) is non-negative definite, E_o(k)+ _I
(r > 0) is positive definite. Substituting this sum for E_o (k)
in Eq. (31), the non-negative definiteness of the left-hand
side of Eq. (31) can be proved as a limiting case as
--) 0. Thus, the statement at the beginning is verified.
Theorem 3. If E,o (k) is non-negative definite, then
E_o (k + 1) is non-negative definite.
Proof. In Eq. (27), the second term is always non-
negative definite because the covariance matrix Po is
non-negative definite, so that a proof similar to the one
in Theorem 1 can be applied. Also, the first term is non-
negative definite when Eao (k) is non-negative definite.
Therefore, the above theorem is verified, referring again
to (2).
Finally, an important conclusion is drawn by applying
induction to these results; namely, the error matrices
Ec_(k) and E_o(k) are non-negative definite for every
k --_ 1 whenever their respective initial conditions E_ (0)
and E_o(O) are non-negative definite, and E_o(k) is
always non-negative definite because E,o(O) is non-
negative definite as deduced from the definition of Po (0).
Consequently, all the diagonal components of E_ (k),
E_o (k) are non-negative (for all k _" 0) by Eq. (3) when
Eta (0) and E_o (0) are, respectively, non-negative defi-
nite. The diagonal components of E_o (k) are non-negative
for all k _-_0 without any condition.
This result will be very useful in practical applications.
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Especially, the non-negativeness of eta,, (k), which rep-
resents a diagonal component of Eta (k), implies
vo. (k) __ Pa. (k) -----0, (32)
where p_ (k) and p_, (k) denote diagonal components
of Pc (k) and ea (k), respectively. It is clear that pa, (k) is
non-negative because the covariance matrix Pa (k) is non-
negative definite.
Therefore, the actual variance of estimates (which is
nonaccessible) based on an incorrect a priori information
is bounded by the calculated variance (which is acces-
sible) if the initial error matrix E_ (0) is so selected as to
be non-negative definite.
4. Application to the Phase-Locked Loop System
For the purpose of demonstrating an application of the
theory developed so far to the tandem configuration of
analog and digital filter, a phase-locked loop is taken as
an example of such an analog filter.
When the VCO is represented by an integrator and the
combined loop gain by a, the feedback loop configuration
of the phase-locked loop becomes as shown in Fig. 7. The
slope of the error function is represented by A. We assume
that the incoming noise is white and Gaussian with
density No (one-sided).
When the input to the loop is a phase step, it can be
considered as a state of an expanded system constructed
by adding a constant voltage to the original system at its
input. This input state is described as x_ and the output
of the phase-locked loop as xl. Then the state vector at
t = (k + 1)T is described as a linear function of the
state at t = kT.
x_(k + 1) -- e-brx1(k) + (1 -- e-br)xz (k) -t (1 - e-br)
w,(k)
(33)
x_ (k + 1) :- x_ (k) (34)
where the equivalent loop gain is given by
1
b = aA =- (35)
T
- I
y(k}
I l
PHASE LOCKED LOOP
ANALOG FILTER
Fig. 7. Analog filter (phase-locked loop)
and the _ is the time constant of the loop. Eqs. (33)
and (34) constitute the analog filter in Fig. 5. Then the
corresponding vectors and matrices in Eq. (1) become
[xx]x = (36)X2
_, = (37)
G =[ (1-e-br)/AO 00] (38)
w = . (39)
I/.) 2
The observation y is identical to the phase output xl.
y (k) = _1:1(k) . (40)
Hence, M of Eq. (2) becomes a row matrix
M = [1, 0]. (41)
The direct substitution of these matrices into Eq. (6)
yields the optimum estimator as
x* (k + 1) = ¢2* (k), (42)
where _* (k) is given by
A.
x, (k) = y (k) (43)
p,2 (k)
P(k) = x*(k) + _ [U(k) - x; (k)]. (44)
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The recurrence formulas for the P-matrix are
p,1(k)p2_(k) - v_2(k)
pl, (k + 1) = pl_(k) ¢_ + _' (45)
p,_ (k + 1) -- pH(k)p_ (k) - p_2(k)
p. (k) _b12= p_, (k + 1)
(46)
P_2 (k + 1) = p_l (k) p22 (k) - p_2 (k)
pl, (k) (47)
where
_,.., = 1 -- e -br (48)
and
(1 - e-br) _No
a_, = 2A_T (49)
Eqs. (42) through (47) specify the optimal digital filter
shown in Figs. 5 and 6.
The principal objective of this digital filter is, of course,
to find the optimum estimate of the state x2 at every
instant of time, by suppressing the effect of noise dis-
turbance as much as possible.
Assuming that the system is at rest for t < 0, and that
the a priori information on x* (0) and P (0) is correct,
x_(o) = o (50)
x_ (0) = Z (51)
p. (o) = _, (52)
p,_(o) = p_,(o) = o (53)
p,._(o) = o, (54)
where Z is the amplitude of the actual step input. Then
the optimum estimators become
x* (k + 1) = e-bry (k) + Z (1 - e -br) (55)
x* (k + 1) = Z (56)
and
plz(k + 1) = p21(k + 1) = p22(k + 1) = 0
for all k _ 0.
(57)
(5S)
However, the a priori information may be incorrect,
especially x._(0) and p2_ (0). (If they are correct, there is
no need to proceed on the estimation.) Therefore, we
inevitably start the estimation process of Eqs. (7) through
(9) assigning a set of initial conditions which are not the
optimum ones. Fortunately, the discussion in Part 3 of
this article assures us that the actual variance of the
estimate is bounded by the calculated variance if Ec_ (0)
is selected to be non-negative definite. Hence, it becomes
possible to study the real-time behavior of the digital
filter using the Pc matrix as an upper bound for the actual
covariance matrix.
The behavior of P_ as a function of time is obtained as
a solution of three nonlinear difference equations de-
scribed by Eqs. (45) through (47) starting from the
assumed a priori information Pc (0). Certain manipula-
tions of Eqs. (45) through (47) yield a nonlinear difference
equation of pc_2 alone which plays the most important role
among the components of the P_ matrix in this analysis.
_r_p., (k + 1)pc= (k) + _: [pc_ (k + 1) - pc_ (k)] = o.
(59)
When the discrete interval T is very short, the above
difference equation can be replaced by the corresponding
differential equation. Further, we assume that T (dpc2_/dt)
is much smaller than pc_ when T is a sufficiently short
interval. This assumption is acceptable since we are more
concerned with the asymptoti_ behavior of p_2z for large
t, where p_22 (t) is also small as explained later. In this
case, the above difference equation is reduced to the fol-
lowing Riccati type differential equation:
where
dpc2.2 ot
dt - 2_ P_""' (60)
A 2
= Non,----S, (61)
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Thus, a is the signal-to-noise ratio in terms of the loop
bandwidth BL, where
b 1
BL -- 4 -- 4r " (62)
The solution of this differential equation is
pc_2(0)
pc2z (t) = ape22 (0) (t/2r) + 1" (63)
We observe that pc22 (t) is a monotone decreasing func-
tion of t, and it behaves as 2r/at for large t. Also pa.,2 will
behave in a similar manner because it is bounded by pc___
by means of Eq. (32).
The observation time to (X) is defined as the time re-
quired for the variance of the estimate to become smaller
than a specified bound )t. This is immediately computed
from Eq. (63) as
to(x) =-_ 1 pc_(0 • (64)
Since pc_(0) usually assumes a much larger value than
)t, to ()t) is simply reduced to
2T 1 No (65)to(X)_aX- X2A 2"
Therefore, the observation time to (_) is inversely pro-
portional to )t, and its coefficient is determined by the
signal-to-noise ratio of the input. It is neither dependent
on the system gain b nor on the estimation period T. This
is a remarkable result, and it is valid for
1 1
Bw--S<< T <<-ft.
(Bw 1 is the bandwidth of noise.)
We now make a comparison of this result against the
case without the digital filter. The steady-state variance ),o
of the phase-locked loop having the configuration of
Fig. 7 is given by
b 1
Xo = _ No = -a " (66)
On the other hand, 4r (r = l/b is the time constant of the
loop) may be sufficient for the transient to vanish, so that
it is selected as the observation time g (_) without the
digital filter. Then, using the relation of Eq. (66),
4 1 No
t'o (Xo) b Xo A s" (67)
Compared to Eq. (65)
to (Xo) = 1 t" (Xo). (68)
Thus, the observation time is reduced, at least to half, by
the application of the digital filter for X = )_o. Since to (_)
is the decaying time for pczz, the decaying time of the
actual variance p_zz, which is bounded by Pczz, must be
shorter than that in most cases, as is observed in the
experimental simulation at the end of this article.
Moreover, the variance of the estimate with the digital
filter is monotonically decreasing with time, thus assuring
the continuous improvement of the estimate, while the
variance remains constant after t_o(Ao) for the system
without the digital filter, and no further improvement is
expected on the estimate beyond that point. This is also
observed on the experimental result.
Another view of the advantage gained by this filter can
be seen in the frequency domain. The bandwidth Bc (t)
of the combined system is a function of t; viz.
2_- _.o
Bc (t) = BL'-_- for t > > 47 pc_ (0)" (69)
Thus, the combined system behaves as a time varying
filter whose bandwidth decreases inversely proportional
to time for sufficiently large t, and at time t = 4% Bc is
already one half of BL.
5. Experimental Simulation
The entire system including a model of the phase-
locked loop, the digital filter, signal and noise generators
is simulated on the digital computer. Several experi-
ments have been conducted varying the initial settings
of Pc (0) and x* (0) matrices.
The simplest form of the non-negative definite E_a (0)
matrix is a diagonal one having
ec_,l_(0)--_0 (70)
e_, _ (0) > 0. (71)
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Based on the above relations, diagonal components of
Pc (0) matrix are selected so as to satisfy the following
condition
pc11(O)_a_ (72)
pc22(0)> pa2_(0) --Z z (73)
when the initial estimates of states are set at zero.
x,= (0) = 0 (74)
(0) = o. (75)
Although Z 2 (Z is the amplitude of the input step) is an
unknown quantity, we assume that a certain upper bound
max (Z 2) is known. Then pc2_ (0) is determined at some
value no smaller than max (ZZ).
Pc22 (0) _ max (Z2). (76)
Since the effect of the initial value pczz (0) vanishes
very quickly, as observed from the solution of the differ-
ential equation in Eq. (63), the choice is rather arbitrary
as long as it satisfies the above condition.
The rest of the components are assigned as
p_,2(O) =pc2,(O) --0 . (77)
In Fig. 8(a), xx (k) [ = y (k)], x_ (k) (= Z) and X_za(k) (non-
optimum estimate) are plotted. The chained line indi-
cates the range of the calculated variance p_z: (k). The
experimental results prove that the ensemble of x*za(k )
remains inside this range verifying the conclusion of
Theorem 1. In this particular example, it is observed that
x* (k) enters into the range of )to--0.0025, the steady-
state variance of the phase-locked loop of this example,
at t = 1.7r, and remains within that range afterward,
further approaching to the actual input value.
Fig. 8(b) and(c) are the cases when the loop gain b
is changed to some other values. Observe that to (_) main-
tains almost the same value irrespective of the variation
of the loop gain, and hence the time constant of the loop.
The technique developed in this article can be extended
to the case when the signal and noise power arc unknown,
or when they are varying with time. In that case, it be-
comes a problem of parameter estimation (Ref. 11), and
an optimum estimate may not be obtained. However,
under certain conditions, a quasi-optimum estimate can
be expected.
1.5
1.0
0.5
1.5
1.0
<
S
=E
0.5
0
1.5
I.O
0.5
(o] b - 0.0125
t ko= 0.0025iA
/
,-x_o (k)
_-_22 ok}._.:
? _----ylk)(NOISELESS}
(b) b = 0.00625
ko= 0.00125
_ _(k) (NOISELESS)
/
(c) b = 0.025
,'/ _y(! (NOISELESS) y(k
/
('---y(k)
I
f-
Lj,(k)
y(k) : OBSERVATION
x2(k): NPUT STEP
x_o(k): ESTIMATE OF INPUT
I I
0 r 2r 5r 4r 5r
TIME (v=B0}
Fig. 8. Experimentol simulotion
Although we have treated the signal (phase) input as
a state in this analysis, it is possible to describe the input
contribution in an explicit form in Eq. (1) (Ref. 12).
Especially when the input to the phase-locked loop takes
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a form of frequency step or some other form, such ex-
plicit description of the input contribution may simplify
the treatment of the problem, though it is immaterial for
the step input.
F. Cross-Correlation by Computer
P. Schottler
A received signal plus noise (S + N) waveform is to be
cross-correlated with a family of locally generated wave-
forms, the product to be averaged over a time interval T_.
Each of the local waveforms consists of an interval of
square wave of length T,; outside that interval, the wave-
form is identically zero. The square wave has period 2T,
and T_ satisfies
T, = 2rot
m=2"; n=0,1,2, • • • ,7. (1)
The members of the local family of waveforms are identi-
cal, except that they are displaced in time relative to one
another (Fig. 9).
The cross-correlations are to be performed digitally on a
digital computer. The S + N waveform is represented by
a sequence of real numbers, which is the output of an
analog-to-digital converter which is sampling the received
waveform at a constant rate of R samples/second. In a
length of time T,, the sequence generated will contain
R ° T_ terms.
The samples from the analog-to-digital converter are
not read directly into the computer. Rather, the situation
is as depicted in Fig. 10. Successive samples are algebrai-
cally added into an accumulator during an interval of
RECEIVED S + N TIME
+1
-r qJqJqAl%
-I
LOCAL WAVEFORMS 2T
Fig. 9. Family of local waveforms
RECEIVED
S +N
ANALOG-TO-
DIGITAL
CONVERTER
v ACCUMULATOR
R SAMPLES/SECOND b/
R-T_
=T
I
Fig. 10. Computer and input equipment
DIGITAL COMPUTER
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time of, say, TD seconds. When R" Tb samples have been
accumulated, the resulting sum is read into the computer,
the accumulator is reset to zero, and the process then
repeats.
To be more specific about the interval of time Tb, con-
sider Fig. 11 which shows 1 cycle of square wave from one
of the locally generated waveforms. Divide the half-period
T into Q equal intervals, each of time duration
T
z m
Tb Q (2)
where N = Tb" R, a positive integer (inputs to the com-
puter from the accumulator).
Let b be the finite sequence from b*, containing 4mQ
terms
b = {bl, b2, • • • , bzmo, b2rao+z, " " " , b,_o} (4)
(corresponds to two successive intervals of length T, of
received S + N).
Define a family of finite sequences, containing 2mQ
members, each member having 4mQ terms (the family
of local waveforms)
,_ 9,_ terms2mQ terms _r_
y(0)=(+l,+l,"" ,+1,-1,-1,...,-1, • '' ,-1,-1, • • • ,1,0,0, -. • ,0}
P P P
y(1)---{0,+l,+l, -" • ,+1,-1,-1,"',-1,'" ",
f P
_--2mQ - 1 terms --_
--1,--1, • • • , --1,0,0, • • • ,0}
P
y(2mQ-1)=(o,o, • • • ,0,+1,+1," "- ,+1,-1,-1," • ,-1, • • • ,
2rap- 1 f Q
-1, -1, • • • , -1,0}. (5)
P
seconds. In the analysis which follows, Q will be main-
tained as a variable. Once a value for Q is chosen, the
value of Tb is fixed. Also, it is assumed that the family of
locally generated waveforms contains 2mQ members,
spaced Tb seconds apart. Thus, for each interval T8 of
received S + N waveform, 2mQ cross-correlations must be
performed.
In the next part of this article, three procedures are
discussed for computing the required cross-correlations
between the received S + N and the family of local wave-
forms. In Part 2, on-line processing is discussed.
1. Correlation Procedures
It is first necessary to introduce some terminology so
that the procedures can be discussed in terms of computer
operations.
Let a t -- {al, a2, • • • } = {a_} be a sequence of real num-
bers (the samples). Define a sequence b* = {bl, bz, • • • } by
iN
bi = _ at, (3)
j=(i-1)N+l
Finally, define a term-by-term product for the se-
quences b and y (i)
c, (i) = b,- y, (i) (6)
and a weight function
4-0
st -- _:.c, (i) (7)
i=l
for the product sequences c (j). The weight functions,
{Sj) 2,_o-,i: o , are the required cross-correlations.
L. T "-J
÷1
-!
I I 2| 31 • • • | OI I
---_ r, p,_--
Fig. 11. Subdivision of T
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The three correlation procedures to be discussed will
be compared on the basis of the number of operations
(additions or subtractions) which the computer must per-
form to obtain the {S_} _t=_o-1. Let ]i be the total number
of operations required to compute all S_ using the ith
procedure, and write
1, = 1, (0) + (2rap - 1) 1, (M), (8)
where ]i (0) is the number of operations required to com-
pute So, given bl, b2, • • • , b2,_o and 1_ (M) is the number
of operations required to compute S_, given bl, • "" ,
b2mQ+M, So, Sl," • • , SM-1.
a. Procedure I. Using Eqs. (4) through (7), the first two
weight functions are
So = [bl + b2 -[- • " • '1- b o] - [bo+l + bo+2 + • • •
+ b2o] + " " • + [b2o(m-x)+_ + " " " + bo(2,_-_)]
- [b_(2._ _)+_+ • • • +b_ O]
2ra Qk
= Z (-1) E b,
k=l l=q(k-1) +1
and
$1= [b2 + b_ + • • • + b o + bo+l ] - [bq+2 + " ""
+ b2q + bzo+l] + • • " + [b2o(,_-,)+2 + " • •
+ b0(2.,-1)+1] - [bo(2,_-,)+2 + " " " + b_,_o + b2,_o÷,]
2m Qk+l
= E (--1) 'k+l E hi.
k=l l=O(k-1)+2
In general, the Mth weight function is given by
2m Qk + M
S_ = E (--1) k+l _ bz.
k=l l=Q(k-1) +M+I
(9)
Using Eq. (9), the computer must do 2mQ additions or
subtractions for each S_. Thus
11 (0) = 11 (M) = 2rap
and
]1 = 2mp + (2mp - 1)2rap = (2rap) 2. (10)
b. Procedure 2. The second procedure makes use of an
iterative technique given in the following.
Theorem.
211_- 1
S.+, = Su -- bx+, + 2 _, (--l)k*lbok÷_+, -- b,_o+_+.
k=l
(11)
Proof. From Eq. (9)
2m Qk+M+I
SM+I = E (--1) k+x E bz
k=l l=O(k-1) +M+2
2m [ Qk+. 1= E (--1) _+1 Z bt + bok+X+l -- bq(k-_)+u+l
k=l l=Q(k-1) +M+I
2m Qk + M 2"ra
= Z (- 1) k÷' Z b, + Z (- 1) k+lbok+.+l
k=l l=O(k-1)+M+l k=l
2111.
-- _ (-1)_+1bo(__1)+_÷1.
k=l
Let i = k - 1, then
2$ 2In - 1
S_a÷, = S, + Y. (--1)k+xbok,,r+ x -- E (-1)i+zbqs+_+,
k=l j=O
2Tt_- 1
-- 2m+l
= S. + Z (--1)k+lbok+x+x + (1) b2,._+.+1
k=l
- (-- 1) E (- 1) i+lboi+jr+l
j-o
2m-1
= S. + _ (-1)_+_bo_+_+l -- b2mo+J_+l
k=l
2,t_1, - 1
+ Z (-1)_+_bo_+_+1 -- b_+l
j=l
2,_,1. - 1
= S_ -- bu+, + 2 Y. (--1)*+lbqk+_+_ -- bemQ+_r+l.
k=l
Using the iterative technique, the computation of
S_÷1, given the b_ and S_, requires 2m + 3 additions or
subtractions. Thus,
12 (M) = 2m + 3. (12)
The weight function So must, of course, be computed from
Eq. (9), giving
12 (0) = 2mQ. (13)
Thus, using Eq. (11), the total number of computer opera-
tions required is
12 = 2mQ + (2mQ - 1)(2m + 3). (14)
Comparison of the first two procedures on the basis
of the number of computer operations yields
11-I1(0) -- 1+_ <1 Q--_3, allm. (15)
It follows from Eq. (15) that Procedure 2 should always
be used in preference to Procedure 1 if Q--_ 3, or if
Q_2, m> 1, etc.
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c. Procedure 3. Expand Eq. (9) as follows
era Ok+M
s_ = E (-1) _+' E b_
k=: l=O(k-1) +M+I
= _, (--1) k+: [b0(k_l)+_+l + b0(_-l,+,+_
k=l
+ • . . +bok+_].
Now, define the Q sums
(16)
2ra
(17.1) S,,{bo,__..,+,} = Y (-1)_+1bo,k-l,.,+,
k=l
2ra
(17.Q) Su{bok+.} = _, (--l)k+'bok+y,
k=l
so that Eq. (16) becomes
(17)
Sy : Sv {bqck-1)+H+I} q- " " " q- Sl¢ {bok+_}. (18)
Note that SH {b0{k-_)+u+a} contains b_ with i_M + 1
(mod Q), S_ {b0{k-l,_+2} contains all bl with i_ M + 2
(mod Q), etc.
Expand Ss+l as in Eq. (16)
2ra Ok+M+1
S_+, = Y. (--1) k÷_ _ bz
k=l / =q(k-1) +M+2
2m
= Y. (-1) _+a[bo(k-.+_+_ + " " "
k=l
+ bok+H + b0k+_+:]
----Su+l (bo(k-1)+Jt+z} + " " " + S_+_ {b0_+s }
+ S,+, {bok+,+_ } (19)
with
2ra
(20" 1) S.+_ {bo(k__,+u+2 } = X (--1)k+lbQ(k-,)+u+2
k=l
2111
(20-Q-l) ss+, (bok+,} = Z (- 1)_+'b_k+, (20)
_=1
2m
(20.Q) s.+, {bo_+.+J= Y (-1)_+%_+.+,.
k=l
Comparison of Eq. (20) with (17) reveals that
S_+_ {b0(k-a)+_+_} = S! {bo(k-1)+u+_} (21)
Sx+, (bo_+_) = SH (bok+H)
In (20. Q), let k = i - 1, then
2ra+l
SM+I {bok+_+'} = E
J=2
(-1)Sb0o-1)+_+l
2ra
: -- E (-1)i+'b_,i-_)+.+1 + (-1) z'_÷_
j=l
X b2rao+u+_ + b_+:
or
The significance of Eqs. (21) and (22) is clear. If the
Q sums S_ {bo,_,__)+u+_ }, • " , Su {b¢,+_} are maintained
in the computer, together with the b_ and the S_, then
the weight function S_+_ can be computed by first com-
puting S_+_ {b0_+_+_ }, using Eq. (22), and then solving
S_+1 = S_ - S, {bo(_-,)+._+l} + S_+1 {bo_+u+l}. (23)
The computation of Ss+,(bo_+_+,} via Eq. (22) requires
three operations, and (23) also requires three operations,
hence
1_ (m) = 3 + 3 -- 6 (24)
independent of both m and Q.
In order to compute So using Procedure 3, it is neces-
sary first to compute the Q sums So {boo,-_)+l}, • "" ,
So {bok }. Each of these Q sums requires 2m additions or
subtractions. Then these Q sums must be added together
to obtain So. Thus
1._(0) = 2mQ + p (25)
giving
]a ----(2m + 1)Q + (2mQ - 1) 6. (26)
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Comparison of Eq. (26) with (14) gives
o
L-L(o) zrn+3 <I _r_> i.
a. Procedure 1.
2m Ok + X
(27) Su : E (-1) _÷1 E b,.
]f=l l=Q(k-1) +H+I
2. On-Line Processing
In each of the three procedures discussed in Part 1,
a new Su is computed following each b_ input to the
computer (after the initial 2mQ b_ have been received).
It follows that the time required to compute Su must be
less than Tb ----T/Q, if processing is to be done "on-line."
In an on-line situation, it will be desirable to have the
special purpose equipment furnish the computer with So
as well as the bi ff the calculation of So requires a sig-
nificantly greater number of operations than does the
calculation of Sx, M :/= 0. This is not the case for Proce-
dure 1, since, from Eq. (10), all Su require the same num-
ber of operations. It is the case for Procedures 2 and 3,
however, for most values otr m aud Q. r,__^,.... it i_ u _A'_;_-.......
able for the computation rate to be set by So, since that
sum is calculated only once every T, seconds.
The additional special purpose equipment required to
furnish So using Procedure 3 is shown in Fig. 12. The bi
are formed as before and read into the computer. In addi-
tion, the bi are multiplied by y (0) and added into a sec-
ond accumulator which sums over T, seconds. After T,
seconds, this accumulator will hold
2mQ
E b,. y, (0) = So.
i=l
Finally, the bi • yi (0) outputs from the multiplier are read
into the computer, so that the Q sums
So {bo,k_,,..}, • • • , So (bok),
can be formed as the b_ appear. Thus, at the end of the
initial T, second interval, the computer contains So, the
Q sums So {bq_k-_)+l}, etc., and the first 2mQ b_. Clearly,
the special purpose equipment in Fig. 12 is necessary and
sufficient to furnish So for Procedures 1 and 2 as well,
although in these two cases the bi" yi (0) need not be
read into the computer.
Sample programs for computing Su, M =/=O, for each of
the three procedures discussed in Part 1, are sketched
below. No claim to completeness is made for these pro-
grams as, for example, indexing operations are not in-
eluded. The timing for each operation is expressed in
units of Tu, the basic memory cycle time, assuming a
"typical" digital computer.
Timing
k=l
k=2
Load b_+l 2
Add b_+z 2
Add bq +x 2
Store aa 3
Load b°+_+_ 1
Add
Store az
3+2Q
3+2Q
k=2m
Store a_m
3+2Q
Load fl_1 2
Sub a2 2
Add a3
Sub a2,_ 2
Store 3
2 (2m) + 3
T, = [2m(3 + 2Q) +2(2m) + 31T,
T_ = [4mQ + 10m + 3] T_
b. Procedure 2.
2_- 1
S_+_ -- Su- bu+_ + 2 _, (--1)k+_bok+x._
k=l
(28)
-- b2rao+ _r + l .
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=' }
_ hi. Yl (0) TO
RECEIVED S + N ACCUMULATOR SO
| CONVERTERI I I I I I . /
R.T b _ 2rnO
R SAMPLES/SECOND bi = _. SO : _..
I Y(O) I
Fig. 12. On-line input equipment
COMPUTER
Timing Timing
Load bo+u+_ 2 Load
Sub
Sub b20.u.l 2
Sub
Add 2 Store
Load
Add 2
Sub
Left shift 2 Add
Store al 3 Store
2(2m- 1) + 2 + 3
Load SM 2
Sub b_ ÷1 2
Add ax 2
Sub b 2too+u +1 2
Store 3
11
T2 = [4m + 3 + 11] T,, = [4m + 14] T,t. (29)
c. Procedure 3.
S_+, {bok+x+, } = -Su {bo_k-,,+_+, } + bu+, -- b2mo_+t
Su., = S_ - S_ {b0_k-,.M÷, } + SM.I (b0k+u.l}.
b,_+l 2
Su (b0(a-_)+u+l} 2
b2m0._/+l 2
_1 3
9
Su 2
S, {b0ck-1)+u+,} 2
al 2
3
9
Ts = [9 + 9] T. = 18 T_. (30)
Fig. 13 shows a graph of TI/Tu, Tz/Tu, and Ts/Tu as a
function of m, with Q a parameter [Eqs. (28) through
(3O)].
It is dear, from Fig. 13, that Procedure 3 is never
slower than either Procedure 1 or 2, and for most values
of m it is significantly faster tl_an both Procedures i and 2.
If Procedure 3 is used on-line, then
T
Ts = lSru < Tb = _, (31)
from which it follows that
T
Q < 18T-----_" (32)
Assuming that T = 200 ttsec, Tu = 1.75/_sec, then Eq. (32)
gives
Q<6.3
or, since Q must be an integer which divides T,
Q = 1,2,4,or5.
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Fig. 13. Execution times for sample programs
G. Performance Parameters for
Sequential Decoding
I. Jacobs
The application of sequential decoding to the com-
munication of discrete data over an additive Gaussian
noise channel is evaluated in terms of the energy per bit
required for reliable one-way operation. The storage re-
quirements of several receiver quantization schemes are
detailed, and attention is focused on the problem of buffer
overflow. A phase-coherent system utilizing coded binary
antipodal signals and a detector with 3-bit quantization
is found to combine nearly optimum efficiency with rea-
sonable storage requirements. The potential advantage
over a system using 32 biorthogonal signals (with no fur-
ther coding) is 3.4 to 4 db at a word error probability
of 10 -5.
1. The Need for Coding
The use of an alphabet of M equal-energy orthogonal
signals to transmit log2 M bits of information over an
additive white Gaussian noise channel is essentially op-
timum for both coherent and incoherent operation if
(1) sufficient bandwidth is available and (2) a maximum
likelihood receiver is used. It follows that orthogonal sig-
nals can be used to transmit at rates arbitrarily close to
the infinite bandwidth channel capacity with arbitrarily
low error probability. An equivalent statement is that as
long as the energy received per bit of information Eb
exceeds Eb,_i, : No In 2, where No is the received noise
power in a bandwidth of 1 cps, the word error probability
PE (and hence the bit error probability _ Pe/2) tends to
zero as M increases. A useful bound (Ref. 13) is
I M -t_e_/E_,'_'')_'_-11' , E_/Eb,_i,_4P_ < -t(Eb/Z_ ..... )-11, Eb/Eb,,,,i, > 4. (1)
Eq. (1) serves to illustrate the difficulty encountered
whenever both efficient operation, Eb close to Eb,_,, and
low error probability are simultaneously demanded; the
required value of M becomes excessively large as indi-
cated in Table 1. Recognizing that at most 2TW orthogo-
nal signals can be transmitted in time T and bandwidth
W_ we observe that to transmit at a rate of 3 bits/sec
with M = 1011 requires an information bandwidth o_
about 4 Gc, while M = 1029 requires 1018 Gc. Clearly, very
low error, very efficient communication with orthogonal
signals is precluded by bandwidth considerations. Fur-
thermore, maximum likelihood receivers cannot be built
with such large M, so that the performance indicated in
Table 1 cannot actually be attained.
Table 1. Required size of orthogonal signal alphabet, M
Eb/E_, ,,,i,,
Bound
At 3 db At 4.5 db
10-_ 101_.5 10,.5
i0 -_ i0 _._ i0 _o-9
10 -7 104_ 10 _5`s
We conclude that to simultaneously achieve low error
probability and high efficiency requires a large nonor-
thogonal signal set constructed in such a way that a near
optimum receiver can be realized. An attractive possi-
bility, which we next consider in detail, incorporates con-
volutional encoding and sequential decoding.
2. System Description
A rough block diagram is presented in Fig. 14. Two
modulators are treated. One, for use on a channel with
coherent phase reference, generates a sequence of binary
antipodal waveforms, each of energy E, under direction
of the coder. These waveforms are referred to as channel
symbols. The detector consists of a filter matched to the
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BINARY DATA ._---.!_
CONVOLUTIONALcoDER }_ MODULATOR H CHANNEL
DETECTOR
AND
QUANTIZER
SEQUENTIAL
DECODER
AND
BUFFER
OUTPUT
Fig. 14. System block diagram
individual waveforms followed by a time sampler and
one of the three quantizers of Fig. 15. For each R infor-
mation bits supplied to the coder, one channel symbol is
transmitted and logz Q bits generated at the detector out-
put and loaded into the decoder (a digital machine). The
energy per bit is, therefore
E
Eb----3' (2)
while the number of bits produced at the detector output
(which must be stored in the decoder) per information
bit, denoted/3, is
l log f. (3)
I 0
0
(a) 0=2 (HARD DECISION)
x
i I 01
-T O T
(b) 0---4 HARD DECISION WITH DOUBLE NULL ZONE
The second modulator to be treated, suitable for an
incoherent channel, generates a sequence of waveforms
(channel symbols) chosen from an alphabet of 32 or-
thogonal signals, each of energy E. If R again denotes
the information rate in bits per channel symbol, Eq. (2)
remains valid. For this case, we assume that the detector
consists of a bank of matched filters, square-law envelope
detectors, and samplers. For each channel symbol re-
ceived, the detector produces as output an ordered list
of the L most likely waveforms. Since 5 bits are sufficient
to identify a letter from a 32-letter alphabet, the value
of Q for use in Eq. (3) is
logz Q = 5L. (4)
The cascade of modulator, channel, and detector which
connects the coder output to the decoder input is use-
fully modeled as a memoryless discrete channel with A
input letters (A -- 2 for the coherent system and A -- 32
for the incoherent system) and Q output letters. Each
transmission of a channel symbol over the original chan-
nel corresponds to one use of the discrete channel. A dis-
crete channel is specified by a transition probability
matrix {qis} where qis is the probability that ] is received
when i is transmitted. The matrix {qij} determines a
parameter, R0, the computational cutoff rate, of central
importance to sequential decoding (Refs. 13-15). For the
channels considered,
Ro = -log (qlj)',_
J=lLi=l
(5)
I I' I" I"' 0"' 0" O' 0
X
-2T -T -T//2 0 T/2 r 2T
(c) 0 = 8
Fig. 15. Detector quantization schemes for system using
binary antipodal signal; x denotes the time-sampled
matched filter output
For the infinite bandwidth Gaussian channel and maxi-
mum likelihood reception, R0 equals one-half channel
capacity. For a finite bandwidth signal set and nonmaxi-
mum likelihood reception, R0 is less than one-half of the
infinite bandwidth channel capacity. Thus, if R -- R,_,
and
E
= R,--:' (6)
10log,,,(E_) _3db. (7)
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3. System Efficiency
In this part of this article, we determine the efficiency
of the coherent and incoherent systems assuming opera-
tion at R = Ro bits per channel use. In the next part, we
argue that in an operational system R must be less than
Ro, and determine the resulting effect on efficiency.
For each value of signal energy E and choice of T in
Fig. 15, it is straightforward to determine the transition
probabilities {qlj} and thence Ro, Eb/Eb, mi,,, and /3. A
digital computer was used to select T to minimize
Eb/ED,,,.,,. The result is plotted in Fig. 16 versus /3 for
both the incoherent and coherent systems.
In the coherent system, decreasing E (the energy in
each antipodal signal) results in a smaller decrease in R0,
thus yielding a decrease in Eb/Eb.,,.. while increasing/3
(and bandwidth). For fixed E, increasing Q also decreases
Eb/Eb,,,.,, and increases /3. It is important to note that
with /3 = 15 storage bits/information bit and Q--8,
Eb/Eb,,,.. is only _ db above the minimum specified by
Eq. (7). Thus, binary antipodal signaling and 3-bit de-
tector quantization is very efficient. (It is possible that
transmission of letters from a biorthogonal signal alpha-
bet may permit /3 to be decreased without increase in
Eb/Eb.,,,i,,, although curves in Ref. 16 seem to indicate
the opposite,)
In the incoherent system, Eb/Eb.,,.,, does not continue
to decrease as the energy in each signal decreases. Square-
law envelope detectors become inefficient when the signal
12
I0
8
¢
4
_=2 0=40, 8
t j
L;jI
L=_
I I
CODED BINARY ANTIPODAL SIGNALS;
2-- O-CELL QUANTIZATION IN DETECTOR --
b_ CODED 32-ORTHOGONAL SIGNALS; INCOHERENT
DETECTOR; LIST OF L DETECTOR OUTPUT
o I 1 Ill I I 1 I
Z 4 6 8 I0 20 40 60 I00
/_, STORAGE BITS/INFORMATION BIT
Fig. 16. Energy requirements versus storage require-
ments far two systems utilizing sequential
decoding at rate R = Ro
energy is small relative to the noise. This weak-signal
suppression effect causes the minimums observed in the
curves of Fig. 15. The incoherent system is thus consider-
ably less efficient than the coherent system. Even if maxi-
mum likelihood incoherent reception is used, it can be
shown (Ref. 14) that for this incoherent system Eb/Eb.,,..
always exceeds 5.2 db. The use of a coherent phase refer-
ence appears to be especially desirable with sequentially
coded systems.
4. The Computation Problem
In a properly designed sequential decoder utilizing a
constraint length of 60 to 100 bits, the probability of error
is negligibly small for rates R less than R0 (Ref. 17). The
variability of computation is then the limiting factor. It
is shown 5 that the average number of computations per
decoded bit C obeys a Par&o law:
P [C _ L] ._ L-% L _ 1. (8)
For integer values, the Parbto exponent a is determined
by the construction of Fig. 17. It is hypothesized that this
construction is valid for all a. For operating conditions of
interest, the sphere-packing exponent is very nearly that
of the very noisy channel (Ref. 13).
Exponent = [(2R0)1_ -- (R)V212, (9)
It follows that
no
a = 2-_ -- 1. (10)
5"'The Computation Problem With Sequential Decoding," by J. E.
Savage. Ph.D. Thesis, Department of Electrical Engineering, Cam-
bridge, Mass., February 1965.
SPHERE-PACKING EXPONENT
TANGENT
SLOPE_-- a
_ACKING EXPONENT
R CAPACITY RATE
Fig. 17. Determination of a as a function of R
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The Par_to law of Eq. (8) is notable for the large proba-
bility of obtaining very large values of C. To accommo-
date the system to this extreme variability in computations
per bit, a large buffer must be provided with the decoder.
(The importance of operating with small/3 is now clear.)
Indeed, in implementing the Fano algorithm, the buffer
is made an integral part of the decoder (Ref. 15). Unfor-
tunately, finite buffers have non-zero probability of over-
flow. Whenever overflow occurs, data is lost and a
resynchronization cycle is necessary.
One requirement which must be satisfied to keep the
probability of buffer overflow small is that the expected
value of C be finite. For the Par&o law of Eq. (8), the
expectation is finite only if a > 1, hence, by Eq. (10), only
if R < R0. For example, if R = 0.89 R0, resulting in a _-db
increase in Eb/Eb. m+,,, the expected number of computa-
tions per decoded bit is just under 5. It is necessary that
the decoder have sufficient computational speed to per-
form at least 5 times the expected number of computa-
tions, or 25, in the time interval separating information
bits. Using this factor of 25, we can estimate the proba-
bility of buffer overflow. Assume that the buffer can store
)t -- 4000 words, each containing fl bits. Assume further
that the buffer is empty at the time the machine begins
to process a particular bit. If the number of computations
on this bit exceeds 25_, the buffer must fill and overflow.
From Eq. (8), the probability of such an occurrence with
R -- 0.88 Ro is
e [c > 25x] _ (25x)-,-2, = m -o.5, x = 4000. (11)
Observe that an order of magnitude increase in either
the speed of computation or the size of the buffer causes
little more than an order of magnitude decrease in the
probability of overflow.
Although further investigation is required, computer
simulations (Ref. 18) suggest that the probability of over-
flow in N consecutive decodings is approximately N times
the probability of overflow per decoding, assuming an
initially empty buffer. If so, the probability of overflow
in 1000 consecutive decodings when Eq. (11) is valid
approaches 10 -3 and completely dominates the proba-
bility of error. The probability of overflow in 1000
decodings can be reduced to 10 -5, again with )t -- 4000,
by setting R = 0.77 Ro. This setting results in an increase
in Eb/Eb,_+,+ of 1.15 db over the values given in Fig. 16.
Whenever feedback from receiver to transmitter is not
available, the finite probability of buffer overflow neces-
sitates a provision for periodic resynchronization of the
decoder. This may be accomplished by interrupting the
data system every 1000 bits and transmitting at most
100 data bits to reset the decoder and to provide a syn-
chronizing word. This decreases the information rate by
a factor of 0.9, implying an increase in Eb/Eb.mi,+ of ½ db.
It thus appears that a system utilizing coded binary
antipodal signaling can operate on a coherent additive
Gaussian noise channel with negligible error probability
and a word erasure probability of 10 -3 with Eb/Eb,,_i, = 4.5
db and a buffer containing 4000 17-bit words. The era-
sure probability can be decreased to 10 -5 by increasing
Eb/Eb.,+,, to 5.1 db and the word size to 20 bits.
5. Comparison with Biorthogonal Signaling
The efficiency of a system utilizing biorthogonal sig-
naling on a coherent channel for several word error proba-
bilities and alphabet sizes is given in Table 2 (Ref. 2, pp.
3-14!. Thus, if word error probabilities of 10 -3 can be toler-
ated, sequential decoding has little to offer. It appears
likely, however, that systems which might use sequential
decoding will certainly perform considerable data reduc-
tion prior to data transmission. A word error probability
of 10 -5 or lower would then be necessary. A system uti-
lizing sequential decoding potentially operates 3.4 to 4 db
more efficiently than a system with an alphabet of 32
biorthogonal signals; it operates 1.4 to 2 db more effi-
ciently than a system with an alphabet of 1024 biorthogo-
nal signals. The degradation caused by the use of a
phase-locked loop to provide the phase reference will be
reported in a future SPS.
Table 2. Eb/Eb,,.+. for biorthogonal signaling
Word error Alphabet size
probability 32 1024
10 -+ 6.7 db 5.0 db
10"= 8.6 db 6.5 db
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