Producing high quality depictions of molecular structures has been an area of academic interest for years, with visualisation tools such as UCSF Chimera, Yasara and PyMol providing a huge number of different rendering modes and lighting effects. However, no visualisation program supports per-pixel lighting effects with shadows whilst rendering a molecular trajectory in space filling mode.
Introduction
Viewing biomolecular structures at an atomic resolution has given researchers insight into the relationship between protein structure, dynamics, function, and how they might interact with binding partners. A high quality visualisation that highlights surface features is useful as pockets and crevices are often where ligands bind. Graphical effects such as shadows and ambient occlusion can be used to make these features more obvious.
Ambient occlusion has been used within molecular rendering systems to enhance the topography of rendered structures, whilst development of protein viewing software that generates real time shadows has so far been neglected. The reason for this could be because ambient occlusion highlights the surface features within structures so well that cast shadows have been considered an expensive and almost unnecessary addition to the scene. Research has shown that shadows do provide insight into how an object is positioned, relative to other objects, in 3D space (Wanger et al., 1992) . We believe the same effect will be useful to aid understanding in how parts of the protein move in relation to one another whilst rendering a trajectory.
Until recently, the computational power available on a desktop computer has been insufficient to generate ambient occlusion and cast shadows with per-pixel accuracy in real time. However, modern GPUs (Graphics Processing Units) provide, through use of general purpose GPU computing, large amounts of computational power that can be used to generate these effects.
In this paper we describe techniques for rendering high quality visualisations of biomolecular trajectories with per-pixel shadows and ambient occlusion. Our molecular shadow algorithm utilises ray casting to produce per-pixel shading on atomic structures. We also demonstrate effective use of a sphere based analytical ambient occlusion algorithm and apply it to a molecular trajectory. Both algorithms are reliant on a regular grid. By utilising the GPU, the regular grid used by these algorithms can be reconstructed per-frame, allowing full molecular trajectories to be rendered in real time whilst maintaining the quality of the render. GPU based grid construction is explored in detail, with two different grid algorithms described, implemented and compared. The techniques discussed in this paper are implemented in our software, Protein Trajectory Viewer, which is available to download from http://www.haptimol.co.uk/files/ proteintrajectoryviewer/setup_ptv.zip
Previous work
In this section current molecular rendering applications are discussed, then we review existing techniques that could be used to generate the desired graphical effects.
Molecular Rendering
A large number of protein renderers are freely available. RasMol (Sayle and Milner-White, 1995) was one of the first protein viewer applications. It has been used widely since 1995 and has the ability to render a number of molecular visualisations, including ball and stick, spacefill and wireframe.
Since the publication of RasMol, a huge number of protein viewers have been developed and released to the community, all with different feature sets. A popular feature, included in VMD (Humphrey et al., 1996) , PyMol (Schrödinger, LLC, 2015) , and Avogadro (Hanwell et al., 2012) amongst others, is the ability to render high quality, often ray traced, depictions of proteins to file. This allows high quality renders to be produced, however not in real time.
Several molecular renderers have incorporated ambient occlusion, including Caver Analyst (Kozlikova et al., 2014) , Yasara (Krieger and Vriend, 2014) , MegaMol and Qutemol (Tarini et al., 2006) to improve the quality of their real-time renders.
Real-time shadows have also been used to great effect within molecular renderers. PyMol and RasMol both support rendering silhouette type shadows around the atoms, UCSF Chimera (Pettersen et al., 2004) , Yasara (Krieger and Vriend, 2014) and QuteMol (Tarini et al., 2006) demonstrate a full shadow technique.
PyMol, Chimera, Caver, Yasara, VMD and MegaMol all have the ability to render molecular trajectories, however, to the best of our knowledge, no molecular renderer supports the rendering of trajectories with per-pixel shadows and ambient occlusion in real time on consumer grade hardware.
BallView (Moll et al., 2006 ) is a molecular tool that can be used to visualise proteins. BallView is capable of producing very high quality images because the RTFact CPU ray tracer has been included (Marsalek et al., 2010) . BallView runs at interactive frame rates for small structures on consumer hardware: rendering Cranbin on our test workstation, equipped with a 4GHz Intel i7 and a GTX 980, BallView with ray tracing enabled achieves 8.5 FPS.
Rendering techniques
Generating realistic ambient occlusion and shadow effects has been a subject of research for many years, with many different approaches presented to the community.
Ambient Occlusion
Ambient occlusion shading is a popular way of enhancing the perception of depth of a three dimensional scene. The most straight forward and accurate way of calculating ambient occlusion is with ray tracing. After many rays have intersected the hemisphere centred on a point, a high quality approximation of the ambient occlusion is produced. The main limitation of this approach is the amount of computation required to produce a realistic result, although progress is being made in this area.
Ambient occlusion can be calculated in object-space or screen-space. The first method, objectspace ambient occlusion, computes an occlusion value from the geometry within the scene. The alternate method, Screen Space Ambient Occlusion (SSAO), calculates ambient occlusion within camera space.
An early technique to render ambient occlusion in object space was presented by Pharr and Green (2004) . The algorithm described uses a preprocessing step to calculate how much of the external environment can be seen from each point on a model, then uses this information to compute the visible lighting of that point. The preprocessing step is too expensive to consider integrating into the display loop. Sattler et al. (2004) presented a hardware accelerated ambient occlusion algorithm that worked by constructing a visibility matrix. The method can be applied to dynamic scenes, however its limitation is it is applied per vertex rather than per pixel, meaning performance is dependant on the number of the vertices in the scene. Also, applying occlusion per vertex results in artefacts caused by under sampling, which can be seen as aliasing at the shadow's edges. A similar approach was used by Tarini et al. (2006) within QuteMol.
An alternate idea, first presented by Bunnell (2005) and later improved by Hoberock and Yuntao (2007) , works by approximating an accessibility value of each element in the scene. The method does have limitations, namely, discontinuities may be visible within the ambient occlusion and often the resulting occlusion is biased toward darkness.
Another method, published by Kontkanen and Laine (2005) , computes inter-object AO in real time. A grid surrounding each occluder is computed, then used by the fragment shader to calculate each object's occlusion upon a point. Although real-time performance is achieved, this method suffers from a long pre-computation time and has the potential to use a large amount of memory, especially if the number of object's within the scene is large.
Volume based ambient occlusion was presented by Papaioannou et al. (2010) and also used by Grottel et al. (2012) . The methods work by storing occlusion information inside a volume. The method presented by Grottel et al. (2012) is used to great effect within the software "MegaMol."
The method involves generating a volume which contains occlusion values for points in the scene.
The occlusion values are calculated by considering the density of the scene around each point. The method presented by Grottel et al. (2012) supports rendering very large datasets at high frame rates. However, the quality of the final ambient occlusion effect is dependant on the resolution of the volume texture. The authors also note that artefacts can occur if the model being rendered does not align with the density volume. Favera and Celes (2012) presented a cone-tracing based algorithm. The algorithm follows a comparable approach to that of ray tracing, however fewer cones are required per point than rays.
An earlier cone-tracing algorithm was demonstrated by Crassin et al. (2011) . A fast cone tracing implementation was developed by Staib et al. (2015) , the algorithm presented is limited to nonoverlapping spheres, because artefacts occur when the rendered spheres overlap, owing to the use of point-based rendering.
An analytical object-space ambient occlusion algorithm was presented by Skånberg et al. (2016) . The algorithm described exploits the fact that all the geometry in the scene is spherical, and uses the solid angle formula to determine the fraction of any neighbouring spheres that are visible from a point. This is then used to compute the ambient occlusion contribution of the neighbouring sphere to the point in question. The technique used produces an ambient occlusion effect, however it is highlighted within the paper that there are limitations to this approach, mainly in the fact that a large search neighbourhood will result in poor performance, and a smaller one will result in a poor estimation of ambient occlusion.
Screen space ambient occlusion (SSAO) is an alternative method for calculating ambient occlusion. SSAO is generally less expensive than object space occlusion because the amount of work completed by the algorithm is dependent on the resolution of the render, rather than the number of objects in the scene. However, compared with object space occlusion, it suffers from some disadvantages, namely, the technique is view dependant, and is consequently unable to take into account geometry that is not rendered to the screen.
The first major development in SSAO was by Mittring (2007) . The technique calculates a per-fragment occlusion value using the depth buffer. Each pixel calculates its own occlusion value by randomly sampling different points around itself and computes the amount of occlusion applied to it based on differences in depth. The algorithm was later improved by Filion and McNaughton (2008) .
Other screen space ambient occlusion methods have been presented, including Horizon Based Ambient Occlusion (HBAO) presented by Bavoil et al. (2008) and improved by Bavoil and Sainz (2009) and Volumetric Obscurance (Loos and Sloan, 2010) . Other improvements on the original technique have been presented, including work by Shanmugam and Arikan (2007) who present an approximation to ambient occlusion by separating near and far ambient occlusion, and Kajalin A hybrid ambient occlusion algorithm that uses both SSAO and geometry based occlusion was presented by Reinbothe et al. (2009) . The algorithm is stated to work in real time, and has the optimisation of only refreshing the AO maps for dynamic portions of the scene. However, as the number of dynamic triangles increases within the scene, it is likely that the frame rate would drop to unacceptably low levels.
Shadows
Shadowing occurs when an object blocks, or partially blocks, light from a source from falling on another surface. Ray tracing is the most elegant way to produce realistic shadows within a three dimensional scene although expensive. Alternative algorithms have been the subject of extensive research since the 1970s. The algorithms developed primarily fall into two broad categories: shadow volumes and shadow mapping.
Shadow volumes were first developed by Crow (1977) . The main limitation of shadow volumes is that additional geometry is needed for the shadow volumes. This geometry is costly to generate and to render. Also, there are issues when the shadow caster does not have a mesh that accurately represents an object's shape -for example, when billboards are used. Finally, shadow volumes are not natively compatible with soft shadows, which are often seen in the real world. A recent survey conducted by Kolivand and Sunar (2013) reviews the shadow volume field, including algorithms that support soft shadows. They conclude that despite advances in the field, shadow volumes are still expensive to produce and recommend shadow mapping for use with real-time rendering.
Shadow mapping has proven to be the dominant method to generate real-time shadows in interactive applications, including the molecular graphics applications QuteMol and RasMol. The main disadvantage to shadow mapping is the accuracy of the generated shadow map is limited by its resolution, which is limited by the size of the texture. This inaccuracy can often be seen as aliasing at the edges of the shadows. A further disadvantage is that the scene has to be rendered once per light source, which is time consuming. Often, when scenes are lit with many light sources, the shadow mapping is limited to the main light source, typically the sun. Shadow mapping has been the subject of a large amount of research, with algorithms developed to tackle each of these problems.
Warping algorithms have been investigated as a way to tackle the problem of insufficient shadow map resolution near the eye (Stamminger and Drettakis, 2002) , (Wimmer et al., 2004), Martin and Tan (2004) . Another area of shadow map research built on the idea that points at different distances from the camera need different shadow map densities. Developed by Zhang et al. (2006) and later improved by Dimitrov (2007) , the method works by splitting the frustum, allowing each shadow map to focus on a smaller area and therefore provide a better match between sampling frequencies in view space and texture space. These algorithms can produce an alias free shadow, however the shadow produced has a hard edge.
The first solution for producing a soft shadow effect with a shadow map was presented by Reeves et al. (1987) . Multiple shadow map comparisons per pixel were taken and then averaged together, to give a percentage of the surface that is not in shadow. This technique was ported to the GPU by Bunnell and Pellacini (2004) .
A further development in shadow mapping, called Variance Shadow Maps, was presented by Donnelly and Lauritzen (2006) , but the method suffered from light bleeding. Further research has been undertaken to fix this issue by Lauritzen and Mccool (2007) , however the solution is computationally expensive. A solution was presented by Annen et al. (2008) to produce real-time, all-frequency soft shadows with excellent results, however the algorithm uses a single shadow map, and suffers from incorrect shadows being generated for certain geometry. Despite the previous and ongoing research, ray tracing remains a more elegant method to generate pixel-perfect shadows within a scene.
As stated in Section 2.1 real-time ray tracing has been included in a molecular renderer before, however the frame rate achieved was low. Generating shadows with ray casting was first presented by Appel (1968) and following this there has been significant research into ray tracing incorporating shadows. Much of the research has been aimed at accelerating the ray tracing process, however few of the algorithms are quick enough to run in real time Woo and Poulin (2012) . Ray tracing has been used in supercomputing based applications. BnsView, presented by Knoll et al. (2013) is a CPU based renderer designed for running on multi-core CPU architectures. The application supported a data set with 15 million atoms at interactive refresh rates, but the hardware used during testing cannot be considered consumer grade. Similarly, Stone et al. (2016) presents an immersive molecular visualisation tool that utilises remote GPU clusters to present a high definition render of a trajectory to a head mounted display.
In the following Section we describe how ray cast shadows can be combined with a computationally inexpensive soft shadow technique to generate pixel accurate shadows upon a molecular surface.
Methods

Rendering
A common way of rendering a sphere in a 3D scene is to create it out of a triangle mesh, however, this approach requires hundreds of triangles to generate a sphere that looks smooth to the human eye. This approach may work for smaller proteins but as the number of atoms being rendered increases, interactivity will quickly be lost, owing to the number of triangles required.
Ray casting is an approach originally presented by Gumhold (2003) , and has since been improved by Sigg et al. (2006) . The algorithm works by creating a billboard approximately the size of the sphere and casting rays through each of the fragments within it. If the ray collides with the sphere, the fragment is kept, otherwise it is discarded. Ray casting has been used to great effect within other molecular rendering software, including MegaMol . It has also been used as part of the process to generate molecular surfaces (Krone et al., 2009) , (Lindow et al., 2010) .
Realistic Shadows
Realistic shadows are a useful tool to aid with the perception of a three dimensional environment. Shadows allow us to see geometry that is not visible, either because it is out of view or hidden behind another part of the scene. The ability to render accurate shadows whilst rendering a molecular trajectory will help enhance key changes in the structure during deformation.
A naive ray tracing method is to test each light ray cast against every object in the scene. This method quickly becomes impractical owing to the large number of intersection tests that have to be carried out every frame. Within Protein Trajectory Viewer 's ray casting algorithm, the number of tests performed is reduced by using a spatial data structure -a regular grid. The cast ray traverses the grid and only performs intersection tests on the atoms within each of the grid cells that the ray passes through, removing any intersection tests on objects that are nowhere near to the locality of the ray. This reduces the cost of the ray casting algorithm significantly, enough to allow it to be used in real time.
The regular grid construction algorithms are covered in depth in Section 3.4. The traversal algorithm used within Protein Trajectory Viewer is the 3D-DDA algorithm originally presented by Amanatides and Woo (1987) . 3D-DDA is appropriate because the cost of traversal is small and should the ray "hit" something within its path, the algorithm terminates; it does not test the subsequent cells.
Calculating the shadows with ray casting results in shadows with a hard outline being generated. The cause of this is light within the scene being cast from a single point, making all points either in shadow or in full light. To generate soft shadows using ray casting, an area light source could be used. However, the number of rays cast per pixel will increase dramatically, increasing computation time when compared to a single light source.
An alternative method, presented by Parker et al. (1998) , calculates approximate soft shadows from a point light source by using an enlarged sphere. Figure 1 shows how the method by Parker et al. (1998) works. The atom for which the shadow is being calculated is enlarged. Rays are then cast from each of the pixels in the scene toward the light source. If a ray cast from a pixel collides with the original atom, the pixel that cast it is in full shadow and the ray terminates. If the ray collides with the enlarged atom, it is partially in shadow. The level of shadow applied to the pixel is dependent on how close the ray is to intersecting the original sphere. The closer the ray passes to the sphere, the darker the pixel is. The ray does not terminate if it has only collided with the enlarged sphere. Any subsequent spheres that the ray intersects with contribute to the shadow intensity of the pixel. The resulting soft shadow effect can be seen in Figure 2. 
Ambient Occlusion
Ambient occlusion is a popular technique used to enhance the depth perceptibility of a three dimensional render. The objective is to reduce the amount of ambient light shown in enclosed The shadow intensity at point P is half of the full shadow intensity, because its ray passes the atom halfway between the atom and enlarged atom.
portions of a scene. As reviewed in Section 2.1, ambient occlusion has been widely applied to renders of molecular structures. The technique discussed by Skånberg et al. (2016) has positive qualities we would like to implement within our trajectory viewer, specifically a smooth falloff of the occlusion and crisp details with no risk of sampling artefacts.
The algorithm presented by Skånberg et al. (2016) calculates the occlusion applied to a fragment by computing the solid angle of the fraction of neighbouring spheres that can be seen from the fragment the occlusion is being calculated for. We refer the reader to Skånberg et al. (2016) for a more detailed explanation of how the occlusion algorithm works. The ambient occlusion calculation within Protein Trajectory Viewer works in the same way, with the exception of how neighbouring atoms are found. Within Skånberg et al. (2016) neighbours are found within the fragment shader by using a grid data structure configured with a cell size equal to the desired cut off. Our approach uses the regular grid that is used to accelerate the shadow casting, and finds a list of neighbours on a per atom basis, rather than per fragment, within a pre-rendering step of the display loop. The advantage of this approach is increased flexibility when setting the desired cut-off distance. The disadvantage to our approach is an extra pre-render computation step is required. The final effect generated by the ambient occlusion is shown in Figure 3 Note the increase in perceptible depth that the combined effect produces. As highlighted in the previous sections, to maintain this level of graphical clarity whilst rendering a trajectory, the occluder lists and regular grid have to be rebuilt after every trajectory time step. In Section 3.4
GPU based regular grid construction is investigated.
Acceleration Structure Construction
To maintain high quality visual effects whilst rendering the deformation of a protein, the grid used during the rendering process has to be rebuilt every time the rendered scene changes. To ensure an interactive frame rate (twenty four frames per second or higher), the grid reconstruction and rendering must complete in less than 41 milliseconds. For this reason, the data structure is reconstructed on the GPU. This has a number of advantages: firstly, modern GPUs can perform a large number of calculations every second. Secondly, reconstructing the grid on the GPU means very little data transfer has to occur between the host and device during rendering, avoiding costly data transfer between the CPU and GPU.
Depending on the intended use of the grid, two approaches to filling the grid can be takenthe grid can be "tight" or "loose" (Barbieri et al., 2013) . In a tight grid each of the elements being inserted is placed into every cell that it touches. If you are inserting large triangles into a very fine grid, this can lead to many references pointing at the same triangle, resulting in many more insertions into the grid. This can be detrimental to the grid's overall performance depending on the application (Barbieri et al., 2013) . However, taking a tight approach can provide substantial benefits when using the grid, especially if the grid is being used for a data comparison application;
for example collision detection.
The loose grid approach only places one reference per object in the grid. The cell an object is placed in is implementation dependent, but any part of the object being inserted could be used, as long as the same point is used consistently throughout construction (Barbieri et al., 2013) .
Our shadow ray casting algorithm relies on the grid to efficiently find all of the atoms the ray may collide with. A tight grid allows all of the atoms that are in the locality of the ray, even if the centre of the atom is in a neighbouring cell, to be tested efficiently. A loose grid would require the ray to test all of the atoms in the neighbouring cells for collisions, even those that are well out of the locality of the ray. As a result of this only tight grid construction algorithms are investigated.
The following sections describe two different tight grid construction algorithms, previously discussed by Green (2010) , which are then compared in the results section of this paper. Both algorithms begin with the same first steps. First, a bounding box is calculated around the molecule.
Then for each atom in A i in the scene:
1. Find the cell C mid that contains the centre of A i .
2. Perform collision tests between the van der Waals radius of A i and the surrounding cells.
3. Add a reference to the grid for all of the cells that A i intersects with.
How step three is achieved is algorithm dependent. After the grid has been constructed, it is passed to OpenGL using a Shader Storage Buffer Object, which is written to directly from CUDA.
Fixed Grid
Regular grids can be represented in memory in a variety of ways. The most simple memory layout is depicted in Figure 4 . This memory representation will be referred to as the "fixed grid" throughout the rest of this paper. Within a fixed grid, each of the cells has the same amount of memory allocated, which means this mode is the least efficient in regards to memory use. This allows each cell in the grid to be accessed directly, in constant time. The drawback to the fixed grid is how memory inefficient it is because the same amount of memory is allocated to every cell in the grid. Green (2010) presented a method for constructing a fixed grid on the GPU using atomics, and used it within a particle system. The implementation of the fixed grid algorithm implemented within our software is similar to that presented by Green (2010) . Simply, a large amount of memory is allocated for the grid, and the capacity of each cell is determined by dividing the total grid capacity by the number of cells required. This allows the structure to deform and providing the concentration of atoms does not become extreme, no new memory will need to be allocated. To populate the grid, a second array is used to keep track of the number of atoms in each cell. To insert an atom, the value in the tracker array is atomically incremented. This value is then used to calculate the exact memory location within the grid the atom will be stored at. The atom is then placed within the grid. This allows the grid to be constructed with a single pass of the data.
Within Protein Trajectory Viewer different amounts of memory are allocated for the fixed grid, depending on the number of atoms present within the loaded structure. If there are less than 1000 atoms within the structure, a small pool of 3.75 MB is used. The pool is increased to 37.5 MB if the number of atoms is over 1000, and 375 MB if there are over 10,000 atoms in the structure.
The selected values were found through experimentation. They allow the majority of trajectories to be rendered without having to enlarge the memory pool whilst rendering. The memory efficient grid described in Section 3.4.2 was also configured to allow the number of cells within the grid to increase by a factor of five before having to allocate more memory.
Compact Grid
A more memory efficient grid solution was presented by Lagae and Dutré (2008) . The compact grid, shown in Figure 5 , is a data structure consisting of two arrays. The first array acts as a lookup table for the cell start indices within the second array. To access any individual cell of the grid, first the cell start location has to be read from the lookup array and then the data array accessed to retrieve the information. This data representation is more memory efficient and less expensive to enlarge if required, however during construction and use the grid is less operation efficient. Green (2010) suggested a method for creating a tight compact grid on the GPU, again utilising atomics. This compact grid algorithm requires two passes of the data; the first pass counts how many atoms are in each cell, the second pass uses this data to construct the grid.
Compact grids can also be created by sorting the data and then finding the points in the sorted array where the cells change. However only loose grids can be constructed by using sorting and since Protein Trajectory Viewer requires a tight grid, owing to the shadow calculations, sorting based algorithms are not investigated further. The four step construction algorithm of the grid was suggested by Green (2010 To calculate how many atoms are in each cell in parallel, each atom is assigned one thread on the GPU. Each thread then calculates which cells the atom inhabits and atomically increments the count of the number of atoms that are resident in that specific cell. The count prior to incrementing is then stored for each atom, to allow the grid to be populated without any further atomic operations.
Results
Testing was carried out to determine the performance of the rendering and grid construction algorithms, and then the application as a whole is discussed. Firstly, the performance whilst rendering ray cast shadows is tested and the optimal settings for the regular grid found. Then the quality and performance of the ambient occlusion is analysed and discussed. We then assess the runtime of the pre-frame computation and discuss the performance of the application as a whole.
Testing was performed on a desktop computer with an Intel i7 processor, 16 GB of RAM and an Nvidia GTX 980 with 4GB of VRAM. Table 1 shows the number of atoms each of the proteins used in testing comprises of. All of the proteins, with the exception of FLAG and 1OMP, were acquired from the Protein Data Bank (Berman et al., 2000) . 1HTQ contains ten models of glutamine synthetase from Mycobacterium Tuberculosis 1 , which is treated as a trajectory during testing. 1OMP is a trajectory of a Maltodextrin binding protein (Sharff et al., 1992) and FLAG is a trajectory of a flagellar filament of Salmonella Typhimurium (Kitao et al., 2016) . The other PDB files used within testing are static structures.
Graphical Effects
In this section we examine the performance and quality of the discussed graphical effects. All frame rate tests were performed at a resolution of 1920 x 1080, with proteins positioned to fill the window -see Figure 12 (B).
Shadows
To assess the effectiveness and performance of the shadow casting algorithm, the frame rate achieved whilst rendering shadows was measured using different cell sizes to determine which cell size would yield the best performance.
To measure the performance of the shadow algorithm, we rendered each of the test proteins and recorded the average frame rate achieved. This test was repeated with five different grid cell sizes. The formula nR C is used to calculate the cell size, where R C is the van der Waals radius of a carbon atom and n is an integer multiplier, greater than or equal to two. Using this formula with n set to a value of two or greater ensures that the majority of atoms are resident in a maximum of eight grid cells, important for the performance of the grid reconstruction algorithms used when a trajectory is being rendered. The results from this test can be seen in Figure 6 . The test was performed with a compact grid owing to the excessive memory consumption but comparable performance of the fixed grid (See Section 4.2). Figure 6 shows that for all of the tested proteins, the smallest grid cell size produces the highest frame rate. This is a result of the finer grid resulting in fewer intersection tests when the rays are cast within the lighting fragment shader. A grid cell size of n = 2 will be used for the remainder of testing because of this. Figure 6 also shows that the shadow casting algorithm comfortably achieves the target of 24 FPS for all of the structures tested.
We then generated a scene with a collection of atoms casting a shadow onto a flat structure to compare the results from our approach with RTFact within BallView (Marsalek et al., 2010) .
BallView was selected as a comparable application because it supports true ray cast shadows, as opposed to relying shadow mapping. either of the other approaches. The same effect could be generated using the ray tracing approach with an area light source but this would be computationally expensive.
Protein Trajectory Viewer achieved 844.4 frames per second whilst rendering the displayed image, BallView managed 10.5 FPS. Within this test the images were generated at a resolution of approximately 1000 x 1000 pixels. The achieved frame rates show that the render produced by Protein Trajectory Viewer is considerably less costly than that generated by BallView.
We have shown that the shadows generated in Protein Trajectory Viewer are less costly than the real-time ray traced shadows in BallView and are better quality.
Ambient Occlusion
The quality of the analytical ambient occlusion technique implemented within Protein Trajectory Viewer is highly dependant on the cut off distance used to find occluders. The larger the cut-off distance, the better the image should look because more distant geometry will be included within the calculation.
The graph in Figure 8 shows how increasing the cut off distance effects the frame rate. As expected, the graph shows how testing more atoms for occlusion causes the frame rate to drop. Figure 8 also shows that for all tested proteins, a cut-off of up to 10Å is achievable at an interactive frame rate on our hardware. It is unlikely that interactivity would be maintained whilst rendering a dynamic scene. This is investigated further in Section 4.2.
To assess the quality of the ambient occlusion technique, we compared the generated image with a ground truth, generated using VMD and the Tachyon ray tracer (Stone, 1998) . We also compare the generated render with the object space ambient occlusion method included in MegaMol . Figure 9 shows that the larger the cut-off applied, the more similar to the presented ground truth the generated image is, with image C providing the closest approximation of the three Protein Trajectory Viewer renders to the ray traced image D. When comparing the very deepest points of the images, the crevice in the centre of the image for example, this is effectively highlighted in images B and C, with some darkening of the area visible within A.
Comparing Protein Trajectory Viewer with MegaMol, shows that a large cut-off distance is needed to produce a similar ambient occlusion effect. However, when a larger cut off distance is used, the gradient of the occlusion applied by Protein Trajectory Viewer is smoother, with the outward facing parts of the atoms showing no occlusion. Within MegaMol, some occlusion appears to be present on the outward face of some of the atoms. However, the approach used by MegaMol is far less computationally expensive, achieving in excess of two thousand frames per second on our test computer, compared to one hundred and fourteen frames per second achieved when rendering image C.
From Figure 9 we can determine that the algorithm used demonstrates a reasonable approximation of per-pixel ambient occlusion, however the quality of the approximation is highly dependant on the cut-off distance used. As a result of this, we leave the occlusion cut-off distance as a variable to be controlled by the user, which can be adjusted to balance quality with performance.
Grid Performance
To render a trajectory, the regular grid used during the shadow computation and the lists of occluders used by the ambient occlusion algorithm will need to be refreshed. In this section the performance of these algorithms is discussed. Figure 10 to search for occluding atoms is apportioned. It is clear from the graph that the grid build stage makes up a smaller proportion of the total time than the occluder searching stage. The fixed grid completes the build stage more quickly than the compact grid; a result of only requiring a single pass of the data, compared to the two passes the compact grid requires. Despite this, the total execution time for both grids is very similar, typically with less than 5% of the total execution time separating them. The compact grid makes up the time lost during the build stage within the occluder search stage. The cause of this was found to largely be a result of more efficient memory access patterns within the occluder search kernel whilst using the compact grid. The overall performance of both grids is similar during this pre-rendering stage of the display loop.
Although the overall performance of the grids has been found to be comparable, the memory consumption of the fixed grid is much greater than that of the compact grid. The memory consumption of Protein Trajectory Viewer was measured using GPU-Z 2 whilst using both grid types as an acceleration structure. The results can be seen in Figure 11 . memory is allocated to the grid, and then the maximum capacity of each cell is dependent on the total number of cells in the grid. To allow large, distributed structures to be rendered correctly, the fixed grid memory pool has to be large. This is reflected in the overall graphical memory consumption of the application when using the fixed grid. If the required maximum capacity of the largest cell in the grid is known, the grid can be tuned to this, reducing the memory overhead, however this is impractical to compute whilst rendering a trajectory. This makes the compact grid the preferred structure for our use with our rendering algorithms.
Application Testing
In this section the performance of the complete application is tested. The rendering performance is measured by recording the number of frames rendered per second whilst rebuilding the regular grid every time a frame is rendered. This represents an extreme rendering case because it is uncommon to store enough trajectory frames to view the smooth transitions between one pose and the next, especially on very large structures, owing to current storage limitations. Because of this each frame of trajectory shows a marked different pose in its neighbouring frames. Consequently, trajectories are often played back more slowly, giving the user time to observe each frame before it advances. The slower the trajectory playback is advanced, the greater the average frame rate achieved will be, because the grid only has to be reconstructed when the trajectory frame is changed. Figure 13 shows the frame rate achieved when rendering each of the seven proteins whilst reconstructing the grid and rebuilding each of the occluder lists every frame, with an ambient occlusion cut off distance of 4R c (6.4Å). The test was performed at a moderate zoom level that allowed the entire protein to fit in the window -pictured in Figure 12 (A). Figure 12 : A -An image showing the zoom level used during the first part of the trajectory rendering and grid rebuild stress test. The larger the molecular structure rendered, the further back the camera was positioned, to keep the entire structure in view. B -An image showing the zoom level used during the second part of the trajectory rendering test. The zoom level was set so the protein filled the screen. The protein was set to spin on its y-axis during all rendering tests. Figure 13 shows that for all the proteins except the two largest, 1HTQ and FLAG, interactive frame rates are maintained during the test. These results suggest that our algorithms will support interactive trajectory rendering for any structure comprising of at least seventy five thousand atoms, regardless of playback speed selected. A smaller ambient occlusion cut off distance could be used to achieve interactivity with larger proteins.
A B
Comparing the fixed and compact grid's performance reveals that for the larger structures the compact grid outperforms the fixed grid. This concurs with the earlier findings -the compact grid is marginally more efficient in use, on the GPU, than the fixed grid. There is more variation between the two grids when rendering the smaller proteins. The fixed grid outperforms the compact grid whilst rendering 1CRN and 5E0T, whilst the compact grid produces a better frame rate when 1OMP and the larger proteins are being rendered. The cause of this is a result of the nature of the structure being rendered. 1OMP has a smaller bounding box relative to the number of atoms in the structure than 1CRN and 5E0T. This results in more adjacent atoms having to be tested per atom, both when building the occluder lists and performing the shadow ray tracing within OpenGL, increasing the number of accesses to the grid. This would suggest that the compact grid performs better when the grid cell memory accesses are concentrated into fewer cells. As mentioned earlier, the regular grid only has to be updated when the trajectory advances.
Often this will be at a slower rate than the scene is refreshed. Using this information, the amount of computation that has to be performed every frame is reduced, resulting in an increase in the average frame rate, and enabling lower power video cards to render trajectories.
Whilst rendering the Flagella trajectory in this fashion, our application achieves an average frame rate of 87.9 frames per second at moderate zoom level and 32.17 frames per second whilst zoomed in when utilising the compact grid and an Ambient Occlusion cut off distance of 6.8Å.
The trajectory was advanced once every two seconds. The grid reconstruction is noticeable as a slight pause in window interactivity occurs when zoomed in.
Conclusion
In conclusion, we have demonstrated a per pixel ray casting shadow algorithm that highlights hidden parts of the structure and has proven to be efficient enough to run in real time, at an interactive refresh rate. The ray cast shadows have been enhanced with a soft shadow effect to give a more natural shaded impression. Per pixel analytical ambient occlusion has also been demonstrated to be achievable in real time. We have also implemented a per-pixel ambient occlusion algorithm that enhances the surface features of molecular structures.
By utilising the GPU, it has been shown that the regular grid used by the per-pixel lighting can be reconstructed in very little time, in less than one millisecond in some cases. This allows the effects demonstrated in this paper to be applied to dynamic scenes.
Within the software Protein Trajectory Viewer the discussed grid construction and protein rendering techniques were implemented and tested. It was found that the methods are efficient enough that molecular trajectories of proteins comprising over three hundred thousand atoms can be rendered at forty frames per second on modern graphics hardware with per-pixel lighting.
Furthermore, it was shown that the methods discussed are fast enough to allow the scene to change at the refresh rate of the rendering window. This is important, because as storage mediums evolve and large amounts of storage become readily available, the ability to store smaller trajectory time steps will become reality. The smaller time steps will allow a smoother visualisation of a protein's trajectory to be shown. Our methods are fast enough to cope with this scenario.
It was found that despite the theoretical O(1) access time of the fixed grid, it did not always provide the best performance in practice. It was found that owing to its more efficient use of memory, the compact grid can provide better overall performance on the GPU when the grid is used intensively. Within our application, it was demonstrated that the smaller the cell size used, the better the application performed. It should be noted that if the grid was used less intensively than it is in our application, the fixed grid may be the better option, however it will always be less efficient in regards to memory use. 
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