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Abstract8
Most mathematical models of collective cell spreading make the standard assumption that the cell diu-9
sivity and cell proliferation rate are constants that do not vary across the cell population. Here we present10
a combined experimental and mathematical modeling study which aims to investigate how dierences11
in the cell diusivity and cell proliferation rate amongst a population of cells can impact the collective12
behavior of the population. We present data from a three{dimensional transwell migration assay which13
suggests that the cell diusivity of some groups of cells within the population can be as much as three14
times higher than the cell diusivity of other groups of cells within the population. Using this informa-15
tion, we explore the consequences of explicitly representing this variability in a mathematical model of a16
scratch assay where we treat the total population of cells as two, possibly distinct, subpopulations. Our17
results show that when we make the standard assumption that all cells within the population behave18
identically we observe the formation of moving fronts of cells where both subpopulations are well{mixed19
and indistinguishable. In contrast, when we consider the same system where the two subpopulations are20
distinct, we observe a very dierent outcome where the spreading population becomes spatially organized21
with the more motile subpopulation dominating at the leading edge while the less motile subpopulation22
is practically absent from the leading edge. These modeling predictions are consistent with previous23
experimental observations and suggest that standard mathematical approaches, where we treat the cell24
diusivity and cell proliferation rate as constants, might not be appropriate.25
2Introduction26
Collective cell spreading plays an important role in development [1], repair [2{5] and disease [6]. One way27
of improving our understanding of the mechanisms that inuence collective cell spreading is to develop28
and implement a mathematical model that can both mimic existing experimental observations as well29
as suggesting new experimental options for studying collective cell spreading [7]. Such mathematical30
models have provided key insights into several biological systems. For example, Greenspan's model [8] of31
tumor growth provided a potential explanation of the observed spatial structure in tumor spheroids, while32
Gatenby and Gawlinski's model of tumor spreading into surrounding tissue [9] predicted the formation33
of a gap between the two types of tissue that was later veried experimentally [7].34
Almost all mathematical models of collective cell spreading processes make the simplifying assumption35
that the population of cells can be treated as a uniform population. For example, Maini and coworkers36
[2, 3] studied a scratch assay and showed that the solution of a reaction{diusion partial dierential37
equation led to constant-speed, constant-shape moving fronts that were consistent with experimental38
measurements. Similarly, Sengers and coworkers [10, 11] studied a circular cell spreading assay and39
showed that the solutions of an axisymmetric reaction{diusion equation matched the time evolution40
of the observed experimental cell density proles. These studies made an implicit assumption that the41
motion of cells within the population could be described using a constant value of the cell diusivityD, and42
that the proliferation rate of cells could be described by a constant value of the cell proliferation rate, .43
Similar assumptions are often made in discrete models of collective cell motion [12]. For example, Cai and44
coworkers [13] used a random walk model to study experimental observations of a scratch assay where the45
motility of isolated individual agents and the birth rate of isolated individual agents in the discrete models46
were treated as constants. Similarly, Binder and coworkers [14] applied a discrete random walk model of47
cell migration and cell proliferation on a growing tissue while Khain and coworkers [15] applied a discrete48
random walk model incorporating cell migration, cell proliferation and cell-to-cell adhesion to a scratch49
assay performed with glioma cells. Khain's discrete model treated the cell motility, cell proliferation rate50
and cell-to-cell adhesion strength as a constant for each isolated agent in the simulations.51
In contrast to many mathematical models, there are a range of experimental observations which52
suggest that cell motility and cell proliferation rates are not constant and might vary considerably amongst53
a population of cells. For example, during the development of the drosophila nervous system, time-lapse54
3observation of individual glia cell migration and proliferation have reported the formation of glial chains55
which appear to be an essential component of normal development [16,17]. Time-lapse imaging and cell56
ablation experiments suggest that a certain subpopulation of the glial cells act as pioneer (or leader)57
cells, and that these pioneer cells guide the behavior of the remaining follower cells. A similar chain58
migration model has been proposed to explain time-lapse observations of the development of the enteric59
nervous system which involves a population of precursor cells, called neural crest cells, moving along60
the developing intestines in the form of chains of cells [18{22]. The details of this developmental system61
have been studied experimentally and the results suggest that cells at the leading edge of the population62
follow directed trajectories whereas cells located behind the leading edge of the population followed63
less directed, more random trajectories [19]. These observations have been recently incorporated into64
a discrete mathematical model of observed behavior in a related experimental system [23, 24] where it65
was found necessary to make an explicit distinction between the behavior of pioneer and follower cells to66
replicate the observed patterns [25].67
Experimental observations that are consistent with the existence of pioneer and follower cells have68
also been made in various in vitro assays. For example, Cai and coworkers recorded trajectories of69
individual cells within a scratch assay and showed that cells at the leading edge of the population moved70
along trajectories that were qualitatively dierent to other cells located behind the leading edge [13].71
Distinct roles for pioneer and follower cells have been observed in cell populations that interact with72
collagen bres [26] and in two{dimensional monolayers of cells that have been wounded [27]. Other73
biological systems which suggest a role for pioneer and follower subpopulations of cells include the immune74
system [28{30], three{dimensional tumor spheroid growth [31] and various aspects of development [32,33].75
We note that, very recently, heterogeneity amongst circulating tumor cells in patients with advanced76
primary cancer has been proposed to explain variations in metastatic disease patterns [34].77
In this work we investigate whether an apparently homogeneous population of motile cells is composed78
of functionally distinct subpopulations that could be interpreted as a pioneer subpopulation and a follower79
subpopulation. This investigation makes use of both experimental measurements as well as a simplied80
mathematical model of collective cell behaviour that we use to represent both individual81
cell behavior and the emergent collective behavior of the entire cell population. We perform82
a three{dimensional transwell assay [35] where we stop the experiment after a relatively short period83
of time and remove those cells which have moved through the porous membrane as well as those cells84
4which have not moved through the porous membrane. Both these populations of cells are cultured85
separately, and individual cell trajectories are recorded so that we can investigate whether there are86
any dierences between the two groups of cells. Our experimental measurements are interpreted using a87
discrete three-dimensional mathematical model of cell migration in a transwell. Although, in principle, our88
mathematical model can be used to study a very general population of cells where each cell has a unique89
motility and proliferation rate, we take the simplest possible approach and interpret our experiments by90
making the assumption that the total population is composed of just two subpopulations which we refer91
to as (i) subpopulation 1 with cell diusivity, D1, and cell proliferation rate, 1, and (ii) subpopulation92
2 with cell diusivity, D2, and cell proliferation rate, 2. Using our model we show that our transwell93
results are consistent with the hypothesis that the two subpopulations are distinct since we nd D1 > D2.94
Although we make no experimental measurements of collective behavior involving cell proliferation, we95
conclude by presenting some simulations of a scratch assay where proliferation plays an important role.96
In these simulations we treat the entire population as two interacting subpopulations and our modeling97
suggests that an initially well{mixed population of cells can form a spatially organized spreading front98
of cells where the more motile subpopulation dominate at the leading edge of the spreading population99
whereas the less motile subpopulation is practically absent from the leading edge.100
1 Materials and methods101
1.1 Experimental methods102
Mouse broblast feeder cells [36] (3T3 cells) (ATCC, CCL-92, Manassas, VA, USA) were used to perform103
the transwell migration assay. The 3T3 cells were cultured in Dulbeccos modied Eagle medium (DMEM;104
Invitrogen, Australia) supplemented with 5% foetal calf serum (FCS; Hyclone, New Zealand), 2 mM L-105
glutamine (Invitrogen) and 1% v/v Penicillin/Streptomycin (Invitrogen) in 5% CO2 and 95% air at106
37C.107
A schematic of the transwell apparatus is shown in Fig. 1A, and the assay was performed as previously108
described [37]. In brief, the 3T3 cells were serum starved for four hours by incubating in serum free109
medium (SFM). The SFM was DMEM without FCS. The cells were harvested, and the asks washed with110
phosphate{buered saline (PBS; Invitrogen) followed by exposure to 0.05% trypsin{EDTA (Invitrogen)111
for one-to-two minutes at room temperature. The cell suspension was collected in a 50 mL falcon tube and112
5centrifuged twice at 1000 rpm for ve minutes to eliminate the trypsin. The supernatant was discarded113
and the pellet re-suspended in 10 mL of SFM. The viable cells were counted using a trypan blue exclusion114
test and a haemocytometer.115
Fifty thousand 3T3 cells suspended in SFM were seeded into the upper compartment of a 12 m116
pore transwell (Corning, New York, USA) where the under-surface of the porous membrane had been117
pre-coated with with 10% FCS. Each transwell was placed in a 12{well plate which was incubated for118
two hours at 37C with 5% CO2 and 95% air. After two hours, those cells that had moved into the lower119
compartment and those cells that remained in the upper compartment were collected separately using120
0.05% trypsin{EDTA. The transwell inserts were rst rinsed with PBS and then trypsin was introduced121
into the upper and lower compartments to collect the two groups of cells separately. The collected cells122
were centrifuged at 1000 rpm for ve minutes to remove trypsin and re-suspended in 1 mL of 3T3 medium.123
Both groups of cells were separately re-seeded onto a 24{well tissue culture plate and monitored using124
a wideeld microscope (Leica, Australia). Images were captured at ve minute intervals over a period of125
16 hours.126
1.2 Mathematical modeling tools127
An interacting random walk model, that explicitly incorporates cell-to-cell crowding eects, is used to128
simulate the experiments. The model is implemented on a three{dimensional square lattice with spacing129
. Each site is indexed (i; j; k), where i, j, k 2 Z, and has position (x; y; z) = (i; j; k). A random130
sequential update method [38] is used to perform the simulations so that if there are N(t) agents at time131
t, during the next time step of duration  , N(t) agents are selected at random, one at a time, and given132
the opportunity move with probability P lm 2 [0; 1], where l = 1; 2; 3; : : : ; N(t). Specifying dierent values133
of P lm allows dierent agents in the model to move with a dierent, unique, motility rate. A motile134
agent at site (i; j; k) attempts to step to: (i) (i  1; j; k) with probability (1  x)=6, (ii) (i; j  1; k)135
with probability (1 y)=6, or (iii) (i; j; k 1) with probability (1 z)=6. The parameters x 2 [ 1; 1],136
y 2 [ 1; 1] and z 2 [ 1; 1] control the motility bias: setting x = y = z = 0 means that the motion is137
unbiased. If an agent attempts to step to an occupied site, then that motility event is aborted. Once the138
N(t) potential motility events have been assessed, another N(t) agents are selected at random, one at a139
time, and given the opportunity to proliferate with probability P lp 2 [0; 1]. We model proliferation with140
an unbiased mechanism whereby a proliferative agent at (i; j; k) attempts to deposit a daughter agent at141
6(i 1; j; k) ,(i; j  1; k) or (i; j; k  1), with each target site chosen with equal probability 1/6. Potential142
proliferation events that would place an agent on an occupied site are aborted [35,39,40].143
This basic modeling framework will be applied to two dierent experimental scenarios. First, we will144
apply this three{dimensional model directly to the geometry of the transwell apparatus as we have done145
previously [35]. Second, we will consider a simpler two{dimensional application of the model which is146
consistent with a two{dimensional in vitro assay, such as a scratch assay [41]. We note that the three{147
dimensional modeling framework can be used to simulate a two{dimensional assay simply by considering148
a three{dimensional lattice with a single layer in the vertical direction, so that k = 1. In the simpler149
two{dimensional format a motile agent at site (i; j) will attempt to step to: (i) (i 1; j) with probability150
(1 x)=4, or (ii) (i; j  1) with probability (1 y)=4. Similarly, a proliferative agent at (i; j) attempts151
to deposit a daughter agent at (i 1; j) or (i; j  1), with each target site chosen with equal probability152
1/4.153
Although, in principle, our discrete modeling framework can be applied to a very general system by154
allowing every single agent within the population to have a unique motility and proliferation rate, we155
will implement our model using the simplest possible way to investigate the role of variability within the156
total population by making the assumption that the population is composed of two subpopulations: (i)157
subpopulation 1, which is composed of cells which have a probability of motility per time step of P 1m and158
a probability of proliferation per time step of P 1p , and (ii) subpopulation 2, which is composed of cells159
which have a probability of motility per time step of P 2m and a probability of proliferation per time step160
of P 2p [40].161
We would like to point out that while our mathematical model explicitly incorporates162
physical interactions between cells in the population by incorporating cell{to{cell crowd-163
ing and volume exclusion eects, our mathematical model is an idealization of collective164
cell behaviour. One important aspect that our model neglects is any consideration of bio-165
chemical interactions amongst the population of cells, which can play an important role166
in collective cell behaviour [20, 21]. The neglect of such biochemical interactions is a stan-167
dard assumption made in many mathematical modelling studies of collective cell migra-168
tion [2{5, 8, 10, 11, 13, 15] and the focus of our present work is not to build a mathematical169
model which incorporates every detail of collective cell migration. Instead, the focus of170
our present work is to investigate the role of variability amongst a population of cells since171
7traditional mathematical models of collective cell behaviour routinely treat the motility of172
cells as a simple constant value across a population of cells [2, 3, 10, 11,13]. Similarly, most173
traditional mathematical models of collective cell behaviour routinely treat the prolifer-174
ation rate of cells as a simple constant value across a population of cells [2, 3, 10, 11, 13].175
The aim of our work is to explore the validity of such assumptions and to use a simplied176
mathematical model to demonstrate the implications of such assumptions.177
2 Results178
2.1 Transwell Results179
2.1.1 Estimating the cell diusivity180
Once the cells were harvested at the conclusion of the two hour migration period in the transwell appa-181
ratus, those cells that had migrated into the lower compartment of the transwell (Fig. 1A) were collected182
separately from those cells that remained in the upper compartment (Fig. 1A). These two groups of cells183
were placed on separate culture plates and individual cells within the two groups were imaged using time-184
lapse microscopy for a period of 16 hours so that we could characterize the motility of both populations.185
At the conclusion of the 16 hour period the time-lapse images were analyzed using ImageJ to record the186
trajectories of individual cells within the population [42]. For simplicity we will refer to those cells that187
migrated through into the lower compartment of the transwell as subpopulation 1, and those cells that188
remained in the upper compartment of the transwell as subpopulation 2.189
To characterize the motility we estimate the squared displacement for the x-coordinate and y-coordinate190
of each trajectory191
x2(t) = (x(t)  x(0))2; y2(t) = (y(t)  y(0))2; (1)
where (x(t); y(t)) are the two{dimensional Cartesian coordinates of the cell after time t. An estimate of192
the random motility coecient, also known as the cell diusivity, in each orthogonal direction is then193
obtained by tting a least{squares straight line to the data [43],194
x2(t) = 2Dxt; y2(t) = 2Dyt; (2)
8where Dx and Dy are the diusivities in the x and y directions. We analyzed 20 randomly chosen cell195
trajectories from each subpopulation, being careful that we only considered trajectories that did not196
collide with other cells during the 16 hour observation period. This gave us 20 estimates of Dx and Dy197
for both subpopulations. Averaging these data, for both subpopulations, indicated that hDxi  hDyi198
which is reasonable since the substrate is isotropic [44]. Therefore, for each subpopulation we pooled the199
Dx and Dy data which are presented as histograms in Fig. 1D and Fig. 1E for subpopulations 1 and 2,200
respectively. In both histograms the data shows that the majority of observed trajectories are associated201
with a diusivity in the range D < 100 m2/minute. However, both subpopulations contained some202
cells that were much more motile, and we observed some trajectories corresponding to cell diusivity203
estimates with D  500 m2/minute. Averaging the 40 diusivity estimates for each subpopulation gives204
hD1i  102 m2/minute and hD2i  31 m2/minute. These results indicate that subpopulation 1 is, on205
average, approximately 3.3 times more motile than subpopulation 2.206
2.1.2 Discrete simulations using the transwell data207
To investigate how the variations within the cell population could aect our interpretation of a transwell208
assay we apply the three{dimensional mathematical model to the transwell apparatus using the same209
procedure outlined previously in [35]. In brief, the transwell is cylindrical with an inner diameter of 12210
mm and the 3T3 cells are, on average, approximately 25 m in diameter [45]. We represent the upper211
compartment using a three dimensional lattice with  = 25 m. The three dimensional lattice has ve212
layers in the vertical direction giving 1  k  5, and each layer is a square with length 1  i  480213
and width 1  j  480. The length and width are chosen to accommodate the 25 m 3T3 cells in214
the 12 mm diameter transwell so that we have 12=(0:025) = 480. To represent the cylindrical geometry,215
all sites in the region (i   240)2 + (j   240)2  2402 are labeled as active sites, meaning that they216
can can be occupied by agents. The remaining sites where (i   240)2 + (j   240)2 > 2402 are labeled217
inactive sites, which cannot be occupied by agents. Each layer in the lattice contains 2402  180956218
active sites so that our model can accommodate up to 5(2402)  904778 agents. The porous membrane219
separates the upper and lower compartments and is approximately 15% pore space [35]. To model the220
porous membrane we randomly select 15% of the active sites on the lower (k = 1) layer of the lattice221
and assume that these sites, called downward permeable sites, represent a pore in the membrane. The222
remaining 85% of active sites on the lower (k = 1) layer are downward impermeable sites. In our model223
9a motile agent residing on a downward impermeable site (i; j; k), steps to (i) (i 1; j; k) with probability224
(1x)=6, (ii) (i; j1; k) with probability (1y)=6, and (iii) (i; j; k+1) with probability (1+z)=6 and225
(i; j; k  1) with probability zero owing to the presence of the porous membrane. In comparison, a motile226
agent residing on a downward permeable site (i; j; k) is permitted to move in the negative z direction in227
the usual way as this agent is not blocked by the membrane.228
During a transwell assay cells are placed in the upper compartment and rapidly settle onto the porous229
membrane [35]. We model this by placing agents on the lattice to mimic the way that cells are distributed230
after they have settled onto the membrane. For example, to model our experiments described in Section231
1.1 we initially randomly occupy 27:7% = 100 50000=180956 of active lattice sites on the lower (k = 1)232
layer of the lattice. To represent the movement of cells in the transwell experiments we set z =  1 to233
prevent agents moving vertically upward which is consistent with our observations of cell movement in234
a transwell [35]. We also set x = y = 0, which is appropriate because we do not expect any bias in235
the horizonal plane. During the simulations some agents move vertically down through the pore space236
and we assume that these agents leave the system and no longer interact with other agents during that237
simulation. Any potential motility event that would place an agent on an inactive site, or on a site that238
is already occupied, is aborted [35, 39, 40]. Our model predictions are made by counting the number of239
agents leaving the system through the lower layer of the lattice. Since the algorithm is stochastic we240
present results by averaging over many identically prepared realizations of each simulation.241
Results in Fig. 1F correspond to a simulation where the transwell experiment was initialized with242
25000 agents from subpopulation 1 and 25000 agents from subpopulation 2. In this case we make the243
standard assumption that both subpopulations are identical with P 1m = P
2
m = 1. We note that many244
transwell assays are performed for periods of time that are much shorter than the cell cycle time [35]. This245
means that any increase in cell number due to cell proliferation is negligible during such experiments. To246
make our modeling consistent with this we set P 1p = P
2
p = 0. Averaged modeling results in Fig. 1F show247
the number of agents in each subpopulation that remain in the upper compartment as a function of time248
and we see that the time taken for both subpopulations to exit the upper compartment are the same.249
After approximately 100 time steps almost all of the agents have moved into the lower compartment. This250
result makes sense intuitively since we have specied that both subpopulations behave identically so we251
might have anticipated that both subpopulations will exit the upper compartment of the transwell at the252
same rate. We would like to point out that the results in Fig. 1F are reported for an arbitrary duration253
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of each time step,  . If, for example, we chose  = 1:02 minutes, our simulations would correspond to254
D1 = D2  102 m2/minute since we have D1 = (P 1m2)=(6) and D2 = (P 2m2)=(6).255
Results in Fig. 1G correspond to a simulation where the transwell experiment was initialized with256
25000 agents from subpopulation 1 and 25000 agents from subpopulation 2. In this case we assume257
that the subpopulations are distinct and we choose the motility parameters to reect the dierences we258
observed in the experimental data reported in Section 2.1.1. By choosing P 1m = 1 and P
2
m = 0:3, we259
simulate two distinct subpopulations where subpopulation 1 is approximately 3.3 times more motile than260
subpopulation 2. Again, to be consistent with standard transwell protocols, we neglect any increase in261
cell number by cell proliferation by setting P 1p = P
2
p = 0 [35]. The averaged modeling results in Fig. 1G262
show that we observe very dierent behavior from the results in Fig. 1F where we made the standard263
assumption that all the cells agents in the system behaved identically. In this case our modeling shows264
that subpopulation 1 moves into the lower compartment much faster than subpopulation 2 (Fig. 1G).265
In particular, we see that after 100 time steps almost all of subpopulation 1 has moved into the lower266
compartment whereas almost 300 time steps are required for almost all of subpopulation 2 to move into267
the lower compartment (Fig. 1G). This dierence in the behavior of the two subpopulations is expected268
since we have P 1m > P
2
m, and so we anticipate that agents from subpopulation 1 are able to migrate269
around in the transwell much more eciently than members of subpopulation 2. This would mean that270
agents belonging to subpopulation 1 are more likely to nd the location of the pores in the membrane271
through which they can move into the lower compartment. We also note that the results in Fig. 1G are272
reported for an arbitrary duration of each time step  . If, for example, we chose  = 1:02 minutes, then273
this would correspond to D1  102 m2/minute and D2  31 m2/minute which is consistent with our274
cell diusivity estimates from our experiments as reported in Fig. 1D and Fig. 1E.275
In summary, our modeling results indicate that our interpretation of transwell assays could be very276
sensitive to dierences amongst the motility rates of the cells. Examining the results in Fig. 1G indicates277
that if we stopped the simulation after a relatively short period of time, say 50 , then almost all of278
subpopulation 1 would have moved into the lower compartment while the majority of subpopulation279
2 would remain in the upper compartment. These averaged simulation results are consistent with our280
experimental observations in Fig. 1D and Fig. 1E since our experimental data indicates that the group281
of cells that moved into the lower compartment after a relatively short time period were, on average,282
more motile than the group of cells remaining in the upper compartment.283
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2.2 Scratch assay284
Since our modeling results in Fig. 1F and Fig. 1G imply that a transwell assay could be very sensitive285
to dierences amongst the motility rate of the cell population, we now extend these ideas to a scratch286
assay [2, 3, 41]. Scratch assays are often performed in a narrow channel geometry where a conuent287
population of cells is wounded, or scratched, to reveal a sharp front that separates the conuent region288
from a vacant region. Typically, a scratch assay is monitored by measuring the location of the leading289
edge of the population as it spreads and the initially vacant region becomes occupied [2,3,41]. To model290
this we apply the discrete mathematical model on a two{dimensional lattice where each site is indexed291
(i; j), and each site has position (x; y) = (i; j). Here we choose  = 25 m to correspond to the292
diameter of 3T3 cells. We apply this model on a two-dimensional domain with 0  x  25 mm and293
0  y  1:25 mm, to mimic the narrow channel geometry. Reecting boundary conditions are applied294
along all boundaries.295
To be consistent with our results in Fig. 1F and Fig. 1G, we consider the initial population of296
agents to be composed of two subpopulations. Each simulation is initialized so that the central region297
of the lattice, where 12  x  13 mm, contains a conuent monolayer. This initial conuent monolayer298
contains, on average, 50% of agents from subpopulation 1 and 50% of agents from subpopulation 2.299
Two dierent types of simulations are performed. In the rst simulation (Fig. 2A{D) we make the300
standard assumption that both subpopulations are identical with P 1m = P
2
m = 1 and P
1
p = P
2
p = 0:001.301
Unlike transwell assays, many scratch assays are reported for a period of time that is longer than the cell302
cycle time so that proliferation plays an important role [2,3,41] and therefore we include proliferation in303
these simulations [39]. Results in Fig. 2A{D show snapshots of the simulation after 0, 1000, 5000 and304
10000 time steps, where each time step has a duration  . These simulations show that the population305
spreads into the initially vacant region. Individual agent motility and proliferation events lead to the306
formation of two fronts, one moving in the positive x{direction and the other moving in the negative307
x{direction. The formation of such fronts is consistent with experimental observations where these fronts308
often move with constant speed [2, 3]. We observe that the total population grows rapidly with time,309
and our simulation indicates that the two subpopulations remain well{mixed for all time and at all310
locations. The results in Fig. 2A{D are reported for an arbitrary duration of each time step,  . If, for311
example, we chose  = 1:53 minutes, this would correspond to D1 = D2  102 m2/minute since we have312
D1 = (P
1
m
2)=(4) and D2 = (P
2
m
2)=(4) in two{dimensions. Similarly, choosing  = 1:53 minutes313
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corresponds to 1 = 2  0:00065 /minute since we have 1 = P 1p = and 2 = P 2p = . This proliferation314
rate corresponds to a doubling time of td  18 hours since we have td = loge2= [35].315
In the second simulation (Fig. 2I{L) we allow the two subpopulations to behave dierently by setting316
P 1m = 1 and P
2
m = 0:3, so that subpopulation 1 is approximately 3.3 times more motile than subpopula-317
tion 2. Again, this dierence in the motility rate between the two subpopulations is consistent with our318
experimental results in Fig. 1D and Fig. 1E. Since we have not made any measurements of the prolifera-319
tion rate of cells we assume that both subpopulations proliferate at the same rate with P 1p = P
2
p = 0:001.320
Results in Fig. 2I{L show a snapshot of the simulation after 0, 1000, 5000 and 10000 time steps, where321
each time step has a duration of  . Just like the uniform population in Fig. 2A{D, we see that the322
population spreads into the initially vacant region of the domain and the model predicts the formation323
of two fronts, one moving in the positive x{direction and the other moving in the negative x{direction.324
Again, the total population grows rapidly with time, however in this case our results indicate that the325
two initially well{mixed subpopulations remain mixed for a short period of time only (Fig. 2I{J) before326
becoming segregated at later times (Fig. 2K{L) where we see that the leading edge of the population327
is dominated by subpopulation 1. This result implies that the leading edge of the spreading population328
becomes dominated by the subpopulation that is more motile. The results in Fig. 2I{J are reported329
for an arbitrary duration of each time step,  . If, for example, we chose  = 1:53 minutes, this would330
correspond to D1  102 m2/minute and D2  31 m2/minute which is consistent with our experimental331
observations in Fig. 1D{E.332
2.3 Continuum description333
The simulation results in Fig. 2A{D and Fig. 2I{L correspond to single realizations of the discrete334
model. To provide additional information about these simulations we consider M identically{prepared335
realizations and generate averaged density proles. In the mth identically{prepared realization of the336
model, site (i; j) can be either, (i) occupied by an agent from subpopulation 1, Cm1 (i;j) = 1, (ii) occupied337
by an agent from subpopulation 2, Cm2 (i;j) = 1, or (iii) vacant with C
m
1 (i;j) = 0 and C
m
2 (i;j) = 0. From338
our simulations we can estimate the average occupancy of agents from subpopulation 1 at site (i; j) as339
hC1 (i;j)i = (1=M)
PM
m=1 C
m
1 (i;j), and the average occupancy of agents from subpopulation 2 at site (i; j)340
as hC2 (i;j)i = (1=M)
PM
m=1 C
m
2 (i;j).341
Results in Fig. 2E{H show hC1 (i;j)i and hC2 (i;j)i associated with the simulations in Fig. 2A{D for342
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M = 100. These averaged proles conrm that both subpopulations spread across the domain with time343
and form two moving fronts, one moving in the positive x{direction and the other moving in the negative344
x{direction. The averaged density proles in Fig. 2E{H conrm that both subpopulations remain well{345
mixed since we have hC1 (i;j)i  hC2 (i;j)i at all locations and for all time. Results in Fig. 2M{P show346
hC1 (i;j)i and hC2 (i;j)i associated with the simulations in Fig. 2I{L for M = 100. These proles conrm347
that two moving fronts of cells form with time and that one moves in the positive x{direction and the348
other moving in the negative x{direction. The averaged density proles in Fig. 2M{P show that the two349
subpopulations do not remain well{mixed since we see that the leading edge of the moving fronts are350
eventually dominated by subpopulation 1.351
To describe these averaged simulation results using a continuum mathematical framework we form two352
discrete conservation statements for hC1 (i;j)i and hC2 (i;j)i, which describe the the change in average353
occupancy of subpopulation 1 and 2, respectively, at site (i; j), during the time interval from time t until354
time t+  . The discrete conservation statements are given by355
hC1 (i;j)i = P
1
m(1 + x)
4
hC1 (i 1;j)i(1  hC1 (i;j)i   hC2 (i;j)i)
+
P 1m(1  x)
4
hC1 (i+1;j)i(1  hC1 (i;j)i   hC2 (i;j)i)
+
P 1m(1 + y)
4
hC1 (i;j 1)i(1  hC1 (i;j)i   hC2 (i;j)i)
+
P 1m(1  y)
4
hC1 (i;j+1)i(1  hC1 (i;j)i   hC2 (i;j)i)
  P
1
m(1 + x)
4
hC1 (i;j)i(1  hC1 (i+1;j)i   hC2 (i+1;j)i)
  P
1
m(1  x)
4
hC1 (i;j)i(1  hC1 (i 1;j)i   hC2 (i 1;j)i)
  P
1
m(1 + y)
4
hC1 (i;j)i(1  hC1 (i;j+1)i   hC2 (i;j+1)i)
  P
1
m(1  y)
4
hC1 (i;j)i(1  hC1 (i;j 1)i   hC2 (i;j 1)i)
+
P 1p
4
hC1 (i+1;j)i(1  hC1 (i;j)i   hC2 (i;j)i)
+
P 1p
4
hC1 (i 1;j)i(1  hC1 (i;j)i   hC2 (i;j)i)
+
P 1p
4
hC1 (i;j+1)i(1  hC1 (i;j)i   hC2 (i;j)i)
+
P 1p
4
hC1 (i;j 1)i(1  hC1 (i;j)i   hC2 (i;j)i); (3)
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and356
hC2 (i;j)i = P
2
m(1 + x)
4
hC2 (i 1;j)i(1  hC1 (i;j)i   hC2 (i;j)i)
+
P 2m(1  x)
4
hC2 (i+1;j)i(1  hC1 (i;j)i   hC2 (i;j)i)
+
P 2m(1 + y)
4
hC2 (i;j 1)i(1  hC1 (i;j)i   hC2 (i;j)i)
+
P 2m(1  y)
4
hC2 (i;j+1)i(1  hC1 (i;j)i   hC2 (i;j)i)
  P
2
m(1 + x)
4
hC2 (i;j)i(1  hC1 (i+1;j)i   hC2 (i+1;j)i)
  P
2
m(1  x)
4
hC2 (i;j)i(1  hC1 (i 1;j)i   hC2 (i 1;j)i)
  P
2
m(1 + y)
4
hC2 (i;j)i(1  hC1 (i;j+1)i   hC2 (i;j+1)i)
  P
2
m(1  y)
4
hC2 (i;j)i(1  hC1 (i;j 1)i   hC2 (i;j 1)i)
+
P 2p
4
hC2 (i+1;j)i(1  hC1 (i;j)i   hC2 (i;j)i)
+
P 2p
4
hC2 (i 1;j)i(1  hC1 (i;j)i   hC2 (i;j)i)
+
P 2p
4
hC2 (i;j+1)i(1  hC1 (i;j)i   hC2 (i;j)i)
+
P 2p
4
hC2 (i;j 1)i(1  hC1 (i;j)i   hC2 (i;j)i): (4)
Positive terms on the right of Equation (3) represent events that place an agent of subpopulation 1 at357
site (i; j), while the negative terms on the right of Equation (3) represent events that remove agents of358
subpopulation 1 from site (i; j). A equivalent interpretation applies to the terms on the right of Equation359
(4) with respect to agents from subpopulation 2. All the terms on the right of Equations (3) and (4)360
involve factors like hC1(i;j)i and (1 hC1(i;j)i hC2(i;j)i) which we interpret the probability that site (i; j)361
is occupied by an agent from subpopulation 1, or the probability that site (i; j) is vacant, respectively. We362
interpret products of these terms as net transition probabilities which means that we are making the usual363
assumption that the occupancy of lattice sites are independent [46{48]. As we shall later demonstrate364
(Fig. 2) this assumption appears to be a reasonable for the problems we consider here.365
The discrete conservation statements, given by Equation (3) and (4) are related to a system of partial366
dierential equations in the appropriate limit as  ! 0 and  ! 0 and the averaged data, hC1 (i;j)i367
and hC2 (i;j)i are written in terms of two continuous variables C1(x; y; t) and C2(x; y; t). To nd this368
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relationship we expand all terms in Equations (3) and (4) in a truncated Taylor series about site (i; j),369
keeping terms up to O(2). Dividing the resulting expressions by  , we consider the limit as  ! 0370
and  ! 0 simultaneously, with the ratio (2=) held constant. In the continuum limit, the partial371
dierential equations governing C1(x; y; t) and C2(x; y; t) can be written as372
@C1
@t
= D1
@
@x

(1  S)@C1
@x
+ C1
@S
@x

+D1
@
@y

(1  S)@C1
@y
+ C1
@S
@y

  v1 x @
@x
[C1(1  S)]  v1 y @
@y
[C1(1  S)] + 1C1(1  S); (5)
@C2
@t
= D2
@
@x

(1  S)@C2
@x
+ C2
@S
@x

+D2
@
@y

(1  S)@C2
@y
+ C2
@S
@y

  v2 x @
@x
[C2(1  S)]  v2 y @
@y
[C2(1  S)] + 2C2(1  S);
where373
D1 = lim
!0;!0

P 1m
2
4

; D2 = lim
!0;!0

P 2m
2
4

v1 x = lim
!0;!0

P 1mx
2

; v1 y = lim
!0;!0

P 1my
2

v2 x = lim
!0;!0

P 2mx
2

; v1 y = lim
!0;!0

P 2my
2

1 = lim
!0;!0
 
P 1p

!
; 2 = lim
!0;!0
 
P 2p

!
; (6)
and S(x; y; t) = C1(x; y; t) + C2(x; y; t) is the total density [35,39]374
We note that for the special case where the motion is unbiased x = y = 0, and that both subpopu-375
lations are identical with D1 = D2 = D, 1 = 2 = , we can re-write Equation (5) in terms of the total376
population density as377
@S
@t
= D

@2S
@x2
+
@2S
@y2

+ S(1  S); (7)
which is the two-dimensional analogue of the well{known Fisher{Kolmogorov equation [49, 50]. This378
standard reaction{diusion model is a particular case of the more general system derived here.379
We note that Equation (5) is written in terms of the two-dimensional (x; y) Cartesian plane. If we380
consider an initial condition, C1(x; y; 0) and C2(x; y; 0), that is independent of the vertical coordinate y,381
and either periodic or reecting boundary conditions are applied on both boundaries parallel to the x382
coordinate, the solution of Equation (5) is independent of y for all t > 0 and we have C1(x; y; t) = C1(x; t)383
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and C2(x; y; t) = C2(x; t) [35,39,40]. These initial conditions and boundary conditions are relevant when384
considering an in vitro experiment in a narrow channel geometry, such as a scratch assay [2,3,15] or the385
discrete simulations in Fig. 2A{D and Fig. 2I{L. For other types of assays where the geometry is genuinely386
two-dimensional, such as barrier assays [45,51{54], we must consider the complete two-dimensional partial387
dierential equations as demonstrated previously in [40].388
To investigate how the solution of Equation (5) relates to the averaged discrete data in Fig. 2E{H and389
Fig. 2M{P, we solved Equation (5) numerically on 0  x  25 mm with reecting boundary conditions390
for both subpopulations at both boundaries. To match the averaged discrete simulation data we use the391
same initial condition as in the discrete simulations392
C1(x; 0) =
8>>>><>>>>:
0; 0  x  12 mm ;
0:5; 12 < x < 13 mm ;
0; 13 < x  25 mm ;
(8)
and393
C2(x; 0) =
8>>>><>>>>:
0; 0  x  12 mm ;
0:5; 12 < x < 13 mm ;
0; 13 < x  25 mm:
(9)
We solve Equations (5) using a non-iterative operator split method [55]. To solve the transport terms in394
Equation (5) we use central dierence approximation with mesh spacing x, and implicit Euler stepping395
with a time step of t. To solve the reaction terms in Equation (5) we use a fourth order Runge-Kutta396
method with time step t [56].397
The numerical solution of Equation (5), with D1 = D2 and 1 = 2, is superimposed in Fig. 2E{H398
where we see that C1(x; t) and C2(x; t) match the averaged discrete data, hC1(x; t)i and hC2(x; t)i, very399
well at all locations and for all times considered. Similarly, the numerical solution of Equation (5) with400
D1 6= D2 and 1 = 2 are superimposed in Fig. 2M{P where we also see that these solutions match the401
averaged discrete data very well at all locations for all times considered. We would like to reiterate here402
that the key result is that when the subpopulations are identical we have C1(x; t) = C2(x; t) whereas when403
we consider distinct subpopulation with D1 6= D2, we observe an inuence on the spatial and temporal404
organization of the two subpopulations. In particular, we see that the more motile subpopulation, C1(x; t),405
dominates the total population at the leading edge whereas the less motile subpopulation, C2(x; t), is406
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absent from the leading edge. Therefore, locally at the invasive front we have S(x; t)  C1(x; t) and407
C2(x; t)  0. We note that these kinds of dierences, where cells at the leading edge of an invasive408
population are appear to be functionally distinct from cells located well{behind the leading edge of409
the invasive population have also been observed experimentally in various in vivo [19] and in vitro410
contexts [13].411
3 Discussion and Conclusions412
Mathematical and computational modeling has played an important role in improving our understanding413
of collective cell spreading in a range of applications [2{5,13,22]. Despite a range experimental evidence414
that suggests otherwise, most mathematical models of collective cell behavior make the simplifying as-415
sumption that the cell motility rate and the cell proliferation rate are constants and do not vary amongst416
the cell population. These kinds of simplifying assumptions give rise to mathematical models that take417
the form of reaction{diusion equations with constant cell diusivity [2{5], or discrete random walk418
models of collective cell behavior where isolated individual agents in the system have constant rates of419
motility [13,15,35,39].420
In this work we have sought to explore the validity of these standard assumptions by performing a421
transwell assay with 3T3 cells. By stopping the assay after a short period of time we aimed to test the422
hypothesis that those cells amongst the total population with high motility rate would move into the lower423
compartment of the transwell faster than those cells amongst the total population with a lower motility424
rate. Indeed our time{lapse data suggests that those cells that moved into the lower compartment in a425
short period of time were, on average, approximately three times more motile that those cells remaining in426
the upper compartment of the transwell. We illustrated the role that such variability can have by applying427
an existing model of cell migration through a transwell [35] which we generalize so that each agent in the428
simulation can have a distinct motility rate and distinct proliferation rate. Taking the simplest possible429
approach where we consider the total population to be composed of two subpopulations, we show that430
the mathematical model predicts very dierent behavior in the transwell assay where we account for431
dierences in the motility rate between subpopulation 1 and subpopulation 2.432
We also apply our mathematical model to the situations where we idealize a total population of cells as433
two possibly distinct subpopulations, to a scratch assay. Our simulations and analysis indicate that when434
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we make the standard assumption that both subpopulations have identical cell diusivity (D1 = D2) and435
identical cell proliferation rate (1 = 2), with the further assumption that the initial condition is a well{436
mixed population where both subpopulations are present in equal proportions, we observe the formation437
of moving fronts of cells where both subpopulations are well{mixed throughout. In contrast, if we assume438
that the subpopulations have distinct cell diusivities (D1 > D2) and identical cell proliferation rates439
(1 = 2) our modeling shows that the moving fronts of cells that forms is very dierent. In this case the440
two subpopulations do not remain well{mixed, and instead we observe that the subpopulation with the441
higher diusivity dominates at the leading edge of the population. This idea that the cells at the leading442
edge of invasive fronts are more motile than their counterparts well behind the leading edge is consistent443
with previous experimental observations [13,19].444
There are several ways that the modeling results can be extended. For example, when we considered445
the scratch assay simulations in Fig. 2 we always made the simplifying assumption that both subpopu-446
lations were initially present in equal proportions so that we had C1(x; 0) = C2(x; 0). In the case that447
we have distinct subpopulations with D1 > D2, we note that our main result, showing that the two448
subpopulations do not remain well{mixed after a suciently long period of time, also holds when we vary449
the initial condition. For example, our results in Fig. 2 made the assumption that the central region of450
the domain was equally composed of both subpopulations, C1(x; 0) = C2(x; 0) = 0:5 (Fig. 2I). If, instead,451
we suppose that subpopulation 2 dominates initially by setting C1(x; 0) = 0:1 and C2(x; 0) = 0:9 in this452
central region, our modeling framework predicts that subpopulation 1, with D1 > D2, will eventually453
dominate the leading edge of the spreading front despite the fact that there is only a small proportion of454
subpopulation 1 present at the beginning of the experiment.455
Another simplifying assumption made here is that we supposed that the total population of cells in456
the system could be idealized as two subpopulations. This assumption was invoked so that we could457
illustrate our results as simply as possible and we note that our discrete modeling framework, outlined458
in Section 1.2, and the associated continuum partial dierential equation description, can be generalized459
so that we can consider dividing the total population into an arbitrary number of subpopulations. For460
example, if instead of treating the total population in Fig. 2 as two subpopulations, we could consider461
the total population to be composed of N  1 subpopulations. Taking the same approach leads to the462
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following system of coupled partial dierential equations463
@Ck
@t
=  @Jxk
@x
  @Jyk
@y
+ Sk; k = 1; 2; 3; : : : ; N; (10)
where Jxk is the ux of subpopulation k in the x{direction, Jyk is the ux of subpopulation k in the464
y{direction and Sk is the source term for subpopulation k. These terms can be written as465
Jxk =  Dk
 
1 
NX
l=1
Cl
!
@Ck
@x
 DkCk @
@x
 
NX
l=1
Cl
!
+ vk xCk
 
1 
NX
l=1
Cl
!
;
Jyk =  Dk
 
1 
NX
l=1
Cl
!
@Ck
@y
 DkCk @
@y
 
NX
l=1
Cl
!
+ vk yCk
 
1 
NX
l=1
Cl
!
;
Sk = kCk
 
1 
NX
l=1
Cl
!
; (11)
where466
Dk = lim
!0;!0

P km
2
4

;
vk x = lim
!0;!0

P kmx
2

;
vk y = lim
!0;!0

P kmy
2

;
k = lim
!0;!0
 
P kp

!
: (12)
We note that the question of determining the appropriate number of subpopulations, N , which accurately467
reects the collective behavior of a real population of cells is an open question that requires further468
experimental and theoretical investigation.469
Our experimental methods focused on a transwell assay which are typically conducted over an interval470
of time that is much shorter than the cell cycle time [35]. As a consequence, our experimental methods471
were aimed at investigating the variability of cell motility amongst the population rather than focussing on472
the variability of the cell proliferation rate. To make such an assessment, a dierent kind of experimental473
system could be considered, such as a barrier assay [45,51{53] or a scratch assay [2,3,41], which are often474
conducted for periods of time that are longer than the doubling time. We leave such an investigation of475
the role of variations in the proliferation rate of cells for future investigation.476
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We conclude with a brief discussion about the limitations of our mathematical modelling477
framework, together with a brief discussion about the suitability of our mathematical mod-478
elling framework for this particular study. One of the limitations of our mathematical model479
is that it neglects to explicitly incorporate any details regarding biochemical cell{to{cell480
interactions. It is important to acknowledge this limitation since biochemical cell{to{cell481
interactions are thought to inuence collective cell behaviour [20, 21]. Since the focus of482
our work is to explore the role of variability amongst a population of cells, it is appropriate483
for us to use a mathematical modelling framework that can explicitly examine the role of484
variability rather than a mathematical model that incorporates, potentially complicated,485
biochemical cell{to{cell interactions. Once again, we would like make the point that many486
traditional mathematical models of collective cell behaviour treat the motility of cells as a487
simple constant value across a population of cells [2,3,10,11,13]. Similarly, many traditional488
mathematical models of collective cell behaviour treat the proliferation rate of cells as a489
simple constant value across a population of cells [2, 3, 10, 11, 13]. In contrast, our experi-490
mental data showed that measurements of cell diusivity from a single population of cells491
can lead to a wide range of cell diusivity estimates and our modelling framework showed492
that the neglect of this variability leads to signicantly dierent predictions than when this493
variability is incorporated. .494
Acknowledgments495
We acknowledge the Australian Research Council Discovery Project Grant DP120100551. We appreciate496
technical assistance from Ms Katrina Treloar and Dr Abhishek Kashyap, as well as the helpful comments497
from the PLoS ONE academic editor and the anonymous referee.498
21
References499
1. Wolpert L (2011) Principles of development. 4th Edition. Oxford: Oxford University Press.500
2. Maini PK, McElwain DLS, Leavesley DI (2004) Traveling wave model to interpret a wound{healing501
cell migration assay for human peritoneal mesothelial cells. Tissue Eng. 10: 475{482.502
3. Maini PK, McElwain DLS, Leavesley DI (2004) Travelling waves in a wound healing assay. Appl503
Math Lett. 17: 575{580.504
4. Sherratt JA, Murray JD (1990) Models of epidermal wound healing. Proc R Soc Lond B. 241:505
29{36.506
5. Sherratt JA, Murray JD (1991) Mathematical analysis of a basic model for epidermal wound507
healing. J Math Biol. 29: 389{404.508
6. Weinberg RA (2006) The biology of cancer. USA: Garland Publishing.509
7. Byrne HM (2010) Dissecting cancer through mathematics: from the cell to the animal model. Nat510
Rev Cancer. 10: 221{230.511
8. Greenspan HP (1972) Models for the growth of a solid tumour by diusion. Stud Appl Math. 52:512
317{340.513
9. Gatenby RA, Gawlinski ET (1996) A reaction{diusion model of cancer invasion. Cancer Res. 56:514
5745{5753.515
10. Sengers BG, Please CP, Oreo ROC (2007) Experimental characterization and computational516
modelling of two{dimensional cell spreading for skeletal regeneration. J R Soc Interface. 4: 1107{517
1117.518
11. Sengers BG, Please CP, Taylor M, Oreo ROC (2009) Experimental-computational evaluation of519
human bone marrow stromal cell spreading on trabecular bone structures. Ann Biomed Eng. 37:520
1165{1176.521
12. Codling EA, Plank MJ, Benhamou S (2008) Random walk models in biology. J R Soc Interface. 5:522
813{834.523
22
13. Cai AQ, Landman KA, Hughes BD (2007) Multi-scale modeling of a wound-healing cell migration524
assay. J Theor Biol. 245: 576{594.525
14. Binder BJ, Landman KA, Simpson MJ, Mariani M, Newgreen DF (2008) Modeling proliferative526
tissue growth: A general approach and an avian case study. Phys Rev E. 78, 031912.527
15. Khain E, Katakowski M, Charteris N, Jiang F, Chopp M (2012) Migration of adhesive glioma cells:528
Front propagation and ngering. Phys Rev E. 86: 011904.529
16. Aigouy B, Van de Bor V, Boeglin M, Giangrande A (2004) Time{lapse and cell ablation reveal the530
role of cell interactions in y glia migration and proliferation. Development. 131: 5127{5138.531
17. Aigouy B, Lepelletier L, Giangrande A (2008) Glial chain migration requires pioneer cells. J Neu-532
rosci. 28: 11635{11641.533
18. Druckenbrod NJ, Epstein ML (2005) The pattern of neural crest advance in the cecum and colon.534
Dev Biol. 287: 125{133.535
19. Druckenbrod NJ, Epstein ML (2007) Behavior of enteric neural crest{derived cells varies with536
respect to the migratory wavefront. Dev Dynam. 236: 84{92.537
20. Young HM, Bergner AJ, Anderson RB, Enomoto H, Milbrandt J, Newgreen DF, Whitington PM538
(2004) Dynamics of neural crest{derived cell migration in the embryonic mouse gut. Dev Biol. 270:539
455{473.540
21. Nishiyama C, Uesaka Y, Manabe T, Yonekura Y, Nagasawa T, Newgreen DF, Young HM, Enomoto541
H (2012) Trans-mesenteric neural crest cells are the principal source of the colonic enteric nervous542
system. Nat Neurosci. 15, 1211{1218.543
22. Simpson MJ, Zhang DC, Mariani M, Landman KA, Newgreen DF (2007) Cell proliferation drives544
neural crest cell invasion of the intestine. Dev Biol. 302: 553{568.545
23. Kulesa PM, Fraser SE (1998) Neural crest cell dynamics revealed by time-lapse video microscopy546
of whole embryo chick emplant cultures. Dev Biol. 204: 327{344547
24. Kulesa PM, Gammill LS (2010) Neural crest migration: Patterns, phases and signals. Dev Biol.548
344: 566{568.549
23
25. Wynn ML, Kulesa PM, Schnell S (2012) Computational modelling of cell chain migration reveals550
mechanisms that sustain follow{the{leader behaviour. J R Soc Interface. 9: 1576-1588.551
26. Haga H, Irahara C, Kobayashi R, Nagakaki T, Kawabata K (2005) Collective movement of epithelial552
cells on a collagen gel substrate. Biophys J. 88: 2250{2256.553
27. Omelchenko T, Vasiliev JM, Gelfand IM, Feder HH, Bonder EM (2003) Rho-dependent formation554
of epithelial \leader" cells during wound healing. PNAS. 100: 10788{10793.555
28. Carrithers MD, Visintin I, Kang SJ, Janeway CA Jr (2000) Dierential adhesion molecule require-556
ments for immune surveillence and inammatory recruitment. Brain. 123: 1092{1101.557
29. Hickey WF (1999) Leukocyte trac in the central nervous system: the participants and their roles.558
Semin Immunol 11: 125{137.559
30. Hickey WF (2000) Editorial: P Selectin, pioneer cells and the path to inammation. Brain. 123:560
1073{1074.561
31. Carey SP, Starchenko A, McGregor AL, Reinhart{King CA (2013) Leading malignant cells initiate562
collective epithelial cell invasion in a three-dimensional heterotypic tumor spheroid model. Clin563
Exp Metastasis. 30: 615{630.564
32. Sato A, Takeda H (2013) Neuronal subtypes are specied by the level of neurod expression in the565
zebrash lateral line. J Neurosci. 33: 556{562.566
33. Wanner SJ, Prince VE (2013) Axon tracts guide zebrash facial branchiomotor neuron migration567
through the hindbrain. Development. 140: 906{915.568
34. Scott J, Kuhn P, Anderson ARA (2012) Unifying metastasis{integrating intravasation, circulation569
and end{organ colonization. Nat Rev Cancer. 12: 445{446.570
35. Simpson MJ, Towne C, McElwain DLS, Upton Z (2010) Migration of breast cancer cells: Under-571
standing the roles of volume exclusion and cell-to-cell adhesion. Phys Rev E. 82: 041901.572
36. Todaro GJ and Green H (1963). Quantitative studies of the growth of mouse embryo cells in culture573
and their development into established lines. J Cell Biol. 17: 299{313.574
24
37. Kashyap AS, Hollier BG, Manton KJ, Satyamoorthy K, Leavesley DI, Upton Z (2011). Insulin-like575
growth factor-I:Vitronectin complex-induced changes in gene expression eect breast cell survival576
and migration. Endocrinology, 152: 1388{1401.577
38. Chowdhury D, Schadschneider A, Nishinari K (2005). Physics of transport and trac phenomena578
in biology: from molecular motors and cells to organisms. Phys Life Rev. 2: 318{352.579
39. Simpson MJ, Landman KA, Hughes BD (2010) Cell invasion with proliferation mechanisms moti-580
vated by time{lapse data. Physica A. 389: 3779{3790.581
40. Simpson MJ, Landman KA, Hughes BD (2009) Multi-species simple exclusion processes. Physica582
A. 388: 399{406.583
41. Kramer N, Walzl A, Unger C, Rosner M, Krupitza G, Hengstschlager M, Dolznig H (2013). In584
vitro cell migration and invasion assays. Mutat Res-Rev Genet. 752: 10{24.585
42. Research Services Branch, National Institute of Health (2012) ImageJ user guide. Avaliable from586
http://rsbweb.nih.gov/ij/docs/guide/146-29.html (August 2013).587
43. Hughes BD (1995) Random walks and random environments. Volume 1. Oxford University Press,588
Oxford.589
44. Simpson MJ, Binder BJ, Haridas P, Wood BK, Treloar KK, McElwain DLS, Baker RE (2013)590
Experimental and modelling investigation of monolayer development with clustering. Bull Math591
Biol. 75: 871{889.592
45. Simpson MJ, Treloar KK, Binder BJ, Haridas P, Manton KJ, Leavesley DI, McElwain DL S, Baker593
RE (2013) Quantifying the roles of cell motility and cell proliferation in a circular barrier assay. J594
R Soc Interface. 10: 20130007.595
46. Baker RE, Simpson MJ (2010) Correcting mean-eld approximations for birth-death-movement596
processes. Phys Rev E. 82: 041905.597
47. Simpson MJ, Baker RE (2011) Corrected mean-eld models for spatially dependent advection-598
diusion-reaction phenomena. Phys Rev E. 83: 051922.599
25
48. Johnston ST, Simpson MJ, Baker RE (2012) Mean-eld descriptions of collective migration with600
strong adhesion, Phys Rev E. 85: 051922.601
49. Fisher RA (1937) The wave of advance of advantageous genes. Ann Eugenics. 7: 353{369.602
50. Kolmogorov A, Petrovsky I, Piscounov N (1937) Etude de lequation de la diusion avec croissance603
de la quantite de matiere et son application a un probleme biologique. Moscow Univ Bull Math. 1:604
1{25.605
51. Decaestecker C, Debeir O, Van Ham P, Kiss R (2006) Can anti-migratory drugs be screened in606
vitro? A review of 2D and 3D assays for the quantitative analysis of cell migration. Med Res Rev.607
27: 149{176.608
52. Kam Y, Guess C, Estrada L, Weidow B, Quaranta V (2008) A novel circular invasion assay mimics609
in vivo invasive behaviour of cancer cell lines and distinguishes single-cell motility in vitro. BMC610
Cancer. 8: 198.611
53. Van Horssen R, Ten Hagen TLM (2010) Crossing barriers: the new dimension of 2D cell migration612
assays. J Cell Physiol. 226: 288{280.613
54. Treloar KK, Simpson MJ (2013) Sensitivity of edge detection methods for quantifying cell migration614
assays. PLoS ONE. 8(6): e67389.615
55. Simpson MJ, Landman KA (2007) Analysis of split operator methods applied to reactive transport616
with Monod kinetics. Adv Water Res. 30: 2026{2033.617
56. Chapra SC, Canale RP (1998) Numerical methods for engineers. McGraw-Hill. Singapore.618
26
Figure Legends619
Figure 1: Experimental results and three{dimensional mathematical modeling results for a620
transwell assay. Schematic of a transwell apparatus illustrating that the cylindrical insert is 12 mm in621
diameter, and that the upper and lower compartments are separated by a porous membrane (A). At the622
conclusion of the two hour transwell migration assay those cells that moved into the lower compartment623
were collected and placed on a cell culture plate. The trajectories of individual cells were recorded over624
a period of 16 hours. The white scale bar is 100 m (B). Similarly, at the conclusion of the two hour625
transwell assay those cells that remained in the upper compartment of were collected and placed on a626
tissue culture plate. The trajectories of individual cells were recorded over a period of 16 hours. The627
white scale bar is 100 m (C). The trajectories of 20 individual cells from those that moved into the lower628
compartment were analyzed to produce 40 estimates of the cell diusivity D, shown as a histogram (D).629
The average cell diusivity of those cells that had moved into the lower compartment was hDi = 102630
m2/minute. The trajectories of 20 individual cells from those cells that remained in the upper com-631
partment of the transwell were analyzed to produce 40 estimates of the cell diusivity D, shown as a632
histogram (E). The average cell diusivity of those cells that had not moved into the lower compartment633
of the transwell was hDi = 31 m2/minute. Three{dimensional simulation results of a transwell assay634
initialized with 25000 cells from subpopulation 1 and 25000 cells from subpopulation 2 (F-G). Simulation635
results show hN1i and hN2i, corresponding to the average number of cells associated with subpopulation 1636
and subpopulation 2 remaining in the upper compartment as a function of time. The average simulation637
results were obtained using M = 100 identically prepared realizations of the three{dimensional random638
walk model. Simulation results correspond to two cases: (i) identical subpopulations with P 1m = P
2
m = 1639
and P 2p = P
2
p = 0 (F), and (ii) distinct subpopulations with P
1
m = 1, P
2
m = 0:3 and P
1
p = P
2
p = 0.640
641
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Figure 2: Two-dimensional modeling results for a scratch assay. Discrete snapshots of a two{642
dimensional scratch assay in a narrow channel geometry with 0  x  25 mm and 0  y  1:25 mm643
(A{D, I{L). The initial condition for two dierent simulations corresponds to a conuent monolayer of644
agents in the central region of the domain, where 12  x  13 mm. The initial population is made up of645
50% subpopulation 1 (red disks) and 50% subpopulation 2 (blue disks). The rst simulation corresponds646
to identical subpopulations with P 1m = P
2
m = 1 and P
1
p = P
2
p = 0:001 (A{D) and the second simulation647
corresponds to distinct subpopulations with P 1m = 1, P
2
m = 0:3, P
1
p = P
2
p = 0:001 (I{L). Snapshots648
are shown after 0 (A,I), 1000 (B,J), 5000 (C,K) and 10000 (D,L) time steps, where each time step has649
a duration of  . Both types of discrete simulation were repeated using M = 100 identically prepared650
realizations to to produce the averaged density proles for the case where both subpopulation are iden-651
tical (E{H) and where the subpopulations are distinct (M{P). The numerical solution of Equation (5)652
was obtained for the initial condition given by Equations (8){(9) and superimposed on the averaged dis-653
crete results (E{H, M{P). The numerical solutions were obtained using x = 2:510 3 mm and t = 0:1 .654
655
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