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Abstract
In [5], Holroyd, Levine, Me´sza´ros, Peres, Propp and Wilson charac-
terize recurrent chip-and-rotor configurations for strongly connected di-
graphs. However, the number of steps needed to recur, and the number of
orbits is left open for general digraphs. Recently, these questions were ans-
wered by Pham [6], using linear algebraic methods. We give new, purely
combinatorial proofs for these formulas. We also relate rotor-router orbits
to the chip-firing game: The number of recurrent rotor-router unicycle-
orbits equals to the order of the Picard group of the graph, defined in
the sense of [1]. Moreover, during a period of the rotor-router process,
the same chip-moves happen, as during firing the period vector in the
chip-firing game.
1 Introduction
Rotor routing is a deterministic process, that induces a walk of a chip on a
directed graph. It was introduced several times, see [7, 8, 3]. An important
feature of rotor-routing is its close relationship with chip-firing, and the Picard
group of the graph [5]. Rotor routing can be thought of as a relaxed version of
chip-firing.
Throughout this paper, let D = (V,E) denote a strongly connected directed
graph, and for each vertex v, fix a cyclic ordering of the outgoing edges from
v. For an edge e = (v, w), denote by e+ the edge following e in the cyclic order
at v. We denote the set of out-neighbors (in-neighbors) of a vertex v by Γ+(v)
(Γ−(v)), the out-degree (in-degree) of a vertex v by d+(v) (d−(v)).
Definition 1.1 (Rotor configuration). A rotor configuration on D is a function
̺ that assigns to each non-sink vertex v an out-edge with tail v. We call ̺(v)
the rotor at v.
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Definition 1.2 (Chip-and-rotor configuration). A chip-and-rotor configuration
is a pair (w, ̺), where ̺ is a rotor configuration, and w ∈ V (D). We imagine
that a chip is placed on vertex w.
The rotor router operation is a map that sends a chip-and-rotor configura-
tion (w, ̺) to the chip-and-rotor configuration (w+, ̺+), where ̺+ is a rotor
configuration with
̺+(v) =
{
̺(v) for v 6= w,
̺(v)+ for v = w,
and w+ is the head of ̺+(w).
A natural question to ask about the rotor-router operation is whether start-
ing from a given chip-and-rotor configuration, and iterating the rotor-router
operation, we ever arrive back to the initial configuration.
Definition 1.3. We call a chip-and-rotor configuration (w, ̺) recurrent, if start-
ing from (w, ̺), the rotor-router process eventually leads back to (w, ̺), and we
call it transient otherwise.
Holroyd, Levine, Me´sza´ros, Peres, Propp and Wilson [5] gave a characteriza-
tion for recurrent chip-and-rotor configurations in strongly connected digraphs.
To state their result, we need a definition.
Definition 1.4 (unicycle [5]). A unicycle is a chip-and-rotor configuration
(w, ̺), where the set of edges {̺(v) : v ∈ V (D)} contains a unique directed
cycle, and w lies on this cycle.
Theorem 1.5 ([5, Theorem 3.8, Lemma 3.4]). If D is strongly connected, then
the recurrent chip-and-rotor configurations are exactly the unicycles. Moreover,
the rotor-router operation is a permutation on the set of unicycles.
Recently, Pham gave formulas for the number and length of these unicycle-
orbits, using linear algebraic methods. In this paper, we give new, purely com-
binatorial proofs for these formulas, and explore the relationship of rotor-router
unicycle-orbits with the chip-firing game and the Picard group. Let us state
some more definitions.
Let us identify V (D) with {1, . . . , |V (D)|}.
Definition 1.6. The Laplacian matrix of a digraph D is the following matrix
LD:
LD(i, j) =
{
−d+(i) if i = j,
d(j, i) if i 6= j,
where d(i, j) denotes the multiplicity of edges pointing from i to j.
Definition 1.7 (period vector [2]). For a strongly connected digraph D, let
perD be the unique vector x ∈ Z
|V | such that LDx = 0, and the entries of x
have no non-trivial common divisor. This vector is unique because the Laplacian
matrix of a strongly connected digraph has a one-dimensional kernel.
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We identify vectors in Z|V | with integer valued functions from V (D). Ac-
cording to this, we write perD(i) for the i-th coordinate of perD.
Definition 1.8. For a digraph D, and vertex w ∈ V (D) a spanning in-arbores-
cence of D rooted at w is a subdigraph D′ such that V (D′) = V (D), D′ is
acyclic, and for each vertex v ∈ V (D)−w there is a unique directed path from
v to w (i.e. the underlying undirected graph of D′ is a tree and each edge is
oriented towards w).
2 Results
Now we can state the theorem about the length of the period of the rotor-
router process starting from a given unicycle. The statement of the theorem
is equivalent to the first part of [6, Theorem 1]. Also, it is a generalization of
Lemma 4.9 of [5], which only considers Eulerian digraphs.
Theorem 2.1. Let (w, ̺) be a unicycle on the strongly connected digraph D. If
we iterate the rotor-router operation starting from (w, ̺) until we arrive back to
(w, ̺), then each vertex v is reached perD(v)d
+(v) times by the chip. Therefore,
the rotor at vertex v makes perD(v) full turns, each edge (u, v) is traversed
perD(u) times, and the length of the period is
∑
v∈V (G) perD(v)d
+(v).
Corollary 2.2. In a strongly connected digraph, each rotor-router unicycle-orbit
has the same size.
Proof of Theorem 2.1. Since at the end of the process, we arrive back to the
initial chip-and-rotor state, each rotor makes some full turns. Say, the rotor at
vertex v makes x(v) ∈ N full turns. Moreover, since the chip also returns to
its initial place, each vertex receives the chip the same number of times as it
forwards it. Each vertex v receives the chip
∑
u∈Γ−(v) x(u) times, and forwards
it x(v)d+(v) times. Hence for each vertex v, the equation
∑
u∈Γ−(v)
x(u) = x(v)d+(v)
holds. Thinking of x as a vector, we can rewrite this in the form LDx = 0,
where LD is the Laplacian matrix of D. Thus x is a multiple of perD.
We need to show that x equals to perD. At any moment, call a vertex v good,
if v has forwarded the chip at most perG(v) · d
+(v) times until that moment.
Suppose x 6= perD. Then there is a moment, when some vertex v forwards the
chip for the perD(v)d
+(v)+1-th time, while all the other vertices are still good.
This means that vertex v has received the chip at most
∑
u∈Γ−(v) perD(u) =
perD(v)d
+(v) times. But then it can forward it perD(v)d
+(v) + 1 times only if
v = w.
Now we see, that the first vertex v to forward the chip perG(v) · d
+(v) + 1
times can only be w. It is enough to show, that when w receives the chip for
the perG(w)d
+(w)-th time, each other vertex v has already forwarded the chip
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perG(v) · d
+(v) times, because in this case, each vertex v forwarded the chip
exactly perG(v) · d
+(v) times. Hence each rotor made some full turns, and we
assumed that w has just received the chip, thus, we are in state (w, ̺).
Since ̺ is a unicycle, by definition, w lies on the unique cycle in {̺(v) :
v ∈ V (D)}. Therefore, the edges {̺(v) : v ∈ V (D) \ w} form a spanning
in-arborescence T with root w.
We claim, that if at some moment all the vertices are good, and a vertex v
has received the chip perD(v)d
+(v) times, then each in-neighbor u of v in T has
received and forwarded the chip perD(u)d
+(u) times.
This is indeed so, because v received the chip at most
∑
u∈Γ−(v) perD(u) =
perD(v)d
+(v) times, so to have equality, v must have received the chip perD(u)
times from each in-neighbor. But for those in-neighbors u, where uv ∈ E(T ),
the chip is forwarded towards v for the d+(u)-th, 2d+(u)-th, . . . times, so from
these vertices, the chip must have been forwarded perD(u)d
+(u) times. As w is
a sink in T , u 6= w, so then u also received the chip perD(u)d
+(u) times.
Now take the moment, when w receives the chip for the perD(w)d
+(w) -th
time. We argued, that in this moment, all the vertices are good. Since T is a
spanning in-arborescence with root w, by iterating the above argument, we get
that each vertex v has forwarded the chip perD(v)d
+(v) times.
It is well-known, that rotor-routing has a strong connection to the chip-firing
game. For more information on this connection, and for an introduction to chip-
firing, see [5]. Theorem 2.1 further illustrates this connection: According to the
theorem, in a recurrent rotor-router orbit, while the process returns to the initial
unicycle, exactly the same chip-moves happen, as in chip-firing during the firing
of the period vector.
Now we give a formula for the number of rotor-router unicycle-orbits. This
formula is stated also in [6, Theorem 1].
Notation. Let us denote by T (D,w) the number of spanning in-arborescences
of a digraph D rooted at vertex w.
Theorem 2.3. The number of rotor-router unicycle-orbits of a strongly con-
nected digraph D is
T (D,w)
per
D
(w) for an arbitrary choice of w ∈ V (D).
Proof. Take a spanning in-arborescence rooted at w. If we add any out-edge
from w, and put a chip at w, we get a unicycle. This way we can get d+(w)
unicycles from each spanning in-arborescence rooted at w, and for each arbores-
cence and each choice of out-edge, these are different. Moreover, this way we
get each unicycle where the chip is at w. This means, that there are exactly
T (D,w) · d+(w) unicycles where the chip is at w.
From Theorem 2.1, we know, that in any unicycle orbit, there are perD(w) ·
d+(w) unicycles where the chip is at w. This means that from the T (D,w) ·
d+(w) unicycles constructed above, each orbit contains perD(w) · d
+(w). Since
each such unicycle is contained in an orbit, this means that the number of orbits
is T (D,w)per
D
(w) .
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Remark 2.4. Since the number of orbits is independent of the choice of w, the
value T (D,w)per
D
(w) is also independent of w. From the primitivity of the period vector,
it follows, that this value equals the greatest common divisor of {T (D, v) : v ∈
V (D)}. Farrell and Levine call this value the Pham index [4].
Theorem 2.3 also has a nice connection to chip-firing. Let us denote by Zn0
the subgroup of Zn orthogonal to 1 (the all ones vector). The elements of Zn0
are called divisors of degree zero.
We say that two divisors x and y of degree zero are equivalent, if there exists
a vector z ∈ Zn such that x = y + LDz.
The Picard group of a digraph D is the factor of Zn0 by this equivalence
relation, i.e
Pic0(D) = Z
n
0
/
Im(LD)
where Im(LD) = {LDv : v ∈ Z
n}. Note that since 1⊤LD = 0, indeed Im(LD)
is a subgroup of Zn0 .
Remark 2.5. In the literature, one commonly talks about the sandpile group,
which is slightly different from the group above. The sandpile group is defined
with respect to a base vertex, and for different base vertices, one obtains different
groups. The sandpile group of a strongly connected digraph D with base vertex
w is isomorphic to the direct product of Pic0(D) with the cyclic group of order
perD(w) [4]. For undirected graphs, the sandpile group with respect to any
base vertex is isomorphic to the Picard group. We have chosen to use the name
Picard group to avoid confusion.
Proposition 2.6. The order of Pic0(D) equals the number of rotor-router
unicycle-orbits.
The statement of this proposition implicilty appears also in [4].
Proof. There are certain special elements in Zn0 that are called w-reduced:
Definition 2.7 ([1]). For a digraph D, and vertex w ∈ V (D), an element
x ∈ Zn0 is called w-reduced, if
(i) for all v ∈ V (D)− w, x(v) ≥ 0,
(ii) for every 0 6= f ∈ Zn with 0 ≤ f ≤ perD (coordinatewise), there exists
v ∈ V (D)− w such that (x+ LDf)(v) < 0.
Lemma 3.8 from [1] states, that for an arbitrary choice of w ∈ V (D), in each
equivalence class of the Picard group, there are exactly perD(w) w-reduced
elements.
From [5], the spanning in-arborescences rooted at w are in bijection with the
w-reduced elements.
These two results together imply, that the Picard group has T (D,w)per
D
(w) equiv-
alence classes, that is, the order of the Picard group equals the number of
rotor-router unicycle-orbits.
5
Acknowledgement
Research was supported by the MTA-ELTE Egerva´ry Research Group and by
the Hungarian Scientific Research Fund - OTKA, K109240.
References
[1] A. Asadi and S. Backman. Chip-firing and riemann-roch theory for directed
graphs. arXiv:1012.0287, 2010.
[2] A. Bjo¨rner and L. Lova´sz. Chip-firing games on directed graphs. J. Algebraic
Combin., 1(4):305–328, 1992.
[3] I. Dumitriu, P. Tetali, and P. Winkler. On playing golf with two balls. SIAM
J. Discret. Math., 16(4):604–615, Apr. 2003.
[4] M. Farrell and L. Levine. Coeulerian graphs. arXiv:1502.04690, 2015.
[5] A. Holroyd, L. Levine, K. Me´sza´ros, Y. Peres, J. Propp, and D. Wilson.
Chip-firing and rotor-routing on directed graphs. In V. Sidoravicius and
M. Vares, editors, In and Out of Equilibrium 2, volume 60 of Progress in
Probability, pages 331–364. Birkha¨user Basel, 2008.
[6] T. V. Pham. Orbits of rotor-router operation and stationary distribution of
random walks on directed graphs. arXiv:1403.5875, 2014.
[7] V. B. Priezzhev, D. Dhar, A. Dhar, and S. Krishnamurthy. Eulerian walkers
as a model of self-organized criticality. Phys. Rev. Lett., 77:5079–5082, Dec
1996.
[8] Y. Rabani, A. Sinclair, and R. Wanka. Local divergence of markov chains
and the analysis of iterative load-balancing schemes. In Foundations of
Computer Science, pages 694–703. IEEE, 1998.
6
