Introduction
Finish hard turning decreases machining time and complexity required to manufacture metal parts [1] . In finish hard turning, tool wear significantly affects surface quality and dimensional accuracy of machined steels which should be controlled within the desired limits for a given machining process as the most demanding customer requirements [2] . Development of real-time monitoring systems and continuous predictive models for temporal tool wear dynamics can improve cost effectiveness and productivity of finish hard turning for the manufacturing industry [3] . Numerous artificial neural networks (ANNs) and multiple non-linear regression (MNLR) models have been applied to predict flank wear dynamics. Sick [4] , Ghosh et al. [5] , Kamarthi et al. [6] , Waibel et al. [7] , Garg et al. [8] , and Brezak et al. [9] found that multilayer perceptron (MLP) (52%), recurrent neural network (RNN) (19%), time-delay neural network (TDNN) (12%), and radial basis function (RBF) (7%) were the most frequently used supervised ANN topologies for a continuous estimation and real-time monitoring of wear and other tool conditions, with the remaining 10% such as support vector machine (SVM) belonging to the other supervised ANN topologies.
Predictive data-driven modeling includes multiple regressions, smoothing techniques, least squares, adaptive forecasting, stochastic time series and autoregressive moving average models, genetic algorithms, fuzzy logic, neural networks, and knowledge-based expert systems. So far, various ANNs have been applied successfully to real-time monitoring and predictions of tool conditions including wear under different machining operations and machine tools. The optimal ANN topology in the training process is generally determined by guesswork, some heuristics, and/or trial and error. Yang et al. [10] and Judd [11] established that configuration of ANNs in the training process is a nondeterministic polynomial time (NP)-complete problem. However, to our best knowledge, an extensive performance evaluation of different supervised ANN topologies has not been carried out for predicting flank wear.
The objective of this study was therefore to train, cross-validate, independently validate (test) and compare 28 ANNs and the best-fit MNLR model in predicting tool flank wear. In so doing, online real-time data of tool flank wear of the carbide inserts with the multilayer TiCN + Al2O3 + TiN coating were obtained from finish dry hard turning of AISI 52100 and AISI 4340 hardened steels in response to the three cutting speeds of 70, 98 and 142 m min -1 under the constant values of 0.027 mm min -1 for feed rate and 0.2 mm for cutting depth.
Experimental design

Workpiece materials
Workpieces in the form of round bars used in the finish dry hard turning experiment were 250 mm long with an external diameter of 60 mm. The workpieces consisted of AISI 4340 medium-carbon, low-alloy and high-strength steel (HRC 53 ± 1) and AISI 52100 high-carbon, chromium alloy, high-strength, very high-hardness and abrasionresistance steel (HRC 56 ± 1). AISI 4340 hardened steel has a high strength martensitic steel with a wide range of applications to critical domains in aerospace engineering, and automotive transmissions. AISI 4340 hardened steel contains a typical chemical composition of 1.90% Ni, 0.92% Cr, 0.71% Mn, 0.43% C, 0.38% Si, 0.34% Mo, and balanced Fe. AISI 52100 steel typically consists of 1.5% Cr, 1.0% C, 0.31% Mn, 0.29% Si, 0.03% Ni, 0.003% P, 0.005% S, and balanced Fe. The experiments were conducted on a conventional lathe machine with a maximum spindle speed of 2000 r/min and a power of 5 kW.
Cutting inserts
Carbide inserts of ISO designation CNMG 120404-WF with multilayer TiCN + Al2O3 + TiN coating through the medium temperature chemical vapor deposition (MTCVD) method were obtained from the manufacturer SandvikCoromant (Sweden). The tool holder used for the turning tests was DCLNR 2525M12 from SandvikCoromant (Sweden).
Online real-time monitoring system
The three cutting speeds (v) of 70, 98 and 142 m min -1 were selected to investigate their influence on flank wear in finish dry hard turning of AISI 4340 and AISI 52100 hardened steels under the constant values of 0.027 mm min -1 for feed rate and 0.2 mm for cutting depth. The turning conditions were selected according to the recommendations provided by the manufacturers of the cutting tools. The finish dry hard turning experiments were carried out for the fixed turning length of 250 mm in each run. During each run, the degree of flank wear of the coated carbide cutting tools was measured using an online realtime monitoring system by which the sensor voltage output was continuously recorded without the interruption of the turning operations based on a photo electronic sensor.
The sensor consisted of a bifurcated optical fiber of 3 mm in diameter, a laser diode (650 nm 20 mW visible red) as the light source, and a photodiode (IPL 10530 DAL) with amplification circuit as the detector. A schematic diagram of the experimental set-up is shown in Fig. 1 , and this set-up ensures that any voltage change in the output signal is only due to change in intensity of the reflected light which can be correlated to flank wear. The cable carrying the output signal expressed in voltage (V) from the photodiode was connected to a data logger (HIOKI 8420-51 Memory Hilogger). The shortest sampling rate of 0.1-second interval in the data logger was used in recording voltage data. The turning operation was stopped after the workpiece was turned with a fresh cutting tool for about 15 mm in length as an initial reference and was continued for the rest of the workpiece once the initial gap between the sensor and the workpiece was adjusted to 2.5 mm. Change in the output voltage relative to the initial reference was measured during the turning operation. The Gaussian distribution (normally distributed errors) and heteroscedasticity (homogeneity of variance) assumptions were identified during the development of regression models based on Kolmogorov-Smirnov normality test, and a plot of standardized residuals versus the predicted values of Y, respectively. The normality assumption was not met at P < 0.01. However, non-normality of the errors was considered to be addressed by the high sample size in the present study because the normality assumption is primarily of significance to robust inferences for small sample sizes [12] . No heteroscedasticity was encountered in the construction of regression models. Prior to regression and ANN modeling, the entire experimental dataset collected was randomly partitioned into training dataset (n = 11924) (60%), leave-one-out cross-validation dataset (n = 2981) (15%), and testing (independent validation) dataset (n = 4969) (25%). Multiple non-linear regression models in which the estimation method is ordinary least squares were built in the following form: 
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The terms β1 to β8 refer to the coefficients of the explanatory variables, while β0 is the intercept value. The interaction and quadratic terms were also used in the MNLR models. The best-fit MNLR model was chosen using the best subsets procedure in Minitab 16.1 software (Minitab Inc.). From all possible subsets of the explanatory variables, the best subsets procedure identifies the subset regression models and uses the highest values of coefficient of determination (R 2 ) or adjusted coefficient of determination (R 2 adj), the lowest standard error (SE) value, and a Mallows' Cp value that is close to the number of explanatory variables plus the intercept as measures of model fit. Such a Mallows' Cp value shows the model to be relatively precise and unbiased in estimating the true regression coefficients and predicting future responses [13] .
Supervised artificial neural network models
The architecture of ANNs consists of input layer, output layer, hidden (intermediate) layer(s) with a number of interconnected processing elements (neurons), and the nature of the inter-neuron connections (learning algorithms).The strengths or weights of the inter-neuron connections in a given ANN are adjusted in training to achieve a desired behavior which depends on learning algorithm employed. ANNs can be structurally classified into feed forward and recurrent (feedback) networks and can be trained by supervised or unsupervised learning algorithms. Back propagation algorithm is an example of supervised learning algorithms.
The training dataset includes a subset of examples utilized only for learning. The cross-validation dataset refers to a subset of examples used to adjust the network parameters such as number of hidden layers and neurons, number of training cycles (epochs), and stopping criteria against the issue of over fitting in training. The testing (independent validation) dataset is a subset of examples not used in both training and cross-validation but in assessing the generalization performance of ANNs. In this study, the following 28 ANNs were built and compared using the NeuroSolution for Excel 6.3 software (Neuro Dimension Inc.): six MLP, three MLP with principal component analysis (MLPPCA), three generalized feedforward (GFF), three RBF, three TDNN, three time-lag recurrent network (TLRN), three RN, two linear regression (LR), one probabilistic neural network (PNN) and one SVM models (Table 1).
The number of hidden layers in the ANNs varied between zero and two which process and pass a weighted sum of the inputs through a non-linear function to the output layer. Individual weights were adapted progressively using the learning paradigm of either back propagation (BP) or back propagation through time (BPTT) algorithm in order to minimize the difference between calculated and expected outputs. Learning mode of the ANNs built in this study consisted of either online (stochastic) learning (O) by which the weights were updated after every exemplar (exemplars/update = 1) or batch (deterministic) learning (B) by which the weights are update after every epoch (exemplars/update = exemplars/epoch). Gradient descent method employed as learning algorithm in the ANNs was either Momentum (M) or Levenberg-Marquardt (L). To update weights and bias, the M and L algorithms use the following equations, respectively [14] : Table 1 Structural parameters used for the construction of 28 artificial neural networks (ANNs) in the present study (Momentum rate set for all the ANNs in this study = 0. 
where ji ( ) wn  is the correction applied to the synaptic weight connecting neuron i to neuron j; α is momentum parameter; η is learning rate; E is the error function; w is weight; J is Jacobian matrix containing first derivatives of the network errors with respect to the weights and biases, e is a vector of network errors; I is identity matrix; λ is learning parameter; J T is transpose matrix of J; and J T J is Hessian matrix.
The three types of transfer functions (Axons) used in the hidden and output layers of the ANNs were TanhAxon, BiasAxon, and GaussianAxon through which the input data are scaled and shifted to fit the range of the Axon and then the output data are computed with the current weights. The TanhAxon applies a bias and non-linear tanhfunction (hyperbolic tangent
Performance statistics used for the processes of training, cross-validation and testing of ANNs were mean absolute error (MAE), and R 2 (%) as follows:
where xpi and xdi are the predicted and measured outputs from observation i, respectively. x is the average value of the measured output, and n is the number of data.
Mean absolute error is a measure of how close predictions are to the experimental measurements and is more robust to outliers than is mean squared error. The default number of iterations for training was set at 1000. Momentum rate was set at 0.7 in all the ANNs, while learning rate ranged from 1 to 0.001 depending on the input or output layer of a given ANN. The training process was performed for 100 epochs without improvement in cross-validation MAE for all the ANNs except for LR-0-B-L (for five epochs) and PNN-0-N-N (for three epochs). Fisher's Least Significant Difference (LSD) test following one-way analysis of variance (ANOVA) was used to detect significant differences among the mean performance metrics of the 28 ANNs in terms of the learning paradigms, number of hidden layers, the learning modes, the learning algorithms, and the ANN topologies, based on the training, cross-validation and testing at the significance level (P < 0.05).
Results and discussion
Data-driven modeling of temporal dynamics of flank wear
The direction, rate and amount of temporal trends of flank wear were depicted in response to turning time for each of the workpiece types (4340 versus 52100) and the cutting speeds in Fig. 2 . Regardless of the workpiece types and the cutting speeds applied, there was an increasing trend in flank wear with the increasing turning time. The regression lines indicate that the rate of increase in flank wear was highest at 98 m min -1 regardless of the workpiece types applied. For workpiece 52100, flank wear did not clearly increase as a function of the cutting speed and was highest at 98 m min -1 relative to the other lowest or highest cutting speeds. For workpiece 4340, the highest cutting speed (142 m min -1 ) resulted in the highest flank wear (Fig. 2) . The best-fit MNLR model based on the training dataset elucidated 58.2% of variation in flank wear as a function of time, the three cutting speeds, the two workpieces, the quadratic terms of time and the cutting speeds, and the interaction terms of the cutting speeds, the workpieces, and time as follows: The sign and magnitude of the coefficients of the predictors indicate direction and rate of change in flank wear, respectively, in response to a one-unit increase in a given predictor with the other predictors being held constant. Based on the cross-validation and testing of the bestfit MNLR model, the comparison of measured versus predicted values resulted in R 2 of 58.5% (SE = 0.189; n = 2981; P < 0.001) and R 2 of 59.5% (SE = 0.143; n = 4969; P < 0.001), respectively. Testing results for measured versus predicted values are given in Fig. 3 . Individual SE, T and P statistics of the predictors of the best-fit MNLR model are presented for the training, crossvalidation and testing datasets in Table 2 . Except for the predictors of time and workpiece type, the inclusion of all the individual predictors in the best-fit MNLR model was significant (P = 0.001) ( Table 2) .
The performance metrics of MAE and R 2 based on the training, cross-validation and testing datasets pointed to PNN-0-N-N, MLP-2-O-M, and MLP-2-B-L as the best three models and to RN-1-B-L, MLPCA-1-B-M, and TLRN-1-B-L as the worst three models out of the 28 ANNs, respectively ( Table 3 The mean performance metrics significantly differed only in terms of ANN topologies with different number of hidden layers. For example, a multiple comparison of the mean performance metrics of the testing dataset was presented in terms of 11 ANN topologies with different number of hidden layers in Table 4 . The R 2 values of RN-1, and MLPPCA-1 were significantly less than those of PNN-0, MLP-1, MLP-2, GFF-1, RBF-1, and TDNN-1 (P = 0.004). The MAE values of MLPPCA-1, RN-1, and SVM-0 were significantly greater than those of PNN-0, MLP-1, MLP-2, GFF-1, RBF-1, and TDNN-1 (P = 0.005). 
Evaluation of data-driven simulations of flank wear
Palanisamy et al. [15] predicted tool wear of a carbide cutter using a universal milling machine on AISI 1020 steel with training R 2 values of 99.5% for MLP-3 and 98.6% for the best-fit MNLR model based on cutting speed, feed rate, depth of cut, their quadratic terms, and their interaction terms. Onwubolu et al. [16] reported that enhanced-group method of data handling approach (e-GMDH) with three hidden layers outperformed a polynomial neural network to predict wear on the end mill cutter in dry machining mild steel blocks as a result of cutting speed, feed rate, and depth of cut, based on a validationbased R 2 value of 80.5%. Al Hassani [17] used MLP-1 and regression model to quantify tool wear of cemented carbide inserts in turning titanium alloy (Ti-6Al-4V) based on cutting speed, feed rate, depth of cut, coolant, cutting forces, and vibration and found validation-based R 2 values of 78.9% and 72.5%, respectively.
Ghani et al. [18] modeled flank tool wear of Cubic Boron Nitride (CBN) insert in dry turning titanium alloy (Ti-6Al-4V) using a MNLR model based on cutting speed, depth of cut, and feed rate with training-based R 2 value of 82% . Ali and Dhar [19] modeled wear of uncoated carbide insert in turning medium-carbon steel under minimum quantity lubrication using an ANN with BP paradigm and L learning algorithm as a function of cutting speed, feed rate, depth of cut, and marching time which yielded a validation-based R 2 value of 96.4%. MNLRbased modeling of wear of PVD TiN/TiCN/TiN-coated carbide insert in the machining of a nimonic C-263 nickelbase alloy resulted in validation-based R 2 values of 69.5% for an exponential model and 99.9% for a polynomial model as a function of cutting speed, coolant concentration, depth of cut, and feed rate [20] . Ranganathan and Senthilvelan [21] developed MNLR models of wear on the rake face of tungsten carbide inserts due to hot turning of AISI 316 stainless steel as a function of cutting speed, feed rate, depth of cut, and their interaction terms under three temperatures whose validation-based R 2 values were 88.8% for 200°C, 83.7% for 400°C, and 44.3% for 600°C. As Siddhpura and Paurobally [22] stated, the development of a universal approach with the integration of processbased and data-driven models and monitoring systems can overcome the limitations imposed by neural networks techniques, and application-specific nature of most tool condition monitoring systems.
Wang et al. [23] found that Gaussian mixture regression model with an R 2 of 95.2% outperformed back propagation neural network, RBF network, and multiple linear regression (MLR) in the prediction of the tool wear for a titanium alloy Ti-6Al-4V workpiece. Slamani et al. [24] developed tool wear and cutting force prediction models in the trimming of carbon fibre reinforced polymers, with the exponential model having the highest R 2 of 93%. Das et al. [25] predicted surface roughness with an R 2 adj of 97.5% in turning of hardened AISI 4140 steel with PVD-TiN coated mixed Al2O3+TiCN ceramic inserts under dry environment based on a response surface method. Palanikumar and Davim [26] , and Seeman et al. [27] quantified tool wear on the machining of glass fibre reinforced polymer composites, and metal matrix composites with R 2 adj values of 95.7%, and 98.2%, respectively. Bhattacharyya et al. [28] introduced such signal processing techniques as discrete wavelet transform, time-domain averaging, isotonic regression, and exponential smoothing to estimate tool wear in face milling operation from the acquired force signals and found that it is possible to achieve wear estimation within industrially acceptable limits for a complex and intermittent milling operation with a higher accuracy by an appropriate signal processing technique than the earlier methods using complex signal processing and ANNs.
Conclusions
An online real-time monitoring system was used for the acquisition of experimental data of flank wear on the multilayer-coated carbide inserts due to finish dry hard turning of the two workpieces under the three cutting speeds. The collected data were randomly partitioned in order to train, cross-validate and test the 28 ANNs as a function of time, cutting speed, and type of workpiece materials and the best-fit MNLR model as a function of time, cutting speed, type of workpiece materials, their quadratic terms, and their interaction terms. A multiple comparison of the mean performance metrics of the ANNs based on LSD test was carried out using the three datasets in terms of BP versus BPTT learning paradigm, number of hidden layers, B versus O learning mode, M versus L learning algorithm, and topologies with different number of hidden layers.
Out of the 28 supervised ANNs, the ten ANNs (three RN, three MLPPCA, two LR and two TLRN models) fell behind the best-fit MNLR regression in terms of the predictive power based on the three datasets for better predictions for tool flank wear. PNN, MLP-2-O-M and MLP-2-B-L were the best three models, respectively, thus outperforming the rest of the 28 ANNs in terms of all the performance metrics explored. A multiple comparison of the ANNs based on LSD test revealed that the mean performance metrics used differed significantly only in 11 topologies. Given all the performance metrics based on each of the training, cross-validation and testing datasets, PNN appeared to be the best ANN model. The MLP-1 topology appeared to stand out in the ANNs with the highest R 2 and the lowest MAE as particularly different from the RN-1 and MLPPCA-1 topologies with the lowest R 2 and the highest MAE across all the datasets. A performance evaluation of predictive data-driven modeling using online real-time monitoring signals, and signal processing techniques can be also extended to the other types of machining operations such as drilling and milling and of machining variables such as surface roughness and workpiece dimension, and the selection of the optimal cutting conditions such as feed rate and depth of cut in the future studies.
