Abstract. In this paper, a new 7th order continuous finite difference methods is proposed. These methods are derived using the Chebyshev polynomials as basis functions. The collocation approach is employed to obtain the main methods and additional methods used for solving general nonlinear fourth order two and four-points boundary value problems. Several numerical examples are shown to illustrate the strength of the method. To show the robustness of this method for high accuracy, we applied the method of line to discretize PDEs into system of fourth order ODEs and thus use the derived method to obtain approximate solution for the PDEs. The approximate solution obtained using the proposed methods is compared to the exact solutions of the problem, and other methods from existing literature. The Convergence of these methods is also guaranteed.
Introduction
In this work, the numerical approximation for the µth-order problems of the type: Problems arising from engineering and other sciences are modeled into linear and nonlinear of at least two points boundary value problems. Modeled problems with more that two points boundary conditions are referred to as multi-point boundary value problems (MBVPs). This kind of problem arise in different applied mathematics and physics. For example, MBVP models the flow of fluid such as water, oil and gas through ground layers, where each layer constitutes a subdomain, see [29] . The vibrations of a guy wire of a uniform cross-section and composed of N parts of different densities, see [12] . Problems in the theory of elastic stability can be modeled by multi-point problems, large size bridges are sometimes constructed with multi-point supports which correspond to a multi-point boundary value condition, see [8, 9, 10] . So many numerical methods have been developed for the solutions of fourth order BVPs include Optimal Homotopy Asymptotic Method (OHAM) see [6] , Quasi-Newtons and reproducing kernel method, see [29] .Siddiqi and Akram [26, 27] used the Quintic Spline Solutions for Fourth Order Boundary-Value Problems. The Adomian decomposition method for solving multipoint boundary value problems, was also used in [28] , Runge-Kutta Type Methods for Directly Solving Special Fourth-Order Ordinary Differential Equations was also used in [14, 16] . Readers may also see [3] , [4] , [7] and [22] , just to mention few.
we derive a continuous linear multistep method (LMM) via a block unification technique, which is used to formulate a six-step block unification integrator (SBUI) using Chebyshev polynomials as basis functions with the collocation approach. Continuous LMM is derived and additional methods which are assembled and solved sequentially to obtain approximations y n , to the solution of (1) directly at the points {x} i .
The paper is organized as follows. In Section 2, we derive an approximation Y (x) for the exact solution y(x) which is continuous. Further more we state the specification of the methods and how the SBUI is obtained. In section 3 we discussed the order, local truncation error and convergence of the method and in section 4, we give some numerical examples to show the accuracy and reliability of the method. In the last section, we discuss the conclusion.
Derivation of the Methods
Here, the exact solution y(x) is approximated by seeking the continuous method Y (x) of the form
with the fourth derivative given by
where x ∈ [a, b], ρ i 's are coefficient to be determined, and T i (x) are Chebyshev polynomial basis function of degree r + s − 1, r is the number of interpolation points that satisfies 4 < r ≤ k and s is the number of collocation points satisfying 0 < s ≤ k + 1. and k indicates the number of steps and in this case, k ≥ 4. We thus impose the following conditions as follows;
where
Interpolating (3) at x n+i ; i = 0, 1, 2, . . . , r − 1 and collocating (4) at x n+s ; s = 0, 1, 2, . . . , k. which leads to the following systems of equations
where ρ i s are coefficients of the Chebyshev series. Thus we define the following interpolation and collocation in a single matrix as follows
Then the system (7) and (8) is thus
Hence we state the following theorem
be satisfied, the continuous k-step LMM (17) is derived from the equation
Proof. Given the continuous scheme
where x ∈ [a, b], ρ i 's are unknown coefficients, T i (x)'s are the Chebyshev polynomial basis functions of degree r + s − 1. We can clearly write (13) as
Then (14) can be written compactly in vector form as
From (9), by left inverse cancelation law we have
Hence, by (15) we have
The equation (14) takes the form
where α i (t) and β i (t) are continuous coefficients. The solution of (1) is sought on the partition
with a constant step size h = b−a N , N is the number of subinterval of integration. It is note worthy that the continuous methods (17) and its derivatives Y (x), Y (x) and Y (x) will be used to produce the main and additional methods which gives a total of 24 equations and are combined to provide all approximations on the entire interval for boundary value problems as stated in (1) .
Applying the theorem (2.1), with k = 6, r = 4, s = 7, and obtain the continuous coefficients α i (x), β i (x), expressed as functions of t (whose expressions are not included), where th = x − x k−1 . By evaluating (17) at x = x n+i i = 1(1)6, the following 6-step LMM are obtained; y n+6 = y n + 6hy n + 18h 2 y n + 36h 3 y n + h 
Evaluating Y (x) of (17) at the points x = x n+i i = 1(1)6, we obtain the first derivative additional method as; 
Similarly, evaluating Y (x) of (17) at the points x = x n+i i = 1(1)6, we obtain the second derivative additional method as; 
Lastly, evaluating Y (x) of (17) at the points x = x n+i i = 1(1)6, we obtain the third derivative additional method 
The main method (18) and the additional methods (19)- (21) together for the block unification integrator that will be assembled to form a single block and would be used in sequence over the interval[x n , x n+6 ], n = 0, 6, N − 6, N is the number of subinterval which must be a multiple of 6.
3 Order and Truncation Error And Convergence
Local truncation error
The linear differential operator
Expanding (22) in Taylor series, we obtain
where C j are constants such that
In this case, C p+4 is the error constant (see Lambert [15] 
The error constants C τ (µ) j p+4 for j = 1(1)6, µ = 0, 1, 2, 3 are given below. In what follows, the convergence of the method is established in theorem:
| be defined as the error for i = 1, . . . , N where the exact solution y(x) ∈ C n [a, b]. Define ||E|| ∞ = ||y − y|| ∞ , then the method is seventh-order convergent. That is ||E|| ∞ = O(h 7 ).
Proof We write (18) through (21) in the exact form
where A is an 4N × 4N coefficient matrix defined by
Aij are N × N matrices for i = 1(1)6, j = 1, and A22 = A33 = A44 = A55 = I, where I is an N × N identity matrices and Aij = 0 for i = 1(1)6; j = 2(1)6; i = j.
Similarly, B is a 4N × 4N coefficient matrix defined by
with Bij an N × N matrices for i = 1(1)6, j = 1, and Bij are an N × zero matrix for i = 1(1)6; j = 2(1)6; and
, +y0 − , −y0+
is the truncation error of the formulas (18) through (21), defined as
The approximate form of the system is given as
where Y is the approximate solution of the vector Y Define the vector E as (27) and applying the mean value theorem, we obtain the error system as
where J f is the Jacobian matrix
; for j = 0, 1, 2, 3. and for i = 2, . . . , 4.
Let M = −BJ f be a matrix of dimension 4N so that (28) becomes
and for sufficiently small h, A + M is a monotone matrix and thus nonsingular (see [? ] ). Hence
which shows that the method is 7th order convergent, that is, with a global error of order O(h 7 ). Implementation: Our main method (18) through (21) is implemented efficiently by combining them in a single matrix equation simultaneously of the form
where Vµ = (y1, . . . , yn+6, y 1 , . . . , y n+6 , y 1 , . . . , y n+6 , y 1 , . . . , y n+6 , y , . . . , y
is the number of blocks. The Method has been implemented using the system Mathematica, enhanced by the feature NSolve[] for linear problems while nonlinear problems were solved by Newton's method enhanced by the feature FindRoot[], as summarized in the algorithm below. We begin by noting that the solution of the problem (1) is sought in the subinterval πN = {a = x0 < x1 < . . . < xN = b}, where h = b−a N is a constant step-size of the partition of πN , N is the number of subintervals and n the grid index.
Step 1: Use the block of (31) for µ = 1, n = 0 to obtain V1 on the rectangle Step 2: Solve the unified block given by the system V1 V2 . . . VΓ, obtained in step 1.
Step 3:The solution of (1) is approximated by the solutions in step 2 as y = [y(x1), y(x2), . . . , y(xn)]
T , n = 1, 2, . . . , N .
Numerical Examples
In this part, we implement our derived method using numerical examples to show the high level of accuracy and efficiency of this method.
Problem 1.[6]
Consider the following singular fourth order four-point boundary value problem
The exact solution is given by y(x) = sinh x. Problem 2. We consider the following nonlinear boundary value problem also found in [1] .
y(0) = 0, y (0) = 0, y(1) = 1.5 + sinh (1), y (1) = 1 + cos (1) with solution (independent of c) given as y(x) = 1 + 1 2 Table 2 gives a clear comparison between SBUI and HBVP in [1] in problem 2. The errors obtained show that the SBUI is more accurate. Problem 3. We consider the following nonlinear boundary value problem also found in [1] .
with exact solution e x (1 − x). Table 3 shows the comparison between SBUI and HBVP in [1] in problem 3. The errors obtained show that the SBUI is superior.
Problem 4. Consider the following nonlinear four points BVP, [29] . Method in [28] Method in [13] Method in [29] SBUI method 1: 2.2 × 10 In what follows, we consider forth order parabolic PDEs which we carried a semi-discretisation using the method of line as described in [11, 17, 25] . Problem 5. Consider the linear fourth-order parabolic equation, ( [24] .
subject to the initial conditions y(x, 0) = sin πx, yt(x, 0) = 0, 0 ≤ x ≤ 1 and with appropriate boundary conditions y(0, t) = y(1, t) = yxx(0, t) = yxx(1, t) = 0, t ≥ 0 with the exact solution y(x, t) = sin πx cos t.
Here, following [23] , the problem on discretizing the time variable, becomes
gm(x)]
T and gm(x) ≈ g(x, tm) = (π 4 − 1) sin πx cos tm, which is expressed in the form
A is an (M − 1) × (M − 1) matrix arising from the discretized system, and g is a vector of constants.
Problem 6. Consider the following homogenous fourth-order parabolic equation, [20] .
ytt − yxxxx = 0, 0 ≤ x ≤ 1, t ≥ 0 subject to the initial conditions
and with appropriate boundary conditions
The exact solution for this problem is y(x, t) = e −π 2 t sin πx.
Upon discretization of the time variable, we obtain,
where ∆t, tm, m = 0, 1, . . . , M , y, ym(x) ≈ y(x, tm), g and gm are as expressed in example 1, which is expressed in the form
A is as expressed in problem 5 and gm = 0. Table 4 show the approximate and exact numerical solutions to problem 4. On the other hand, Table 5 shows the maximum absolute error obtained in methods in [28] , [13] and [29] , as compared with the SBUI derived in the this work. For small values of N = 4, 8, 12, it shows the efficiency in terms of the accuracy (as seen in the errors) Table 6 shows the absolute errors obtained for problem 5. In Table 7 , at different values of k and points of x, shows the maximum absolute errors obtained, in comparison with the SBUI and the method in [24] . This shows the superiority of the SBUI. Figure 1 shows the graphical representation with surface plot for the numerical solution, analytical solution and residue (errors), for problem 5. Table 8 shows the absolute errors obtained in problem 6. In Table 9 , for different values of the parameters k, t, h and n and at different points of x, for t = 0.02 and t = 0.05 respectively, shows the maximum absolute errors obtained when the SBUI was compared with the method in [20] . This shows that the SBUI performed better. Figure 2 shows the graphical representation with surface plot for the numerical solution, analytical solution and residue (errors), for problem 6.
Conclusion
Six-step Block Unification Integrator, SBUI, have been derived from unifying linear multistep Methods (LMMs), and applied to solve BVPs and parabolic PDEs with appropriate boundary conditions, that have applications in mathematical physics. This method was applied directly without first reducing ODEs to an equivalent first order system. Standard numerical examples in literature were used to show the efficiency in terms of the techniques, accuracy in terms of the errors obtained, of the derived method when compared to other methods. It was also observed that the proposed method compare favourably and superior to existing methods in the literature cited.
