Using extensive N -body simulations we estimate redshift space power spectra of clusters of galaxies for different cosmological models (SCDM, TCDM, CHDM, ΛCDM, OCDM, BSI, τ CDM) and compare the results with observational data for Abell-ACO clusters. Our mock samples of galaxy clusters have the same geometry and selection functions as the observational sample which contains 417 clusters of galaxies in a double cone of galactic latitude |b| > 30 • up to a depth of 240 h −1 Mpc.
Introduction
It is widely believed that cosmic large-scale structures have been formed by gravitational instability from initially tiny Gaussian density perturbations, which result from quantum fluctuations at very early stages of cosmic evolution. The Standard Cold Dark Matter (SCDM) model is based on an inflationary model which predicts a scale-invariant spectrum of perturbations (the Harrison-Zeldovich spectrum) in an Einstein-de Sitter Universe. Most of the matter density in the Universe is provided by particles which interact only gravitationally and which were non-relativistic when the Universe became matter dominated. The nature of these dark matter particles is still unknown. Candidates for the cold dark matter particles are both the axions (light spin-0 bosons) and the lightest supersymmetric particles which have masses over 100 GeV, while massive neutrinos are candidates for hot dark matter particles.
However, the SCDM model is not compatible with existing observational data. Once suitably normalized to reproduce clustering features at scales of few Mpc, SCDM contradicts data at scales of few tens of Mpc, as well as the CMB anisotropies detected by the COBE satellite. This finding led to a large number of new theoretical models, the basic aim of which was to predict less power than the SCDM model on small scales, retaining, however, the enough power on the very large scales probed by COBE.
According to the standard picture of structure formation, the dark matter power spectrum P (k) is expected to bend from its post-inflationary profile, and reaches a maximum at a wavenumber k which depends on the parameters of the cosmological model. The corresponding length scale is of the order of a few 100 h −1 Mpc 1 . One of the major aims of current cosmological studies is to improve our knowledge of the structure of the Universe on scales which are between those probed by the best redshift surveys of galaxies and those probed by COBE.
Galaxy clusters are the largest gravitationally bound systems which we observe. They arise from high peaks of the initial density field (e.g., Bardeen et al. 1986 ) and have decoupled from the Hubble expansion relatively recently. Therefore, their properties and their spatial distribution are rather sensitive to the initial conditions for the development of gravitational instability. Large cluster samples include objects up to a depth of a few hundred Mpc and, to date, they cover much larger volumes than any available galaxy redshift survey. For this reason much effort has been devoted to compile large cluster samples, starting from the work by Abell (1958) and Abell, Corwin & Olowin (1989) , and leading up to large redshift surveys both in the optical (e.g., Post-man, Huchra & Geller 1992; Dalton et al. 1994; Collins et al. 1995) and in the X-ray (e.g., Nichol, Briel & Henry 1994; Romer et al. 1994; Ebeling et al. 1997) . Employing X-ray selected as well as optically selected catalogues from machine based material is an attempt to overcome any subjective influence on the selection criteria that is possibly present in the Abell catalogue.
Historically, the analysis of the 2-point correlation function played an important role in analyzing large-scale structure. After having recognized the advantages of direct power spectrum estimation, this method has been developed as a standard tool in cosmology. Nowadays, much valuable information about structure formation is gained from power spectra of galaxies in redshift surveys (e.g., Feldman, Kaiser & Peacock 1994; Park et al. 1994; Lin et al. 1996; Schuecker, Ott & Seitter 1996; Tadros & Efstathiou 1996 ; cf. also Strauss & Willick 1995 , and references therein).
Starting from the pioneering papers of Bahcall & Soneira (1983) and Klypin & Kopylov (1983) , who estimated the 2-point cluster correlation function, galaxy clusters have been widely used for the determination of parameters of large-scale structure. The power spectrum of Abell clusters was calculated firstly by Peacock & West (1992) , and, independently, by Einasto et al. (1993) and Jing & Valdarnini (1993) . Einasto et al. (1997a) have determined the cluster power spectrum by inverting the 2-point correlation function of the cluster redshift compilation by Andernach et al. (1995) .
In this paper we compare the clustering properties of a redshift catalogue of Abell-ACO clusters defined by Borgani et al. (1995) (cf. also Plionis & Valdarnini 1991) with that of mock cluster samples extracted from a set of Nbody simulations of seven cosmological models. Recently the same catalogue of Abell-ACO clusters has been used to derive the Minkowski functionals (Kerscher et. al. 1997 ) of the cluster distribution and to compare it with that of mock samples from simulations. This paper is organized as follows. In Sect. 2 we introduce briefly the cosmological models which we intend to discuss. In Sect. 3 we describe the observational sample and the construction of mock samples from numerical simulations. In Sect. 4 (and in a more technical appendix) we describe the analysis of the cluster power spectrum. In Sect. 5 we present and discuss our results. We summarize and draw the main conclusions in Sect. 6.
Cosmological models and numerical simulations
Besides the SCDM model we consider six other models, which are described in Table 1 . We used the transfer function by Bardeen et al. (1986) and normal-ized the linear DM power spectra according to either the two year COBE data (Bennett et al. 1994, B94) or the four year COBE data (Górski et al. 1996, G96; Górski et al. 1998, G98) . The τ CDM model is normalized to the observed cluster abundance (Viana & Liddle 1996, V96) . We have checked that a 20% change in the normalization does not change the power spectrum of the galaxy clusters selected from the simulations once the number of clusters is fixed. In particular, for a given model the result did not depend on the COBE normalization chosen (first, second, or fourth year). This confirms earlier results by and Borgani et al. (1995) . For this reason, we also did not take into account any possible gravitational wave contribution, which would reduce the BSI and TCDM normalizations. We also did not take into account any correction to the power spectrum shape due to a non-negligible baryon fraction.
The SCDM model with Harrison-Zeldovich primordial spectrum (as predicted by the simplest inflationary models) assumes Ω 0 = 1 and h = 0.5. We consider it here as a reference model which, however, is generally accepted to be ruled out, since it has a too shallow power spectrum shape on intermediate scales (10 − 50 h −1 Mpc), and too much power on small scales (< 10 h −1 Mpc) once normalized to the detected level of CMB anisotropy.
An exponential inflaton potential leads to power law inflation and, consequently, to a scale-free tilted (TCDM) model (e.g., Lucchin & Matarrese 1985) . We assume here a spectral index n = 0.9 after inflation. As the result of the tilt the TCDM model with h = 0.5 has a lower normalization than SCDM in terms of the r. m. s. mass fluctuation σ 8 .
The CHDM model assumes a mixture of cold and hot dark matter. The 20% contribution of the hot component is assumed to be shared between two neutrinos of equal mass (Primack et al. 1995) .
Lowering the matter content (Ω 0 < 1) shifts the maximum of the fluctuation spectrum to larger scales and steepens the spectrum on scales ∼ < 50 h −1 Mpc. In the ΛCDM model a cosmological constant Ω Λ ≡ Λ/(3H 2 0 ) = 1 − Ω 0 makes the spatial curvature of the Universe negligible, as expected from standard inflationary models. Our ΛCDM model assumes h = 0.7, a cosmological constant equivalent to Ω Λ = 0.65.
The Open-bubble inflation model proposed by Ratra and Peebles (1994) and the open model with scale-invariant spectrum (Wilson 1983) are reasonably consistent with current observational data if 0.3 ∼ < Ω 0 ∼ < 0.6 (Górski et al. 1998) . We investigated the Open-bubble inflation CDM (OCDM) model with h = 0.65, Ω 0 = 0.35 and the normalization by G98.
The Broken Scale Invariant (BSI) cosmological model is specified by two parameters, the step location at k −1 break = 1.5 h −1 Mpc and its relative height ∆ = 3; the normalization is σ 8 = 0.60. These parameters are related to the initial energy densities and mass ratios of the inflaton fields in the underlying inflationary model (Gottlöber, Müller & Starobinsky 1991 , Gottlöber 1996 . The original choice for such parameters has been based on the lineartheory comparison with different observational constraints (Gottlöber, Mücket & Starobinsky 1994) . Analysis based on N-body simulations have been discussed by Amendola et al. (1995) , Kates et al. (1995) and Ghigna et al. (1996) . Recently, Lesgourgues et al. (1997) have discussed a BSI spectrum in a model with cosmological constant. The τ CDM model, which assumes a decaying massive τ neutrino as the dark matter constituent, has been originally proposed by Efstathiou et al. (1992a;  see also White et al. 1995) . Similarly to the BSI model, the τ CDM model is characterized by two additional free parameters, namely the mass and the life time of the decaying massive particle, which are related to the scale where the spectrum changes and the amount of small-scale power suppression relative to the SCDM case. We consider the CDM model with a shape parameter of Γ = 0.21 as a representation of the τ CDM model (Jenkins et al. 1998 ).
Normalized to the observed abundance of clusters (V96) this spectrum is very similar to the COBE normalized BSI spectrum.
We evolve the initial density field starting from redshift z = 25 (z = 30 for CHDM) until the present epoch, by employing a PM N-body code with 300 3 particles of mass m p = 1.3 × 10 12 h −1 Ω 0 M ⊙ . Cold particles in the CHDM simulations have a mass which is 20% smaller than this value. The simulation used 600 3 grid cells in a simulation box of L = 500 h −1 Mpc comoving length a side. This provides a formal spatial resolution of less than 1 h −1 Mpc. The simulation box is large enough to contain all fluctuation modes which contribute to the large-scale cluster distribution at the scales we are interested in. In order to account for the effect of cosmic variance, we carried out simulations for several random realizations (four for SCDM, three for ΛCDM, eight for CHDM). For the remaining models we did only one realization because the effect of cosmic variance appears to be similar as for the other models under consideration.
Cluster samples

The observational sample
The sample that we will consider includes Abell and ACO clusters with richness R ≥ 0 (Abell 1958; Abell, Corwin & Olowin 1989) . Here we will provide a brief description of this sample which was first defined in Plionis & Valdarnini (1991) and updated by Plionis & Valdarnini (1995) and . Initially, the northern (Abell) part of the sample, with declination δ ≥ −17
• , was defined by those clusters that have measured redshift z ≤ 0.1, while the southern ACO part, with δ < −17
• , was defined by those clusters with m 10 < 17, where m 10 is the magnitude of the tenth brightest cluster galaxy. In our analysis we include only clusters with redshifts smaller than 0.085. We checked that in that case the redshift limit adopted for the Abell part and the m 10 limit applied to the ACO part are essentially equivalent, the samples are 97% complete in this range.
The galactic absorption is modeled according to the standard cosecant dependence on the galactic latitude b,
with α = 0.3 and 0.2 for Abell and ACO parts of the sample, respectively. In order to limit the effects of galactic absorption we only use clusters with |b| ≥ 30
• .
The cluster-redshift selection function, ψ(z), is determined by fitting the cluster density as a function of z,
where A = exp (z c /z o ), and z c is the redshift below which the spatial density of clusters remains constant and the sample behaves as a volume-limited one.
The best-fitting values for such parameters are z c = 0.078, z o = 0.012 and z c = 0.068, z o = 0.014 for Abell and ACO samples. We convert redshift into distance using the Mattig formula with q 0 = 0.5 for the deceleration parameter. We also checked that final results of the power spectrum analysis remain unchanged taking instead q 0 = 0.2. Since the exponential decrease of ψ(z) introduces considerable shot noise errors at large redshifts, we prefer to limit our analysis to z = 0.085, which corresponds to r max = 240 h −1 Mpc for q 0 = 0.5. Fig. 1 illustrates the fit of the exponential tail to the redshift distribution for Abell and ACO samples. The dotted vertical lines indicate the adopted limiting redshift.
There are in total 417 clusters fulfilling the above criteria: 262 Abell clusters with measured redshifts, and 155 ACO clusters, 139 with measured redshifts and 16 with redshift estimates from the m 10 -z relation defined in Plionis and Valdarnini (1991) . This corresponds to n Abell ≃ 1.8 × 10
−5 h 3 Mpc −3 and n ACO ≃ 2.5 × 10 −5 h 3 Mpc −3 , for the Abell and ACO cluster number densities, respectively, once corrected for galactic absorption and radial selection according to Eqs. (1) and (2). The above density values correspond to average cluster separations of
Mpc. This density difference has been shown to be mostly spurious, due to the higher sensitivity of the IIIa-J emulsion plates on which the ACO sample is based (see, e.g., Batuski et al. 1989; Scaramella et al. 1991; Plionis & Valdarnini 1991) . It is important to account properly for the difference in density in order to avoid spurious large-scale power in the analysis. We use the ratio of densities (D ≡ n Abell / n ACO ≃ 0.7) as an overall weighting factor for the Abell part.
The reliability of the Abell-ACO sample for clustering analysis has been questioned by several authors (e.g., Sutherland 1988; Efstathiou et al. 1992b) . They argued that part of the strong clustering exhibited by Abell-ACO clusters is due to spurious projection contamination, which enhances the correlation amplitude along the line of sight. Although such an effect is undoubtedly present in the Abell-ACO sample, the amount of contamination it introduces in clustering measurements is matter of debate. For instance, analyzed cluster simulations in order to check the significance of the enhanced line-of-sight correlation amplitude measured for real data. They found that anisotropy in the correlation function as large as the observed one is rather common in simulations and is generated by statistical fluctuations. Olivier et al. (1993) claimed that any contamination in the Abell-ACO sample should in any case have a negligible effect on the 2-point correlation function ξ(r), on scales larger than superclusters, i.e. ∼ > 20 − 25 h −1 Mpc.
A further potential problem in the analysis of the distribution of Abell-ACO clusters is associated with the obscuration in our Galaxy. The patchy distribution of gas could introduce a spurious modulation in the cluster distribution, which can not be fully corrected by resorting to the simple csc |b| relation of Eq. (1). Nichol & Connolly (1996) studied the cross-correlation between the angular distribution of Abell clusters and galactic HI measurements. They concluded that there is a statistically significant anticorrelation between the distributions of HI regions and Abell clusters having higher richness and dis-tance class. On the other hand, nearby R = 0 clusters appear to be randomly distributed with respect to the galactic HI column density.
In order to verify whether such potential biases in the Abell-ACO sample quantitatively affect clustering measures, we compute the cluster 2-point correlation function, ξ(r), and compare it with recent results for the APM cluster sample (Croft et al. 1997) , which is in principle much less affected by projection contamination and patchy obscuration. In order to estimate ξ(r), we resorted to the estimator
Here DD(r) and DR(r) are the number of data-data and data-random cluster pairs at separation r. The quantity DR is estimated by averaging over 200 random samples, each having the same redshift selection function and galactic extinction as the real catalogue.
The result of this analysis is reported in Fig. 2 . The error bars correspond to the 1σ scatter between the ΛCDM mock samples (see below). We resort to a log-log weighted least-square fit to estimate the correlation length r 0 and the slope γ for the power-law model, ξ(r) = (r 0 /r) γ . Assuming this model over the scale range 4 ∼ < r ∼ < 50 h −1 Mpc, we obtain r 0 = (16.7 ± 3.2)h −1
Mpc and γ = 2.15 ± 0.15 (the power-law corresponding to the best fitting parameters is plotted as a dashed line in Fig. 2 ). Our result is very close to that obtained by Croft et al. (1997) over a similar scale range, for APM subsamples having comparable cluster average separation. Indeed, they found r 0 = (14.2 ± 0.5) h −1 Mpc and γ = 2.13 ± 0.08 (r 0 = (16.6 ± 1.3) h −1 Mpc and γ = 2.1 ± 0.1) for an APM subsample with mean cluster separation
This indicates that any bias in the Abell-ACO sample is not so effective as to heavily pollute the estimate of the cluster 2-point correlation function. One can not strictly infer the behavior of the power spectrum from the correlation function since the sensitivity to biases is different for the two statistics. However, we consider the result from the correlation function at least as an indication that the power spectrum estimation is not dominated by a possible bias.
Mock samples in simulations
We have used two different methods to identify galaxy clusters in the simulations. The first is based on the friend-of-friend (FOF) algorithm and the second on the peak-in-density algorithm (Klypin & Rhee 1994) . As a first step, we found either the centers of mass for the FOF groups or the location of the grid points corresponding to local density maxima. Then we centered spheres with Abell radius 1.5 h −1 Mpc around these points and determined the centers of mass of the particles falling into such spheres. Using the centers of mass as new cluster centers after few iterations the position of the centers rapidly converge. The cluster distributions obtained by starting from the FOF points and from the density peaks turned out to be virtually identical, not only in a statistical sense, but also through a point-by-point comparison (see also Klypin et al. 1997 , where similar halo finding algorithms have been discussed). From the resulting list of candidate clusters, we select the N c most massive objects to be identified as Abell-ACO clusters. By definition,
3 is the expected number of clusters within the simulation box, where d = 34 h −1 Mpc is the average separation appropriate for Abell-ACO clusters.
After generating the cluster distribution in the simulation box, we extract mock samples with the same geometrical boundaries and selection functions as for the real sample. In each box we locate 8 observers along the main diagonal axes, each having a distance of L/4 = 125 h −1 Mpc from the three closest faces. For each observer we construct the redshift space distribution of clusters starting from the real space positions and peculiar velocities. First we include all clusters up to a maximum redshift z = 0.085 in each mock sample, which corresponds to a distance of 240 h −1 Mpc for q 0 = 0.5. Then, we randomly sample the cluster population so as to obtain a density distribution which reproduces the observational selection functions for galactic absorption and redshift extinction. Finally, we randomly remove 30% of the cluster in the Abell part to get the observed relative density with respect to the ACO part as in the real sample. This procedure of random dilution in the Abell portion of the mock samples is consistent with the expectation that real clusters are missed in the observational sample, due to the lower sensitivity of the Abell emulsion plates with respect to those (IIIa-J) from which the ACO clusters have been identified. It is clear that our procedure to account for the different density in the two parts of the sample would not be correct in case the Abell cluster selection picks up intrinsically richer system than the ACO one. However, even in this case, the 30% difference in the cluster number density would correspond to only a ∼ 10% difference in their mean separation. Therefore, any realistic clustering-richness relation would only induce a marginal difference between the correlation amplitudes of Abell and ACO clusters.
In order to minimize the overlap between mock samples, the coordinate systems for two adjacent observers are chosen so that the corresponding galactic planes are orthogonal to each other. Even with this choice, it turns out that different mock samples involve small overlapping volumes and, therefore, they cannot be considered as completely independent.
Various effects may give rise to systematic errors in the measurement of the power spectrum. In order to quantify these effects, that we describe here below, we employed Monte Carlo techniques. Very nearby clusters of galaxies are hard to detect on the sky because of the large angular spread of their galaxy members. As a consequence, these objects do not meet the Abell selection criteria and they are simply missed from the sample. In order to account for this, we excluded from the analysis of mock samples those clusters which are closer than a fixed minimum distance. As a conservative choice, we fixed it to 40 h −1 Mpc and verified that no change in the power spectrum estimation occurs. This is not surprising since the corresponding volume fraction with respect to the whole sample (of depth 240 h −1 Mpc) is less than one per cent. We have also checked that a change in the galactic extinction selection function from α = 0.2 to 0.3 does not alter the power spectrum results.
The power spectrum
The distribution of galaxy clusters is interpreted as a random point process with the power spectrum being the first non-trivial quantitative description in a hierarchy of statistical measures. We use an estimate of the power spectrum which is appropriate for the available finite sample of clusters. The same procedure is applied to Abell-ACO clusters (observational sample) as well as to the simulated clusters (mock samples).
According to Eq. (A.4) the power spectrum estimateP
′ (k) of the finite sample of galaxy clusters is given by the convolution of the true power spectrum of the cluster distribution with the window function of the cluster sample. According to Eq. (A.8), it is
whereŴ ( k) is the Fourier representation of the window function (i.e., the volume encompassed by the sample), φ( r) is the selection function which incorporates galactic extinction, redshift selection and the density difference between Abell and ACO parts of the sample. The sum j extends over M random directions for the wave vector k j , while i extends over the sample points.
We do not attempt any deconvolution procedure ofP ′ (k) for the following two reasons. Firstly, our main aim is the comparison of observational results with numerical simulation outcomes. We generate mock samples from the simulations so as to have the same properties (in terms of geometry and selection functions) as the observational data. This procedure ensures that we have the same effect due to window convolution in the mock samples analysis. Secondly, we take advantage of the availability of the parent cluster distributions within the periodic simulation box, from which the mock samples are extracted, to specify the k range where the finite window does not affect the P (k) estimate.
In Table 2 we summarize the main global properties for the Abell-ACO observational cluster sample, as well as for three subsamples (Abell, ACO, and the southern-galactic portion of the ACO sample, ACO-SG). The statistical completeness factor, C, is defined as the ratio of the actual number of objects and the expected number if no selection effects were present. ACO-SG 136 0.67 8.0 × 10 6 0.14 6.9 × 10 4
Results and Discussion
We have calculated the mean value and the standard deviation of the power spectra within the set of mock samples available from the N-body simulations for each of the cosmological model. In order to assess the reliability of our method to estimate the power spectrum, we have compared the power spectrum P (k) of simulated clusters in the periodic simulation box with the power spectrum estimateP ′ (k) of the mock catalogues. For the clusters in the periodic simulation cube a real-to-redshift space transformation along one dimension has been applied before.
In Fig. 3 the solid line denotes the mean P (k) calculated from a number of simulations for the corresponding four cosmological models. The squares with error bars denote the mean of the convolution of the power spectrumP ′ (k) as found from the mock samples. First of all, this is a test for the correct implementation of the method. Moreover it provides an insight about the limitations of the method on the largest scales, where window convolution effects limit the reliability of the analysis. We conclude that the influences of the window on the reconstruction method is negligible for k > 0.03 h Mpc −1 . In the following, we omit the tilde and prime on the convolution of the power spectrum with the window function.
We find that the variance between power spectra of different realizations is almost identical for different models. Therefore, we assume in the following the resulting cosmic scatter to be representative also for the observational results. Though this method closely resembles a Monte Carlo error estimation technique, we are restricted here to a smaller number of random realizations than usually employed. In the following we will take the 1σ scatter between the set of 64 CHDM mock samples as the error to be assigned to the Abell-ACO power spectrum since this model has the largest number of available realizations. Fig. 3 . Comparison of the convolved power spectrum estimated from mock samples (square symbols) with the 'real' redshift space power spectrum from whole-box simulated catalogues (solid line).
We show in Fig. 4 the results of the power spectrum reconstruction for the observational data. Open symbols refer to the different subsamples which have the same depth but cover different regions on the sky. Filled circles are for the combined Abell-ACO sample. For reasons of clarity, we plot error bars only for the latter. We find a general good agreement between the Abell and ACO parts (open circles and diamonds, respectively), and the combined sample, although ACO clusters show a slightly higher P (k) on all scales. This result, which is consistent with the larger correlation length found for ACO clusters in previous analyses (e.g., Cappi & Maurogordato 1992; , can be attributed to a particular structure, the Shapley supercluster, which is located in the northern galactic part of the ACO sample. Excluding this region from the analysis (triangles) decreases the power spectrum amplitude (ACO-SG), although still within the cosmic variance error bars. Since each single subsample covers a smaller volume than the combined sample, finite volume effects start playing a role at smaller k values (cf. Fig. A.1 , where we plot the window function shape for each subsample). Especially for ACO-SG, the amplitude at small wavenumbers is blown up. On scales k > 0.05 h Mpc −1 the spectrum may be approximated by a power law, P (k) ∝ k n with negative index n ≃ −1.9. Going to larger scales, there is a clear evidence for a breaking of the power law. The transition is located at about k ≃ 0.05 h Mpc −1 beyond which a power law with positive index could fit the data. Due to the large error bars, the scale of transition can not be pinned down very accurately.
Recently, the cluster power spectrum has been estimated for a sample of 1304 Abell/ACO clusters of galaxies by Einasto et al. (1997a) . Differently from the analysis presented here, Einasto et al. (1997b) determined the large-scale behavior of the correlation function, and then used its Fourier transform as an estimate of the power spectrum. This method leads to a power spectrum with a pronounced peak at about 100h −1 Mpc scale (see Fig. 5 ). The error corridor (indicated by dashed lines), which was also estimated from the correlation function, turns out to be narrower than our cosmic variance uncertainties. The parent cluster catalog analyzed by Einasto et al. (1997b) -the Abell-ACO catalog -is the same as ours. However, although the selection of R ≥ 0 clusters within the angular boundaries dictated by galactic absorption is identical, the depth is different. Indeed, the sample used by Einasto et al. extends to a depth of 340 h −1 Mpc at the price of a higher fraction of nonspectroscopical cluster redshifts (33%), when compared to the 4% fraction of the sample we used here. Besides the difference in the observational data, we use different methods for estimating the power spectrum. In any case, the fact that the same P (k) slope, n ≈ −1.9, is found with both methods is a support to the robustness of this result. The maximum of P (k) that we detect at k = 0.054 h Mpc −1 is somewhat less significant than, although consistent with, that found by Einasto et al. The significance of the peak is further decreased once the cosmic scatter is taken into account. The higher P (k) amplitude found by Einasto et al. should be attributed to the different sample of 1304 clusters out to 340 h −1 Mpc, and to uncertainties in the normalization of the 2-point correlation function that was used as the starting point of their analysis. In Fig. 5 , we also show the previous results from Peacock & West (1992) for R ≥ 1 Abell clusters. At wave numbers k > 0.08 h Mpc −1 , the resulting P (k) even tends to lie above the estimate by Einasto et al., as it should be expected on the ground of the higher richness of the clusters considered by Peacock & West (1992) . Also their estimated errors are much smaller than ours, thus indicating the necessity to perform a large number of N-body simulations for estimating statistical uncertainty and cosmic variance. The power spectrum of rich clusters selected from the APM galaxy survey (Tadros, Efstathiou & Dalton 1997 ) turns out to be essentially consistent with our results. For wave numbers k > 0.04 h Mpc −1 , the spectral amplitude is slightly smaller Fig. 6 . Power spectrum of the observed cluster sample (filled circles) compared with results obtained from mock cluster samples (squares) for six cosmological models. Error bars denote the 1σ variation over the mock samples.
while the spectral slope is absolutely compatible. This consistency confirms the result based on the 2-point correlation function (cf. Fig. 2 and §3.1). It again indicates that Abell-ACO and APM cluster samples provide statistically equivalent descriptions of the local (z ∼ < 0.1) cluster distribution.
In the following we will compare the power spectrum of the combined Abell-ACO sample with simulation results. In Fig. 6 the results from the mock samples (squares) are compared with the observational results (filled circles). Simulation results are the average over the available mock samples and error bars are the corresponding 1σ scatter between them. Only for SCDM, CHDM and ΛCDM error bars can be considered as a reliable representation of cosmic variance, since four, eight and three independent numerical realizations were carried out for these models, respectively. The predicted power spectrum of SCDM is too small on all scales. This confirms that the model definitely underproduces cluster clustering. Even by allowing for an overall vertical shift, the slope of the predicted spectrum is too shallow on intermediate scales k = 0.06 − 0.2 h Mpc −1 . The TCDM model provides a nearly as worse fit as SCDM does. The CHDM model provides a good fit on small scales, but it underpredicts the P (k) amplitude of the observational sample around the maximum, 0.04 ∼ < k ∼ < 0.07 h Mpc −1 . Also the ΛCDM model is able to reproduce the power on large scales (k ≃ 0.035 h Mpc −1 ) and small scales (k ≃ 0.15 h Mpc −1 ) quite well, but it fails on intermediate scales having a too shallow slope. The OCDM model underpredicts cluster clustering by a similar amount as SCDM and TCDM. As for BSI, since error bars are likely to be slightly underestimated (just a single simulation realization is available), it provides the best fit to the data among the models we considered. However, even in this case, the overall shape of the observational P (k) for 0.055 ∼ < k ∼ < 0.15 h Mpc −1 is steeper than for BSI clusters. We did not include the τ CDM model into Fig. 6 because it is quite similar to the BSI model. This is not surprising since their linear spectra are almost identical.
In order to quantify the systematic discrepancy between the P (k) shape for data and simulations, we performed a least-square fitting to the power law P (k) ∝ k n in the above k range. As a result, we find n = −1.9 ± 0.2 for the Abell-ACO sample, while n = −1.3 ± 0.2 (SCDM), −1.2 ± 0.2 (TCDM), −1.3 ± 0.2 (CHDM), −1.2 ± 0.2 (ΛCDM), −1.0 ± 0.2 (OCDM), −1.1 ± 0.2 (BSI), and −1.1 ± 0.2 (τ CDM). At this level, we consider as premature to decide whether such a ∼ 2σ discrepancy between real data and mock samples is just due to a statistical fluctuation or is indicating an intrinsic problem for standard DM power spectra.
To illustrate this point we compare in Fig. 7 the power spectrum of two mock samples which have been extracted from the same simulation box. They represent the largest deviation between two mock samples of one simulation which we have found within the almost 20 simulations made. These mock samples Fig. 7 . Power spectrum of the observed cluster sample (filled circles) and of two mock cluster samples (squares), extracted from the same simulation box. As in Fig. 4 , error bars correspond to the estimated 1σ cosmic scatter.
clearly demonstrate the possible importance of cosmic variance, i. e. the fact that there is only one observational sample (for one special observer in the Universe). We conclude that a P (k) as peaked as the observational one does not represent a very unusual finding. Therefore, the data may well be compatible with a power spectrum having a smooth turnover around k ≃ 0.05 h Mpc −1 , as expected for standard scenarios of structure formation, like those considered here.
On the other hand it is remarkable that Landy et al. (1996) also found a peak at about the same scale from the analysis of the Las Campanas Redshift Survey. Doroshkevich et al. (1997) found a typical scale of the same order in the Las Campanas Redshift Survey. Also the typical diameter of voids in the distribution of clusters is of the order of this scale ). Gaztañaga and Baugh (1998) found a steep slope for the real space power spectrum of APM galaxies in the same range as the unexpectedly steep slope of the cluster power spectrum. Eisenstein et al. (1998) concluded that an excess power on a 100h −1 Mpc scale can be explained by baryonic acoustic oscillations only assuming rather extreme regions of the possible parameter space. Atrio-Barandela et al. (1997) and Lesgourgues et al. (1997) have discussed primordial spectra which include features that enable these models to account for a possible excess of power at ∼ 100 h −1 Mpc scales.
As for the bias parameter, we find that a larger P (k) for the DM distribution does not correspond in general to a larger P (k) for the resulting cluster distribution. Indeed, we find a remarkable amplification for the cluster power spectrum in the case of BSI, with a cluster biasing factor b 2 c ≃ 15, while a much smaller enhancement occurs for SCDM, TCDM, CHDM, ΛCDM, and OCDM. This is consistent with the result that the cluster clustering does not depend on the amplitude of the underlying DM spectrum, but only on its shape, once the average number density of clusters is kept fixed Borgani et al. 1997) ; the larger the large-to-small-scale power ratio, the larger the clustering amplification due to long wavelength modes. This is the reason why a model like BSI, which has a large relative amount of power on large scales and a low normalization, turns out to generate a highly biased cluster population.
Conclusion
In this paper we estimated the power spectrum, P (k), for a combined redshift sample of Abell-ACO clusters. The result is compared with those obtained for mock cluster samples, which were extracted from large PM N-body simulations of seven different models, so as to reproduce the selection effects of the Abell-ACO data set. This analysis allows us not only to discriminate among different models for cosmic structure formation, but also to understand in detail the effect of cosmic variance on the power spectrum shape at the largest accessible scales.
The cluster power spectrum is reliably detected over the scale range 0.03 ∼ < k ∼ < 0.2 h Mpc −1 , over which the analysis of cluster simulations demonstrates that the window function associated to the sample geometry has a negligible effect on P (k). For k ∼ > 0.05 h Mpc −1 the cluster power spectrum is well approximated by a power law, P (k) ∝ k n with n ≃ −1.9, while it changes sharply to a positive slope at smaller wavenumbers. We find a peak in the power spectrum at k ≃ 0.05 h Mpc −1 , which, however, is not as pronounced as the one detected by Einasto et al. (1997a) .
The BSI model provides the best fit for the cluster power spectrum of Abell-ACO clusters among the models that we considered. In general, the models fail at about 2σ level at reproducing a P (k) slope for k ∼ > 0.05 h Mpc −1 as steep as that of the Abell-ACO sample. Among the more than 100 mock samples that we extracted from the simulation boxes for the different models, we found that only one of them has a power spectrum with a feature almost identical to the observed one within the range 0.03 ∼ < k ∼ < 0.1 h Mpc −1 . This finding shows the possible relevance of cosmic variance. It is just what one would expect for a feature, like the measured peak in the P (k) shape, which represents a 2σ deviation from a smooth mean spectrum.
Observational samples which were both encompassing larger volumes and hav-ing selection effects under a strict control are required in order to decide whether details of the clustering pattern on a 100h −1 Mpc scale force us to revise our understanding of structure formation or just leads to a refinement of the models which are already in play.
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A The power spectrum estimation
In this Appendix we briefly describe the derivation of the power spectrum estimator, as given by Eq. (4). The Abell-ACO cluster sample represents a three-dimensional catalogue which is almost complete (volume-limited) out to its boundaries. The selection effects arising from galactic absorption and redshift extinction are parameterized according to Eqs. (1) and (2). In order to estimate the power spectrum we employ the standard method, as described, e.g., by Fisher et al. (1993) and Lin et al. (1996) . The sample's geometry is described by the window function W ( r) ≡ 1 inside the sample volume and zero otherwise. Its Fourier transform has been computed by means of Monte Carlo integration. A total of N = 10 5 random points with position vectors r i ∈ V is generated to evaluate the Fourier representation of the window function (1/N) i e i k· r i . The large number of points guarantees the noise level introduced into the power spectrum to be more than two decades below the noise level due to the finite number of galaxy clusters. Therefore, no correction for the shot noise contribution of the window function is applied.
The double-cone geometry in real space with rotational symmetry about the z-axis (pointing towards the galactic pole) gives rise to a Fourier transform mostly localized along the k z -axis and with cylindrical-symmetric side lobes in the k x -k y -plane. In Fig. A.1 we have plotted the directional average |Ŵ ( k)| 2 | k|=k for the combined Abell-ACO sample (solid line) and for the subsamples Abell (dashed), ACO (dotted) and ACO-SG (dash-dotted) separately. The maximum wavelength, whose power can be explored reliably, grows with the sample's extension. Note that the depth of the three samples is all the same but the coverage of the celestial sphere is different. As a rule of thumb the minimum wavenumber k min is given by |Ŵ ( k)| 2 | k|=k min ≡ 0.1 (Peacock & West 1992) . This corresponds to wavenumbers k min of 0.014, 0.017, 0.022 and 0.024 h Mpc −1 for the samples Abell-ACO, Abell, ACO and ACO-SG, respectively.
We define the cluster density contrast within the sampled volume as
where r i is the position vector of the i-th cluster, φ( r i ) is the selection function which is used to model galactic absorption and redshift extinction, n is the mean cluster number density and δ D is Dirac's delta function. The selection function is computed as the product φ( r) = Dϕ(b)ψ(z) , (A.2) with D ≃ 0.7 being the mean density correction applied to Abell clusters, while D = 1 for ACO clusters.
The squared modulus of the Fourier transform δ( k) of the density contrast δ( r), Π( k), is an estimate of the power spectrum. The connection between Π( k) and the underlying power spectrum P (k) can be found by calculating the ensemble mean of Π( k) (see, e.g., Fisher et al. 1993 for the details),
denotes the convolution of the power spectrum with the window function and
. (A.5) the additive shot noise term. The ensemble average must be replaced with the best estimate Π ′ (k) that can be obtained from the data set. The mean number density is estimated from the data set as n ′ = V −1 i φ( r i ) −1 . Since n ′ may be in general different from the true mean number density of clusters, a bias in the power spectrum estimation is introduced (Peacock & Nicholson 1991) . The spectrum is systematically underestimated by a factor of approximately 1 − |Ŵ (k)| 2 . A correction for this effect, which becomes relevant at scales approaching the largest scale covered by the sample, has been applied in Eq.(A.8). The shot noise (Eq. A.5) is given by
. (A.6)
For each mode k we compute the estimate Π ′ (k) by averaging |δ( k j )| 2 over M = 1000 random directions of the wavevector | k j | = k,
Therefore, the estimator for the convolved power spectrum reads finallỹ
Inserting Eqs. (A.6) and (A.7) into Eq.(A.8) yields the convolved power spectrum Eq. (4).
