Abstract-Parameter estimation of probability density functions is one of the major steps in the area of statistical image and signal processing. In this paper we explore several properties and limitations of the recently proposed method of logarithmic cumulants (MoLC) parameter estimation approach which is an alternative to the classical maximum likelihood (ML) and method of moments (MoM) approaches. We derive the general sufficient condition for a strong consistency of the MoLC estimates which represents an important asymptotic property of any statistical estimator. This result enables the demonstration of the strong consistency of MoLC estimates for a selection of widely used distribution families originating from (but not restricted to) synthetic aperture radar image processing. We then derive the analytical conditions of applicability of MoLC to samples for the distribution families in our selection. Finally, we conduct various synthetic and real data experiments to assess the comparative properties, applicability and small sample performance of MoLC notably for the generalized gamma and K families of distributions. Supervised image classification experiments are considered for medical ultrasound and remote-sensing SAR imagery. The obtained results suggest that MoLC is a feasible and computationally fast yet not universally applicable alternative to MoM. MoLC becomes especially useful when the direct ML approach turns out to be unfeasible.
applications, such as segmentation and classification, obtaining the parameter estimates is a classical problem that is encountered while employing statistical approaches [1] .
The most frequently employed classical methods of statistical parameter estimation are the maximum likelihood (ML) and the method of moments (MoM) [2] approaches. The ML approach suggests choosing parameter values that provide the highest value of the likelihood function, typically by determining the appropriate root of the likelihood function derivative.
This simple yet powerful estimation strategy is widely used, and its theoretical statistical properties are well established under several regularity conditions [2] . However, in a wide range of applications, the considered PDF models involve complicated analytical expressions and do not originate from the exponential family of distributions and, therefore, fail to comply with the classical regularity conditions that guarantee the attractive asymptotical properties of ML estimates, such as asymptotic consistency and efficiency. Furthermore, ML procedures are notorious for their considerable computational load that originates from the expressions not always allowing for analytical formulations, thus involving intensive numerical procedures that are sensitive to initialization. For several distribution families, the ML approach does not allow a wellestablished and reliable parameter estimation procedure to be formulated [3] [4] [5] [6] . Approximate iterative ML estimation methods are frequently used, such as the Expectation Maximization approach [7] and its modifications.
The second generally used parameter estimation procedure is given by MoM. This method is based on the idea of formulating the theoretical moments E{X k } of the considered random variable (RV) X as a function of its unknown parameters via the Laplace transform. The theoretical expressions are then set equal to the observed sample moments thus, obtaining a system of equations with respect to the parameters [2] . Outperformed by ML in simple and wellstudied cases, such as, for example, the exponential family of distributions including widely used gamma and Gaussian PDFs [2] , the MoM strategy often enables obtaining feasible and fast estimates in cases where ML fails or cannot perform in real-time [5] , [8] . However, this method suffers from its own limitations [2] . First, the applicability of this method is restricted by the existence of finite moments up to the necessary order, which is not the case for several critical scenarios. Second, on the basis of high order statistics, MoM can be very sensitive to outliers that are inherent in real signals due to noise or registration faults. Finally, similar to ML, [3] , [12] , [15] , [16] , [18] ν = 0, κ,σ > 0, r 0k j = ( j − 1, κ)/ν j , j = 2, 3
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Heavy-tailed Rayleigh [8], [11] α, γ > 0, r 0k 2 = α −2 (1, 1) the Laplace transform can result in complicated expressions that lead to a system of implicit MoM equations, which may not allow for analytical inversion thus, resulting in the same numerical and initialization problems (see, e.g., [3] ). To address some of these issues, various modifications of MoM have been developed, including negative, fractional moments methods and a generalized MoM (see, e.g., [2] , [9] ). In this paper, we study the use of the method of logarithmic cumulants (MoLC) parameter estimation approach that was first introduced by J.-M. Nicolas in [8] . 1 Contrary to the classical estimation methods based on the use of Laplace and Fourier transforms that are not well adapted for PDFs on R + = (0, +∞), MoLC is a parameter estimation technique developed specifically for positive-valued PDFs. Employing a strategy that is somewhat similar to MoM, this method is based on the use of the Mellin integral transform. It has been observed [10] that the Mellin transform is a natural analytical tool used in studying the distributions of products of nonnegative RVs, which tends to be a frequent case in signal processing applications [8] . In certain cases, when RVs come from families with complicated PDF expressions, MoLC, contrary to ML and MoM, can bring to systems of equations that allow for analytical solutions, e.g., for the heavy-tailed Rayleigh PDF [8] , [11] , or to a simple numerical 1 The original paper is written in French, but an English translation prepared by S.N. Anfinsen is available and can be found online at http://eo.uit.no/publications/JMN-TRANS-10.pdf estimation procedure, as is the case with the generalized gamma distribution (G D) [12] and the K -distribution [13] . For this reason, MoLC can be used in many applications in synthetic aperture radar (SAR) image processing [14] . SAR sensors operate in the domain of microwaves and enable to obtain regular high-resolution imagery that represents an important source of information in remote sensing applications. Being registered by an active imaging system, SAR images suffer from the inherent multiplicative noise known as speckle, which originates from the interference of the coherent wave fronts [14] . Most SAR-specific statistical models account for speckle, and therefore constitute multiplicative models, which renders them well-suited for the Mellin transform and MoLC. It is important to note, however, that the area of the applications of MoLC is not exhausted by SAR image processing problems. For example, in the following, we will investigate the properties of MoLC as applied to the G D family, which is a universal statistical model that is employed in speech [15] and image processing [3] , [16] and to the K -distribution, which has found its place in a wide range of scattered signal processing problems [6] .
The aim of this paper is to further explore the properties and limitations of the MoLC approach, conduct new relevant comparisons and study the small sample performance of this estimator when applied to image processing problems. To this end, we consider the use of the MoLC parameter estimator for the selection of the statistical models presented in Table I . These PDF models constitute a representative selection of the models employed in statistical SAR image processing, see [5] , [14] , [17] . Above all, we concentrate on the above-mentioned G D and K models because their application areas are not restricted to SAR.
The contribution of this paper is threefold. First, we establish a general set of sufficient conditions for the strong consistency property of MoLC and then use it to demonstrate this property of MoLC estimates for the considered selection of PDF families. We stress that the demonstrated property is an important characteristic of any statistical estimator, which guarantees its almost sure convergence to the true parameter values as the sample-size grows [2] . We consider the proofs of strong consistency to be a worthwhile contribution because this property guarantees suitable statistical properties of the MoLC estimation results in a large sample size scenario from a theoretical point of view. To the best of our knowledge, to date, it is only the consistency of MoLC estimates for the generalized Gaussian-Rayleigh distribution that has been demonstrated [4] . Second, we derive the analytical conditions for the applicability of MoLC to the G D, K and Fisher models, which is complementary to the visual representation of these conditions, which has been reported previously in [5] , [8] , [18] . The third contribution of this paper is the experimental study of the MoLC approach in which we conduct new synthetic and real-data experiments to analyze the comparative and small sample performance as well as the applicability of the MoLC approach. As applications to image processing, we consider the performance of MoLC for the supervised classification of speckled imagery, such as medical ultrasound and remote-sensing SAR.
The remainder of the paper is organized as follows. In Section II, we briefly summarize several important results previously obtained in the literature on MoLC estimation applied to PDF families in the selection given in Table I . In Section III, we present the MoLC parameter estimation strategy. In Section IV, we prove a novel sufficient condition of the strong consistency of the MoLC estimator and employ it to demonstrate the strong consistency of the MoLC estimates for the families involved in this study. In Section V, we derive the applicability restrictions of the MoLC estimator for several PDF models. In Section VI, we perform synthetic-data comparisons of MoLC with alternative estimation techniques for the G D and the K -law. In Section VII, we perform realdata experiments with ultrasound and SAR imagery. Finally, in Section VIII, we present the conclusions of this study.
II. PREVIOUS WORK ON MOLC
In this section, we recall several relevant results previously obtained in the literature on the MoLC parameter estimation technique applied to the PDF families presented in Table I .
First, we recall the results obtained for G D and its subfamilies. The use of MoLC for G D has been advocated in [18] 2 to address the arising complicated parameter estimation problem and to demonstrate the good comparative performance of SAR statistics modeling. Several theoretical aspects of the MoLC approach have not been previously investigated and will be addressed in this paper. Some research has been performed concerning the subfamilies of G D. The theoretical analysis of the gamma distribution performed in [8] demonstrated that the variance of the estimates of the shape parameter L obtained by MoLC is lower than that obtained by MoM, yet somewhat above the variance of the lower order moments (LOM) method. However, because of the optimal order estimation problem for LOM, the MoLC approach is preferable for the estimation of the shape parameter. In [5] , a panel of experiments was performed to analyze the performance of MoLC for the Nakagami distribution: Experimental comparisons demonstrated lower mean square errors for MoLC estimates compared with the ML and MoM estimates for samples of moderate size (e.g., 1000). It is important to notice that the gamma and Nakagami distributions have a strong connection. More specifically, if a RV X follows the gamma law, then √ X is Nakagami-distributed (see Table I ). Therefore, the above-mentioned results are closely connected.
Further important results were obtained in [5] , [8] , [20] for the Fisher PDF family. It has been observed that the ML method does not automatically constitute the best parameter estimation strategy because the minimum variance unbiased property cannot be claimed, as is the case with the classical gamma distribution [20] . Therefore, in [5] , [20] the MoLC estimation strategy has been compared with MoM and the mixed estimation method, based on mixed moments E{X s log X}. Several interesting observations have been obtained. First, the applicability of the moment and mixed moment methods is restricted by the existence of the employed moments, which corresponds to M > 2 for the moments approach and M > 3 for the mixed moment approach. Second, the acceptance rates of the obtained estimates were analyzed to evaluate their applicability, i.e., whether these estimates are positive and can therefore be utilized to construct a Fisher distribution. MoLC has demonstrated a 100% acceptance rate, notably for small-sized samples, which significantly outperformed the (mixed) moment-based methods. Finally, for small values of M, the experimentally observed values of the Kullback-Leibler divergence between the true and estimated PDFs obtained by the MoLC approach were appreciably smaller than those given by the (mixed) moment-based methods. These observations confirm the strong applicability and comparative efficiency of the MoLC approach for the Fisher family of distributions. It is worth noting that the Inverse Gaussian model G 0 coincides with the Fisher family [5] ; therefore, the same results apply.
The use of MoLC for the K and K -root distributions [13] has been suggested in [8] . As can be seen in Table I , these distribution families are closely connected: K -root provides the distribution of a RV √ X, when X follows the K -distribution. The advantage of MoLC is that it results in simpler expressions than MoM, as is typically the case with multiplicative models. Furthermore, the ML approach is not directly applicable. The MoLC properties that can be applied to K and K -root families will be further addressed below.
In case of the GGR model, the ML approach is not feasible because the likelihood function contains several integral terms that cannot be treated analytically, which renders the numerical maximization very costly [4] . The stability of MoLC estimates for GGR has been validated in [4] for the case of a varying sample size. The applicability of MoLC for GGR is restricted by a certain condition on the sample second-order logarithmic cumulant. Otherwise, the system of MoLC equations has no solution (see in [4] ).
The heavy-tailed Rayleigh distribution (equivalent to Rayleigh-mixture) has been proposed in [11] for SAR images along with the corresponding negative order moment procedure for parameter estimation. This procedure was developed because the usual moments are not defined for an order of min(α, 2) and upwards, where α is one of the distribution parameters (see Table I ). The applicability of the MoLC method to this model has been demonstrated in [8] , and the corresponding equations were derived. It can be noted that the MoLC equations allow for a simple analytical solution (see Table I ), whereas the method proposed in [11] involves numerical approximations.
Finally, it is worth noting that the experiments conducted with the multivariate matrix-equivalent of MoLC [21] , i.e., the method developed based on the matrix-variate Mellin transform, for several state-of-the-art polarimetric SAR complexvalued PDF families have demonstrated superior bias and variance properties than the original moment-based parameter estimation methods. As in the single-variate case for Mellintype statistics, the mathematical tractability and the simplicity of the obtained expressions [21] show that the extension of MoLC to matrix-valued data is a well-adapted and accurate tool for multilook polarimetric radar data.
III. METHOD OF LOGARITHMIC CUMULANTS
In this section, we recall the method of the logarithmic cumulants (MoLC) approach following the general notations introduced in [8] .
MoLC is a parameter estimation technique developed for PDFs defined on R + . On the basis of the Mellin integral transform, this technique is well-suited for distributions that are defined as products of nonnegative RVs [10] . Such products are commmon in signal processing applications including signals collected by active acquisition systems, such as radar and sonar in remote sensing [14] and ultrasound in medical imaging [22] . Therefore, as demonstrated in [8] , the use of the Mellin transform makes it possible to perform a more effective analysis of practically important distributions defined in R + .
Let X be a positive-valued RV with PDF p(u) defined on u ∈ R + . The Mellin transform of p(u) is defined as
where the integral converges for t in an open vertical strip of the complex plane and φ(t) is analytical inside this convergence strip. Following the notations introduced in [8] , this transform φ(t) is referred to as the first characteristic function of the second kind. The second kind moment (log-moment) of order s ∈ N is defined as
where the second equality follows from the properties of the Mellin transform [8] .
We then define the second characteristic function of the second kind as the natural logarithm of the first characteristic function of the second kind as ψ(t) = ln φ(t), and its derivatives as the second kind cumulants (log-cumulants):
Analytically, second-kind cumulants are constructed in the same way as the traditional cumulants. Therefore, the same relationships between log-cumulants and log-moments hold, as in the case of classical moments and cumulants [2] . For instance, the first three log-cumulants can be written as:
According to the sufficient condition proposed in [8] , to ensure the existence of log-cumulants of arbitrary orders it suffices to verify that the point t = 1 lies inside the convergence strip of the second-kind characteristic function (1).
If we denote the Fourier transform of the PDF of a RV Y as Y (t), we obtain [8] (v ∈ R):
In other words, finding the Mellin transform (characteristic function of the second kind) is equivalent to deriving the expression for the Fourier transform (ordinary characteristic function) in the logarithmic scale. Therefore, log-moments and log-cumulants can be obtained by differentiating (4) . Taking into account the definition (2), we obtain the same relationships as those for classical cumulants (for ln X):
for s = 2, 3, and slightly different for integer s > 3, see [23] .
If we then combine the definition (3) with the sample estimates of the central moments [23] obtained for independent identically distributed observations
of a RV X, we can deduce the following relationships:
This system of equations defines MoLC and provides a method to estimate the parametric PDF models given observations by expressing the characteristic function of the second kind as a function of the PDF parameters and then inverting it.
IV. STRONG CONSISTENCY OF MOLC ESTIMATES

A. Sufficient Conditions
In this section, we analyze the statistical asymptotic property of strong consistency for the MoLC estimator by first developing a sufficient condition of consistency and then, proceeding to the strong consistency. Note that previously, it was only for the GGR model (see [4] ) that the consistency of the MoLC estimates had been proved. The considered property of strong consistency is an important statistical characteristic that, in practice, indicates that with a probability of one for any admissible sample, the sequence of estimates generated by MoLC converges to the true parameter values as the number of samples grows to infinity. By "admissible", we refer to the samples for which the MoLC estimator is applicable for a given distribution; this problem is analyzed in detail in Section V.
Let p ξ (x) (x > 0) be a family of PDFs defined over R + and parameterized by a vector ξ of M real-valued parameters, which takes on values in a set ⊂ R M . Let the system of MoLC-equations (5) define a mapping : ξ →k, wherek = (k 1 , . . . ,k M ) is the vector of the first M log-cumulants. Before proceeding to the statements of this section, we first introduce the following three underlying assumptions:
A For each ξ ∈ , the convergence strip of the Mellin transform of p ξ (·) includes a neighborhood of unity. B The vectork n = (k 1n , . . . ,k Mn ) of the first M sample log-cumulants computed for the observed samples {x 1 , . . . , x n } is admissible, i.e.k n ∈ ( ). C Mapping is injective on .
Assumption A guarantees the existence of log-cumulants of all orders, Assumption B ensures the applicability of the MoLC approach to the specific sample, and Assumption C allows for the recovery of a unique solution of (5). (5) is continuous at the true parameter value ξ * , then the sequence {ξ n }, whereξ n corresponds tok n via (5) , provides a consistent estimate of ξ * , i.e.,ξ n → ξ * in probability for n → +∞.
Theorem 1: If Assumptions A, B and C hold and the inverse of the mapping defined by the system of MoLC equations
A stronger version of the consistency property is given by the following theorem:
Theorem 2: Under the same conditions as in Theorem 1 the MoLC estimator {ξ n } provides a strongly consistent estimator of ξ * , namely,ξ n → ξ * almost surely for n → +∞.
The difference in the statements given by these two theorems allows to the following explanation: The consistency condition guarantees that with a growing sample size, the probability of observing a particular sample for which the estimates are "far" from the true parameter values (the difference is larger than any positive ε) approaches zero. Conversely, a strong consistency ensures that if we take any initial sample and start consecutively adding new observations to this sample, then, with a probability of one, we obtain a sequence of estimates that converge to the true parameter values. The second condition constitutes a stronger property [23] ; therefore, the result of Theorem 1 follows from Theorem 2. Nevertheless, we present proofs of the both in Appendix A, because each is based solely on the respective classical moment property.
The previous theorem ensures a strong consistency of the MoLC estimates under Assumptions A, B and C, provided that the inverse −1 of the mapping defined by the MoLCequations is continuous at the log-cumulant vectork * , that corresponds to ξ * via (5) . The latter condition may be difficult to verify in practice because it involves properties of the inverse mapping −1 for which a closed-form expression may not be available. The following theorem provides a weaker consistency condition that may be more convenient in practice because it involves only the direct mapping for which a closed form expression is available by definition as a result of the Mellin-transform formulation of MoLC.
Theorem 3: Under Assumptions A, B and C, suppose that is continuously differentiable in an open set ⊂ R M , and the Jacobian determinant J (ξ ) is non-zero for all ξ ∈ .
Then, the conclusions of Theorems 1 and 2 hold.
B. Strong Consistency for Several PDF Families
The sufficient conditions discussed in the previous subsection are general and allow stating the strong consistency of the MoLC estimators developed for a wide range of parametric families. Here, we focus more closely on several parametric distributions that have been widely employed in the SAR image-processing literature (see Table I ) and apply the result given by Theorem 3 to demonstrate the strong consistency of MoLC estimates for these distributions. In the statements of this section we consider that Assumption B holds or, in other words, that only samples reporting admissible sample logcumulants are considered. We will investigate the restrictions given by Assumption B later in Section V.
The proofs of the following corollaries are given in Appendix B.
Corollary 1: The MoLC estimates for the G D distribution are strongly consistent.
The proofs of this corollary and the following corollaries are given in Appendix B.
Noting that the Weibull (κ = 1), gamma (ν = 1) and Nakagami (ν = 2) distributions are subfamilies of the G D family, we immediately obtain the following corollary:
Corollary 2: The MoLC estimates for the Weibull, gamma and Nakagami distributions are strongly consistent.
As can be easily observed in Table I , some PDF families allow formulating an explicit analytical continuous inverse of the MoLC equations; therefore, we obtain the following. Thus, when applicable (Assumption B), MoLC provides strongly consistent estimates for all of the PDF families presented in Table I . We emphasize that this is an important theoretical justification for the previously developed methods employing these estimates, including [17] , [24] .
V. APPLICABILITY OF MOLC ESTIMATES
As concluded in the experimental studies in the literature and further supported by the important analytical properties established in Section IV, MoLC may be a suitable option when the classical alternatives, ML and MoM, fail to provide feasible estimators either due to the high complexity of the expressions or to infinite moments. However, as can be observed in Table I , MoLC has its own limitations that originate from the possible incompatibility of the system of MoLC equations with the observed sample log-cumulantsk.
In this section, we investigate the problem of the applicability of several PDF families in modeling the sample data. The applicability conditions will be formulated in terms of logcumulants and represent the applicability conditions of MoLC for parameter estimation for these families. These conditions have been explored previously in the form ofk 2 ∼k 3 diagrams 3 in [5] , [8] , [18] for Fisher, Nakagami, K and G D distributions. In this paper, we present analytical conditions for the sample log-cumulantsk to identify the applicability of MoLC to specific families. In other words, we seek to explicitly formulate the condition given by Assumption B in Section IV for the considered distribution families. We highlight that, to the best of our knowledge, such conditions have not been previously formulated in the literature, but they are crucial in practice to verify whether MoLC can be employed for a specific sample, as will be demonstrated in Section VII. We will give the analytical applicability conditions for the G D, K , K -root and Fisher distribution families.
The MoLC estimates for the G D distribution are obtained using the first three sample log-cumulants as presented in Table I . We note that the higher order log-cumulants can be employed to this end as well, which, however, is inadvisable, because the impact of possible outliers on sample log-cumulants increases with the log-cumulant order. The same recommendation holds for any distribution family whose parameters are estimated via MoLC. Therefore, based on the lowest-order log-cumulants for the G D family we obtain:
where (n, x) denotes the n-th order polygamma function [19] . As demonstrated in Appendix C, the right-hand-side is continuous and monotonically increases to infinity (as κ → ∞) with lim
= 0.25, see Fig. 4 . Therefore, the
MoLC system of equations is compatible for samples reportinĝ
This inequality represents the applicability condition of MoLC to the G D family. As compared to the approximate solution developed in [18] , where (6) was solved based on the second order approximation of polygamma functions [19] , we find the direct numerical approach employed in this paper to be preferable for the following two reasons. First, the approximation involved in [18] holds as κ → ∞, which can be a wrong assumption in a general case 4 . Second, the approximate method [18] originating from the Cardano's formula can only be applied whenk 3 2 /k 2 The applicability of MoLC estimates to K -distributed samples is analyzed in Appendix C. The following conditions on k are obtained:
where 2 (x) denotes the inverse of (2, x). When MoLC is employed to estimate the parameters of the K -root distribution [4] , [17] , its applicability conditions are given by:
Finally, the restriction of the MoLC applicability to the Fisher PDF family is written as:
We note that there is no restriction on the sign ofk 3 since the third MoLC equation allows arbitrary values ofk 3 . The conditions for the K -root (9) and Fisher (10) distributions can be derived analogously to those for the K -distribution.
In Fig. 1 , the applicability restrictions (7)- (10) are presented visually in the form of ak 2 ∼k 3 diagram, wherek 3 < 0. The comparison of the Fisher distribution's applicability restriction (10) with that of the K -law (8) confirms that there is a significantly wider applicability of the Fisher family established in [5] , [20] . The comparison of the G D and Fisher distributions' restrictions confirms an even wider range of applicability of G D [18] .
VI. SYNTHETIC-DATA EXPERIMENTS
In this section, we proceed with new synthetic data experiments for the G D and K distribution families. We concentrate on these two families because we consider them to be important for image processing applications, see [3] , [6] , [22] , and the estimation of their parameters with MoLC to be less studied in the literature.
A. Generalized Gamma Distribution
Contrary to its fairly well explored subfamilies, such as gamma, Weibull and lognormal distributions, the G D PDF family remains largely an open field for parameter estimation research. This owes to the fact that both classical MoM and ML parameter estimation techniques result in systems of highly non-linear ill-behaved systems of equations [3] , [25] , [26] that do not allow the use of classical numerical estimation approaches, such as the Newton-Raphson (NR) approach, which reported persistent divergence in a panel of cases [26] , [27] . Once the appropriate converging techniques are defined, different initializations cause the ML estimator to converge to distinct local maxima of the likelihood function, whereas the further study of their respective consistency poses yet another challenging problem [3] . In light of these problems, various alternative techniques have been explored to obtain ML estimates, including parameter space reduction [25] , root isolation [26] , trial and error [28] and model augmenting to four-parameters [29] . In the case of G D, the MoM parameter estimation technique does not provide a solution to the problem because MoM also leads to a system of highly nonlinear equations [28] , [30] . Their solution involves cumbersome numerical procedures, such as employing iterative root-finding algorithms, and, in general, their comparative performance is weak [18] , [30] . Another critical aspect of MoM estimates is that their theoretical properties, such as existence, uniqueness and consistency, are yet to be established. To address several of these issues, a modification of the classical MoM approach has been proposed in [3] that suggests the use of fractional order moments and allows to reformulate the unfeasible system of MoM equations in a more accessible way. More specifically, a scale-independent shape estimation (SISE) procedure was developed in [3] that enables to obtain one implicit non-linear equation for the shape parameter ν. It has also been demonstrated in [3] that the SISE method is globally convergent, when initialized with a value ofν 0 larger than the true value, and results in consistent G D parameter estimates.
In this section, we analyze the application of MoLC to the G D parameter estimation problem. Sample configurations were generated by the inverse transform sampling [2] (via a numerically approximated incomplete gamma function), i.e., by first randomly sampling from a uniform distribution and then transforming through the inverse of the cumulative distribution of the desired G D model. An alternate sampling strategy could be based on the fact that, if X is G D with parameters (ν, κ, σ ), then (X/σ ) ν is gamma-distributed with unitary mean and shape parameter κ. Hence, G D samples can be obtained from a gamma-distribution sampler. The analysis of the samples suggests that sample configurations violating the restriction (7) arise rarely (in our experience, less then in 1% of cases), but persistently for the different sample sizes. In the following analysis, whenever such samples are encountered, the G D model is replaced by the best fitting (in terms of likelihood) G D subfamily, i.e., by either gamma, lognormal or Weibull distribution. The applicability of these subfamilies is universal in terms of log-cumulants, which allows to obtain their MoLC-estimates regardless of the method's failure for the parent-family.
As is readily observed from the MoLC applicability analysis of the G D PDF family reported above, the numerical inversion of (6) can be performed by a simple bisection procedure with a wide initial interval, such as [0.25, 50]. However, for smaller κ values (see Fig. 4 ), the MoLC estimatesκ become less stable and very sensitive to minor fluctuations in the sample valuek 3 2 /k 2 3 . Therefore, MoLC should be used with caution when very small values of κ are expected, which is, however, not a common scenario in most applications [3] , [15] , [16] .
In light of the above-mentioned G D-specific parameter estimation difficulties, we compare the MoLC techniques with two benchmark approaches: 1) ML and 2) SISE. Contrary to MoLC which does not require any initialization, ML requires an appropriate starting approximation to converge, and the computational complexity of SISE depends on an accurate initialization. To provide an acceptable initialization, we have Table II. employed the MoLC estimates as the first approximation for the NR numerical solution procedure for ML (we assumed the MoLC initialization to fall sufficiently close to the true estimate to allow NR to converge locally) and an upper estimate ν 0 = 5 for SISE (with shape equation S, see [3] ). The estimations were performed for three sample sizes: N = 250, N = 1000 and N = 5000. The sampling and the respective estimation procedures were rerun 100 times, and Table II presents the averages and the mean square errors (MSE) of the obtained estimates (compared with the true parameter values) over the performed 100 runs. The experiments have been performed on three distinct G D(ν, κ, σ ) configurations: C 1 (0.5, 0.5, 1), C 2 (2, 2, 1) and C 3 (0.5, 5, 0.1), see Fig. 2 . We note that configurations C 1 and C 3 result in heavy-tailed PDFs. Overall, the MoLC estimates provided competitive results that can, in some cases, be further refined by the ML approach. In analyzing the SISE approach, we can state the comparable accuracy of the results, similar to those reported by MoLC. To further compare the performance of the estimation approaches, we focus on several critical issues: first, the applicability, second, the sensitivity of the estimators while operating with small sample sizes, and finally, their computational complexity. We have always observed the convergence of ML (in an NR procedure) initialized via MoLC, which confirms the good MoLC accuracy in light of the generally unreliable behavior of the ML approach to G D [3] , [26] . It is worth noting that the resulting two stages of the MoLC + ML approach constitute a consistent estimator because both components have this property [2] . MoLC estimates demonstrated a good competitive performance for small samples, which became less pronounced with large sample sizes, especially compared with ML, which is known to be the best performing large sample estimator [9] . Finally, we can state that the best computational performance was demonstrated by MoLC, especially for larger sample sizes because this estimator does not involve an iterative sample statistics re-estimation. This finding is demonstrated in the last column of Table II , where we report the average computational times obtained on an Intel Core-i7 2GHz, 6Gb RAM, Windows 7 system for the considered estimators for the sample size N = 5000 in C++ implementation. In addition, numerical estimations of the polygamma and inverse polygamma functions that are involved in MoLC are fast and stable, given the regular behavior of these functions. We now comment on several large MSEs observed during the estimation process (see Table II ). We feel that the large MSEs are not purely due to the small sample sizes involved, but this also reflects an inherent feature of the G D parameter estimation. More specifically, as has been observed in [25] , [28] , the G D PDF family is flexible to the point where substantially different parameter configurations can result in very close PDF shapes, which renders the small sample parameter estimation procedure critically sensitive. To demonstrate this problem, we estimate the obtained Kolmogorov-Smirnov (KS) distances as follows:
whereF and F * are the estimated and true G D cumulative distribution functions, respectively. This distance represents one of the classical statistical tools used to characterize the uniform distance between RVs [23] . Indeed, the values of the KS distance allow us to appreciate the accuracy of PDF estimation as a function (see Table II ). To present consistent results, the obtained estimates have been averaged over 100 runs.
To further evaluate the comparative performance of MoLC, we report a sample-based MSE (SMSE) estimation accuracy comparison generalizing the Nakagami PDF estimation analysis performed in [5] . More specifically, on 1000 independent samples {x i } of size N = 1000 each, we have calculated for the three considered methods
wherep and p * are the estimated and the true G D PDFs, respectively. We then constructed the histograms of Fig.  3(a) ) and {SMSE(MoLC)-SMSE(ML)} (Fig. 3(b) ). For each sample, the scale parameter was fixed to σ = 1 and the shape parameters ν and κ were chosen randomly (uniformly on [0.5, 50]). The analysis of the histograms (their bias to the negative side) reports slightly lower levels of the mean squared deviation of the PDF estimates achieved by MoLC.
{SMSE (MoLC)-SMSE(SISE)} (
Finally, we compare the observed variances for the estimates of the shape parameter κ obtained by MoLC, SISE and ML. More specifically, Fig. 5 allows to compare the sample vari-
, where each estimateκ has been obtained on a sample of size N = 1000, L = 1000 times for each parameter value (1, κ, 1) with κ in the range [0. 5, 5] , in order to estimate the observed population variance. Note that the variance ofκ depends only on κ (see below), therefore Fig. 5 gives an idea about the variances for any configuration (ν, ·, σ ) with arbitrary ν = 0 and σ > 0. It can be seen that theκ variance obtained by MoLC is larger than that of SISE and ML, which is disadvantageous for parameter estimation, yet is partly mitigated by the good PDFcurve approximation observed in the aforementioned SMSE comparison.
We then obtain the asymptotic expression for Varκ(κ) for the MoLC-estimates of κ. To do so we compute the variance from expression (6) , where the left-hand side is decomposed by applying the first-order Taylor expansion approximation together with the Slutsky's theorem [23] . We further assume that for large samples Eκ ≈ κ, i.e. asymptotic unbiasedness, which can be deduced from the classical moment properties [9] . We then obtain that for large N for (s, κ) . The plot in Fig. 5 shows the behavior of this asymptotic variance for N = 1000 as a function of κ, compared with the aforementioned sample variances. It is immediate that the observed variances are larger than the asymptotic formula suggests for the samples of size N = 1000, which we believe comes from a bias of the MoLC-estimatesκ on this sample size, see Table II . The presented curve gives the asymptotic behavior (lower bound) of the Varκ(κ). In fact, Varκ(κ) is an increasing function for κ ∈ (0.39, +∞) and decreases rapidly for κ ∈ (0, 0.39). The latter further confirms the above observation that MoLC has to be used with caution for small values of κ. Finally, it is worth noting that properties of the functions of the moments [9] also allow to establish the asymptotic normality of MoLCestimatedκ with parameters (κ, Varκ) for N → ∞.
The performed synthetic data experiments suggest that MoLC is a competitive alternative to ML and MoM. Its principal advantages are the fast and stable computational procedures and the absence of initialization issues.
B. K -Distribution
Here, we examine the applicability of a MoLC parameter estimation strategy to the 3-parameter K -law distribution, which has been shown to represent the statistics of scattered signals at a diverse set of scales extending to both radar and sonar imagery [13] as well as to several further applications (see, for example, [6] ). The pure ML strategy cannot be applied directly to this distribution because the derivative of the modified Bessel function of the second kind K ν with respect to its index does not allow an analytical expression. The Expectation-Maximization approximate iterative approach was used to address this problem in [31] and reported acceptable results for large sample sizes at the price of a heavy computational complexity. Similar conclusions were obtained with other ML approximation methods (for more details see [6] ). Therefore, in most real applications that do not have excessively large sample sizes and when the computational complexity is critical, the MoM approaches might be preferable [6] , [32] . These techniques, however, suffer from a nonzero probability that the moment equations are not invertible [6] : This occurs when the randomness that is inherent in the sample moments results in a moment ratio greater than the maximum theoretical value, which corresponds to a Rayleigh-distributed envelope. This indicates that for some samples, the MoM approach is inapplicable to the K -distribution. As discussed in Section V, the MoLC approach is also not universally applicable. However, contrary to MoM, the applicability conditions of MoLC are explicitly formulated in (8) .
We present a comparison of the MoLC technique with the method of fractional moments (fMoM), which suffers from the same limitations as MoM (being its generalization) but demonstrates lower variances than MoM [32] . We consider the comparison with ML-based techniques for K -law to be outside the scope of this study because we focus on experimentally analyzing the small sample estimation performance, which is critically weak for ML-approaches for K [6] . In Table III , the results of MoLC and fMoM parameter estimations for K -law with several parameter configurations are presented.
The K -distributed samples were obtained via inverse transform sampling as a result of the K -law representation as a product of two independent gamma-distributed RVs with parameters (1, L) and (μ, M) [13] . Similar to G D, three sample sizes were considered, and for each size, the estimation process was rerun 100 times. To further analyze the severity of the applicability limitation given by (8), we generated 1000 K -distributed samples of size N = 1000 and concluded that the MoLC approach failed (8) in t 1 = 172 cases and fMoM was not applicable in t 2 = 154 cases. We have observed that the number of cases where both MoLC and MoM fail is t 12 = 97, which suggests a partial overlap in the restrictions of the underlying methods. This experiment suggests that MoLC is considerably restrictive when it is applied to the K -law, which was experimentally observed in [4] . Therefore, this method does not solve the problem of standard MoM applicability. Because both MoLC and fMoM have restricted applicability, the MSE comparison similar to the one presented in Fig. 3 is not feasible.
This study, along with the conclusions obtained in [8] , suggests that there is a similar level of accuracy between MoLC and fMoM, and there is an extra parameter to estimate for the latter -the order of the lowest order moment employed ν. Furthermore, both methods suffer from occasional inapplicability; therefore, other, more computationally intensive but universally applicable parameter estimation approaches [6] might be desirable for the K -distribution.
VII. REAL-DATA EXPERIMENTS
In this section, we analyze the performance of the MoLC estimator applied to real-data. We note that the comparative performance of MoLC to alternative parameter estimation approaches for most of the PDF families in Table I in real imagery applications and, notably, for SAR has been previously tested for G D in [18] , Nakagami and Fisher models in [5] , [20] , GGR in [4] , heavy-tailed Rayleigh models in [11] . Further relevant MoLC-based mixture estimation experimental results were obtained for SAR PDF modeling in [17] and for SAR image classification in [24] . Therefore, in this section, we concentrate on MoLC performance as a function of sample size, which we will demonstrate for the G D and K families of distributions. A similar study has been previously performed for GGR and reported stable results in terms of the correlation coefficient [4] .
In this paper, we consider two types of speckled imagery: medical ultrasound and remote-sensing SAR, both in the mainframe of the supervised image classification problem. To analyze the small sample performance of MoLC, we start with training samples of N ≈ 2000 observations and gradually reduce their sizes down to N ≈ 200. First, we demonstrate the fit of MoLC-estimated PDFs with normalized histograms and employ the Kolmogorov-Smirnov distance (KS) to quantify the obtained goodness-of-fit. Second, we analyze the MoLC performance in supervised image classification applications as a function of the training sample size. To this end, we construct classification maps and quantify the obtained accuracy by referring to non-exhaustive ground truth maps. The classification maps are obtained following a likelihood-based approach [1] and therefore rely directly on the estimated PDF models and serve to characterize the estimation accuracy. To estimate the class-specific PDFs from the training samples of each class, we must accept the independency and identical distribution (IID) assumption of these samples. Whereas the latter condition can be guaranteed by an accurate ground truth map, the former condition is generally violated. From the image processing point of view, we preserve the consistency by assuming a two-level factorized dependency model [1] , [33] : an ML-based model under the IID assumption for the classconditional PDF estimation and then, a Markov random field [33] to incorporate the dependency structure. More specifically, we proceed under a common assumption that inside one class, the pixel amplitudes are IID realizations [4] , [5] , [22] , [24] , [33] . 5 To account for the spatial context in the image and to improve the robustness of the classification with respect to speckle [14] , we employ the Markov random field approach in the form of a second-order isotropic Potts model [33] . The weight coefficient for this single parametric model is set manually based on a trial and error method,β = 1.2 in all the experiments below. To minimize the energy of the resulting Gibbs distribution (see [33] ), we employ the graphcut approach based on expansion-moves [34] , [35] .
First, we investigate an ultrasound image of a gallbladder (see Fig. 6(a) ). The considered classification is binary, and the available non-exhaustive ground truth is presented in Fig. 6(b) . 5 This assumption is equivalent to the so-called conditional independence assumption, i.e.,
where N is the number of pixels, x i and y i are the pixel intensity and class label of the i-th pixel  (i = 1, 2, . . . , N ) 
are the column vectors with all pixel intensities and labels, respectively, and p(·) denotes the PDFs. The training areas originate from the same image, which are denoted by rectangles in Fig. 6(a) indicating the areas of size N = 1862 pixels. The first important observation is that for this image, both the Fisher and consequently, the K -model (see Section V) were inapplicable for MoLC estimation as well as for the fMoM method for the K -model. In contrast, the G D model was applicable for all sample sizes. The normalized histograms for both classes along with the plots of the G D PDF estimates for sample sizes of N 1 = 1862 and N 4 = 218 are presented in Fig. 7 . The corresponding parameter estimates with the obtained KS distances are presented in Table IV for sample sizes from the initial size of N 1 = 1862 to N 5 = 107 (at each step, the learning areas were reduced by eliminating ∼ 50% of the randomly chosen pixels). The quality of the PDF estimation both qualitatively (PDF plots) and quantitatively (KS) remains on the same level from a sample size of N 1 to a sample size of N 4 , whereas the actual values of the parameter estimates demonstrate some fluctuation. In the last step presented in Table IV ( Table IV . The second set of experiments was conducted on a SAR image obtained by the COSMO-SkyMed satellite system in the Stripmap mode over an agricultural area in Piemonte, Italy (single-look, HH-polarized, 2.5-m ground resolution, 2008) (see Fig. 9(a) ). In this image, we investigated the performance of MoLC applied to the G D and K models to the supervised three-class classification with the manually prepared nonexhaustive ground truth presented in Fig. 9(b) . Because the observed image is in the amplitude domain, the K -model was replaced by its amplitude-equivalent K -root. As with the ultrasound image, we started with learning areas of size N = 1862 pixels (delimited with rectangles in Fig. 9(a) ) and decreased to sizes of N = 107. We first note that the G D model was applicable to all of the considered sample sizes, whereas by repeating the learning area subsampling for the K -root model, we have persistently observed its inapplicability (i.e., failure to comply with the restriction (9)), particularly for class 3, starting from a sample size of N = 446. We further report that the Fisher model completely failed for classes 2 and 3 starting from the initial sample size and reported sample values ofk 2 andk 3 outside the applicability region given by (10) . The attempts to solve this problem by changing the location of the learning areas were not successful. Plots of the PDF estimates obtained for the considered target classes with the G D and K -root models are presented in Fig. 8 , the classification maps are presented in Fig. 9(c) -(e), and the numerical estimation and classification results are summarized in Table V . From these experimental results, we conclude that the estimation accuracy of MoLC demonstrates an acceptably stable behavior with respect to small sample sizes and especially for classification purposes in which the histogram fit is of great importance rather than the parameter values. In contrast, the applicability restrictions of MoLC for several PDF families, including Fisher and K distributions, might be critical and need to be systematically verified.
VIII. CONCLUSION
In this paper, we have addressed the problem of PDF parameter estimation by means of the MoLC approach. This recently developed estimator can be used for a wide range of applications, notably for SAR image processing in which the multiplicative nature of the underlying Mellin integral transform allows MoLC to accurately describe the advanced texture-speckle statistical product models. We have demonstrated an important statistical property of strong consistency of the MoLC estimates for a representative selection of PDF models for which the classical parameter estimators, such as ML and MoM, experience difficulties. For several distribution families, we then derived easy-to-check explicit analytical conditions of MoLC estimator applicability to a given sample to provide a complete picture of the MoLC properties. The synthetic-data experiments demonstrated the competitive accuracy of the MoLC estimates and the reliable behavior of this estimator for small samples, which is a critical issue in many applications. Finally, we performed realdata image processing experiments related to the problem of supervised classification applied to medical ultrasound and remote-sensing SAR imagery. These experiments confirmed the stability of the MoLC estimator with respect to sample size and simultaneously illuminated the critical aspect of MoLC that is given by the applicability restrictions.
Based on the Mellin transform, the MoLC approach can be considered an alternative to MoM that is both more robust to outliers and in several important cases, demonstrates better variance properties. In contrast, the issue of MoLC estimator applicability for a specific distribution to a given sample is critical and needs to be systematically verified. When applied to a selection of PDF families, MoLC enabled us to obtain more feasible systems of equations and demonstrated better small sample properties compared with MoM in situations when the ML approach is not directly applicable. The analysis performed in this paper suggests that MoLC, despite its restrictions, is a valid and capable estimator for the case of multiplicative PDF models or when the well-established ML and MoM methodologies fail to provide a solution to the estimation problem.
APPENDIX A PROOFS OF THEOREMS 1-3
Proof of Theorem 1: Let {x n } ∞ n=1 be a sequence of independent identically distributed observations of a RV X coming from a parametric family of PDFs. Let ξ * denote the true parameter value of the PDF of X. To prove the consistency of MoLC, when each estimateξ n is based on the first n observations from {x n } ∞ n=1 , we need to demonstrate the convergence in probability ofξ n to ξ * as n → ∞, i.e.: It is apparent that the sample estimates of the log-cumulantŝ k sn , s ∈ N, defined by the right-hand-side of (5) are consistent estimates of the central moments of the RV ln X [23] .
If we now employ the continuity of mapping −1 at k * , we obtain the following: for any ε > 0, there exists δ ε > 0 such that if ||k−k * || ∞ < δ ε andk ∈ ( ), then || −1 (k)−ξ * || ∞ < ε. Therefore, if we denote the Euclidean norm of the d-vector
By applying the Markov and Cauchy-Schwarz inequalities [23] , we obtain:
Therefore,
We now take into account that [9] E{k sn } = k * s + O(n −1 ), and obtain
where DX denotes the variance of the RV X [23] . Therefore, we obtain that
To estimate the variances of the sample estimatesk sn defined above we use the following decomposition [9] :
where k * s are the true log-cumulants, which are finite under Assumption A [8] . Thus, the following inequality is obtained:
which guarantees the consistency of the estimator.
Proof of Theorem 2:
We first recall that a random sequence {η n } ∞ n=1 is said to converge to η * almost surely (a.s.) if P{η n → η * } = 1. This is equivalent to [9] 
The sample estimatesk sn defined in (5) are strongly consistent as central moment estimates for the RV ln X ξ * , which follows from the strong law of large numbers [23] . Thus, without lack of generality (with respect to the probability measure P), we will consider thatk sn → k * s as n → ∞, s = 1, . . . , M, holds everywhere. Therefore, it follows that
Then, by employing the continuity of mapping −1 we obtain that
Combined with (14) , we obtain lim n→∞ P{ sup m n ||ξ m − ξ * || ∞ < ε} = 1, which ensures the strong consistency via (13) .
Proof of Theorem 3:
Since is continuously differentiable with non-zero Jacobian over the open set , the inversefunction theorem [36] implies that ( ) is an open set and is a locally bijective continuously differentiable mapping with a continuously differentiable inverse. Because −1 exists globally, which is provided by Assumption C, we obtain that −1 is continuous over the whole set ( ) and, consequently, also in k * . This concludes the proof by satisfying the conditions of Theorems 1 and 2.
APPENDIX B PROOFS OF COROLLARIES 1-3
Proof of Corollary 1: The G D distribution depends on three parameters ν, κ, and σ . Hence, the parameter vector ξ = (ν, κ, σ ) takes on values in = (R + ) 3 and the mapping from ξ to the vectork = (k 1 ,k 2 ,k 3 ) of the first three log-cumulants is given by:
The set is an open subset of R 3 , and is injective and continuously differentiable on as a result of the properties of the polygamma functions (n, x), n ∈ N, x ∈ R + [19] . The Jacobian of can be written as follows:
To prove that J is nonzero at any point in , it suffices to show that: 2 (2, κ)
(1, κ) (3, κ) < 2 3 ∀κ > 0.
This statement can be directly derived from the following property of polygamma functions (∀κ > 0, n = 2, 3, . . .) [37] : 3 . The mapping from these parameters to the first three log-cumulants M) ) is injective and continuously differentiable in due to the differentiability properties of the polygamma functions [19] . The related Jacobian can be written as:
Since (0, L) + (0, M) − ln L M, (1, L) + (1, M), (2, L) +  (2, M) ). Similarly to the previous proof, the differentiability properties of the polygamma functions imply that is injective and continuously differentiable in . The Jacobian is given by:
To analyze the behavior of (2, x)/ (3, x) (x > 0), we compute its derivative:
From (15) with n = 3 it follows that this derivative is negative for all x > 0, and, thus, the function (2, x)/ (3, x) is decreasing. Since M > L > 0, we obtain J > 0 in . Combined with Theorem 3 this concludes the proof. By analogy, it is simple to prove the consistency for the K -root distribution.
APPENDIX C MOLC APPLICABILITY CONDITIONS
A. G D Family
To study the behavior of the function on the right-hand-side of (6) we find its derivative 3 (1, κ) 2 (2, κ) = 2 (1, κ) 3 (2, κ) 3 2 (2, κ) − 2 (3, κ) (1, κ) .
Knowing that (2, κ) < 0 (see [19] ) and 3 2 (2, κ) − 2 (3, κ) (1, κ) < 0 (see (15) for n = 2) for all κ > 0, we obtain the monotonous increasing of 3 (1, κ)/ 2 (2, κ). To find its value as κ → +0, we use the following properties [19] : (1, κ) κ −2 and (2, κ) −2κ −3 as κ → 0. Therefore, lim κ→0 3 (1, κ)/ 2 (2, κ) = 0.25. Furthermore, since lim κ→∞ κ n (n, κ) = (−1) n−1 (n − 1)! (see [37] ), we obtain 3 (1, κ)/ 2 (2, κ) ∼ κ, κ → ∞, see Fig. 4 . Hence, 3 (1, κ)/ 2 (2, κ) is a continuous monotonously increasing function with values (0.25, +∞). Therefore, (6) has a unique positive solution whenever:k 3 2 > 0.25k 2 3 .
B. K -Distribution
Given any values of (L, M), the first MoLC equation for the K -law (see Table I ) allows us to obtain the value of μ. Thus, all restrictions of MoLC applicability for K -distributed samples originate from the expressions fork 2 andk 3 . The first obvious restrictions are:k 2 > 0, andk 3 < 0. One additional restriction originates from the compatibility of the equations fork 2 andk 3 . In the following we denote the inverse mapping of (1, ·) as 1 :R + → R + and the inverse mapping of (2, ·) as 2 :R − → R + . The strict monotonicity and positivity of (1, ·) [19] 
Therefore, MoLC admits a solution if and only ifk 2 falls within the range of G. Because F and G are continuously differentiable on (β, +∞), equations (16) and (18) give
As a result of (15) 
These bounds were obtained in the case of α β, i.e., 1 (k 2 ) 2 (k 3 ), which is implied by the left inequality in (19) . Similarly, the above-mentioned conditionk 2 > 0 is also incorporated in (19) .
Conversely, if the same arguments presented for α β are repeated for the case of α > β, the same bounds as in (19) are obtained. However, the condition α > β is equivalent tok 2 < [1, 2 (k 3 )], and this condition is incompatible with (19) . Therefore, the system of MoLC equations admits no solution when α > β and the condition (19) completely identifies the set of admissible log-cumulant vectors for the K distribution.
