Abstract. In the Ginzburg-Landau model for superconductivity a large Ginzburg-Landau parameter κ corresponds to the formation of tight, stable vortices. These vortices are located where an applied magnetic field pierces the superconducting bulk, and each vortex induces a quantized supercurrent about the vortex. The energy of large-κ solutions blows up near each vortex which brings about difficulties in analysis. Rigorous asymptotic static theory has previously established the existence of a finite number of the vortices, and these vortices are located precisely at the critical points of a renormalized energy. We consider the motion of such vortices in a dynamic model for superconductivity that couples a U (1) gauge-invariant Schrödinger-type Ginzburg-Landau equation to a Maxwell-type equation under the limit of large Ginzburg-Landau parameter κ. It is shown that under an almost-energy-minimizing condition each vortex moves in the direction of the net supercurrent located at the vortex position, and these vortices behave like point vortices in the classical two-dimensional Euler equations.
1. Introduction: Concentration phenomena and the Ginzburg-Landau equations. Superconductivity has two important regimes, the Meissner state where a superconductor completely repels a magnetic field and the mixed-vortex, Shubnikov, state where the bulk is pierced by a magnetic field in small tubular regions called vortices or filaments. These normal-electron filaments are surrounded by large regions of superconducting Cooper-pairs, and each filament contains a quantized magnetic field inducing a circle of superconducting current around the filament. Both states of superconductivity can be effectively modeled with phase transition equations, called Ginzburg-Landau equations (GL), see [15, 34] .
Static Ginzburg-Landau equations were first proposed by V.L. Ginzburg and L.D. Landau [15] for a complex ordering parameter u, and a magnetic field potential A. These equations allow for macroscopic deviations of the density |u| 2 of superconducting Cooper-pairs in the bulk, and the equations are derived from a free energy. Two length scales naturally arise out of the GL equations. The first is the penetration depth λ which describes how far a magnetic field can penetrate the skin of the superconductor, and the second is the coherence length ξ which measures the characteristic variation of the phase in the bulk. The important length scale is the Ginzburg-Landau parameter κ = λ/ξ. Although λ and ξ are temperature dependent, κ is mostly temperature independent and accurately describes the bifurcation between the Meissner state and the mixed vortex state. After a suitable nondimensionalization the Ginzburg-Landau energy functional becomes where B = curl A is the induced magnetic field. Here (a, b) = 1 2 ab + ab denotes the complex inner product. When κ < 1/ √ 2 then the superconductor is in the Meissner state, and when κ > 1/ √ 2 the superconductor is in the mixed-vortex state. To capture coarse behavior of the GL equations with moderately large κ, as found in high T C superconductors, it is important to understand the κ → ∞ limit, and large κ solutions have tight, particle-like vortices as shown numerically in [12, 24] .
1.1. Dynamic Ginzburg-Landau equations. We now introduce two separate dynamic models of superconductivity, each has a natural energy of the form (1.1). We will be interested in the first model.
Our model for a dynamic theory of superconductivity uses Schrödinger-type dynamics for the order parameter coupled to a Maxwell-type equation for the magnetic field potential. This Schrödinger-Ginzburg-Landau (SGL) model was first proposed in [28] based on arguments of R. Feynman, [14] . The SGL equations retain gaugeinvariance and can be viewed as a model for charged superfluids and other BoseEinstein condensates which are coupled to Maxwell-type equations, such as in neutron stars. In addition to u and A there is an electric field potential Φ such that E = ∂ t A + ∇Φ for the induced electric field E. The SGL system consists of [28] where τ and D are microscopic parameters and ν −1 measures the conductivity of normal electrons. δ measures the normal conductivity of the medium, and superconducting alloys have δ of the order 10 −3 , and β 2 measures relativistic effects and is of the order 10 −9 ∼ 10 −11 , see [28] . Since it would take an extremely long time to feel the effects of the β 2 term (far beyond the time frame of the asymptotics that follow), we set β 2 = 0. Suitably nondimensionalizing the SGL equations, we have and is sometimes referred to as the Gross-Pitaevskii equation, especially in the context of the theory of superfluids.
A more widely studied dynamic model of superconductivity, called the timedependent Ginzburg-Landau (TDGL) equations, can be formally derived from microscopic quantum theory and are sometimes referred to as the Gorkov-Eliashburg equations. The TDGL equations [28, 34] are
2 u + u β|u| 2 + α ∂ t A + ∇Φ = −ν curl B + 2τ iu, 2e ∇ − iA u where τ and D are microscopic parameters and ν −1 measures the conductivity of normal electrons. The TDGL equations are essentially a gradient flow of the GinzburgLandau functional (1.1) that preserves a gauge symmetry. After a suitable nondimensionalization we have the equations
We will use results on the asymptotic analysis of the TDGL equations [32] in section 3.
Vortices and quantization.
We are interested in two-dimensional solutions to the SGL equations. A fundamental feature of Ginzburg-Landau model equations is the formation of vortices, which are locations where superconducting Cooper-pairs are locally absent, i.e. |u| 2 = 0. These normal-electron regions allow for quantized magnetic fields to penetrate through, and the quantized magnetic field induces a quantized supercurrent about it. Quantization phenomena have been observed experimentally, see [9, 10, 35] . Mathematically, a quantized supercurrent can be induced by defining the order parameter u over C and introducing a topological obstruction such that |u| = 1 and
By a simple application of the Brouwer fixed point theorem there exists an x ∈ B r (x 0 ) such that |u| 2 (x) = 0. Scaling arguments show that the radius of a vortex depends inversely on κ, and as κ becomes very large, a vortex can be described by the limiting point location and its winding number with an energy of order log κ. We will be interested in understanding how these vortices move in the Schrödinger-Ginzburg-Landau equations, and we will look for simple equations of motion that describe the limiting point vortices as κ → ∞. Such point vortex equations have been extensively studied in the context of the Euler equations, see [13] .
1.3. Renormalized energy. As we will see our vortex motion law relies on a quantity that depends on the vortex configuration and not the energy associated with an actual vortex. This free energy quantity W (x 1 , . . . , x d ) is called the renormalized energy and is the total free energy minus the vortex self-induction energy. For the situation where there is no magnetic field potential A, see [1, 21] , we define the class
where γ is a universal constant described in [1] . This quantity depends solely on the location of the x j 's and Ω. A quick analysis of the renormalized energy shows that
A detailed analysis of the renormalized energy is performed in the appendix for the full Ginzburg-Landau energy functional (1.1) with Neumann boundary conditions.
Asymptotics and vortex motion laws.
In the mathematical literature we replace κ 2 with 1 ε 2 and study the ε → 0 limit. It should be expected that the SGL equations would exhibit simple dynamic behavior in the ε → 0 limit. Formal asymptotics [13, 27, 28] have reduced the equations to simple ODE's of the form:
where a j is the location of the jth vortex and W (a 1 , . . . , a d ) is a renormalized energy that depends on the precise asymptotic limit. Here
So far, most efforts to make the ε → 0 asymptotic limit of the SGL equations rigorous have revolved around the Gross-Pitaevskii equation of the form
Equation (1.5) has been studied rigorously in the ε → 0 limit in a series of papers [7, 23] where the vortex motion law (1.4) was rigorously derived for the limit of simplified model equation (1.5) with both Neumann and Dirichlet boundary conditions.
Our aim is to study the ε → 0 limit of the SGL equations with physically realistic boundary conditions and rigorously derive a vortex motion law. A crucial piece of information that strongly affects whether or not vortices follow this vortex motion law pertains to the precise amount of initial energy of the system. The SGL equations require a rigid bound, as excess energy will destroy the sensitive comparison arguments. This precise bound differs greatly from the TDGL equations which require a much less stringent control on the initial data, see [32] . Theorem 1.1. Let {u ε , A ε } solve the Schrödinger-Ginzburg-Landau equations
under the Coulomb gauge in Ω such that ∂ ν u ε = 0, ν ·A ε = 0, and B ε = H 0 on ∂Ω. Let δ ε → 0 and
If the initial data {u ε (0), A ε (0)} is chosen so that d vortices concentrate at {a k (0)} as ε → 0 and satisfies the almost energy minimizing condition
Then there will be d vortices at {a k (t)} such that
where
and the renormalized energy W ({a k }) is defined by (A.1).
1.5. Outline of paper. The following three sections of this paper can be loosely organized as variational theory, dynamic theory, and the proof of the vortex motion law.
In section 2 we review and generalize a few results on the Ginzburg-Landau energy functional. The SGL equations satisfy a set of conservation laws, which is shown in section 3, for the mass |u ε | 2 , the supercurrent or momentum j ε , and the energy density g ε . Since energy is slowly dissipative (and is conserved in the ε → 0 limit), we are naturally led to use variational techniques for the Ginzburg-Landau energy functional (2.1). These techniques have been applied with great success to various dynamic Ginzburg-Landau equations, see [7, 19, 20, 23, 32] . We define structures, called essential zeroes, where energy will concentrate. Outside of these essential zeroes there is a uniform energy bound, and the scaled energy density will converge in measure to a sum of delta functions.
In section 3 we turn to the SGL equations and begin to study the dynamics. We start by showing that essential zeroes move continuously in the O(1) time-scale. Outside of the essential zeroes our uniform bound, along with the asymptotic scaling, yields the limiting expression for both the order parameter and the magnetic field potential. Next we establish a Γ-convergence result similar to results derived for the Gross-Pitaevskii equation, see [7, 23] . This convergence result controls the error of strong convergence by the amount of excess initial energy. At this point we have identified the asymptotic limit, modulo vortex position.
In section 4 we complete to the vortex motion law proof by examining the conservation of momentum equation (3.11) in detail. We show that in the ε → 0 limit
where the defect measure ν results from the failure of strong convergence. We compare this limiting ODE to a solution to a solution of our desired ODE
, then our task would be finished. To do so, we need to control the size of the defect measure, and this is accomplished with the Γ-convergence result, a careful restriction δ ε of (1.3), and a Gronwall's inequality.
In the appendix we derive the representations of the renormalized energy and its gradient. These proofs closely follow the methods of [2] for the renormalized energy and [1] for the gradient of the renormalized energy. Finally, we compute the renormalized energy for a disk domain with d vortices.
Remark 1. A vortex motion law can also be rigorously derived for the MaxwellHiggs equations, which are comprised of a gauge-invariant wave equation coupled to Maxwell's equations. It has the form
When time is rescaled t → | log ε|t, a motion law of the form
can be derived, and this result is communicated in [16] .
2. Energy bounds and local regularity. We are interested in two dimensional asymptotics, therefore u :
We use interchangably for a ∈ R, curl a = (∂ 2 a, −∂ 1 a) and for A ∈ R 2 , curl A = ∂ 1 A 2 − ∂ 2 A 1 . Furthermore, we will take our domain Ω ⊂ R 2 to be a compact, simply connected set with smooth boundary. We define the covariant derivatives
for connections {A, Φ}. These definitions will simplify notation and calculation. We will try to show as much as possible without fixing the gauge in an effort to increase the generality of our discussion.
is a solution to the same Ginzburg-Landau model equation. Although there is freedom to choose the gauge, physically relevant quantities are U (1) gauge invariant. They are defined as: Definition 2.1. We define the mass |u| 2 , the electric field E = ∂ t A + ∇Φ, the magnetic field B = curlA, the supercurrent or momentum j = j(u, A) = (iu, ∇ A u), the charge q = (iu, ∂ t u + iuΦ), and the energy density
H 0 is a positive, finite constant.
We are given freedom to fix the gauge χ, and the various dynamic GinzburgLandau model equations are ill-posed if the gauge is not fixed, see [11] . In the dynamic setting of section 3 we will fix the Coulomb gauge which makes div A = 0 in Ω and ν ·A = 0 on ∂Ω.
Proposition 2.2. There exists a gauge choice such that div A ε = 0 for all ε with ν ·A ε = 0 on ∂Ω. Furthermore, ∂ ν u ε = ∂ ν Φ ε = 0 on ∂Ω.
Proof. Let χ be the U (1) gauge, and let χ solve
Such a χ exists, see [2] . Unlike other gauges such as the temporal gauge (Φ ≡ 0) or the Lorentz gauge (both ∂ t Φ + div A = 0 and Φ + div A = 0), the Coulomb gauge requires us to study and control the electric field potential Φ. However, the Coulomb gauge simplifies both the equation for the magnetic field potential and the representations of W ({a k }) and ∇ aj W ({a k }), both of which can be explicitly calculated for disk domains, see subsection A.3. See [11] for a more detailed discussion of the effect of gauge fixing on Ginzburg-Landau equations.
Ginzburg-Landau energy functional.
In this subsection we examine the Ginzburg-Landau energy functional and establish various upper and lower bounds. Since we will be using energy comparison techniques, it is crucial to have estimates on energy minimizers. Energy minimizers {u ε , A ε } of the Ginzburg-Landau energy functional
satisfy the static Ginzburg-Landau equations
which are the Euler-Lagrange equations of the energy functional. A rigorous treatment of the minimizing sequence with no electromagnetic field subject to Dirichlet boundary conditions was studied in [1] , where the singular limit was completely characterized. The minimizing sequence with an applied magnetic field subject to Dirichlet boundary conditions was studied in [2] ; subject to Neumann boundary conditions with finite H 0 in [12] and with an asymptotically large H ε in a series of papers [29, 30, 31] . We recall two important results on the full Ginzburg-Landau energy functional (2.1). Theorem 2.3 (Bethuel-Riviere). Let {u ε , A ε } be a sequence of minimizers of the Ginzburg-Landau energy functional (2.1) on B ρ (x 0 ) such that |u ε | = 1 on ∂B ρ (x 0 ) and
Aside from this energy bound, [2] [17] .
In order to study concentrations in dynamic Ginzburg-Landau equations, it is necessary to identify where a vortex will concentrate in the ε → 0 limit, and to that end we define a structure that will ensure the formation of vortices. Definition 2.5. A point a j ∈ Ω is an essential zero for {u ε , A ε } if there exists ε 0 , α j such that α j ∈ [α 0 , 2α 0 ] for 2α 0 < 1 and for all ε < ε 0
Essential zeroes were introduced in [33] and used in the context of TDGL equations in [20, 32] and the Gross-Pitaevskii equations in [23] . An essential zero is a natural tool, as it ensures the formation of a unit-valence vortex in the ε → 0 limit and establishes the position of the vortex up to an ε α error, in agreement with energy minimizing sequences, see [8] . Furthermore, the structure theorem of [20] allows us to identify essential zeroes with only energy bounds and control of |∇u ε |. Note (Es 2) implies that on ∂B ε α j (a j ) the degree is well-defined and 2 ≥ |u ε | ≥ 1 2 for all ε small enough.
We now establish a global energy lower bound away from the essential zeroes. Our aim is to identify the location of energy concentration with the location of the essential zeroes. Set Ω ε = Ω\ d j=1 B ε α j (a j ). Lemma 2.6. Let {u ε , A ε } where u ε = ρ ε e iΘa+iψε have essential zeroes at a j ∈ Ω with
where C 12 and C 13 are functions of σ, Ω, and d. Proof. Lemma 2.6 has been established in various forms including [12, 16] and it is proved here. We prove the lower bound (2.2) by finding a lower bound for a minimizer, and to prove the lower bound for the minimizer, we first determine an upper bound for an energy minimizer {u, A} on Ω ε subject to the constraint that {u, A} = {u ε , A ε } on each ∂B ε α j (a j ).
Define the domains Ω
α j (a j ) and the comparison functions {u com , A com } where
First set
on Ω 3ε . Here ψ j ε is a constant to be set later, and ξ solves
on Ω and ξ = 0 and ∆ ξ = H 0 on ∂Ω. Direct calculation yields
2. We now want to show that Ω3ε\Ωε g ε (u com , A com )dx ≤ C. Without loss of generality we can compute the energy about one annulus centered at the origin. Start by defining {u
Combining (2.5)-(2.7) yields
. We now bound our comparison function in the next annulus. Define {u
where we use smoothness of A and Sobolev embedding for A ε . Thus (2.4), (2.8), and (2.9) yield the upper bound
for our minimizer {u, A}. Note that our minimizer {u, A} satisfies Neumann boundary conditions ν ·∇ A u = 0 and curl A = H 0 on ∂Ω.
3. Next we show that a minimizer {u, A} on Ω ε satisfies |u| ≥ 1 2 . To do so we follow an argument in Lemma 2.2 of [21] . Suppose there exists x 0 ∈ Ω ε such that |u| < 1 2 , then there are two cases. Suppose first that dist(
and such that B ε β (x 0 )∩Ω ε does not intersect ∂Ω. However, since {u, A} is a minimizer with deg(u/|u|, ∂B ε β (x 0 )) = 0 then if there is a point x 0 such that |u(x 0 )| < 1/2 then
for ε small enough, see [20, 21] . This contradicts (2.10) when α 0 small.
and ∂ ν u (y) = 0 on {y 2 = 0}. Our conformal map Ψ maps x 0 to a point y 0 in the interior of B + 1 . By constructing a suitable energy flow, we can show that |u | → 0 as ε → 0 uniformly in B + 1 by following [5] , contradicting |u | < 1/2 for all ε.
4. We can now complete the lower bound estimate for the minimizer {u, A}. Set u = ρe i(Θa+ψ) , then by (2.10)
We have the following crude estimates
and
Combining (2.11)-(2.12) yields
To complete the lower bound it is necessary to control the term
We fix the Coulomb gauge for the minimizer so that div A = 0 in Ω and ν ·A = 0 on ∂Ω. Therefore, there exists a scalar function ξ such that A = − curl ξ in Ω and
x−aj |x−aj | is the canonical harmonic map then
which implies by the boundary conditions
which follows by using (Es 1) and (Es 2). Since ρ > 1/2 for the minimizer
which proves (2.2).
To prove (2.3) we use an argument in the proof of Lemma 4.3 of [12] along with (2.2), (Es 1), and (Es 2) to show
where C 14 depends on Ω, σ, and d. Proof.
where we used (2.11), Lemma 2.6, and Lemma 4.3 of [12] . The upper bound can be derived in the same way.
If the essential zeroes are well spaced, Lemma 2.7 yields a uniform global bound on the energy.
Therefore, establishing the location of essential zeroes affords global energy bounds away from vortex concentrations. We also find by a simple calculation that
where ψ , A , and B are the weak limits of ψ ε , A ε , and B ε respectively.
3. Asymptotic behavior of the SGL equations. We are interested in the vortex dynamics of the Schrödinger-Ginzburg-Landau equations under the Coulomb gauge. Many of the techniques in this section are based on the methods found in [7, 23] ; however, there are a few difficulties with the SGL equations that do not appear in the Gross-Pitaevskii equation (1.5) . The SGL equations are defined as
We have natural boundary conditions
Fixing the Coulomb gauge, the SGL equations become
with new boundary conditions
The Coulomb gauges simplifies our analysis of the magnetic field potential equation (3.3). We should note that global-in-time existence of C(
for a fixed ε can be shown by a long, but straight-forward, modification of the proofs found in [3] .
Since we are dealing extensively with covariant derivatives it is helpful to calculate the following commutator relationships:
Proposition 3.1. Covariant derivatives satisfy
where ⊗ is the usual fluid tensor
Proof. The proof of (3.8) is a direct calculation. We now turn to (3.9).
3.1. Conservation laws. The SGL equations can be transformed into a series of conservation laws by using a variation of the Madelung transformation [25] , used extensively in the study of the nonlinear Schrödinger equation. Recall the mass |u| 2 , the momentum j = (iu, ∇ A u), and the energy density
then Proposition 3.2. A solution {u ε , A ε , Φ ε } to the Schrödinger-Ginzburg-Landau equations satisfies the following conservation laws
is the usual fluid tensor product and
is the pressure. Proof. Mass conservation (3.10) and energy conservation (3.12) are direct calculations. We prove momentum conservation (3.11) . By direct calculation we find
Plugging the SGL equations into (3.14) yields
where we used (3.9) in the first term. Finally we use
to complete the proof.
for all times. We require the initial data to satisfy the following initial conditions
so that
. These initial conditions are chosen to ensure the convergence of the initial data to the form (3.17) with vortices well-spaced, away from the boundary. The initial conditions (3.15)-(3.17) imply, for all t > 0
3.2. Energy concentration and weak compactness. We now wish to identify the weak limits of u ε and A ε , modulo vortex position, for any t ∈ [0, T ]. To do so, we need to show that essential zeroes move continuously in time. Then we use the asymptotic scaling, along with our uniform energy bounds, to identify the limiting functions.
Lemma 3.3. Suppose {u ε , A ε } is a sequence of
and suppose there are d essential zeros located at
in Radon measure. Furthermore,
Proof. This is follows from Lemma 2.7. We first establish the vortex motion law for the almost minimizing energy assumption. To do so, it will be necessary to trace the location of vortices as time progresses. Let Ω a = Ω\{a j } then Proposition 3.4. Under the assumptions the linear momentum j ε is uniformly bounded in L 1 loc (Ω) and up to subsequence:
Proof. We first note that
To show L p control of j ε , we need to establish an energy bound. In order to do so we assume there is an essential zero at some point x 0 . Then using arguments in Lemma 2.4 we can establish
Furthermore, a simple energy upper bound gives
Therefore, for r > 2ε α :
We now wish to show the continuous motion of essential zeroes in the SGL equations on the order 1 time-scale. Lemma 3.6. The essential zeroes do not move on any slower time scale t ∼ o(1), as ε → 0. On the time scale t ∼ O(1), the vortex locations a ε j (t) are uniformly continuous in t as ε → 0.
Proof. We know
, where
If the essential zeroes move continuously then there exists t > 0 such that for a fixed R > 0 small (R < σ 4 ) there exists an essential zero in each B R/2 (a k (0)). Suppose the essential zeroes are not continuous in time, then let λ ε be the maximum time such that all essential zeroes still lie in B R/2 (a j (0)). Therefore, for some essential zero, a k (λ ε )∈ \B R/2 (a k (0)). Our aim is to show lim inf
Rescale the time t → λ ε t and set
then for all t ∈ [0, 1) the essential zeroes lie within B R/4 (a j (0)) so the SGL equations become
and the energy equation becomes
and linear in between, where δ is chosen so that each essential zero a
The left side converges to a 
By Proposition 3.7 below, we find a single essential zero within the ball B R 2 (a k (0)), which contradicts our assumption. Therefore, lim inf ε→0 λ ε > 0 implies the essential zeroes move continuously.
To complete the proof of Lemma 3.6, we need to establish an essential zero with only an energy bound and control on the degree. There are a few results in this direction, and we point out [21] which establishes essential zeroes for the simplified Ginzburg-Landau functional and [17] which computes precise lower bounds for simplified and full Ginzburg-Landau functionals. We will follow the spirit of the former, which has less precise bounds, but allows for identification of vortices up to order ε α diameter.
Proposition 3.7. Set B R = B R (x 0 ), then if { u, A} satisfies B R g ε ( u, A)dx ≤ π| log ε| + C and deg( u | u| , ∂B R ) = 1, then there exists exactly one essential zero in B R .
Proof. In order to isolate the essential zero in B R , we would like to use the structure theorem of [20] . A sufficient condition to use this theorem is the bound
, which we lack. To compensate we employ a short-time gradient flow, i.e. the time-dependent Ginzburg-Landau equations
in B R with initial data u(x, 0) = u if | u| ≤ 1 and u(x, 0) = u | u| if | u| > 1 and A(x, 0) = A, subject to boundary conditions
on ∂B R for all t ≥ 0. These boundary conditions are reasonable given the assumption
For a more detailed account of asymptotics of the TDGL equations, see [32] . The TDGL equations use a modified potential energỹ
Since the gradient flow regularizes data sufficiently to use the structure theorem, we can find an essential zero at a short ε 2 time later. Furthermore, the TDGL equations pin essential zeroes to their initial location for any time-scale o(| log ε|), see [20, 32] , which allows us to identify the essential zero at time t = 0. This method was used in Proposition 1.1 of [21] to study concentrations in the nonlinear wave equation. Let t = ε 2 , then parabolic estimates imply |∇ A u| L ∞ (B R ) (ε 2 ) ≤ C ε , see Proposition 2.8 of [32] , and we can find an essential zero a ε ∈ B R for u(ε 2 ), A(ε 2 ) , see Claim 4.3 of [32] .
Next we show that at t = 0 an essential zero is located at the same point. From our parabolic energy bound B R g ε (u, A)(t)dx ≤ π| log ε| + C, we find
whereε = ε 1−α . Inequality (3.21) implies the degree is well-defined. Next, we get
therefore, there is an essential zero. This implies for all t ∈ (0, t δ ) such that
Since there are uniform bounds on the energy outside of the concentrations, we can find identify the limiting u and A . Proposition 3.8. The function ψ (x, t) satisfies in the weak limit of Proposition 3.4
and using (3.10)
Therefore, j ε 's weak limit is divergence free for a.e. t ∈ [0, T ]. Combining with (3.22) implies
in Ω a since div A ε = 0 for all ε. From Lemma 2.6 we find that ψ has removeable singularities at the vortices. Therefore, ψ is harmonic throughout Ω.
To establish the Neumann boundary conditions we rely on a method of [23] . Near the boundary ∂Ω there are no essential zeroes by Lemma 3.6. Choose φ ∈ C ∞ (B r (x)) such that B r (x) ∩ ∂Ω = ∅ and r ≤ σ 4 . Since u ε = ρ ε e i(Θa+ψε) , then the the boundary conditions under the Coulomb gauge reduce to ν·(∇ρ ε + iρ ε ∇(Θ a + ψ ε ))e i(Θa+ψε) = 0, ν ·A ε = 0, and B ε = H 0 . This implies for each ε > 0,
then we get v·ν = 0 on ∂Ω. Proposition 3.9. Let {u ε , A ε } be a solution to the SGL equations with scaling δ ε → 0, then A = − curl ξ satisfies in the weak limit of Proposition 3.4
in Ω and ξ = 0 and ∆ξ = H 0 on ∂Ω.
Proof. From the lower bound Lemma 2.6 and the initial condition (3.18) implies
Therefore, we find that
for some a j , and
and so
We now establish the boundary value of B . Let φ = (φ 1 , φ 2 ) where φ j ∈ C ∞ (B r (x)) where B r ∩ ∂Ω = ∅ and r ≤ σ 4 . Therefore, φ intersects part of the boundary and is supported away from any essential zero. Therefore,
3.3. Γ-convergence. Unlike the TDGL equations, to establish strong convergence of the SGL equations we need a Γ-convergence type result in the spirit of [7] and [23] . This result will help us two-fold. First, the Γ-convergence will ensure strong convergence along the chosen subsequence, away from essential zeroes, to the canonical harmonic map. Second, the Γ-convergence will be used to close a Gronwall's inequality, critical in the proof of the vortex motion law. [G ε (u ε , A ε ) − πd| log ε|] ≤ πW ({a j }) + µ then for any r > 0, there is a constant C independent of ε and r such that for any t > 0 lim sup
The idea is to cut out small balls of radius ρ that contain the d essential zeroes. Inside of each of these balls, we replace {u ε , A ε } with a minimizer on a slightly smaller ball subject to canonical boundary conditions on the boundary of the smaller ball and a simple interpolation in the annulus between the two balls. We can then use knowledge of energy minimizers from [2] and the renormalized energy of the appendix to control the strong convergence error.
1. By Lemma 2.6 we have that u ε e i(Θa+ψ ) = d j=1
x−aj |x−aj | e iψ weakly in
, and for any ρ > 0 and all ε ≤ ε 0 (ρ) small enough
weakly in H 1 (∂B ρ (a j )). We want to show that the {u ε , A ε } is close to a canonical harmonic map inside of B ρ (a j ). In particular we want to define a comparison map {u
We let
for constants ψ j and B j . Minimizers {u min , A min } have been treated in [2] and [12] . We choose ρ = ρ − Cε α0 , and the interpolation functions {u int , A int } can be chosen as in the proof of Lemma 2.6. A long but straightforward calculation shows both (3.29) and (3.30).
3. By the definition of the renormalized energy and (3.28)
Our assumption G ε (u ε , A ε ) − πd| log ε| ≤ πW ({a j }) + µ and (3.31) yields
So (3.33) and (3.34) imply lim sup
Adding these two together yields lim sup
4. We now show that
By the definition of the renormalized energy in the appendix
Using our initial energy bound, along with an energy bound inside each B ρ (a j ), we find that our comparison function satisfies
where we used (3.30). Finally,
The second line of (3.37) is o(ρ, ε). Combining (3.35)-(3.37) we get
Since ψ a is harmonic and ∂ ν ψ a = ∂ ν ψ on ∂Ω along with ∆ 2 ξ a −∆ξ a +2π d j=1 δ aj = 0 and ξ a = ξ = 0, ∆ξ a = ∆ξ = H 0 on ∂Ω, then
4. Vortex motion law for almost minimizing energy bounds. We are now in the position to prove the vortex motion law for almost minimizing energy bounds. In particular we prove 
We use the momentum equation (3.11) to establish (4.1). Let m = 1, 2 then
for a finite, symmetric defect measure, ν j ∈ M + (Ω a ). The failure of strong conver-
and |∇|u ε || L 2 accounts for this defect measure. ν is finite on Ω due to Lemma 3.10.
We set φ ∈ C ∞ 0 (B R0/2 ) such that φ = x in B R then the conservation of momentum equation (3.11) yields
and using (4.2) we get
where µ ∈ M + (Ω) and v ⊗ v / ∈ L 1 (Ω). We can then examine the second term of (4.4) following [23] 
where n = (1, 0) and ν is the normal direction at ∂B R (a j (s)) Let (I, II) = (∇ψ j − A ), then the first integral of the right side becomes
If we let n = (0, 1) then the integral yields −πII. Therefore,
and by (A.10)
Unfortunately, we have little control over how the defect measure affects the vortex motion. In fact the interaction of vortices with any excess energy can be very nontrivial, [18] .
To finish the proof of Theorem 4.1, we compare the true vortex motion a j (t) with a solution of the ODE
hence ζ(0) = 0. We wish to show ζ(t) ≡ 0 for all t ∈ [0, T ]. Take a small time interval so that ζ(t) ≤ t δ . Then
As before, consider the time interval [t, t + k], with k small, and the ball B R = B R (a j (t)) inside B R0/2 . Then set φ ∈ C ∞ 0 (B R0/2 ) such that φ = x in B R :
We showed that as ε → 0, (A) will yield −2πJ ∇ a x j (t) W ({a k (t)}). We will control terms (B) and (C) with the Γ convergence result of section 2. We first show that (D) ≤ Cζ(t) + o ε (1) + o R0 (1). If we start with an almost minimizing sequence, then:
by the Lipschitz continuity of
Noting that |∇φ| ≤ R
where we control second term of (4.10) by (4.9). To control the third term, note B ε W 1,r ≤ C uniformly for all r ∈ [1, 2) and t ∈ [0, t δ ] then
Combining (4.10) and (4.11), along with (3.1) yields
which controls the first term of (D). It should be noted that we first let ε → 0 and then let R → 0. The second term of (D) is much simpler:
which finishes control of (D).
Next, we bound terms (B) and (C). From (4.8) and Lemma 3.10
for ζ(t) > 0, then for any r > 0, there is a constant C independent of ε and R such that lim sup
This controls (B) + (C). Then sending ε → 0 yields for a = (a x , a y )
Therefore, we find
and performing a similar estimate for a y j (t), we get
and the inequality
with ζ(0) = 0 which implies ζ ≡ 0 and the vortex motion law. This finishes Theorem 4.1. Remark 2. Although the SGL equations are dissipative for fixed ε, in the ε → 0 limit energy is conserved. This asymptotic behavior strongly depends on the choice of δ ε in (3.3) . For a different rate of δ ε → 0, the system will not conserve energy, as dissipation will dominate.
Incompressible Euler equations.
In [23] the authors were able to show the convergence of the supercurrent to a set of incompressible Euler equations for the Gross-Pitaevskii equation (1.5) . To do so they found that the defect measure ν, arising from the limit of the convective term
is curl-free, and that allowed div ν to be written as the gradient of a distribution, and hence pushed into the pressure term. It is reasonable to ask whether the supercurrent equation (3.11) converges weakly to a set of Euler equations. Although j ε v is divergence-free, there are a number of difficulties controlling (3.11) including the lack of a curl-free supercurrent (curl v = −B = 0) and the loss of control over the term
In the end it may be only possible to study the vorticity equation
which has better control on both sides of the equation.
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Appendix. Renormalized energy. For completeness we include a discussion of the renormalized energy for the full Ginzburg-Landau energy functional which we need to verify the dynamic law SGL equations. We note the analysis is similar to [1, 2, 12] . We aim to prove two theorems that characterize both the renormalized energy and the gradient of the renormalized energy.
A.1. Renormalized energy. Theorem A.1. The renormalized energy W {a j } d 1 obeys the system
Here ξ satisfies A = − curl ξ and
We will first prove Theorem A.1 by using a combination of arguments found in [1, 2, 12] . We first note that u ∈ S 1 can be written as u = e iΘa+iψ = d j=1
x−aj |x−aj | e iψ for harmonic function ψ . ψ is a difficult to study as it is a multivalued function. Since ∂ ν u = 0 on ∂Ω then we can find the conjugate harmonic function P such that
then the boundary condition implies 0 = ν · ∇ ⊥ P = ∂ τ P or P is constant on ∂Ω. We choose P = 0 to simplify the discussion below. Therefore, the equation for the congugate harmonic equation becomes
In two dimension the singularity at a is O (log) so we can define
which is no longer a multivalued function (unlike Θ a ). Furthermore, S a (x) is harmonic and defined everywhere in Ω. We now outline the proof of the theorem by first defining the class on which we define the renormalized energy. To calculate W ({a j }) we subtract the self-induction energy from a canonical harmonic map, and what is left is a function of the d vortex locations. We set Ω ρ = Ω\ d j=1 B ρ (a j ) and
and ∂ ν u = 0 on ∂Ω div A = 0 in Ω and ν ·A = 0 and curl A = H 0 on ∂Ω We set
We have that µ δ is achieved, and for δ < δ 0 we have µ δ ≤ πd log
Proof. This is proved by creating suitable comparison functions (v ε , B ε ), following [2] , such that G ε (v ε , B ε ) ≤ πd| log ε| + C. We fix d distinct points a 1 , . . . , a d and R small enough such that B R (a j ) ⊂ Ω and B R (a i ) ∩ B R (a j ) = ∅. To construct our comparison functions we start with
outside the B R (a j )'s. Then for a mollifier ζ such that ζ = 1 for r ≥ 1 and ζ = 0 for ζ ≤ 1/2. We can now define the comparison functions inside the B R (a j )'s.
Then we can use the direct method of calculus of variations to establish the existence of µ δ . Claim 2. We have for δ < δ 0 and for a minimizer (v δ , B δ ) of (A.7)
Proof. We again look to [2] for guidance. Let (v δ , B δ ) be a minimizer of (A.7) such that div B δ = 0 with ν ·B δ = 0 on ∂Ω. Then there exists a ξ δ such that B δ = curl ξ δ where ∆ξ δ = h δ = curl B δ where ξ δ = 0 on ∂Ω. Then
where τ is tangential vector to ∂B δ (b j ) since v δ ∈ S 1 . We show that
then the top follows. Claim 3. Let ξ be a solution to and using R(δ) → 0 we decouple the phase terms from the magnetic field such that
see [2] We can now use the analysis in [1] to characterize the form of the phase terms. where R(x) = P (x) − d j=1 log |x − a j |, and by previous discussion we know that P = 0 on ∂Ω. Therefore, we get (A.1).
A.2. Renormalized energy gradient. We now establish the form of the gradient of the renormalized energy. In this subsection we derive two forms of the gradient. Theorem A.2 will be used in section 4 and section 5. Proof. We will use [1] for inspiration. Fix all vortices except vortex a j which we call y. Therefore, we have ∆P = 2π We now concern ourselves with (A.11). If we let y =ã then multiplying by ξ(σ, a) and integrating over Ω yields 2πξ(a,ã) + 2π and since ψ j is the harmonic conjugate to R(x, a), we establish Theorem A.2.
A.3. Solution in the disk B R (0). We start with a configuration of d vortices at a j (0). Let us redefine ξ our as ξ −→ ξ + χ such that −∆ 2 ξ + ∆ξ = 2π 
