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Abstract 
This paper proposes a research agenda to tackle the challenges of uncertainty in Visual Analytics. We 
propose a four-pronged strategy that addresses the need of both entities involved, human and computer. 
It comprises the communication of uncertainty in data and model, the communication of uncertainty 
regarding user intent and knowledge, human to human information interchange, as well as the 
definition of suitable, interactive means for conducting this dialogue with precision and ease. 
1 Introduction 
The combination of information visualisation with information mining techniques to support 
discovery of new knowledge has been researched for more than a decade. Shneiderman 
(2002) proposed this combination in so called ‘discovery tools’ to preserve user control, 
enable more effective exploration, and promote responsibility. In 2004, the term ‘Visual 
Analytics’ was coined. The Visual Analytics process combines automatic and visual analysis 
methods with a tight coupling through human interaction in order to gain knowledge from 
data (Keim et al. 2010). The overarching driving vision of Visual Analytics is to turn the 
information overload into an opportunity: just as information visualisation has changed our 
view on databases, the goal of Visual Analytics is to make our way of processing data and 
information transparent for an analytic discourse (Keim et al. 2008). 
Although several interesting prototypes have been developed, little work has been done to 
enable non-experts in data processing to conduct and steer analysis tasks (Keim et al. 2010). 
There is an increased interest of such users to steer data analysis. Examples include 
researchers in the humanities who want to apply analysis techniques to large text corpora, or 
teachers who want to analyse student data. While these users are experts in their domains, 
they usually have little expertise in data processing. This lack of skills leads to a common 
pattern where the analytical task is shared by two user roles (Bernard et al. 2012): in a first 
step, the domain expert without data processing skills (e.g. a humanities scholar or teacher) 
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defines criteria for useful data as well as requirements for the analysis. In a second step, a 
data processing expert, usually ignorant of the domain, is responsible to choose, modify and 
integrate automatic and visual methods of analysis. Whereas such an approach is feasible and 
has resulted in a number of applications that can be used by non-technical users (as in 
Rudolph et al. (2009)), it is also constrained by several limitations. 
The main issue with decoupling the data processing design from the data processing use is 
the loss of vital information in the visual translation.  The most pernicious omission in this 
process is the suppression of prediction uncertainty and data quality. Dealing with 
uncertainty and trust in Visual Analytics is nontrivial because of the large amount of noise 
and missing values originating from heterogeneous data sources and bias introduced by 
automatic analysis methods, as well as human perception and intent (Thomas and Kielman 
2009). To address this, data quality and algorithm confidence need to be appropriately 
presented. Users need to be aware of uncertainty and be able to read quality properties at any 
stage of the data analysis. Whereas several approaches have been researched under the 
umbrella of ‘data wrangling’ (Kandel et al. 2011), most of this work concentrates on 
preprocessing data (i.e. data entry, data (re)formatting, data cleaning, etc.). Little work has 
been done to visualise data quality and confidence in parallel to the outcomes of the analysis. 
Yet, this visualisation is vital to supporting the decision-making: as what constitutes an error 
is often context-dependent and requires human judgment of domain experts (Kandel et al. 
2012), there is a need to research how such variables can be represented in parallel to 
outcomes of an iterative analysis process. 
Visualizing data and process quality is not a topic that has been explored extensively in the 
visualisation literature (Kennedy et al. 2009). There has been research into specific 
techniques for uncertainty visualisation (Sanyal et al. 2009) and what uncertainty itself 
entails (Skeels et al. 2010), but it tends to concentrate on preprocessing data before such data 
is used in applications (Kandel et al. 2011), rather than looking at how to communicate 
quality indicators to support decision-making by domain experts. 
As Visual Analytics is a complex process, providing insight and richer interaction 
capabilities for users to help them steer this process is a difficult task. Visual Analytics 
usually oversimplifies the complexity of analysing large amounts of real-world 
data.  Important information about data quality and algorithm trade-offs are frequently 
hidden to reduce cognitive stress. However, if the analyst does not have access to this 
information, the use of the resulting visualisation is diminished. It is therefore essential to 
provide well-implemented representations of uncertainty that are meaningful and accurate, 
while being easy to visually process and understand. 
But just as Visual Analytics is a bilateral affair with human and computer solving a problem 
together, so too is the notion of and reason for uncertainty: not only is the representation of 
uncertainty concerning data quality and prediction of great importance to the user, but the 
indication (and detection) of uncertainty regarding a user’s intent and ultimate goal may be 
equally important to the computer. The user may have an agenda that the computer is 
unaware of, in addition to varying degrees of domain knowledge (Chapman & Chapman 
1969), graph literacy (Pinker 1990), and visual bias (Hollands & Dyne 2000). 
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If the above factors were known to the machine, help could dynamically be offered and 
implemented into all parts of the analysis. For example: if the computer was aware of one’s 
habits, agenda, and circumstances, it could dynamically change the weighting of various 
factors in a calculation, adapt the interface, or automatically highlight parts in the data 
relating to one’s interests and goals. Only if both entities are clear about meaning, accuracy, 
and intent, a well-informed and accurate insight into a given problem may be gained. As a 
result, the determination of user intent and user ability – and therefore the reduction of “goal 
uncertainty” from the point of view of the computer – is likely to require at least three 
strands of research: First, the development of mechanisms that unobtrusively track user 
behaviour, before, during, and after the interaction with the application. Second, the efficient 
and precise extraction of user goals and biases from this information. Third, the 
implementation of the determined intent and bias into the application in a manner that 
supports both human and machine in the problem-solving process. 
In addition to addressing the detection and representation of uncertainty between human and 
computer, we propose another aspect for inclusion in this research agenda: the 
communication of uncertainty between humans, in particular between data processing 
experts and domain experts. Whereas the former may be aware of certain problems or trends 
in the data based on its structure and quality, the latter may be more apt at interpreting the 
data and attributing results and observations to a certain problem and therefore at an 
advantage in the sense-making stage of the analysis. Uncertainties may exist for both groups 
not only in their own domain, but also in that of others. It is therefore essential to investigate 
how users can annotate and highlight different parts of the data and the analysis to 
communicate possible interpretative or structural uncertainties in a collaborative 
environment. 
Finally, it is necessary to investigate which interaction modalities and strategies might be 
most suitable for supporting the above steps. This part of the agenda should explore how 
notions of uncertainty can be communicated between all entities. Although having been 
researched for decades, the communication between human and computer may still be 
regarded as inefficient, with input and output often encoded into a set of graphical elements, 
operated via peripherals or direct touch. Despite promising advances in conducting the 
human-computer dialogue (Jacob et al. 2008, Weigel et al. 2015, Seipp and Verbert 2016), it 
remains unclear how these can be utilised in the Visual Analytics process, especially with 
regards to the communication of uncertainty. If a visual language could be developed to 
comprehensively express uncertainty, which interaction modality would be most suitable for 
defining a consistent and meaningful dialogue between all stakeholders?  
To help define the steps necessary to address the communication of uncertainty, the 
following section will provide more details on our proposed four-pronged agenda. 
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2 Research Agenda 
Most previous and ongoing research is focused on developing advanced solutions for people 
with highly specialized skills (e.g. statistics, molecular biology, micro-economics) (Kandel et 
al. 2011). Little attention has been given to interface issues and support for users with limited 
knowledge of data processing, data analysis, information visualisation, or computer-aided 
problem solving in general. As a result, a research agenda should – at the very least – include 
challenges related to confidence and trust, user-system interaction, user-user interaction, and 
the inclusion of these into the analysis. We therefore propose four main strands of research: 
1. Communicating uncertainty from the computer to the user. 
2. Communicating uncertainty from the user to the computer. 
3. Communicating uncertainty between data processing experts and domain experts. 
4. Providing interaction mechanisms to allow both human and computer to express 
uncertainty and to react upon it. 
The remainder of this section will briefly discuss scope and challenges of these aspects 
(Figure 1). 
2.1 Communicating uncertainty from the computer to the user 
This part oft he agenda comprises two essential areas oft the process in which uncertainty 
needs to be conveyed from the computer to the user: Uncertainties in the data and 
uncertainties in the model built using this data. 
2.1.1 Visualising Data Quality 
A central issue in Visual Analytics is the avoidance of misinterpretations due to uncertainty 
and errors in the input data. Therefore, data quality needs to be appropriately represented and 
the user be aware of these at any stage of the sense-making process. The work of Thomson et 
al. (2004) established a detailed typology for the limitations of data that affect certainty in 
predictive models: accuracy, precision, completeness, consistency, lineage, currency, 
credibility, subjectivity and interrelatedness. These types of limitations are usually defined at 
the dataset level and their uncertainty is usually propagated to the model built with that 
dataset. 
We suggest this part of the strategy to encompass two main steps: The exploration of 
uncertainty in other domains and the determination of the correct visual representation of 
uncertainty for a particular problem. As for the choice of stylistic means to represent 
uncertainty, we intend to explore the approaches taken by fields with a much longer standing 
history than the field of Visual Analytics, such as geospatial visualisation or even gaming. 
We aim to investigate what can be learned and appropriated from these. As the field of 
Visual Analytics spans across a wide array of domains, we need to seek out knowledge that 
can be transferred to help create a widely applicable representation of uncertainty.  
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Regarding the determination of the correct representation of uncertainty for a certain 
problem, we need to look back at the rich history of information visualisation and investigate 
what visual means might work when and for what. Following this, aspects of domain 
specificity and user bias also need to be considered – different users have different 
expectations and graph literacy (Pinker 1990).  
 
 
Figure 1: Types of uncertainty (communication uncertainty, intent uncertainty, data and model uncertainty) between 
the entities (data processing expert, domain expert, computer). Using a visual language supplemented by matching 
actions, uncertainty can be managed and its impact on decision time and decision quality can be reduced. 
2.1.2 Visualising Model Quality 
Perhaps the most obvious source of uncertainty introduced in any type of prediction is the 
imperfection of the predictive model. Such a model is built to take as input a group of 
predictor variables to produce a value. Given that models are only an approximation and 
simplification of reality, it is expected that the predicted values differ from real values to 
varying degrees. A whole area of statistics is devoted to measure the predictive power of 
different types of models. A good example of the measure of predictive power is the R-
squared statistic used to score regression models. This measurement establishes what 
percentage of the variance in the real values of the predicted quantity is explained by the 
model. Different models usually have different predictive power depending on the predictor 
variables used, the type of algorithm and the amount and quality of data used to build them. 
Yet, just how well the model may fit the actual data can be hard to interpret. Kay et al. 
(2015) rightfully asked “How good is 85%”? Understanding the implications of the degree of 
the goodness-of-fit of a model to one’s data is a crucial point in the sense-making process. It 
is therefore necessary to determine a visual presentation of model uncertainty that is easy to 
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perceive and accurate in its depiction and interpretation for domain-experts. At the same 
time, the representation needs to be in-line with those used in representing data uncertainty in 
order to allow a continuous and coherent analytic process. The crucial task thus is to explore 
which visual means are suitable for representing uncertainty in both data and model 
visualisation, in isolation or in unison. It is our goal to create a comprehensive visual 
language that addresses these concerns. Therefore, a detailed review and analysis of user 
needs and expectations will be necessary to allow an optimal, task-oriented representation of 
uncertainty in data and model visualisations. 
2.2 Communicating uncertainty from the user to the computer 
When a user explores a data set, they may have a certain degree of domain knowledge 
(Chapman & Chapman 1969), graph literacy (Pinker 1990), or a predefined agenda. These 
aspects, however, are unknown to the computer, therefore representing a high degree of 
uncertainty concerning a user’s capabilities and goals from the point of view of the 
machine.  If the computer was aware of these, interface and calculation could be adapted and 
the experience and outcome improved. As a result, this part of the agenda deals with the 
detection of user context and bias and its implementation into the problem-solving process. 
Whereas the word ‘bias’ may be interpreted as having a negative connotation, we propose to 
see it as a chance to improve the bilateral data exploration and sense-making process. We 
suggest approaching this part of the agenda in three steps: 
2.2.3 Logging user interaction and context 
To better understand a user’s background and intent, user behaviour may be tracked before, 
during, and after the operation of the analytics application. The tracking before the 
application operation may be done by harnessing location data, calendar data, or even email 
content. During the application operation, interactions are tracked by recording input from all 
devices. Post-application operation, further user behaviour may be tracked to detect possible 
actions taken as a result of the analytics session to validate potential assumptions about a 
user’s goal. Yet, privacy concerns are paramount and need to be respected. An ethical 
evaluation may be as important as the evaluation of the technical feasibility. 
2.2.4 Extracting and determining bias 
This part represents the analytical process necessary to interpret the data of step one. It may 
comprise the determination of the correct algorithms and technical approaches as well as 
qualitative user studies to confirm assumptions and aid in building flexible user models. 
2.2.5 Feeding the results into the analytical process 
The results of logging and interpretation are fed back into the application and analytical 
process. It is important to explore how this can be done in an unobtrusive, yet 
controllable manner. Research regarding this part needs to consider aspects of visual 
representation and user acceptance, as well as the impact on any models built in the analysis. 
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2.3 Communicating uncertainty between data processing experts 
and domain experts 
While the representation and detection of uncertainty is important in the human-machine 
dialogue, the human-human dialogue will also have to be considered, especially in a 
collaborative work setting. Further, this type of uncertainty communication should also 
encompass the dialogue between the designers of Visual Analytics tools and their end-users.  
The feedback loop between these types of actors could generate a continuous improvement 
process that will optimise the content and purpose of the application.   
Research regarding this part of the agenda should focus on (but not be limited to) the 
creation and exchange of annotations or highlights using a variety of techniques. Following 
Buxton’s (1986) example, rigorous studies are required to find intuitive and easy-to-use 
methods that facilitate this aspect. 
2.4 Providing interaction mechanisms to allow both human and 
computer to express uncertainty and to react upon it 
Finally, we need to explore interaction techniques that allow us to tie the above strands 
together and support the proposed visual language with a continuous and intuitive interaction 
design. Following the work concerning the communication of human-human expressions of 
uncertainty, this step will require an in-depth exploration of a wide array of input and output 
methods that help to smoothen the dialogue between the entities. Existing methods are 
largely non-intuitive and require significant expertise (Keim et al. 2010). Which methods, 
then, are suitable for the task at hand? Following a user-centred design approach we hope to 
define a set of techniques and methods that will bring together all steps of the process in 
harmony with is visual and non-visual counterparts.  
3 Conclusion  
This paper has discussed the need for researching the management of uncertainty in Visual 
Analytics. To do so, we propose an agenda that addresses the topic on four levels: 
1. The communication of uncertainty from the computer to the user: this comprises the 
research of visual means for representing uncertainty in data and model accuracy. 
2. The communication of uncertainty from the user to the computer: the computer tracks 
user behaviour before, during, and after the use of the application to gain certainty about 
the user’s intent and abilities. 
3. The communication of uncertainty between data processing experts and domain experts: 
this step will explore mechanisms for creating and displaying annotations in a 
collaborative environment as well as enabling the dialogue between creator and user of 
an application. 
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4. The provision of interaction mechanisms to allow both human and computer to express 
uncertainty and to react upon it: this step aims to define a set of intuitive interaction 
techniques that will combine the visual language with one of action to amalgamate all 
elements into a well-defined system. 
Visual Analytics is a bilateral process between human and machine. By addressing the 
management of uncertainty from both perspectives, we hope to find a comprehensive 
solution that satisfies both entities and improves the decision-making process. 
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