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The goal of this article is to introduce the reader to toric varieties and algebraic geometry through concrete examples, and also to use these examples to bring together geometric and algebraic points of view not united elsewhere. Toric varieties are particularly useful varieties; they appear in applications as diverse as computer-aided geometric design [11] and computational biology [13] . They also provide many connections between other areas of mathematics, such as commutative algebra, geometric combinatorics, integer programming, and symplectic geometry. To anyone interested in learning algebraic geometry, as a student or researcher, toric varieties provide a rich class of examples which can be manipulated using ideas from geometry, combinatorics, and algebra.
We will discuss the 2-dimensional toric variety, or toric surface, X P associated to a convex polygon P in the plane with vertices whose coordinates are elements of the lattice Z The correspondence between such lattice polygons and toric surfaces gives rise to a dictionary between the familiar geometry of the plane and algebraic geometry. For example, knowing which edges of P intersect will tell us about the intersections of curves on X P . Moreover, the flow of results goes both ways. Indeed, Pick's theorem, which states that the area of a lattice polygon is equal to the number of its interior lattice points plus half the number of lattice points on its boundary minus one, can be proved using algebraic geometry as in Example 9.4.4 of [3] . More generally, n-dimensional lattice polytopes give rise to n-dimensional toric varieties.
The fundamental objects of interest in algebraic geometry are algebraic varieties. An algebraic variety is a set of points that are simultaneous solutions of a finite system of polynomial equations, so by definition it is described implicitly. More precisely, if K is a field, we call K gives toric varieties algebraic and combinatorial structure which makes them wonderful examples for computation by hand or on a computer. We can derive a group action from the parameterization, and the orbits of this action correspond to the vertices, edges, and 2-dimensional face of P. We can also use the special structure of the parameterizations to find the implicit equations defining our varieties.
We give preliminary background in algebraic geometry in §1. We introduce parameterizations of the examples in §2. We describe how to compute polynomial equations for our varieties in §3. In §4 we discuss the group action and orbit structure of the varieties. We present a classical point of view that shows how the surfaces are related to one another in §5, and in §6 we give another way of computing equations. We provide directions for further study in §7.
A BRIEF INTRODUCTION TO VARIETIES IN PROJECTIVE SPACE.
We will want our varieties to be compact, but we can observe that most affine varieties are not compact in the usual topology on C n . For example, the parabola V (y − x 2 ) is not compact. One way of compactifying varieties is to add limit points "at infinity." To do this rigorously, we construct an n-dimensional projective space P n which contains affine n-space as an open subset. We define projective space P n by identifying points x and y in C
n+1
\{0} if there exists a nonzero λ ∈ C so that x = λy. We write 
x n x 0 ], and each
may be any complex number, we have found a copy of C n inside of P n . Of course, the coordinate x 0 that we chose is not special, and projective space may be constructed by pasting together n + 1 copies of
(See Chapter 8 of [2] .) Now let us find the points that are "at infinity" from the point of view of the copy of C n with coordinates [1 :
]. Let a coordinate, say x 1 , go to infinity, and hold all others fixed. Then
x n x 0 = lim
x 2 x 1 : · · · :
The point [0 : 1 : 0 : · · · : 0] is on an (n − 1)-dimensional projective space consisting of points of the form [0 : x 1 : · · · : x n ] that we can think of as "at infinity" from the point of view of the affine space C n consisting of the points [1 :
: · · · :
]. We wish to define varieties in projective space. Since the coordinates of a point in P n are only determined up to a nonzero scalar multiple, the zero set of an arbitrary polynomial in x 0 , . . . , x n is not well-defined. For example, the triple (1, 1, 1) satisfies the equation x 2 − x 0 x 1 = 0, but the triple (2, 2, 2) represents the same point in P 2 and does not satisfy x 2 − x 0 x 1 = 0. However, if F is a homogeneous polynomial, i.e., every term has the same degree, then its zero set is a well-defined subset of P n . Indeed, if we take
. Given a variety X as a subset of P n we may want to find a set of homogeneous polynomials F 1 , . . . , F k such that X = V (F 1 , . . . , F k ). It turns out to be convenient to work with the set I (X ) defined to be the ideal generated by all homogeneous polynomials F in C[x 0 , . . . , x n ] with F(p) = 0 for all [p] ∈ X . By the Hilbert basis theorem, I (X ) must have a finite set of generators F 1 , . . . , F k . We may choose F 1 , . . . , F k to be homogeneous by Theorem 2 of [3] , and be a convex lattice polygon. As P is a convex set it contains its interior in addition to its boundary. If we let P ∩ Z 2 = {m 0 , . . . , m n }, we may define
Since the coordinates of the m i may be negative, we will require that the t i are nonzero, which is why we take the domain of ϕ P to be (C * )
2
. Of course, ϕ P depends not only on P, but also on an ordering of the lattice points contained in P. However, changing the ordering of the points simply permutes the coordinates of ϕ P (t), and up to isomorphism the image is the same. Therefore, we are justified in abusing notation and denoting the map by ϕ P without referring to an ordering on the lattice points.
Example 2.1. We give lattice polygons P 1 , . . . , P 4 and their associated maps ϕ P i in Figure 1 . In our examples ϕ P i , the "1" appearing in the first coordinate puts the image of ϕ P in the open subset of P n in which the first coordinate is nonzero and the last n coordinates are arbitrary elements of C. Since each of the maps ϕ P i depends on two parameters t 1 and t 2 , we expect their images to have dimension two over the complex numbers, and we regard them as surfaces.
Unfortunately, we cannot draw the images of these maps as they are given, even if we only attempt to draw the affine piece in which x 0 equals one. Even the simplest, ϕ P 1 , maps to C 3 , which has dimension 6 over the real numbers. However, we can draw
March 2012] AN INTRODUCTION TO ALGEBRAIC GEOMETRY the real points of ϕ P 1 and ϕ P 4 . In the case of ϕ P 1 we obtain a real 2-dimensional plane parallel to the yz-plane minus the points of the form (1, y, 0) and (1, 0, z) , as depicted in Figure 2 . In particular, we see that the real points in the image of ϕ P 1 are contained in a copy of R We can visualize the real points in the image of ϕ P 4 if we note that these points all lie in a copy of R These four examples illustrate a general construction that can be performed given any lattice polytope in P ⊂ R n . In this article, we restrict our attention to the case of polygons in the plane. To describe the construction we define the Zariski closure of a c THE MATHEMATICAL ASSOCIATION OF AMERICA [Monthly 119 set X in P n , denoted X , to be the smallest variety containing X . As the terminology indicates, X is the closure of X in a topology called the Zariski topology. The Zariski closure of any set is closed in the usual topology that P n inherits from C n+1 , as varieties are defined by polynomial equations and polynomials are continuous in the usual topology. We do not need the properties of this topology, so we do not introduce it here. The interested reader can learn more by consulting Chapter 1 of [9] or any of the other introductory texts on algebraic geometry given in the references. Definition 2.2. The toric surface X P associated to a 2-dimensional convex lattice polygon P is the Zariski closure of Im ϕ P in P n .
Under the conditions of Definition 2.2, the Zariski closure of Im ϕ P is the same as its closure in the classical topology on P n inherited from its construction as a quotient of C
n+1
. This follows from Theorem 3.2.6 in [3] .
THE IDEAL OF A TORIC VARIETY.
A variety is not just a set of points in projective space; it is the set of all points that are simultaneous solutions to some finite set of polynomial equations. To understand X P as a variety, we need to find such equations. Equivalently, we want to compute the ideal I (X P ) of the toric variety X P . In this section we adopt the point of view of Chapter 4 of [18] . We will see that I (X P ) can be generated by binomials x u − x v which can be computed by finding the kernel of an integer matrix. It is this relationship between binomials and integer matrices that provides the connections between toric varieties and integer programming. (See Chapter 5 of [18] .)
Let us think carefully about what it means for a homogeneous polynomial
Therefore, if we let A be the matrix m 0 · · · m n , whose columns are
to be zero for all t ∈ T . Hence, u − v must be in the kernel of A. If f is to vanish at the point ϕ P (t) ∈ P n , we must also require that f is homogeneous, or that the sum of the coordinates of u is equal to the sum of the coordinates of v. We can ensure this by appending a row of 1s to the matrix A. This motivates Definition 3.1 and Theorem 3.2.
Define A P to be the matrix whose columns are a 0 , . . . , a n .
From this it is clear that if we have a binomial
is identically zero exactly when A P u = A P v. More generally, suppose that A = m 1 · · · m n is an m × n integer matrix whose kernel is orthogonal to (1, . . . , 1).
be the Zariski closure of the image of the map
If P is a convex lattice polygon, the maps ϕ P and ϕ A P are not the same, but it is not hard to verify that the two maps have the same image, and therefore X P = X A P . orthogonal to (1, . . . , 1) . Define
Theorem 3.2 (Proposition 1.1.9 in [3] or Lemma 4.1 in [18]). Suppose that A is an m × n integer matrix whose kernel is
Note that the theorem above asserts only that I A is generated by differences of monomials. The ideal itself contains arbitrary linear combinations of such binomials with polynomial coefficients. Also, observe that any w ∈ ker A with integer coordinates may be written as w = u − v, where u and v are in N n , and hence w corresponds to the binomial
Proof. We will show that I A is contained in I (X A ) with a computation.
contains Im ϕ A , it must also contain X A = Im ϕ A , which is the smallest variety containing Im ϕ A . Therefore, f ∈ I (X A ).
Next, we will show that every element of I (X A ) is in I A . Let U be the set of all polynomials in I (X A ) that are not in I A . Define x a to be greater than x b in lexicographic order if the first nonzero coordinate of a − b is positive. That the lexicographic order is a well-ordering on monomials in
k is a polynomial, we define its leading term to be c i x a i , where x a i is the lexicographically greatest monomial that appears with nonzero coefficient in f . If U is not empty, then let f be an element of U with the minimum leading term.
Since
Without loss of generality, assume that the leading term of f is x u , so that the coefficient of the leading term is 1. If we expand f (ϕ A (t)), we will see a term of the form t Au . Since this term cancels when we simplify, there must be at least one term of the form γ t Av with Au = Av in the expression. Now
Notice that the leading term of g is lexicographically smaller than the leading term of f as we have gotten rid of our original leading term x u , and we have not introduced any additional monomials since x v appeared with nonzero coefficient in f . If g is in U , then we have contradicted the minimality of our choice of f . If g is not in U , then neither is f , which is again a contradiction. Therefore, U must be empty and I (X A ) ⊆ I A , and the theorem is proved.
The matrices that correspond to our four examples are listed below:
We do not generate I A P 2 as, for example, x 1 x 3 − x 2 x 4 is in I A P 2 , but is not in the ideal generated by the three binomials associated to our basis for ker A P 2 . We can see that the vector corresponding to this binomial is (0, 1, −1, 1, −1, 0) = (1, −1, −1, 1, 0, 0) − (1, −2, 0, 0, 1, 0) and that this does not correspond to operations that we can perform on the binomials. Similarly, I A P 3 requires three generators, which is more than 2 = dim ker A P 3 . In general, the binomials corresponding to a basis for ker A may not generate all of I A , although we can always form a set of binomial generators from some finite subset of ker A.
However, dim ker A P 4 = 1, and we can show that I A P 4 has a single generator. Proof. We know from Theorem 3.2 that I A P 4 is generated by binomials of the form
where u − v ∈ ker A P 4 and both u and v have nonnegative integer coordinates.
In the next section we will define an action on X P and use this action to find the points obtained upon taking the Zariski closure of Im ϕ P .
THE TORUS ACTION. The algebraic torus
is a group under coordinatewise multiplication. If g = (g 1 , g 2 ) and t = (t 1 , t 2 ) are in T , then g · t = (g 1 t 1 , g 2 t 2 ), and we can define an action of T upon itself via multiplication. Given
We can extend this action to the ambient projective space by setting g · [x 0 : x 1 : · · · :
The variety X P is closed under this group action since I (X P ) is generated by binomials of the form f (x) = x u − x v , where A P u = A P v, and for any
. In this section we describe the action of T on the image of ϕ P and its extension to an action on X P . Through the decomposition of X P into its orbits, we will see the significance of the polygon P.
Example 4.1 (The unit triangle P 1 ). We have the map ϕ(t) = [1 :
We claim that the action is transitive on the image of ϕ P 1 . Indeed, suppose that [1 : . Therefore, all of the points in the image of ϕ P 1 are in the same torus orbit. This is exactly the set of points in P 2 with no coordinate equal to zero.
In general, the image of ϕ P is always an orbit of the torus action on P n , and the point It is possible to show that each of the other orbits of X P has a distinguished representative whose homogeneous coordinates may be chosen to be 0s and 1s. Therefore, to find the points in X P that are not in Im ϕ P , it suffices to determine which points of P n with homogeneous coordinates just 0s and 1s are in X P . These distinguished orbit representatives arise as limits in a special way. We define a 1-parameter subgroup of the torus T by choosing λ ∈ Z 2 and letting the corresponding subgroup of T be {λ(t) = (t λ 1 , t λ 2 ) | t ∈ C * }. The orbit representatives that we seek all have the form lim t→0 ϕ P (λ(t)) for some λ. The proof of this fact follows from Proposition 3.2.2 in [3] . For more on this correspondence the reader may also wish to consult Section 2.3 of [5] . Example 4.2. Table 1 shows some limits lim t→0 ϕ P 1 (λ(t)) for various choices of λ ∈ Z 2 . Table 1 . Limits of 1-parameter subgroups in which both coordinates of λ are nonnegative.
The reader may check that several 1-parameter subgroups may give rise to the same limit point in this procedure. For example, if λ = (λ 1 , 0) where λ 1 is a positive integer,
So far, all of the new limit points that we have introduced have a 1 in the leading coordinate. Suppose now that we take λ = (−1, 0). Then
Roughly speaking, if λ has a negative coordinate, taking a limit of the image of the corresponding 1-parameter subgroup allows us to take limits as our torus coordinates t 1 and t 2 go to infinity. We may augment Table 1 with the three additional rows in Table 2 . Table 2 . Limits of 1-parameter subgroups in which λ may have negative coordinates.
The torus acts on these limit points, and the orbits of these distinguished limit points are also in X P 1 . We see that in fact X P 1 = P 2 .
Example 4.3 (The big triangle).
We use the same 1-parameter subgroups of the torus to compute limit points of ϕ P 2 . Each limit point in Table 3 represents an orbit of the torus action on X P 2 . The points with only one nonzero coordinate must be fixed by the torus action, and hence represent orbits consisting of a single point. The point in which every coordinate is nonzero has orbit equal to the image of ϕ P 2 . Table 3 . Limit points of 1-parameter subgroups in X P 2 . In this example, X P 2 is not all of the target space, so it remains to be seen that we have found all of the possible limit points. This can be done by partitioning the set of all λ ∈ Z 2 according to lim t→0 ϕ P 2 (λ(t)). Figure 4 illustrates a partition of the plane into three 2-dimensional cones, three 1-dimensional cones, or rays, and a set containing a 0-dimensional cone at the origin. It is easy to see that if λ is in the first quadrant, then lim t→0 ϕ P 2 (λ(t)) = [1 : 0 : 0 : 0 : 0 : 0]. We will check one other 2-dimensional cone to give the reader the flavor of the computations that arise. Consider the cone in which λ 1 > λ 2 and λ 2 < 0. We have ϕ P 2 (λ(t)) = [1 : t To help the reader see what is going on more generally we will do one more example and leave the final variety X P 4 for the reader to explore as an exercise. Table 4 contains a representative of each orbit of the torus action on X P 3 . Table 4 . Limit points of 1-parameter subgroups in X P 3 .
Example 4.4 (The trapezoid).
We have one 2-dimensional orbit, four 1-dimensional orbits, and four 0-dimensional orbits. As in the examples above, the 0-dimensional orbits consist of points with precisely one nonzero coordinate. In this example, there are three orbit representatives with precisely three coordinates equal to zero. Their orbits are points of the form [0 :
: 1], and [1 : 0 : g 2 : 0 : 0]. Hence, we see that these three orbits are projective lines minus 0 and ∞. We see that the orbit of the point with two coordinates equal to zero is the parabola [1 : g 1 : 0 : 0 : g To generalize what we have seen in the examples above, notice that if we translate rays perpendicular to the edges of the polygons and pointing inward to the origin, they partition the plane into 2-dimensional cones. For example, in Figure 5 we can see that the rays drawn in Figure 4 are the inward-pointing normal vectors of the polygon P 1 .
If λ lies along a ray, then the orbit of the limit of the image of λ(t) is a point. If λ lies in a 2-dimensional cone lying between two rays, then the orbit of the limit of the image of λ(t) is a curve. Thus, we see that the orbits of X P fit together in a way that corresponds to how faces of P fit together. If P is a d-sided polygon, then X P is the union of d fixed points, each corresponding to a vertex of P, d 1-dimensional orbits corresponding to the edges of P, and one 2-dimensional orbit which corresponds to the interior of P. The Zariski closures of two 1-dimensional orbits meet in a point if and only if the corresponding edges in P meet at a vertex. In fact, if X P is a smooth surface, the number of points, counted according to certain multiplicities, in the intersection of any two curves in X P may be computed by writing the curves as linear combinations of 1-dimensional orbit closures as in Theorem 4.1.3 in [3] . For more general statements and proofs, see §5.1 of [6] , Chapter 3 of [5] , or Chapter 2 of [3].
PROJECTIVE GEOMETRY.
In this section we introduce a third perspective that helps us to see how our examples are related to one another using maps defined in terms of homogeneous coordinates on P
2
. This perspective is the most classical, and appears in [8] and [9] .
We wish to define a map α :
if λ = 0, α is well-defined. This map α is the quadratic Veronese embedding of P 2 , and its image is called the Veronese surface.
We will show that Im α = X P 2 . If z 0 = 0, then [z 0 : z 1 : z 2 ] = [1 :
], and if z 1 and z 2 are also nonzero then [1 :
is a point in the torus embedded in P
. Restricting α to the torus, we have Table 5 we see that these three lines map to the remaining orbits of X P 2 under the torus action discussed in Example 4.3. Therefore, we see that Im α = X P 2 . The coordinates of α formed a basis for the space of quadratic forms in variables z 0 , z 1 , and z 2 . We now explore what happens if we try to form a map from P As the map β is not defined at [0 : 0 : 1], we should not expect its image to be a Zariski closed set. As in the previous example, we can restrict to the torus embedded in P 2 to see that Im ϕ P 3 ⊂ Im β. If we can show that Im β is contained in X P 3 , which is the smallest variety containing Im ϕ P 3 , then the Zariski closure of Im β must also be X P 3 .
When we defined X P 3 as the closure of a map from (C * )
, we saw that we added limit points falling along four curves. Three of these curves are in the image of β. Indeed, from Table 6 we see that the images of the coordinate axes in P Table 6 . The image of points on coordinate lines in P 2 under β.
Since Im ϕ P 3 ⊂ Im β ⊂ X P 3 , we conclude that Im β = X P 3 . The variety X P 3 has a fourth 1-dimensional orbit whose points have the form [0 : 0 : 1 : t : 0]. These points are in Im β but not Im β. We may interpret the variety X P 3 as a copy of P In this way, we can see that X P 4 is P 2 blown up at two points with the line joining them blown down.
For a more classical take on the surface X P 4 as the blowup of P 2 at two points with the line joining them blown down, see Examples 7.11 and 7.22 in [8] . Its realization as P
is treated in Remark 2 in §5 of Chapter 2 of [14] , several examples in [8] , and Exercise 2.15 in [9] .
DETERMINANTAL VARIETIES.
Each of the the three varieties X P 2 , X P 3 , and X P 4 is defined by a nontrivial ideal in the homogeneous coordinate ring of projective space. The construction in §4 applies to every toric variety, but these three varieties have ideals that admit another description which has many applications in algebraic geometry.
We begin with a preliminary definition. Proof. The first matrix is obtained by deleting the bottom row from the matrix in Theorem 6.3, and the second is obtained from the first by deleting the middle column. Thus, both matrices still come from multiplication tables, and we can see that these multiplication tables correspond to our maps ϕ P 3 and ϕ P 4 .
In fact, in each case, the ideal generated by the 2-minors of the appropriate matrix is the ideal I X P i , but to prove this would take us too far afield for X P 2 and X P 3 . We saw that I X P 4 is generated by x 0 x 3 − x 1 x 2 in Proposition 3.3.
WHERE NEXT?
If you wish to read more about the four surfaces appearing in this article, they appear in the literature as the projective plane P 2 , the Veronese surface, the rational normal scroll S 1,2 (or the Hirzebruch surface, F 1 , or the blowup of P 2 at a point), and the Segre embedding of P The book of Cox, Little, and O'Shea [2] is an excellent undergraduate text that introduces algebraic geometry with an emphasis on computation. Chapter 1 of [2] contains an introduction to affine varieties at the undergraduate level. Other introductory texts are Hassett's book [10] and the book [16] of Smith et al.
A standard first text at the graduate level is the text by Shafarevich [14] . To become well acquainted with the classical examples in algebraic geometry, the reader may wish to study Harris's text [8] , in which many important examples, including Segre varieties, Veronese varieties, and rational normal scrolls, are examined from several different points of view. Anyone who wishes to become a professional algebraic geometer will have to become well versed in the material in Hartshorne's book [9] . Chapter 1 of [9] contains a concise and very readable introduction to algebraic geometry that is roughly at the level of [14] . Chapters 2 and 3 of Hartshorne's book lay out the theory of schemes and cohomology and require considerable background in commutative algebra. Definition 2.2 is a special case of the definitions that appear in Chapter 5 of [6] and Chapter 4 of [18] . Chapter 5 of the text written by Gelfand, Kapranov, and Zelevinsky [6] has a concrete and concise introduction to toric varieties that is similar to the point of view taken in this article. Miller's short introduction to toric varieties in [12] gives yet another point of view and was inspirational in preparing this article. The reader further interested in computation and toric varieties may wish to read Sturmfels's book [18] . One may manipulate toric varieties on computers with specially designed software, for example with the NormalToricVarieties package [15] written by Smith for Macaulay 2 [7] or with the Toric varieties package [1] written by Braun and Novoseltsev for Sage [17] .
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