A monitored system consists of a core system and its monitor. A core system follows a general life time distribution, but its state, good or not good, cannot be observed directly. In order to infer the state of the core system, we use the information from the monitor whose states are stochasticalIy related to the states of the core system. Using its information, we make the maintenance policy for the core system so as to minimize the total expected cost incurred by a sequence of actions. This paper shows the conditions under which an optimal maintenance policy for the above model has the form of a control limit policy. Also, a numerical example where the life time of the system follows a
Introduction
Stochastic: decision models with complete state observation have been investigated by many authors ( [1] , [8] , [9] ), etc.). Derman [3] and Hatoyama [5] formulate the problems as Markovian decision processes (MDP's), and show that an optimal policy has a simple form called a control limit policy under some conditions [6] .
Stochastic: decision models with uncertain information have also been investigated by several authors ( [4] , [11] , [12] , etc.) under the assumption that the internal state of the system is known with certainty by "inspection".
Models with uncertain information where inspection does not necessarily reveal the true state of the system are worthwhile to consider in many practical applications. MDP's with the above property are often called partially observable Markov processes ( [13] , [15] ), or MDP's with incomplete state observation ( [10] , [14] ). In this paper, however, we use the term monitored system or system with a monitor instead. Here the state of a monitor is observable but it does not describe the state of the system deterministically, but only stochastically. Toward the direction of this approach, Sawaragi and Yoshikawa [14] developed as "Condition 110nitoring System" or "Machine Diagnosis Technique by
Censor". Nowadays, moni toring is often necessary and very important for the maintenance of the complex systems such. as aircrafts.
Therefore in this paper, we consider a monitored system where the transition of the states of th,~ system may depend on its age. We show that under some conditions, the optimal policy has the form of a control limit policy.
Model Description of the Monitored System
Consider a system which takes one of two underlying states -° (good) and 1 (failure), these states we call internal states of the core system. Its transition from good to failure follows some failure distributions. But we are not permitted to observe the internal state of the core system directly.
What we can do is to obtain the information on its internal state from the socalled "monitor", and to infer the internal state from the state of the monitor.
We assume that the monitor has a finite number of states and can be always observed, and the states of the monitor are stochastically related to the internal states of the core system. Moreover, the states of the monitor, {0,1,2,' .. , £ }, are ordered in such a way that a higher number shows a higher probability of a failure of the core system. Observing the states of the monitor, what we must consider is when to replace the core system. If we take action "replace", then the core system is renewed and returns to a good state. On the other hand, if we take ac:tion "keep", the core system continues to operate, and the transition of the internal state occurs according to its failure distributions. After the transition of the internal state, we observe the state of the monitor to infer the internal state. From this information and the history up {aO(keep), al(replace)} is a set of actions.
{O, 1, 2, ... } is a set whose element represents the age of the core system. Here we define a unit of the age (a period) as the time needed for the monitor to censor the internal state of the core system.
Transition of the system of age t follows P(t) E Pr(S I STA) , t E T,
where XY means a Cartesian product of X and Y, and Pr(X I Y) is a set of all conditional probabilities on X given Y.
6)
The state of the monitor is stochastically related to the internal states of the core system. Its conditional probability is given by Q E Pr(M IS).
7)
ri>o E <!> is the initial information, ,,,here <!> is a set of the states of the whole system.
8)
As costs, we consider a replacement ,~ost R, an operating cost L per unit period, and a breakdown cost D per unit period.
If we take action a l (replace), then a replacement cost R is incurred, and a new system with age 0 is installed at the beginning of the next period.
If we take action aO(keep) , then an operating cost L is charged per unit period. Furthermore, if we take action a O in case the core system has been failed already, then a breakdown cost D is added per unit period (see Table   1 ).
We assume that all cost, transition probabilities and conditional probabilities are known and that all costs are bounded and non-negative. Furthermore, if the transition probability of the core system can be assumed to be independent of its age t E T, the data H on the whole system, i.e. H = Bayes' theorem [13] . However in the case where the transition probability depends on t £ T, the above reduction is incomplete and we must take (g, t) £ GT -~ as a state of the whole system. Here we define the posterior probability g £ G as the probability that the core system is in failure.
According to the above definitions, the transition probability p(t) on the internal states of the core system of age t is given by, r(t) (2.1)
where (i, j)-th element of P(t) represents Pr(St+l = j I St = i), and r(t)
A(t) is a failure rate of the core system. St is the internal state of the core system at age t £ T. Mt' G t and At can be introduced similarly. Condi tional probability Q on the state of the monitor is given by
where the element qi' represents Pr(M = j I S = i)
for any t £ T. Here we assume that Q :ls independent of the age t £ T of the system and that the number of stateB of the monitor is 9-+ 1.
Then if we take action aO(keep) at age t £ T, using Bayes' theorem, the posterior probability is calculated as (2.3) Pr(St+l
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Also the probability that the monitor ShO"'S state m when the age of the core system is t + l is (2.4)
Let V[g, t] denote the tonal expected cost incurred when an optimal policy is employed, given that the whole system starts in state (g, t) e: <I> and future costs are discounted by a factor S. Then V[g, t] is the unique solution of
In the next section, we show that if the failure rate A (t) of the core system is IFR, the optimal policy has the form of a control limit policy, and the state space <I> is divided into two r,~gions. It is remarkable that we need not consider the condition on a conditional probability Q of a monitor.
Here we notice that a non-randomized stationary rule is obtained as the unique solution to (2.5) , since all costs are bounded and action space is finite [2] .
3. Control Limit Policy with Respect to II10nitored System.
In this section we discuss an optimal maintenance policy for a monitored
system. An important and interesting point in preventive maintenance is whether an optimal maintenance policy has a simple form or not. For example, we speak of a control limit policy as the policy where the system is replaced if and only if its condition is worse than some critical value.
If an optimal policy is known to possess this simple type of policy, it is very convenient for the maintenance of the system. In the following, we give some conditions under which a control limit policy is optimal.
First we show that under the following Condition 1, the cost function
is a monotone non-decreasing function in both g and t.
Conditi on 1. Here we notice that Condition 1 (a) implies Condition 1 (c) (see Appendix).
Thus in the following discussion Condition 1 (c) can be omitted from Condition From (i) and (ii), the result is obtaIned. Proof 
0
Therefore three cases will happen on the partition of the state space <!> (see Fig. 1 ).
00
,r- The following discussion is devoted to pre.sent a necessary or a sufficient condition for each of the above three cases.
Remarks.
, then an optimal action for (1, 00) E <!> is a l (replace). In this case the condition of Theorem is satisfied, and an optimal policy has the form of a control limit policy with two regions as in Fig. 2 . 
Concluding Remark
In th is paper, we show the condi ti on under which an op t imal main tenance policy has the form of a control limit policy. It is noticeable that the qOi qO' condition on th,O! conditional probabilitie~; of a monitor, --~ ~ (O':::_i,:?j~£), qli -qlj --can be neglected by reordering the states of a monitor. So in case where a core system has two states, the condition we must consider is only on a failure rate A(t) of the core system.
But some conditions on a monitor would be required for the ordering of the states of a monitor where a core system has more than two states, which will be a future topic to be studied. 
