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Abstract: An Analytical Band Monte Carlo model was used to investigate 
the temperature dependence of impact ionization in InAs. The model 
produced an excellent agreement with experimental data for both avalanche 
gain and excess noise factors at all temperatures modeled. The gain exhibits 
a positive temperature dependence whilst the excess noise shows a very 
weak negative dependence. These dependencies were investigated by 
tracking the location of electrons initiating the ionization events, the 
distribution of ionization energy and the effect of threshold energy. We 
concluded that at low electric fields, the positive temperature dependence of 
avalanche gain can be explained by the negative temperature dependence of 
the ionization threshold energy. At low temperature most electrons 
initiating ionization events occupy L valleys due to the increased ionization 
threshold. As the scattering rates in L valleys are higher than those in Γ 
valley, a broader distribution of ionization energy was produced leading to a 
higher fluctuation in the ionization chain and hence the marginally higher 
excess noise at low temperature. 
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1. Introduction 
Detection of weak infrared light is essential to a wide range of applications. While many of 
these applications, e.g. optical communication systems (1.3 and 1.55 μm) and range-finding 
(1.55 μm), utilize near infrared light, there are others that rely on longer wavelengths. Some 
of the examples are atmospheric gas sensing (1.55 and 2.1 μm) and radiation thermometry of 
“cold” manufacturing processes, where temperatures below 100 °C need to be monitored (1.0 
to 5 μm) [1]. It is well known that when the optical signal is weak, external amplification 
through electronic circuits can add significant noise, degrading the overall signal-to-noise 
ratio of the systems. Using a light detector that offers internal amplification without adding 
much associated noise will significantly reduce the negative impact of circuit noise. 
Avalanche Photodiodes (APDs) are often the detectors of choice when they are designed to 
provide internal gains through impact ionization in the semiconductors without adding 
significant noise. Unfortunately in most semiconductor materials the impact ionization 
process in the APD does introduce some noise because impact ionization is a stochastic 
process, resulting in a distribution of gain values around the mean gain, M. The associated 
noise is usually characterized by the excess noise factor, F. 
Established infrared APD technologies include Separate-Absorption-Multiplication 
(SAM) APDs using InGaAs absorbers (such as InGaAs/InP SAM APDs and InGaAs/InAlAs 
SAM APDs) and HgCdTe APDs. The former can only respond to light with wavelength up to 
1.6 μm and are not commercially available in array formats, thus are inappropriate for many 
applications. The majority of HgCdTe APDs are sensitive to light with up to ~4.5 μm 
wavelength, and can cover most applications. They also exhibit very low F at large M, and are 
available in focal plan array format (so high-sensitivity imaging is possible) [2]. However the 
costs of HgCdTe APDs are much higher than those of InGaAs-based SAM APDs and their 
commercial availabilities are restricted to a handful of manufacturers. 
In the past few years, the semiconductor material Indium Arsenide (InAs) has emerged as 
an alternative avalanche material for very low noise infrared APDs, following reports of 
desirable avalanche gain and excess noise behaviors that are highly similar to those of 
HgCdTe APDs. The key desirable attributes are appreciable gains at < 10 V [3] and very low 
excess noise factor (≤ 2) at large gains of 10 to 30 [4,5]. Given that InAs APDs are still in a 
comparatively early stage of technology development, research efforts have so far been 
focused on experimental studies, as evidenced by the most recent publications being on 
studies into leakage currents [5,6] in InAs APD. However, realistic simulation of impact 
ionization in InAs will help to explain some of the unusual impact ionization behaviors, such 
as reduced gain for a given reverse bias when temperature decreases [6,7]. 
To date there has been little reported work on modeling of impact ionization in InAs; this 
is due to the lack of detailed knowledge of material parameters and, until fairly recently, 
limited experimental data. Bude and Hess [8] have previously used a Full Band Monte Carlo 
Model to study GaAs, InP, InAs and InGaAs, however the majority of the parameters used for 
InAs were determined from extrapolation of the InGaAs values. Satyanadh et al. [9] have also 
simulated impact ionization in InAs using an Analytical Band Monte Carlo (ABMC) and 
calculated the impact ionization rates from the transfer matrix. However there was no 
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experimental data to verify the simulated results. In this work, we present an InAs ABMC 
with three valleys in the first conduction band that accurately simulate electric field 
dependence and temperature dependence of the impact ionization coefficient for electrons, α. 
For most relatively wide bandgap materials, in which impact ionization occurs when 
electrons have energies several times the bandgap, a Full Band Monte Carlo model is required 
for the modeling. However, in InAs experimental data has shown that ionization mainly 
occurs at low fields, where carriers are still residing in the first conduction band. More 
critically, to retain the desirable low excess noise factors, InAs APDs should be operated at 
fields below 70 kV/cm [7]. The first contribution from this work is to study the occupancy 
probability of hot electrons at such low fields and at different temperatures so that operating 
conditions to retain low excess noise can be identified. 
In InGaAs, impact ionization has been observed at low electric fields with a weak 
dependence on electric field [10]. This behavior has been attributed to the very gradual 
increase in the ionization rate with energy, which is due to the limited density of states in the 
Γ valley [8,11]. This behavior has been modeled using an ABMC simulation [12] and has 
shown good agreement with experimental data, including positive temperature dependence of 
electron ionization coefficient at low electric fields. For these reasons, we have adopted the 
ABMC to model the temperature dependence of gain and excess noise in InAs, which is the 
main contribution of this work. 
2. Model 
The model was implemented according to detailed descriptions in [13]. The conduction band 
is approximated by a spherical minima, with the electron transport described by one Γ valley, 
four equivalent L valleys, and three equivalent X valleys. In the model, each carrier moves 
through the lattice under the influence of the electric field and experiences many scattering 
events. The scattering mechanisms incorporated are polar phonon, acoustic phonon, ionized 
impurity, intra-valley acoustic, inter-valley, and impact ionization scattering. Most of the 
model parameters at room temperature, which are summarized in Table 1, were taken from 
[14] except for the energy band gap of X valleys from [15]. The scattering rates have been 
calculated using Eqs. (3) to (8) from [14], where the polar phonon scattering rate has been 
calculated using an exact density of final states, the acoustic phonon scattering rate was 
determined via experimental fitting and the intervalley rate is calculated using an “effective” 
deformation potential. For the calculation of impact ionization scattering rate we have used a 
Keldysh-like rate where we have removed the factor of two as described by Harrison [9]. 
Temperature dependence of the InAs bandgap is [16] 
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where Ei is the electron initial kinetic energy, and Eth is the ionization threshold energy, which 
is in turn assumed to be energy band gaps of Γ, L, or X valleys, depending on the valley 
occupied by the initiating electron. We believe this to be a valid assumption as ionization in 
InAs occurs at significantly lower electric fields, implying lower ionization threshold 
energies, than wide bandgap materials such as Si and GaAs. Therefore we have assumed the 
minimum energy required for ionization is defined by the bandgap in each valley. In our 
model, the temperature dependence of the impact ionization rate is assumed to be entirely 
dependent on the temperature dependence of Eth, and hence the temperature dependence of 
the energy bandgaps of the Γ, L, and X valleys. Due to the lack of information on temperature 
dependence of energy band gaps of the L, and X valleys, they are assumed to follow the same 
behavior as band gap of Γ as described by Eq. (1). 
When an electron has experienced an impact ionization event, the remaining energy is 
distributed equally between the three carriers (two electrons and a hole) and the final electron 
states are chosen randomly between the available valleys. Since the electron ionization 
coefficients, which have been obtained experimentally for InAs at 300 [4] and 77 K [7], are 
defined as the inverse of the mean distance between successive impact ionization events, they 
can be obtained from the model after running a statistically meaningful number of trials. 
Table 1. InAs parameters used in 3-valley Analytical Band Monte Carlo model. 
Valley-dependent material parameters
Material parameter Energy band
Γ L X 
Electron effective mass (m*/mo) 0.031 0.286 0.643 
Band non-parabolicity (eV−1) 2.20 0.45 0.46 
Energy band gap (wrt valence band, eV) 0.356 1.146 2.206 
Number of equivalent valley 1 4 3 
Intervalley deformation potential ( × 108eV/cm)  
From Γ N/A 5.59 6.35 
From L 5.59 6.35 5.59 
From X 6.35 5.59 3.36 
Intervalley phonon energy (meV)  
From Γ N/A 17.45 19.23 
From L 17.45 19.23 17.45 
From X 19.23 17.45 19.26 
 
Bulk material parameters
Material parameter Value
Lattice constant(Å) 6.04
Longitudinal speed of sound (cm/s) 4.280 × 105
Low frequency dielectric constant 15.15
High frequency dielectric constant 12.75
Density (g/cm3) 5.67
Electron acoustic coupling (eV) 5.8
3. Results and discussion 
As described above, at 300 K, the impact ionization scattering rate of our model was adjusted 
to fit the reference data by Ker et al. [17]. After obtaining agreement with the 300 K reference 
data we performed simulations using our AMBC at temperatures ranging from 77 to 300K. 
For a given temperature, other than the ionization threshold energy, no other parameter in the 
model was altered. The ABMC results are compared to the reference data in Fig. 1 for the 
temperatures ranging from 77 to 300 K. There is good agreement between the AMBC results 
and the reference data at all temperatures, demonstrating our AMBC’s ability to accurately 
describe the physical processes within an InAs APD. 
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 Fig. 1. Avalanche gain versus reverse bias of a 3.5 μm thick InAs p-i-n diode at different 
temperatures from the ABMC (lines) and the reference data (symbols). 
Observing Fig. 1, the avalanche gain decreases as the temperature decreases. This is 
opposite to the behaviors in wide bandgap semiconductors such as GaAs and Si, where the 
avalanche gain increases as the temperature decreases, because reduced phonon scattering 
results in more hot carriers and therefore more impact ionization events. 
The model was also used to simulate the temperature dependence of the excess noise in 
InAs APDs. A comparison of our results with the reference data (from [17]) is shown in Fig. 
2. The previously reported experimental data did not show any clear temperature dependence. 
The simulated data while broadly agreeing with the experimental results does show a weak 
negative temperature dependence, i.e. the excess noise increases slightly as the temperature 
decreases. The absence of this temperature dependence in the experimental data is most likely 
due to the small magnitude of the change and the associated difficulties in performing 
measurements to this level of accuracy. It may also be the case that the inclusion of an 
improved temperature dependence of the scattering rates may also reduce the small 
discrepancies between the modeled and predicted excess noise. However this has not been 
considered here due to the lack of experimental data for scattering parameters such as 
intervalley coupling constant and phonon energy. 
 
Fig. 2. Excess noise factors as a function of avalanche gain at different temperatures with 
experimental data shown in symbols and simulated values given by the lines. 
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In narrow bandgap materials, significant impact ionization can occur at energies as low as 
the ionization threshold [8]. This may lead to the impact ionization being heavily influenced 
by the value of the ionization threshold energy. 
We proposed that the large Γ-X and Γ-L valley separation energies of InAs result in hot 
electrons populating the Γ and predominantly bottom of the L-valleys. This coupled with the 
significance of ionization threshold energy could cause the temperature dependence of 
avalanche gain to be dominated by the temperature dependence of the ionization threshold 
energy. 
To verify our proposed explanation for the positive temperature dependence of the 
avalanche gain, the distribution of electrons between the Γ, L and X-valleys in the ABMC was 
analyzed as functions of electric field and temperature. The percentages of carriers occupying 
the different valleys are shown in Fig. 3(a) at 300 and 77 K, with a magnified region for the 
population of the X-valleys in Fig. 3(b). At 300 and 77 K, throughout the electric fields 
considered, the vast majority of the electrons are found in the Γ and L-valleys. 
The values inputted into the model for the valley separations are not known 
experimentally and there has recently been a larger value for the L-valley to Gamma-valley 
reported [18] than we have used here. However when we repeat our simulations with these 
higher values we observe the same temperature effects as reported here, with our conclusions 
still remaining valid. An increased valley separation does alter the occupation of the valleys 
(Fig. 3), with a decreased L-valley population. A larger valley separation will increase the 
confinement of hot carriers in the low scattering environment in the Γ-valley resulting in an 
increase in the ionization events in the Γ-valleys. 
 
Fig. 3. (a) Percentages of carriers populating the different valleys as a function of electric field, 
and (b) magnified plot for the X-valley, at 300 (closed symbols) and 77 K(open symbols) . 
 
Fig. 4. Number of ionization events as a function of ionization energy at 300 (closed symbols) 
and 77 K (open symbols), at an electric field of 20 kV/cm. 
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To further identify which parts (high or low) of the Γ and L-valleys the ionizing electrons 
occupy, one could analyze the distributions of energy of the ionizing electrons, which are 
shown in Fig. 4, for 300 and 77 K. In these graphs the energy is measured relative to the 
conduction band minimum at the Γ point. At 300 K, the vast majority of the ionizing electrons 
are found in the Γ-valley and the bottom of L-valleys, with negligible contributions from X-
valleys. At 77 K, although there are more carriers occupying the L and the X-valleys than 
those at 300 K (Fig. 3), the vast majority of the ionizing electrons are still those found in the Γ 
and the bottom of L-valleys, as observed from Fig. 4. 
As the influence of Eth is the strongest in the relatively low scattering environment in the 
Γ-valley and at the bottom of L-valleys, we can expect the temperature dependence of Eth to 
dominate over that of phonon scattering, as we proposed earlier. Since Eth increases with 
reducing temperature, leading to fewer impact ionization events, we can expect reduced 
avalanche gain. 
We now turn our attention to the slight increase in excess noise factor as the temperature 
decreases. The increased Eth is expected to increase the significance of dead space effects, 
which usually leads to lower excess noise, but we do not observe such trend here (Fig. 2). 
From Fig. 4 as the temperature decreases from 300 to 77 K, the energy distribution broadens 
(with a higher occupancy of L and X-valleys). Concomitantly this higher-phonon-scattering 
environment will introduce greater fluctuations in the ionization process, negating the dead 
space effects, so resulting in an increased excess noise at lower temperatures. Nevertheless, 
this is not expected to affect the performance of InAs APDs, as the excess noise factors for a 
wide range of gains at 300 and 77 K remains very low (< 2). 
The values of α calculated from the ionization rate by the ABMC model are shown in Fig. 
5 at temperatures of 300 and 77 K. The 300 K data agrees with the previously reported values 
[4]. At a given electric field α decreases with temperature. This behavior is a direct result of 
the temperature dependence of the ionization threshold energy. 
In Fig. 5 for both temperatures two distinct regions can be observed. For electric fields > 
20 kV/cm, α increases with field, by ~one order of magnitude between 20 and 70 kV/cm. 
Such an increase in α is similar to the behavior observed in other semiconductor materials 
such as GaAs. For electric fields < 20 kV/cm a much less rapid change with electric field is 
observed. This behavior is predominantly caused by the very small effective mass of electrons 
in the Γ-valley leading to low density of states. Therefore at low electric fields the number of 
states available to impact ionization events is limited. Once the electric field has become 
sufficiently large (> 20 kV/cm), carriers increasingly occupy the L-valleys, which have a 
higher density of states, leading to a stronger dependence of α on electric field. To illustrate 
the origin of this behavior we have also simulated the dependence of α with electric field in 
InAs at 300 K, but using GaAs electron’s effective mass instead of that of InAs (with all other 
parameters unchanged). The results, shown as the dashed line in Fig. 5, exhibit the trend 
similar to that in GaAs and other wide band gap semiconductors, i.e. α increases rapidly with 
electric field over a wide electric field range. 
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 Fig. 5. InAs electron ionization coefficient versus reciprocal electric field at 300 and 77 K. 
Results obtained using large electron effective mass are shown in dashed line. 
4. Conclusions 
We have developed an ABMC model to investigate the temperature dependence of impact 
ionization in InAs. The model can produce an excellent agreement with the experimentally 
derived multiplication data at all temperatures through the temperature dependence of the 
ionization energy threshold and bandgap. The simulated avalanche gain shows a positive 
temperature dependence while the simulated excess noise factor has a negative dependence. 
We have explained the avalanche gain behavior in terms of the electron population of the 
different valleys. Majority of impact ionization occur in the Γ and L valleys, so temperature 
dependence of ionization threshold energy dominates over temperature dependence of phonon 
scattering. However the excess noise is more strongly influenced by a broad distribution of 
hot carriers at low temperatures. As discussed previously the small discrepancy between the 
simulated and measured excess noise may be due to the experimental uncertainty as well as an 
absence of validated data for the temperature dependence of parameters such as intervalley 
coupling and phonon energy. We have also used this model to investigate the temperature and 
electric field dependence of the electron ionization coefficient. We have attributed the low 
field dependence of α to the low effective mass of electrons in InAs, which gives rise to a low 
density of states that limits the increase of impact ionization events with field. 
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