Abstract. In this paper we construct a class of new irreducible modules over the untwisted affine Kac-Moody algebras g, generalizing and including both highest weight modules and Whittaker modules. The necessary and sufficient conditions for two such irreducible g-modules to be isomorphic are also determined. These modules allow us to obtain a complete classification of irreducible g-modules on which the action of each weight vector in n + is locally finite, where n + is the locally nilpotent subalgebra (or positive part) of g.
Introduction
Affine Lie algebras are the most extensively studied and most useful ones among the infinite-dimensional Kac-Moody Lie algebras. Their representation theory is as rich as, and quite different to that of finitedimensional simple Lie algebras. One difference is that, affine Lie algebras have irreducible weight modules containing both finite and infinite-dimensional nonzero weight spaces, that cannot happen in the finite-dimensional case. In the present paper we will construct irreducible modules over affine Kac-Moody Lie algebras that do not have counterpart for finite-dimensional simple Lie algebras.
Let g be a finite dimensional simple Lie algebra. We use g to denote the corresponding untwisted affine Kac-Moddy Lie algebra and let g = [ g, g] .
The integrable highest weight modules were the first class of representations over affine Lie algebras being extensively studied, see [K] for detailed discussion of results and further bibliography. In [C] Chari classified all irreducible integrable weight modules with finite-dimensional weight spaces over the untwisted affine Lie algebras. V. Chari and A. Pressley, [CP2] , then extended this classification to all affine Lie algebras. The results of [C] and [CP2] state that every irreducible integrable weight module is either a highest weight module or a loop module; in particular, the study of loop modules was initiated. Some more general results on weight irreducible modules over untwisted affine Lie algebras g were obtained in [Li] .
In the 1990's, V. Futorny began a comprehensive program studying weight modules over arbitrary affine Lie algebras by taking nonstandard partitions of the root system; that is, partitions which are not equivalent under the Weyl group to the standard partition into positive and negative roots (see [DFG] ). For affine Lie algebras, there are always only finitely many equivalence classes of such non-standard partitions (see [F4] ). Corresponding to each partition is a Borel subalgebra, and one can form representations induced from one-dimensional modules for these Borel subalgebras. These modules, often referred to as Verma-type modules, were first studied by Jakobsen and Kac [JK] , and then by Futorny [F3, F4] . Results on the structure of Verma-type modules can also be found in [Co, F1, FS] . For a nice exposition of Futorny's program, see [F5] .
Very recently, a complete classification for all irreducible weight modules with finite-dimensional weight spaces over affine Lie algebras were obtained in [DG] . Naturally, the next important task is to study irreducible weight modules with infinite-dimensional weight spaces and irreducible non-weight modules. Besides the irreducible modules constructed in [CP3] , a class of irreducible weight modules over affine Lie algebras with infinite-dimensional weight spaces were constructed in [BBFK] . A complete classification for all irreducible (weight and nonweight) modules over affine Lie algebras with locally nilpotent action of the nilpotent radical were obtained in [MZ] . In the paper [Chr] , some irreducible non-weight modules, called imaginary Whittaker modules, were constructed. The usual Whittaker modules were also studied in [CFGZ] . The present paper is to classify irreducible modules over untwisted affine Lie algebras g on which the action of each weight vector in n + is locally finite (not necessarily locally nilpotent), where n + is the locally nilpotent subalgebra (or positive part) of g, and construct some new irreducible weight g-modules.
The paper is organized as follows. In Sect.2, we recall some basic notations and results for later use. In Sect.3, we construct a class of new modules over untwisted affine Lie algebras g and study their properties (see Theorem 3.3). These modules are in general non-weight modules. More precisely, let g be the derived subalgebra of g, E be a nontrivial irreducible evaluation g ⊗ C[t, t −1 ]-module (such modules were classified in [CP2] and a more general case was obtained in [L] ), and W be an irreducible highest weigh g-module or an irreducible Whittaker gmodule. Then we prove that the g-module Ind g g (E ⊗ W ) is irreducible. In Sect.4, we study the properties of g-modules V on which the action of each weight vector in n + is locally finite (not necessarily locally nilpotent). In Sect.5, we characterize these irreducible g-modules on which the action of each weight vector in n + is locally finite using our results in Sect.3. They are precisely the irreducible modules (E(λ λ λ, a) ⊗ V (γ)) [d] and (E(λ λ λ, a) ⊗ W (η)) [d] with E(λ λ λ, a) being finite dimensional (see Theorem 5.3), which are special examples of the irreducible modules we constructed in Sect.3. In Sect.6, we determine the necessary and sufficient conditions for two such irreducible g-modules to be isomorphic.
Throughout this paper, we denote by Z, N, Z + and C the sets of integers, positive integers, nonnegative integers and complex numbers respectively. All vector spaces and Lie algebras are over C. For a Lie algebra G, we denote its universal enveloping algebra by U(G) and the center of G by Z(G).
Notation
pre Let g be a finite dimensional simple Lie algebra of type X l over C. Denote its triangular decomposition by g = n − ⊕ h ⊕ n + , where h is a given Cartan subalgebra of g and n ± are maximal nilpotent subalgebras of g. Let σ be a diagram automorphism of g. The order r of σ is 1, 2, or 3 (r can be 2 for X l = A l , D l , E 6 and r can be 3 for X l = D 4 .) Denote the eigenspace decomposition of g with respect to σ by g = r−1 i=0 g i , where we put
For any vector subspace V of g, denote V ∩ g i by V i . For example, n i,± = n ± ∩ g i and h i = h ∩ g i . Then g 0 becomes a simple Lie algebra with h 0 as its Cartan subalgebra, see ( [K] ).
Let us recall the definition of the affine Lie algebra g associated to the pair (g, σ) .
which is called a (twisted) loop Lie algebra. Let d be the degree derivation t d dt acting on L r (g). Then L r (g)⊕Cd possesses a natural semidirect Lie algebra structure. As a vector space, we define g by
Its Lie algebra structure is defined by
where K is central in g, and (x|y) is the Killing form of g. When r = 1, g is called a untwisted affine Lie algebra and in the other cases (r = 2, 3), g is called a twisted affine Lie algebra. For convenience, we denote the subalgebra g := L r (g) ⊕ CK.
i.e., the set of nonzero weights of h 0 on g i . Then, for α ∈ ∆ i we can write g i,α = Ce i,α , because dim g i,α = 1 (see [K] ). Now we can describe the root system and the root space decomposition of g with respect to h = h 0 ⊕ Cc ⊕ Cd as follows:
where δ is the standard imaginary root andk = i if k ∈ rZ + i for some i = 0, 1, . . . , r − 1. The set of positive roots of g is
where ∆ 0,+ is the positive roots of g 0 corresponding to n 0,+ . Now we have
and the standard triangular decomposition
where the meaning for n − is obvious. For the subalgebra g we can define similar notation only by replacing h withĥ = h + CK. Using the triangular decompositions, we can define highest weight modules and Whittaker modules over g and g.
highest weight Definition 2.1. Let γ : H → C be a linear map and V be a G-module.
(1). A nonzero vector v ∈ V is called a highest weight vector with highest weight γ if xv = γ(x)v for all x ∈ H, and n + v = 0. (2). The module V is called a highest weight module with highest weight γ over G if it is generated by a highest weight vector with highest weight γ.
It is well known that irreducible highest weight modules are determined uniquely by its highest weight. So we denote by V (γ) the irreducible highest weight module with highest weight γ.
Whittaker Definition 2.2. Let η : n + → C be a nonzero Lie algebra homomorphism and W be a G-module.
(1). A nonzero vector v ∈ W is called a Whittaker vector of type η if xv = η(x)v for all x ∈ n + . (2). W is called a type η Whittaker module for G if it is generated by a type η Whittaker vector.
We say that Lie algebra homomorphism η : n + → C is nondegenerate if η(e i ) = 0 for each Chevally generator e i of n. It was shown in [CFGZ] that when η is degenerate but nonzero, the irreducible Whittaker module over g of type η is unique up to some central character. So we denote by W (η) the unique irreducible Whittaker module of type η in this case. While when η is non-degenerate, the uniqueness of irreducible Whittaker module over g of type η is unknown (although we strongly believe so). In this case we denote by W (η) an irreducible Whittaker module of type η by abuse of language. As one can see, the situation is the same for Whittaker modules for g.
Constructing new modules
In this section we construct a class of new modules over untwisted affine Lie algebras g and study their properties. So we assume that r = 1.
Let C m be the set of all vectors a = (a 1 , · · · , a m ) ∈ C m with all a 1 , · · · , a m being nonzero and pairwise distinct. Take a ∈ C m and set f a (t) = (t − a 1 ) · · · (t − a m ). It is well-known that the quotient Lie algebra
, denoted by L a (g), is the direct sum of m copies of g and hence is semisimple.
we have iso Lemma 3.1. For any k ∈ N, we have the following canonical isomorphism of vector spaces
Proof. This is the composition of the following obvious isomorphisms:
The above lemma is very similar to Prop.1.4(b) in [CP3] .
m where h * is the dual space of h, let us first recall from [CP1] the evaluation module E(λ λ λ, a) over g ⊗ C[t ±1 ]. Let V (λ i ) be the irreducible highest weight module over the finite-dimensional simple Lie algebra g with highest weight λ i . The action on the module E(λ λ λ, a) =
Thus we can consider the weight vectors and weight spaces of E(λ λ λ, a) with respect to the Cartan subalgebra h ⊗ (
⊕ CK, and we can regard E(λ λ λ, a) as a module over L a (g) ∼ = g/Ann(E(λ λ λ, a)). Moreover, we have E(λ λ λ, a) ∼ = E(λ λ λ,ā), wherē λ λ λ andā are obtained by removing the entries λ i and a i with λ i = 0 from λ λ λ and a respectively.
Proof. Let W be a nonzero g-submodule of E(λ λ λ, a) ⊗ L and take any nonzero element w ∈ W . We can write w = n i=1 v i ⊗ u i for some nonzero v i ∈ E(λ λ λ, a) and nonzero u i ∈ L. Fix one such expression for w with n minimal. We see that v 1 , v 2 , ..., v n are linearly independent.
It is well known that any endomorphism of an irreducible module over a countably generated associative C-algebra is a scalar (Proposition 2.6.5 in [D] ). Thus Hom
Therefore from the Jacobson Density Theorem (Page 197, [J]), we know that
) is isomorphic to a dense ring of endomorphisms of the C-vector space E(λ λ λ, a). Then there exists x i ∈ U( g) such that
From the above arguments we know that N = 0. Then for any v ∈ E(λ λ λ, a), u ∈ N and x ∈ L a (g), we deduce that
Noticing that the action of K is central, the lemma follows immediately.
We point out that the statement in Lemma 3.3 for irreducible highest weight module L is quite different from the corresponding result in Theorem 2.2 of [CP3] where the tensor product is not always irreducible.
For any g-module M, we can define an induced g-module
It is easy to see that
Now we can have our new irreducible modules over g.
, we obtain that M (n) is a g-module and
is a g-module isomorphism were we have assumed that M (−1) = 0. Let W be a nonzero g-submodule of M[d] and take a nonzero w ∈ W . There exists n ∈ Z + and w n ∈ M \ {0} such that w ≡ d n w n mod M (n−1) . We take one such w with minimal n. It is enough to show that n = 0. For contradiction we assume that n > 0.
From the irreducibility of M ∼ = M (n) /M (n−1) as g-modules, there exists x ∈ g such that xw n = v λ λ λ ⊗ u 0 , where v λ λ λ is the highest weight vector in E(λ λ λ, a) as a g-module and u 0 is some nonzero element in L. By replacing w with xw we may assume that
We can suppose that v 1 , · · · , v l are linearly independent weight vectors with respect to the action of g, say, each
We can find some
Consequently, W contains the following vector
for all k > k ′ and h ∈ h. If there exists µ µ µ j = λ λ λ, then we can find some h ∈ h and k ∈ N such that
Since only those terms v j ⊗ u j with µ µ µ j = λ λ λ can actually occur on the right hand side of the above formula and all these terms together with v λ λ λ ⊗ u 0 are linearly independent, we have
If all µ µ µ j = λ λ λ = 0, we can find some h ∈ h and k ∈ N such that m i=1 a k i λ i (h) = 0 and hence
. This is a contradiction to the choice of w. So n has to be 0, i.e.,
Taking L to be the 1-dimensional trivial g-module in Theorem 3.4, we obtain the following
We can generalize Theorem 3.3 and Theorem 3.4 to the following theorem which will be used in the next section.
which induces a a g-module isomorphism
Let W be a nonzero submodule of M[d] and take a nonzero w ∈ W . Suppose that w ∈ W ∩ M (n) . Then we can write w as
are linearly independent for each j. Without loss of generality, we may assume that all these v j,i are weight vectors when we view E(λ λ λ, a) as an L a (g)-module, say, each v j,i has the weight µ µ µ j,i . We note that there exists
If n = 0 and l 0 = 1 the result is clear from (3.1) and (3.2). Now we fix some n ∈ Z + and l n ∈ N. Suppose that the claim holds for smaller n or for the same n and smaller l n . Case 1. l n = 1.
We may assume n ≥ 1. Take any x ∈ U(g ⊗ t k ′ C[t]) such that xv n,1 = v λ λ λ , the nonzero highest weight vector in E(λ λ λ, a). Then we have xu j,i = 0 for all i = 1, · · · , l j and j = 1, · · · , n and xw ≡ d n (v λ λ λ ⊗ u n,1 ) mod M (n−1) . By replacing w with xw we may assume that
with µ µ µ n,1 = λ λ λ. For any h ∈ h and k ≥ k ′ we can compute that
Then we have the following vector in
for all k > k ′ and h ∈ h. Note that the terms d n−1 (v n−1,i ⊗ u n−1,i ) with µ n−1,i = λ λ λ can not actually occur on the right hand side of the above formula. Now we have that v λ λ λ ⊗ u n,1 and those terms d n−1 (v n−1,i ⊗ u n−1,i ) with µ n−1,i = λ λ λ are linearly independent. Since λ λ λ = 0, there exist h ∈ h and k ≥ k
Case 2. l n ≥ 2 and µ µ µ n,1 = · · · = µ µ µ n,ln .
By Lemma 3.1, we can choose homogeneous element
By induction hypothesis for l n = 1, we have E(λ λ λ, a)⊗
The hypothesis that v n,1 , · · · , v n,ln are linearly independent implies that v n,i = b i v n,1 for all i = 1 and that v n,2 − b 2 v n,1 , · · · , v n,ln − b ln v n,1 are again linearly independent. By induction hypothesis, we get that
Case 3. l n ≥ 2 and not all µ µ µ n,1 , · · · , µ µ µ n,ln are equal. We may suppose µ n,1 = µ n,ln in this case. For any h ∈ h and k ≥ k ′ we can compute that
.
We obtain the following vector in W :
Choosing a suitable h ∈ h and k ≥ k ′ , we have (µ µ µ n,ln −µ µ µ n,1 )(h ⊗ t k ) = 0 in the above expression. Thus we deduce that (E(λ λ λ, a) ⊗ u n,ln )[d] ⊆ W by inductive hypothesis on l n . Consequently, we have (E(λ λ λ, a) ⊗ u n,i )[d] ⊆ W for all i = 1, · · · , l n by the same hypothesis.
From the above claim we see that
It is easy to show that N is a g-submodule of L.
Properties of locally finite modules
Recall that g = n + ⊕h⊕n − is the standard triangle decomposition relative to the Cartan subalgebra h, where n ± = α∈∆ ± g α . We consider the current algebra g ⊗ C[t] and its subalgebra n + = (g ⊗ tC[t]) ⊕ n + . We identify g ⊗ 1 with g. For any f (t) ∈ C[t], we can define an ideal of n + : I(f ) = n + ⊗ f (t) + (h + n − ) ⊗ tf (t) . For any a = 0, we have the following canonical Lie algebra isomorphism canonical_iso canonical_iso (4.1)
for all x ⊗ g(t) ∈ n + with x ∈ g, g(t) ∈ C[t].
local finite Theorem 4.1. Let V be a g-module such that each weight vector in n + acts locally finitely on V . Then V has a finite dimensional nonzero n + -submodule W such that I(f (t))W = 0 for some
Proof. Let δ be the standard imaginary root of g with respect to h. Then g δ ∼ = h ⊗ t is a finite dimensional abelian subalgebra of g. Since g δ is locally finite on V , there is a nonzero vector v ∈ V such that (h ⊗ t)v ∈ Cv for all h ⊗ t ∈ g δ . Take any α ∈ ∆ which is considered as a subset of ∆. We have
for all h ∈ h, x ∈ g α , which implies g α+(k+1)δ ⊆ g δ g α+kδ v + g α+kδ v for all k ∈ Z + . Inductively we have
If g(t) ∈ I α , for any h ∈ h we have
Hence tg(t) ∈ I α , i.e., I α is an ideal of
Then there exists f ∈ C[t] such that I(f )v = 0. Note that t divides f (t), so we may assume that deg(f 2 (t)) = p + 1 ≥ 1. Our result follows from Claim. U( n + )v is a finite-dimensional n + -module.
We know I(f )U( n + )v = 0 since I(f ) is an ideal of n. Take nonzero e α ∈ g α , f α ∈ g −α for all α ∈ ∆ + and let {h 1 , · · · , h l } be a basis of h. Denote deg(x ⊗ t i ) = i for all x ∈ g and i ∈ Z + . Let
) for all i ∈ N. Take s such that deg(x s ) = p and deg(x s+1 ) = p + 1. We know that 1 · · · x rs s v|r 1 + r 2 + ... + r s ≤ q}. We know that W q = W for sufficiently large q. We will show that
It is enough to show that x j w ∈ W q+1 for any j = 1, 2, ..., s. We will do this by induction on q and then on j. For q = 0, it is clear that x j w ∈ W q+1 . Suppose x j w ∈ W q+1 for any w given in (4.2) and any j ∈ N if q < k. Now consider one such w ∈ W q given in (4.2) with q = k.
We write w = x
.., r l ∈ N and r 1 + r 2 + ... + r l = q. Now we use induction on j. If j ≤ i 1 , it is clear that x j w ∈ W q+1 . Now suppose j > i 1 . We have x_j w x_j w (4.3)
Since [x j , x i 1 ]W q−1 ⊆ span{x 1 , x 2 , ..., x s }W q−1 , by induction hypotheses we know that the first term in (4.
Then by inductive hypothesis on j we know that the second term in (4.3) is
for all j and all q. So U( n + )v ⊆ W as desired.
I(t-a) Lemma 4.2. Let a ∈ C, n ∈ N, and let S be a nontrivial finite dimensional irreducible n + -module with I((t − a) n )S = 0. If a = 0 then I(t − a) = Ann(S). If a = 0, then S is 1-dimensional and Ann(S) contains the subspace
Proof. Denote L = n + /I((t − a) n ) for short. We may consider S as an L-module. By Proposition 19.1 in [Hu] , we see that the nilpotent radical Rad(L) ⊆ Z(L) + Ann(S), which implies that any element in Rad(L) acts on S as a scalar. Then we have
, we deduce that Ann(S) contains the following subspace
If a = 0, combining with the fact I((t − a) n ) ⊂ Ann(S) we see that I(t − a) ⊂ Ann(S). Since n + /I(t − a) ≃ g is simple, we must have
If a = 0, we know that L is nilpotent. So S has to be 1-dimensional, and [L, L] acts trivially on S, i.e., Ann(S) contains
Take any a a a = (a 1 , · · · , a m ) ∈ C m and let
There is a canonical Lie algebra isomorphism alg_iso alg_iso (4.4)
). Here and later, we continue to denote by x ⊗ g(t) its image in n + /I(f ) for any x ⊗ g(t) ∈ n + for convenience. Using (4.1) we further have the Lie algebra isomorphism alg_iso2 alg_iso2 (4.5)
∈ n + . Given any Lie algebra homomorphism η : n + → C. We can define a 1-dimensional n + -module Cv η by xv = η(x)v for all x ∈ n + . Note that η(I(t)) = 0 = η([ n + , n + ]) and η is completely determined by its values on α∈Π + g α + g −θ ⊗ t. For any g-modules L 1 , ..., L m , using the isomorphism in (4.5) we can make
for all v i ∈ L i and x ⊗ g(t) ∈ n + . We denote the resulting module by
can be naturally viewed as an n + -module. Here we point out that when η = 0, then Cv η is a trivial n + -module and Cv η makes no contribution to the n + -module S(η;
Let L(λ i ) be the irreducible g-module with highest weight
by S(η, λ λ λ, a a a) for short, where λ λ λ = (λ 1 , · · · , λ m ) and a a a = (a 1 , · · · , a m ). It is not hard to prove that S(η, λ λ λ, a a a) is an irreducibleñ + -module as well as an irreducibleñ + /I(f )-module. If all λ 1 , · · · , λ m are dominant, then S(η, λ λ λ, a a a) is finite dimensional. We also note that when one λ i = 0, this L(λ i ) is a 1-dimensional trivial g-module and hence makes no contribution to the n + -module S(η, λ λ λ, a).
∈ C m and a 0 = 0. Let S be an irreducible finite dimensional n + -module with I(f )S = 0. Then S ∼ = S(η, λ λ λ, a a a) for some Lie algebra homomorphism η : n + → C and λ λ λ = (λ 1 , · · · , λ m ) with each λ i ∈ h * being dominant. Moreover, if n 0 = 0 then η = 0 and I(f ) ⊆ Ann(S); and if n 0 = 0 we have
Proof. Denote L = n + /I(f ). We regard S as an L-module. In a similar isomorphism as in (4.4):
Suppose i = 0. By Lemma 4.2, we see that I(t − a i )L i = 0 and
Note that the above space contains I(t) and also annihilates S. Recalling that I(t − a i )S = 0 for all i = 0, we can regard S as an
Let η be the composition of η 0 π f and the canonical projection n + → n + /I(f ). If n 0 = 0, then have L 0 = 0 and hence η = 0. Thus S is of the form S (η, λ λ λ, a a a) .
The last statement in the lemma is obvious.
Classification of locally finite irreducible modules over untwisted affine Kac-Moody algebras
In this section we will obtain the complete classification of irreducible g-modules on which each weight vector in n + acts on the modules locally finitely.
Let
.., a m ) ∈ C m , and let η : n + → C be a Lie algebra homomorphism. We will denote by W (η) an irreducible Whittaker g-module with Whittaker function η if η = 0. For any γ ∈ĥ * , we denote by V (γ) the irreducible highest weight g-module with highest weight γ.
Let S = S(η, λ λ λ, a) and f a = m i=1 (t − a i ). Then I(tf a )S = 0, and I(f a )S = 0 if additionally η = 0. Recall from (4.4) that
Let π i be the projection from n + /I(f a ) to g (i) = n + /I(t − a i ) which is isomorphic to g for all i = 1, · · · , m. We identify n + /I(f a ), which can be viewed as an ideal of n + /I(tf a ), with g m . Then regarded as an n + /I(f a )-module, S is an irreducible highest weight module with highest weight λ λ λ ∈ (h * ) m . We consider the induced g-module
and the induced g-module
Let Cu η be the 1-dimensional n + -module such that xu η = η(x)v η for all x ∈ n + . Then we have the induced g-module M(η) = Ind
If η = 0, M(η) is the universal Whittaker module with Whittaker function η. Recall that the irreducible g-module E(λ λ λ, a) is defined before Theorem 3.3.
phi-iso Lemma 5.1. M (η, λ λ λ, a) ∼ = E(λ λ λ, a) ⊗ M(η) as g-modules.
Proof. Regarding E(λ λ λ, a) as an n + -module, we have the canonical n + -module isomorphism ϕ : S(0, λ λ λ, a) → E(λ λ λ, a). We also have the canonical n + -module isomorphism
Since E(λ λ λ, a) ⊗ u η can generate the whole g-module E(λ λ λ, a) ⊗ M(η), we have an induced g-module homomorphism
Using the induction on l ∈ Z + , we can easily deduce the following claim. Claim. For any x ∈ U( b − ) l , l ∈ Z + and v ∈ S(0, λ λ λ, a),
Noticing that ϕ is an isomorphism, we see E(λ λ λ, a)⊗ , λ λ λ, a) ) from the claim. Then by induction we can obtain that E(λ λ λ, a) ⊗ M(η) ⊆ ϕ( M (η, λ λ λ, a)), that is, ϕ is surjective. Now take nonzero v ∈ S(0, λ λ λ, a) and
If x l = 0, then x l u η and elements in l−1 i=0 U( b − ) i u η are linearly independent, impossible. So we have x l = 0 and inductively x i = 0 for all i = 0, 1, . . . , l. As a result x = 0 and ϕ is injective. We conclude that ϕ is an isomorphism.
As a result of Lemma 5.1, we have a g-module isomorphism
Lemma 5.2. Let η : n + → C be a Lie algebra homomorphism, and M(η) be the universal Whittaker module over g.
(1). If η = 0, then any irreducible quotient module of M(η) is an irreducible Whittaker g-module of type η. (2). If η = 0, then any irreducible quotient module of M(η) is an irreducible highest weight module V (γ) over g with some highest weight γ ∈ĥ * .
Proof. Part (1) is clear. Now suppose η = 0, and W is an irreducible quotient g-module of M(0). Consider the induced h-module
If W is irreducible, using Theorem 1 in [MZ] we know that W is an irreducible highest weight g-module which is a contradiction to the fact that the action of d is free on W . So W is not irreducible. Let X be a nonzero proper g-submodule of W and let w = d n ⊗ w n + d n−1 ⊗ w n−1 + ... + w 0 ∈ X with w i ∈ W and w n = 0. We take one such w that n is minimal. For any x ∈ g, k ∈ Z and l ∈ Z + , by computing d l (x ⊗ t k )w ∈ X and noticing that W is an irreducible g-module we see that for any v ∈ W there is an element
Thus there is a maximal g-submodule Y of W that contains X and intersects W trivially. Then
is a nontrivial irreducible g-module for some s ∈ Z + . Using Theorem 1 in [MZ] we know that W /Y is highest weight g-module. Hence W is a highest weight g-module. Part (2) follows.
Using the above two lemmas, we give the characterization of irreducible g-modules such that the actions of elements n + are locally finite.
char Theorem 5.3. Let V be an irreducible g-module on which the action of each weight vector in n + is locally finite. Then V is isomorphic to one of the following g-module:
(1). an irreducible highest weight module V (λ) for some λ ∈ h * ;
(2). an irreducible Whittaker module W (η) for a nonzero Lie algebra homomorphism η : n → C; (3). (V (γ)⊗E(λ λ λ, a)) [d] for some γ ∈ĥ * , a ∈ C m and λ λ λ ∈ (h * ) m \{0} with all λ i dominant, where V (γ) is the irreducible highest weight module over g; (4). (W (η) ⊗ E(λ λ λ, a))[d] for a nonzero Lie algebra homomorphism η : n + → C, a ∈ C m , and λ λ λ ∈ (h * ) m \ {0} with all λ i dominant.
Proof. By Theorem 4.1, V has a finite-dimensional n + -submodule and hence an irreducible finite-dimensional n + -submodule, say S. If this S is one-dimensional, we see that V is a highest weigh g-module or an irreducible Whittaker g-module. Otherwise, by Theorem 4.1 and Lemmas 4.2 and 4.3, this irreducible n + -submodule is isomorphic to S(η, λ λ λ, a) for a Lie algebra homomorphism η : n + → C, a ∈ C m , and λ λ λ ∈ (h * ) m with all λ i dominant and at least one nonzero. Then we know that V is an irreducible quotient of the g-module M (η, λ λ λ, a) = Ind
The theorem follows from Lemmas 5.1 and 5.2.
Remark 5.4. From Lemmas 5.1, 5.2 and theorem 5.3, we know that the induced g-module M (η, λ λ λ, a) has infinitely many non-isomorphic maximal submodules (even up to a given central character).
Isomorphism classes of irreducible g-modules
In this section we determine the necessary and sufficient conditions for two irreducible modules of the form (E(λ λ λ, a)⊗V (γ)) [d] or (E(λ λ λ, a)⊗ W (η))[d] to be isomorphic, where η : n + → C is a nonzero Lie algebra homomorphism, a ∈ C m , λ λ λ = (λ 1 , ..., λ m ) ∈ (h * ) m \ {0}. We have assumed that V (γ) is the irreducible highest weight g-module of highest weight γ and W (η) is an irreducible Whittaker g-module. This together with the fact M = U( g)u implies that l u ′ ≤ l u for all u ′ ∈ M and hence l u = l u ′ for all nonzero u, u ′ ∈ M. Then (6.1) yields ϕ(xu) = xv lu = xϕ(u). As a result, ϕ is a nonzero g-module homomorphism and hence an isomorphism between g-modules M and M ′ .
iso_E ot L Lemma 6.2. Let λ λ λ ∈ (h * ) m \ {0}, λ λ λ ′ ∈ (h * ) m ′ , a ∈ C m , a ′ ∈ C m ′ , and let L, L ′ are g-module such that for any w ∈ L and w ′ ∈ L ′ we have (g ⊗ t k C[t])w = (g ⊗ t k )w ′ = 0 for some k ∈ N depending on w, w ′ . Then E(λ λ λ, a) ⊗ L ∼ = E(λ λ λ ′ , a ′ ) ⊗ L ′ if and only if E(λ λ λ, a) ≃ E(λ λ λ ′ , a ′ ) and L ∼ = L ′ .
Proof. We know that both E(λ λ λ, a) and E(λ λ λ ′ , a ′ ) are irreducible gmodules. Let ϕ : E(λ λ λ, a) ⊗ L → E(λ λ λ ′ , a ′ ) ⊗ L ′ be a g-module isomorphism. Fix any nonzero v ∈ E(λ λ λ, a), w ∈ L. Let
where v i ∈ E(λ λ λ ′ , a ′ ), w i ∈ L ′ such that w i 's are linearly independent. We may also assume that each v i = 0. Choose any k ∈ N such that (g ⊗ t k C[t])w = (g ⊗ t k C[t])w i = 0 for all i. Note that tphi2 tphi2 (6.2)
Then ϕ(u ⊗ w) = ϕ 1 (u) ⊗ w ′ , ∀ u ∈ E(λ λ λ, a).
Applying x ∈ g to both sides we deduce that ϕ(x(u ⊗ w)) = ϕ(xu ⊗ w) + ϕ(u ⊗ xw) =ϕ 1 (xu) ⊗ w ′ + ϕ(u ⊗ xw) = (xϕ 1 (u)) ⊗ w ′ + ϕ(u ⊗ xw) = x ϕ(u ⊗ w) = (xϕ 1 (u)) ⊗ w ′ + ϕ 1 (u) ⊗ xw ′ i.e., ϕ(u ⊗ xw) = ϕ 1 (u) ⊗ xw ′ . Thus we have a vector space homomorphism ϕ ′ : L → L ′ such that ϕ(u ⊗ w) = ϕ 1 (u) ⊗ ϕ ′ (w), ∀ u ∈ E(λ λ λ, a), w ∈ L.
Applying x ∈ g to both sides we deduce that ϕ ′ (xw) = xϕ ′ (w) for all x ∈ g and all w ∈ L. That is, ϕ ′ : L → L ′ is a nonzero g-module homomorphism. From the irreducibility of both modules, we obtain that ϕ ′ is an isomorphism, i.e., L ≃ L ′ .
Note that the necessary and sufficient conditions for the isomorphism E(λ λ λ, a) ≃ E(λ λ λ ′ , a ′ ) is well-known. Combine Lemma 6.1, Lemma 6.2 and highest weight representation theory of g, we can deduce the isomorphisms among the irreducible g-modules (E(λ λ λ, a) ⊗ V (γ)) [d] and (E(λ λ λ, a) ⊗ W (η)) [d] .
Theorem 6.3. Let λ λ λ ∈ (h * ) m \ {0}, a ∈ C m , λ λ λ ′ ∈ (h * ) m ′ , a ′ ∈ C m ′ , and let η, η ′ : n + → C be nonzero Lie algebra homomorphisms. 
