Abstract: We prove that every triangle-free planar graph on n vertices with maximum degree three has an independent set with size at least 3 8 n. This was suggested and later conjectured by Albertson, Bollobás, and Tucker.
Introduction
In [1] , Albertson, Bollobás and Tucker showed that every triangle-free 3-regular graph on v vertices has an independent set with size strictly larger than 1 3 v. The lower bound was later improved by Staton [10] (with a shorter proof found later by Fraughnaugh [9] and an even shorter one by the authors [5] ) to 5 14 v for triangle-free graphs of maximum degree at most three. This is tight, because, as noted by Fajtlowicz [3] , the generalized Petersen graph P (7, 2) has 14 vertices, no triangles, and no independent set with size six.
In that same paper, Albertson, Bollobás and Tucker conjectured that every triangle-free planar graph has an independent set with size strictly larger than 1 3 v. This conjecture was proved by Steinberg and Tovey [11] , who showed that every triangle-free planar graph on v vertices has a "non-equitable" 3-coloring, and thus an independent set with size at least 1 3 v + 1. This is tight for an infinite family of planar graphs of maximum degree four, originally found by Jones [8] . For triangle-free 3-regular planar graphs with v vertices, Albertson, Bollobás and Tucker stated that "it seems likely" that there is an independent set with size at least sv, where s > 1 3 might be as large as 3 8 . Later they conjectured that this is indeed true for s = 3 8 . In this paper we prove their conjecture:
Every triangle-free planar graph G of maximum degree three has an independent set with size at least 3 8 V (G) . The constant 3 8 is best possible, even for planar graphs with no cycles of length less than five. We now present to the reader two conjectures which would also imply Theorem 1.1. The first is due to Fraughnaugh and Locke. In [4] , they conjectured that if the assumption of planarity in Theorem 1.1 is weakened to the condition that G has no subgraph isomorphic to one of six fixed (nonplanar) graphs, then G has an independent set with size at least The second conjecture involves generalizing the chromatic number of a graph. The fractional chromatic number of a graph G is the infimum of all a b such that to every vertex of G one can assign a subset of {1, 2, . . . , a} with size b in such a way that adjacent vertices are assigned disjoint sets. It follows that the infimum is attained, because it is the optimum value of a certain linear program with rational data. The linear program is the linear programming relaxation of a certain integer program whose optimum is the chromatic number. It appears that the fractional chromatic number was first introduced in [7] . We conjecture the following.
Conjecture. Every triangle-free planar graph with maximum degree at most three has fractional chromatic number at most 8 3 . This conjecture generalizes Theorem 1.1 in the following way: Let w be an assignment of positive real numbers to the vertices of G, and define w(S) to be the sum of the weights of all vertices in S. If the fractional chromatic number of G is r, then there is an independent set I of G with weight at least 1 r that of V (G); that is, w(I) ≥ 1 r w(V (G)), for some independent set I. Giving every vertex equal weight thus would imply Theorem 1.1.
We remark that Hell and Zhu [6] have proven that if G has no K 4 -minor and is triangle-free, then the "circular chromatic number" of G (which is at least as large as the fractional chromatic number of G) is at most The authors have also conjectured [5] that the fractional chromatic number for triangle-free cubic graphs is at most 
Statement of the Main Theorem
We will prove Theorem 1.1 by induction. In order to make our induction argument work we prove a stronger statement, Theorem 2.1, which we now introduce. Intuitively, vertices of degree less than three should make it easier to find a large independent set, and so one would expect a stronger result for graphs with vertices of degree less than three. Ideally, we would like to prove that every triangle-free planar graph G of maximum degree at most three has an independent set with size at least 3 8 V (G) + 1 24 3 V (G) −2 E(G) . The quantity 3 V (G) − 2 E(G) , called the deficiency of G, measures how close the graph G is to being 3-regular and is always non-negative. The reason for the constant 1 24 is that it makes it possible to prove, using the argument of Lemma 6.3 , that a minimal counterexample has girth at least five.
Unfortunately, this is false, but were able to find a way to cope with the counterexamples. There are two kinds of counterexamples to the stronger version: very bad ones, and moderately bad ones. The very bad ones are a subset of what we call "link graphs." Luckily, it can be shown that no link graph L is a subgraph of a minimal counterexample to Theorem 1.1, for otherwise L "links" together two pieces of a smaller counterexample. Thus we only prove the stronger version for graphs not containing link graphs. The moderately bad counterexamples fail the stronger version only by a small amount, and so it suffices to add an additive correction factor for each component of G that is a moderately bad counterexample. Those will be called "difficult" graphs (as in [5] ). Actually, there is a third kind of counterexample, called Kayak, which falls somewhere in between link graphs and difficult graphs, which can be treated as either of the two. We chose to treat it in the same way as link graphs, because that way some of the lemmas are easier to state.
We need some definitions in order to state Theorem 2.1. All graphs in this paper are finite and have no loops or multiple edges. By a block we mean a graph G such that G\v is connected for every vertex v ∈ V (G). A block of a graph G is a maximal subgraph of G that is a block. A graph is 2-connected if it is a block on at least three vertices.
Suppose that a triangle-free planar graph G with maximum degree three has a vertex v 2 of degree two, both of whose neighbors v 1 and v 3 have degree three, and the rest of the vertices of degree two in G induce a matching with size two. Suppose further that the graph H = G \ {v 1 , v 2 , v 3 } has exactly one cut-edge e, and let D 1 and D 2 be the components of H \ e. Lastly, suppose that either v 1 is adjacent to two vertices of Finally, suppose that a triangle-free planar graph G of maximum degree three has a vertex y 2 of degree two, one of the neighbors y 1 of y 2 has degree two, and the other neighbor y 3 has degree three. Suppose further that the graph D = G \ {y 1 , y 2 , y 3 } has exactly five vertices of degree two, and that every vertex of G with degree two in G has exactly one neighbor which is also a vertex of degree two in G. Then we will call G a 3-augmentation of D. (See Figure 3. )
Figure 3. A 3-augmentation of D
A triangle-free planar graph G of maximum degree three will be said to be a difficult block if it is isomorphic to a pentagon (a cycle of length five), a sum of two smaller difficult blocks, or an 8-augmentation of a smaller difficult block. A graph G will be said to be difficult if every component of G \ F is a difficult block, where F is the set of all cut-edges of G. Given a graph G, we define λ(G) to be the number of components of G which are difficult.
A triangle-free planar graph with maximum degree three will be said to be a link graph if it is a 3-augmentation of a difficult block or an 8-augmentation of a smaller link graph.
A graph H will be said to be a forbidden graph if it is a triangle, a link graph, or Kayak, the graph shown in Figure 4 . Lastly, a graph G will be said to be valid if it is planar, has maximum degree at most 3, and has no subgraphs which are forbidden graphs. Note that Kayak has an independent set with size six disjoint from its vertices of degree two; this will allow a simplification of the proofs of some of the lemmas that follow. Now we can state our main result:
Every valid graph with n vertices and e edges has an independent set with size at least
The remainder of this paper is devoted to the proof of Theorem 2.1. For the remainder of this paper, we will let G be a minimal counterexample, that is, a valid graph that does not satisfy the conclusion of Theorem 2.1, such that any valid graph with strictly fewer vertices than G satisfies Theorem 2.1. Section 3 establishes some useful properties of difficult graphs and link graphs, whereupon it will be shown that Theorem 2.1 actually implies Theorem 1.1.
We will then proceed in a series of lemmas to establish some properties of G. The first of these are in Section 4 and are trivial reductions; i.e., G is connected, is not a difficult graph, and has minimum degree at least two. In Section 5, we show that vertices of degree two occur in adjacent pairs, and each such pair is in the vertex-set of some pentagon. Now the real progress begins. We show in Section 6 that G has girth at least five, and in Section 7, it is shown that G is 3-regular; as a result, G has lots of facial pentagons. In Section 8, we show that G does not have three pentagons that pairwise intersect in an edge and all of which share exactly one vertex. In section Section 9, we show that G has no pentagon and hexagon which share exactly one edge, and in section Section 10, we show that no two pentagons share exactly one edge. Using these facts in Section 11, we show that the existence of G produces a contradiction, and this completes the proof of Theorem 2.1.
We will use standard graph theory terms unless otherwise noted; see [2] , for example. Given an independent set I in a graph G, we will let N G (I) be the set of all vertices adjacent to some vertex in I; when the graph G is implied, we will omit the subscript. Given a set X of vertices of G, δ G (X) will denote the set of all edges with exactly one end in X. Again, we will omit the subscript when the graph is implied; we will also let δ(H) = δ(V (H)) if H is a subgraph of G. The set N (I) is often called the boundary of I, and δ(X) the coboundary of X.
Di cult Graphs and Link Graphs
We start with the proof of some useful properties of difficult graphs and link graphs. A difficult block D will be said to be k-accessible if it has k vertices of degree two which are incident to a common face in some planar embedding of D. We will also define b(D) to be the number of difficult blocks of a difficult graph D. A big set of a difficult graph D will be an independent set with size at least . We now present some elementary facts about difficult graphs. Lemma 3.1. Let D be a difficult block. Then: Figure 5 ), which is a sum of two pentagons; (iv) The graph D has exactly five vertices of degree two and none of degree strictly less than two, and hence D has precisely (vi) For every pair of nonadjacent vertices u, v of degree two of D, there is a big set I such that the vertices of degree two in I are also in {u, v}; and (vii) If D is not a pentagon, then the vertices of degree two induce a matching with size two and one isolated vertex. Figure 5 . The Graph G 4
Proof : The proof is by induction on the number of vertices in D. We only prove (iii); the proofs of the other statements are straightforward but lengthy. Suppose that D is a sum of two difficult blocks D 1 and D 2 , and suppose further that D is 4-accessible. Let X be the set of four vertices of D of degree two that are incident with a common face. It follows that
We deduce that both D 1 and D 2 are 5-accessible, and hence both are pentagons by (ii). Since D is planar, triangle-free, and has maximum degree three, we deduce that D is isomorphic to G 4 , as desired. It is easy to see that if D is an 8-augmentation of a difficult block, then D is not 4-accessible. Proof : This follows from Lemma 3.1(iv) and Lemma 3.1(v) by induction.
We will define a big set for a link graph L to be an independent set of L with size at least
(Note that no graph can be both a difficult block and a link graph by Lemma 3.1(iv) and Lemma 3.3(iii); hence the size of a big set is well-defined.) A vertex of degree two in a link graph will be called a linking vertex . We present some elementary properties of link graphs:
(ii) For every linking vertex w of L, there is a big set I w of L such that w is the only linking vertex of L in I w ; (iii) The graph L has exactly four vertices of degree two and Proof : The proof follows by induction on V (L) , using Lemma 3.1. We only prove (iv); the other statements are easy.
If L is a 3-augmentation of a difficult block D, and there is a planar embedding violating (iv), the embedding also implies that D is 5-accessible (and thus a pentagon, by Lemma 3.1(ii)); but because G is triangle-free, G must be isomorphic to a unique graph (Λ 0 , shown in Figure 6 ) which satisfies (iv). If L is an 8-augmentation of another link graph, the argument is straightforward.
We now present two specific link graphs which will show up in the proofs of Lemma 6.3 and Lemma 7.1. Proof : The graph Λ 0 is a 3-augmentation of a pentagon. The graph Λ 1 is a 3-augmentation of a sum of two pentagons. Now we can show that Theorem 2.1 actually does imply Theorem 1.1:
Proof of Theorem 1.1, assuming Theorem 2.1: The proof is by induction on the number of vertices of G. Let G be a triangle-free planar graph of maximum degree three. We may assume that G is connected; otherwise, consider each component of G in turn.
First consider the case where G has no subgraph isomorphic to a forbidden graph. If G is a difficult component, then λ(G) = 1, so Theorem 2.1 implies that G has an independent set with size at least
since every difficult component has at least five vertices of degree two, by Lemma 3.2. If G is not difficult, then by Theorem 2.1, G has an independent set with size at least
n. Now suppose that G has a subgraph L which is a link graph or is Kayak. Suppose the former is the case. Let v 1 , . . . , v 4 be the linking vertices of L. If v i has degree two in G for some i, let I be a big set of L, such that v i is the only linking vertex of L in I; such a set exists by Lemma 3.3(ii). Deleting V (L) and applying induction, we obtain an independent set I ′ . Then I ∪ I ′ is an independent set of G with size at least 3 8 V (G) , as desired. So suppose that v i has degree three in G for all i. Let u i be the neighbor of v i not in V (L) for all i, and without of loss of generality, suppose that v 1 is not adjacent to v 2 . Delete V (L) and add an edge u 1 u 2 to obtain the graph G ′ . This edge is a cut-edge by Lemma 3.3(iv), so G ′ is triangle-free. Furthermore, G ′ has maximum degree at most three and is planar. We apply induction to G ′ to obtain an independent set I ′ and add an independent set I of L such that the only linking vertex of L in I is v 1 (or v 2 , depending on whether u 1 or u 2 is in the independent set of G ′ ). Then I ∪ I ′ is an independent set as desired. This concludes the case where L is a link graph.
The proof of the case where L is isomorphic to Kayak is similar and easier, as no cut-edge needs to be added, and is omitted.
Preliminaries
Lemma 4.1. The graph G is connected, and G is not difficult.
Proof : If G is not connected, then one of its components is a smaller counterexample. If G is a difficult graph, then it has e = We now state a general-purpose induction lemma. Lemma 4.2. Let G ′ be obtained from G by deleting a set X of vertices and (possibly) adding edges, and suppose that G ′ is valid. Furthermore, suppose that every independent set of G ′ can be extended to one of G by adding at least A vertices. Then
Since G is a minimal counterexample, G ′ satisfies Theorem 2.1; hence G has an independent set with size at least
We must have 12A − λ(G ′ ) − 6N + E < 0; otherwise, G would not be a counterexample to Theorem 2.1.
This paper will make extensive use of the notation introduced in Lemma 4.2. In the simplest case, if I is an independent set of a graph, we will let X = I ∪ N (I). Then we will delete the set X and implicitly use Lemma 4.2 to get an immediate lower bound for λ(G ′ ); clearly the smaller graph must also be valid. The next two lemmas will establish an upper bound on λ(G ′ ).
Proof : Let G and D be as stated, X = V (D), k = X , and suppose for a contradiction that δ(X) ≤ 2. Let G ′ = G\X; then by Lemma 3.1(v) every independent set in G ′ can be extended to one in G by adding at least A = Lemma 4.5. Let G ′ be obtained from G by deleting a set X of vertices and adding edges, so that G ′ is planar, triangle-free, and has maximum degree at most three. Let A, N and E be defined as in Lemma 4.2. Suppose L is a subgraph of G ′ such that L is a link graph and G ′ \ V (L) has no subgraph isomorphic to a link graph or Kayak. Let k be the number of linking vertices of L which have degree three in
and adding an edge between two vertices which are adjacent to two non-adjacent linking vertices of L. Then:
Proof : We proceed as in the proof of Lemma 4.2, except that we delete Y = X ∪ V (L) and possibly add an edge. Let us assume that L has ℓ vertices. If k ≤ 3, then there is a linking vertex w of L which has degree two in G ′ . We can find a big set of L which uses only w among the linking vertices of L, so we can extend an independent set of G ′′ by adding an independent set with size A + 3 8 ℓ; also we are deleting N + ℓ vertices and E +
difficult components, which proves (ii).
is a cut-edge by Lemma 3.3(iv). Since every forbidden graph is 2-connected, G
′′ is valid (being G \ Y , with a cut-edge added), so we can apply Lemma 4.2 again. Doing the calculation as above proves (iii). Lemma 4.6. Let G ′ be obtained from G by deleting a set X of vertices and adding edges, such that G ′ is planar, triangle-free, and has maximum degree at most three. Let A, N and E be as defined in Lemma 4.2. Suppose K is a subgraph of G ′ isomorphic to Kayak, such that G ′ \ V (K) has no subgraph isomorphic to a link graph or Kayak. Let k = δ G ′ (K) , and let
Then the graph G ′′ is valid, and
Proof : This follows by an argument similar to and easier than that of Lemma 4.5, using the fact that Kayak has an independent set with size six disjoint from its vertices of degree two.
Lemma 4.7. Let G ′ be obtained from G by deleting a set X of vertices such that δ(X) ≤ 3, followed by adding an edge joining two vertices of G ′ adjacent to X, so that G ′ is planar, triangle-free, and has maximum degree at most three. Let A, N , and E be as in Lemma 4.2. Then 12A − 6N + E ≤ 1, and if equality holds, then G ′ has a component that is a link graph.
Proof : Suppose that 12A − 6N + E ≥ 1. We must now show that equality holds, and that G ′ has the struc-
has a subgraph L isomorphic to a link graph or Kayak. Since G is valid, L includes the added edge, and hence G ′ \ V (L) has no subgraph which is forbidden. Let k and G ′′ be as in Lemma 4.5 or Lemma 4.6, accordingly.
, which (along with our upper bound) implies that k ≤ −1; thus L is a link graph, and by Lemma 4.5,
Again, our upper bound implies that 12A − 6N + E = 1 and k = 0, the latter of which is equivalent to L being a component of G ′ .
Initial Reductions
Lemma 5.1. G has minimum degree at least two.
Proof : Let v be a vertex of degree at most one. If deg v = 0, G is the empty graph on one vertex, and the theorem holds. If v has degree one, let I = {v} and
Lemma 5.2. Let u and v be two adjacent vertices vertices of degree two in G. Then u and v are in the vertex-set of some pentagon of G.
Proof : Suppose that u and v are vertices of degree two which are adjacent. Let t and w be the other neighbors of u and v, respectively. Let G ′ be the graph obtained from G by deleting the vertices X = {u, v} and adding the edge tw, with A = 1, E = 2, and N = 2. If G ′ is triangle-free, then Lemma 4.7 implies that 2 = 12A − 6N + E ≤ 1, a contradiction. Thus G ′ contains a triangle which uses the edge tw. The other two edges of this triangle, along with the edges tu, uv, and vw, form the desired pentagon in G.
Lemma 5.3. In G, every vertex of degree two has exactly one neighbor of degree two.
Proof : First, suppose there are three vertices u, v, w of degree two such that u and w are the neighbors of v. By Lemma 5.2, u and v lie on a pentagon, and this pentagon also includes w. But then the vertex-set P of this pentagon satisfies δ(P ) ≤ 2, contrary to Lemma 4.3.
So now let v be a vertex of degree two, and suppose both its neighbors u and w have degree three. Let X = {u, v, w}, with A = 1, E = 6, N = 3, and δ(X) = 4, so that by Lemma 4.3, we may assume that the vertices of D 1 of degree two in G are non-adjacent. We then find a big set I 1 of D 1 so that these two vertices are the only two of degree two (in D 1 ) in I 1 ; this exists by Lemma 3.1(vi). Then we find a big set I 2 of D 2 avoiding the neighbors of u and w in D 2 (two vertices); this exists by Lemma 3.1(v). Then the set I = I 1 ∪ I 2 ∪ {u, w} is an independent set of G with size at least Thus by Lemma 4.3, exactly three edges in δ(X) are incident with D; the fourth (incident with w, without loss of generality) is incident with a non-difficult component of G \ X. Let L be the subgraph of G induced by the set V (D) ∪ {u, v, w}. Since G is valid, L is not a 3-augmentation of the difficult block D; hence the vertices in D which have degree two in G are non-adjacent. We now let J be the union of a big set of D using only these two vertices among the vertices of degree two in D and {u, w}. Then let Y = J ∪ N (J); Lemma 4.2 then implies that
Before proceeding, it is worth pointing out the fact that the terms involving d in the proof of Lemma 5.3 cancelled is not coincidental; in the proofs of other lemmas, similar terms will cancel as well. 
Again, I 0 ∪ I 1 is as desired. 
Then deg v 5 = 3 by Lemma 6.2, and so A = 2, E = 9, N = 5, and δ(X) = 3, and thus Since G has no subgraph isomorphic to Λ 0 (see Figure 6 ), either v 5 is not adjacent to v 7 , or v 6 is not adjacent to v 8 . From the symmetry we may assume the former.
We claim that both v 5 and v 7 have degree three. To prove this claim suppose for a contradiction that v 5 has degree two. Let v be the neighbor of v 5 of degree two and C 0 a pentagon containing the edge vv 5 ; since v = v 7 we may assume that v is adjacent to v 6 , and hence v 6 has degree three. If v 8 has degree two, then by the statement analogous to (1) applied to v 8 in place of v 5 we deduce that v 7 has degree three. Thus one of v 7 and v 8 has degree three. If v 7 has degree three let I 0 = {v, v 1 , v 3 }; otherwise let I 0 = {v, v 2 , v 4 }. Let X consist of I 0 and all its neighbors, let G 1 = G \ X, and let E = E(G) − E(G 1 ) . It follows that E ≥ 13. (This is a bit tricky to see when v 7 has degree two and v 6 is adjacent to v 8 . But then v 7 has a neighbor u of degree two by Lemma 5.3 and the edge uv 7 belongs to the edge-set of a pentagon by Lemma 5.2, and hence u is adjacent to v 8 . It follows that G is isomorphic to the graph G * in Figure 7 , but this graph satisfies Theorem 2.1, a contradiction.) From Lemma 4.2 we deduce that λ(G\X) ≥ 12·3−6·8+13+1 = 2, contrary to Lemma 4.3, because δ(X) ≤ 4. This proves our claim that both v 5 and v 7 have degree three. 
, and for i = 1, 2 let Y i be the set of all neighbors of I i in V (G ′ ). Thus Y 1 and Y 2 are at most four, and Y 1 ∩Y 2 = 2. We claim the following.
(2) For i = 1, 2, and for every difficult block
To prove (2) it suffices to show, by symmetry, that
. Suppose for a contradiction that Y 1 − {v 8 } ⊆ V (B) for some difficult block B of G ′ . Assume for the moment that the component of G containing B is difficult. Let u, v be such that Y 1 − {v 8 } = {u, v, v 6 }. By Lemma 3.1(iv) the set V (B) − {u, v, v 6 } includes precisely two vertices x and y that have degree two in B. Since the subgraph of G induced by V (B) ∪ {v 1 , v 2 , v 5 } is not a 3-augmentation of B (as it would be a link graph which would be a subgraph of G), we deduce that x, y are not adjacent. By Lemma 5.3, both x and y have degree three in G, and so each of them is adjacent to v 4 , v 7 or to a vertex of a component C of G ′ \ V (B). If one of x, y is adjacent to a vertex of C, then C has a vertex adjacent to v 4 or v 7 by Lemma 4.4. In any case, we conclude (by contracting the edges
and the edges of E(C) if C exists) that B has a planar drawing with all five vertices of degree two incident with the same region. By Lemma 3.1(ii) B is a pentagon. But the neighbors of v 5 are consecutive on the pentagon by planarity, contrary to the fact that G is triangle-free.
If the component of G containing B is not difficult, then consider a difficult component
, so D is a difficult block. Proceeding as above, we obtain a similar contradiction for D. This proves (2).
(3) For i = 1, 2, and for every difficult block
It suffices to prove (3) for i = 1. By (2) and symmetry it suffices to rule out the possibility that {v 6 , v 8 , v} ⊆ V (B), where v is a neighbor of v 5 other than v 1 . So suppose for a contradiction that this is the case. Since G is planar, no difficult block of G ′ other than B contains both a neighbor of v 5 and a neighbor of v 7 . From Lemma 4.3, we deduce that if G ′ has a difficult block other than B in a difficult component, then it has exactly one such block B ′ , and B ′ is adjacent to B and contains two neighbors of v 7 . Thus δ(B) ≥ 4, and hence δ(B) = 5 by Lemma 3.1(iv) and Lemma 5.3. Thus Y 1 ⊆ V (B), contrary to (2) . Thus B is the only difficult block of G ′ (and hence
difficult components, contrary to Lemma 4.4. This proves (3).
To prove (4) suppose for a contradiction that the statement is false, and choose an integer i ∈ {1, 2} such that (i) Condition (4) does not hold for i; and (ii) Subject to (i), the number of vertices of Y i that belong to difficult blocks of G ′ is maximum.
We claim that Y i has at least two vertices in difficult blocks of G ′ . Indeed, otherwise not both elements of Y 1 ∩ Y 2 belong to difficult blocks of G ′ , and hence 3 − i satisfies (i). But δ(D) ≥ 3 for every difficult component D of G ′ by Lemma 4.4, and hence Y 3−i has at least two vertices in difficult blocks of G ′ , contrary to (ii). This proves our claim that Y i has at least two vertices in difficult blocks of G ′ . We may assume that i = 1. Let D be the union of the difficult components of G ′ , and let d = V (D) . By Lemma 6.1, there exists an independent set I in D with size at least
by the above claim. Then every independent set in G\X ′ can be extended to one in G by adding I ∪ I 1 , and so Lemma 4.2 implies that
since λ(D) ≤ 2. Lemma 4.4 implies that G \ X ′ has no difficult components. This contradiction proves (4). Now let B 1 and B 2 be the difficult blocks as in (4) for i = 1, and let B 3 and B 4 be the difficult blocks for i = 2. Then one of B 1 , B 2 equals one of B 3 , B 4 , so we may assume that B 1 = B 4 . Then B 2 = B 3 or B 2 = B 3 ; in either case B 1 , B 2 , and B 3 are the only difficult blocks of G ′ , and there are exactly six edges between X and
, then there is exactly one edge between V (B 1 ) and V (B 2 ), exactly one edge between V (B 1 ) and V (B 3 ), and none between V (B 2 ) and V (B 3 ). Thus Lemma 3.1(iv) implies that V (G ′ ) contains a vertex of G of degree two with both neighbors of degree three, contrary to Lemma 5.3.
If B 2 = B 3 , then there is exactly one edge between V (B 1 ) and V (B 2 ). Thus there are exactly four edges between X and V (B i ) and two between X and V (B 3−i ), for i = 1 or 2; otherwise, a vertex violating Lemma 5.3 is found as in the previous case. This, however, contradicts (3) or makes G nonplanar. Hence, G cannot have a 4-cycle after all.
G is 3-Regular
Lemma 7.1. G is 3-regular.
Proof : By Lemma 5.1, G has minimum degree at least two. Suppose for a contradiction that v 1 is a vertex of degree two. By Lemma 5.3, v 1 has a neighbor of degree two, which will be called v
We now claim the following:
(
Let v 9 be the common neighbor of v 6 and v 8 , v 10 the common neighbor of v 6 and v 7 , and v 11 the common neighbor of v 7 and v 8 .
(2) The vertices v 9 , v 10 , and v 11 are pairwise distinct.
To prove (2), note that if any pair of these vertices are the same, then there is a vertex adjacent to v 6 , v 7 , and v 8 . It is thus sufficient to show that v 9 , v 10 , and v 11 are not all the same vertex.
If this is the case, let u and v be the third neighbors of v 6 and v 7 , respectively. Now fix a planar embedding of G. By symmetry, we may assume that v lies on the opposite side of the cycle v 9 v 7 v 4 v 3 v 6 v 9 from v 6 . Now let G ′ be the graph obtained from G by deleting the vertices v 1 ,. . . ,v 7 ,v 9 and adding the edge uv. No forbidden graphs are created, because uv is a cut-edge of G ′ . Using the terminology of Lemma 4.2, N = 8, E = 12, and A = 3, because an independent set of G ′ can be extended to one of G by adding the vertices v 1 , v 3 , and v 7 , or the vertices v 2 , v 4 , and v 6 . Lemma 4.2 implies that λ(G ′ ) > 0, but we will show that G ′ has no difficult components. ′ must be a difficult block, and λ(G) = 1, contrary to Lemma 4.1. This completes the case when λ(G ′ ) = 1. Next suppose G ′ has a subgraph K isomorphic to Kayak. We will then show that we can do better than Lemma 4.6. First of all, v 7 is not in V (K); if so, then (since it has degree two in G ′ ) v 11 is as well, and consequently, K contains two adjacent vertices of degree two, which is not true for Kayak. Similarly, v 11 is not in V (K), either. Now we will delete the vertices Y = V (K) ∪ {v 1 , . . . , v 11 } from G; here we have A = 4 + 6 = 10, N = 10 + 16 = 26, and E ≥ 12 + 23 + 2 = 37. Since there are at most two edges in δ(Y ), λ(G \ Y ) = 0. (Note that the edge v 7 v 10 is incident with Kayak, and is thus not incident with any difficult components of G \ Y .) Now Lemma 4.2 implies that 0 = λ(G \ Y ) > 12 · 10 − 6 · 26 + 37 = 1, a contradiction, implying that Kayak is not a subgraph of G ′ . Suppose finally that a link graph L (with ℓ vertices) is a subgraph of G ′ . It contains the edge v 10 v 12 , as G is valid. Again, we want to show that an 8-augmentation applied to L produces a graph which is a subgraph of G. For the 8-augmentation construction to be satisfied, the edge v 7 v 11 (or equivalently, v 7 v 10 ) must be an edge of L. Suppose not; then v 10 v 13 is an edge of L, and v 10 has degree two in L and so is a linking vertex of L. Moreover, since v 7 and v 11 have degree two in G ′ (and are not adjacent to v 10 ), they cannot be linking vertices of L, because Lemma 3.3(iv) would be violated. Thus v 7 , v 11 ∈ V (L). Now let w, x, y, and z be the linking vertices of L, with (by Lemma 3.3(v)) wx and yz being edges of L. Note that we may assume that v 10 = w, which makes x one of v 12 or v 13 . Now we will want to delete the set Y = V (D) ∪ {v 1 , . . . , v 9 , v 11 } and possibly add a cut-edge to produce a graph G ′′ . If one of the vertices x, y, z has degree two in G, then we do not add any cut-edges. Our independent set I ′ will be the union of {v 1 , v 6 , v 7 , v 8 } and a big set of L avoiding the vertices w and two vertices among x, y, z such that the third has degree two; also let Y = I ′ ∪N (I ′ ). Then we have A = 4+ A set X of vertices of G will be said to be a connected set if the subgraph of G induced by X is connected. Note that if a connected set X is deleted from G and an edge is added between two vertices which are adjacent to X, the resulting graph is planar and has maximum degree at most three. Now, let X ⊂ V (G) be a connected set, and let us fix a planar embedding of G. Let H be the subgraph of G induced by X. For every face F of H, there is a natural cyclic ordering of the edges in δ(X) that belong to F induced by the facial walk of F. Let e 1 and e 2 be consecutive edges in one of these cyclic orderings, and let v i be the end of e i not in X. If v 1 = v 2 , then we will say that v 1 and v 2 are X-consecutive. Note that if G ′ is obtained from G by deleting a connected set X and adding all edges uv such that u and v are X-consecutive, then G ′ is planar. We now prove the following strengthening of Lemma 4.7.
Lemma 7.2. Let us fix a planar embedding of G. Let X ⊂ V (G) be a connected set, and let G 1 be obtained from G \ X by adding r edges, each of which is a cut-edge of G 1 or joins a pair of X-consecutive vertices of G \ X. Suppose further that G 1 is planar, triangle-free, and has maximum degree at most three. Lastly, let A, N , and E be defined as in Lemma 4.2. Then Proof : For a graph H, let τ (H) = 3 V (H) −2 E(H) , the deficiency of H, mentioned in Section 2. Thus, if H has maximum degree three, then it has at most τ (H) vertices of degree two. We have τ (G 1 ) = δ(X) −2r. Suppose for a contradiction that 1 5 τ (G 1 ) ≤ 12A−6N +E. Then we deduce from Lemma 4.2 and Lemma 3.2 that G 1 is not valid, for otherwise
Thus G 1 has a subgraph L 1 isomorphic to a link graph or Kayak. We assume that L 1 is a link graph, noting that the argument for Kayak is similar, and in fact easier. Let k 1 be the number of linking vertices of L 1 which have degree three in
by adding an edge between two vertices which are adjacent to two non-adjacent linking vertices of L 1 . Since every edge added to G \ X to produce G 1 joins two X-consecutive vertices of G \ X, we deduce from Lemma 3.3(iv) and Lemma 7.1 that k 1 ≥ 2.
If k 1 = 2, then τ (G 2 ) = τ (G 1 ), and if k 1 ≥ 3, then τ (G 2 ) = τ (G 1 ) + 2. Let A 2 , N 2 , and E 2 be the quantities as in Lemma 4.2, but with X replaced by X ∪ V (L). Then the calculation in the proof of Lemma 4.5 shows that
Consequently,
, since we assumed that 1 5 τ (G 1 ) ≤ 12A − 6N + E, and since ⌊x + y⌋ ≤ ⌊x⌋ + ⌈y⌉ for all real numbers x and y. We thus conclude that G 2 is not valid.
Since G 2 is obtained from G 1 \ V (L) by possibly adding a cut-edge, we deduce that G 2 is triangle-free. Thus G 2 has a subgraph L 2 isomorphic to a link graph or Kayak. We repeat the same argument: we obtain a graph G 3 such that, denoting the relevant quantities by A 3 , N 3 , and E 3 , we have
By repeating this argument at most r times, we eventually reach a contradiction. Thus our assumption that Before we do that, we will take care of the case where G has a subgraph isomorphic to a modification of Cluster, to shorten the proofs of the following lemmas.
Thus, the graph shown in Figure 9 is not a subgraph of G. Proof : The vertices v 1 , . . . , v 8 are distinct, because G has girth at least five by Lemma 6.3. We first prove that v 5 = v 9 (and thus v 1 = v 12 ). Suppose for a contradiction that v 5 = v 9 . Let w be the other neighbor of v 6 , and delete the set X = {v 1 , . . . , v 8 } and add the cut-edge v 10 w to obtain the graph G ′ . We then have A = 3 (because we can add one of {v 2 , v 5 , v 7 } and {v 1 , v 3 , v 6 } to an independent set of G ′ ), E = 13, N = 8, δ(X) = 4, which contradicts Lemma 7.2, because G ′ is valid. Consequently, v 5 = v 9 and v 1 = v 12 .
Now let G 1 be the graph obtained from G by deleting X and adding the edges v 9 v 10 and v 11 v 12 . Using the notation of Lemma 4.2, we have A = 3, E = 13, N = 8, and δ(X) = 6. By Lemma 7.2, the graph G 1 has a triangle.
This triangle includes at least one of the edges v 9 v 10 and v 11 v 12 . If it includes exactly one of them, then (i) or (ii) holds accordingly. If it includes both of them, then one of v 9 and v 10 equals one of v 11 and v 12 , and the other member of {v 9 , v 10 } is adjacent to the other member of {v 11 , v 12 }. But v 10 = v 11 by Lemma 6.3, and v 9 = v 11 and v 10 = v 12 by Lemma 8.1. Thus v 9 = v 12 and v 10 is adjacent to v 11 , and (iii) holds, as desired. Figure 11 is not a subgraph of G. . If the former happens, then this vertex has to be u 0 , because otherwise G would contain a triangle or violate Lemma 8.1. If the latter happens, then we deduce that the vertex must be u 3 . We can perform the same analysis by rotating the vertices by a fifth of a circle. We have just proved the following (for i = 0, . . . , 4, where the subscripts are taken modulo 5):
(P i ) One of u i u i+1 and u i+2 u i+3 is an edge of G. Now (P 0 ) implies that u 0 u 1 or u 2 u 3 is an edge of G; we can assume the former by symmetry. Then (P 4 ) implies that u 4 u 0 or u 1 u 2 is an edge of G; we can assume the former by symmetry. Lastly, (P 1 ) implies that u 1 u 2 or u 3 u 4 is an edge of G; we can assume the former by symmetry. Note that this proves that u 0 ,. . . ,u 4 are pairwise distinct and distinct from the vertices v 1 ,. . . ,v 15 .
Finally, we can let I = {v 3 , v 5 , v 6 , v 8 , v 11 , v 13 , u 1 } and X = I ∪ N (I). Using the notation of Lemma 4.2, we have A = 7, E = 30 (using Lemma 6.3), N = 19, and δ(X) = 3, which contradicts Lemma 7.2. Proof : Suppose otherwise. Letting u be the neighbor of v 13 other than v 6 and v 9 , and v be the neighbor of v 7 other than v 4 and v 8 , we may assume by the symmetry between v 7 and v 12 that u and v belong to different components of G \ X, where X = {v 1 , . . . , v 10 , v 13 }. Now we delete the vertices of X and add the edge uv, which is a cut-edge, to obtain the valid graph G ′ . Since A = 4, E = 18, N = 11, and δ(X) = 5, Lemma 7.2 is violated.
Note that Lemma 8.4 prevents part (iii) of Lemma 8.2 from occurring. Lemma 8.5. Let H be a 3-regular graph of girth five, and let . . . , u −1 , u 0 , u 1 , . . . and . . . , v −1 , v 0 , v 1 , . . . be two doubly infinite sequences of (not necessarily distinct) vertices of H such that for all integers i, the neighbors of u i are u i−1 , u i+1 and v i , and the neighbors of v i are v i−2 , v i+2 and u i . Then there exists an integer p ≥ 5 (p ≥ 10 if p is even) such that u i = u i+p , v i = v i+p , and the vertices u 1 , . . . , u p , v 1 , . . . , v p are pairwise distinct.
Proof : We first prove that we may assume the following.
(1) There is no integer j such that the vertices u j−1 and u j+2 have a common neighbor.
To prove (1) suppose that j is such an integer. Since H has no cycle of length less than five we deduce that the common neighbor of u j−1 and u j+2 is u j+3 . However, the same argument shows that the common neighbor is u j−2 , and hence u j+3 = u j−2 . Using the fact that H has no cycle of length less than five it is now easy to see that the result holds with p = 5. This proves that we may assume (1).
(2) There do not exist integers i, j such that v i = u j .
To prove (2) suppose to the contrary that such integers i, j exist, and choose such a pair i, j with |i − j| minimum. Since H has no cycle of length less that five we deduce that |i − j| ≥ 7. It follows that one of u j−1 , u j+1 equals u i , for otherwise one of the pairs (i − 1, j − 2), (i − 1, j + 2), (i + 1, j − 2), (i + 1, j + 2) contradicts the choice of (i, j). From the symmetry we may assume that u i = u j+1 . We shall assume that u j−1 = v i−2 , because the case u j−1 = v i+2 is handled similarly. Then j > i by the minimality of |i − j|.
From (1) we deduce that u j−2 = u i−2 , and hence Thus u j−7 = u i−1 , because u j−7 = v i+1 by the minimality of |i − j|. Since u j−6 = u i−2 by (1), we deduce that u j−6 = u i , and hence v i−5 = u j−5 ∈ {u i+1 , v i }, a contradiction. This proves (2). Now we are ready to prove Lemma 8.5. Let p be the smallest positive integer such that u i = u i+p for some integer i. By (2) and the minimality of p we deduce that u i−1 = u i+p−1 , u i+1 = u i+p+1 , and v i = v i+p . The result follows by induction on i, since p ≥ 5 and p ≥ 10 if p is even, because H has no cycles of length less than five.
, and u 4 u 5 u 6 v 6 v 4 u 4 are all pentagons. That is, the graph shown in Figure 13 is not a subgraph of G. Note that now we have another set of vertices (namely, u 1 ,. . . ,u 7 , v 1 ,. . . ,v 7 ) satisfying the hypothesis, so we can repeat the above argument with the indices shifted, and we can continue it in the other direction as well, i.e. we can find vertices u −1 and v −1 so that v −1 is adjacent to v 1 , and u −1 is adjacent to v −1 and u 0 . Furthermore, v −1 is distinct from u 1 and v 3 , and u −1 is distinct from u 1 and v 0 . And so on and so on and so on.
Thus we have two sequences . . . ,u −1 ,u 0 ,u 1 ,. . . and . . . ,v −1 ,v 0 ,v 1 ,. . . of vertices which satisfy the hypothesis of Lemma 8.5, so there is some integer p ≥ 5 (p ≥ 10 if p is even) such that u i = u i+p and v i = v i+p , for all i, and the vertices u 1 ,. . . ,u p , v 1 ,. . . ,v p are pairwise distinct.
Since G is planar, we deduce that p is even. If p = 4k, then {u 1 , u 3 , . . . , u p−1 , v 2 , v 6 , . . . , v p−2 } is an independent set of G with size 3k = . In either case, we have a contradiction to the fact that G is a counterexample to Theorem 2.1. Figure 8) does not appear in G.
Proof : Suppose it does. Because G has girth at least five, all ten vertices are distinct. For i = 5, . . . , 10, let v i+6 be the neighbor of v i not in {v 1 , . . . , v 10 }. We claim that 
Hexagons in G
In this section, we prove that G does not have a pentagon and hexagon sharing exactly one edge. If none of these holds, then δ(X) = 9; otherwise, δ(X) decreases by two for each of the statements (i), (ii), (iii) that holds. We have A = 4, N = 11, and E = 12 + 9 − r − 1 2 9 − δ(X) , using the notation of Lemma 4.2. If G ′ does not contain a triangle, then (since δ(X) ≥ 3) Lemma 7.2 implies that δ(X) = 3 and r = 1. Thus, each of (i), (ii), and (iii) holds, and {v 14 , v 15 } ∩ X = ∅. Proof : We provide some definitions. A face other than the infinite face will be said to be a boundary face if it is incident with a vertex of degree two; otherwise, it will be called an internal face. A boundary face with size k will be called a B k , and an internal face with size k will be called an I k . Two boundary faces F 1 and F 2 will be said to be laterally adjacent if there is a vertex which is incident with the infinite face, F 1 , and F 2 . Now, we will use a discharging argument on the graph H. Suppose that H has n ′ vertices, e ′ edges, and f ′ faces. We assign a charge of +2 to vertices of degree two and a charge of 6 − F to every face F, where F is the number of edges in the facial walk of F. Note that H has exactly 3v ′ − 2e ′ = (3 − deg v) vertices of degree two. The total charge is thus
the last equality being Euler's Formula. Now we will redistribute the charge around H, subject to certain rules which do not change the sum of the charges. We will then show that the infinite face has a new charge of 6, no other face has positive charge any more, and vertices have no charge whatsoever. Thus, the total charge will be at most 6, contradicting the fact that it started at 12. This contradiction will show that H does not exist.
We send a charge of + 1 5 from each pentagon to each of its adjacent faces, and send a charge of + 3 2 from every vertex of degree two to the infinite face and + 1 2 to its other incident face. Thus pentagons and vertices of degree two will have no charge. We need some more rules: if a B 7 is adjacent to a pentagon, it would end up with a charge of + 1 5 . In this situation this "overcharged" B 7 will send this charge of + 1 5 to one of its laterally adjacent faces, if one of these faces is a B k with k ≥ 8; otherwise, it will send this charge to the unique adjacent face which is not the infinite face, a pentagon, or a laterally adjacent face. (See Figure 14 ; the squares denote vertices of degree two.) We apply all of these rules simultaneously.
Figure 14. The Secondary Discharging Rules
The infinite face had an initial charge of 6 − 3N and received charge only from each vertex of degree two. Since each vertex of degree two sends a charge of + 3 2 , the final charge of the infinite face is exactly (6 − 3N ) + (2N ) 3 2 = 6. Now we will show that all the other faces have a charge of at most zero. First, note that a charge of at most + 1 5 enters a face for every edge that that face is adjacent to. Suppose that F is a boundary face with size f which is adjacent to 2d vertices of degree two; then 4d ≤ f . This follows by considering the edges which are incident with those vertices as well as the adjacent edges in the facial walk of F. The remaining f − 3d faces potentially could send a charge of + 1 5 to F; then the final charge of F is at most from each edge, and so its final charge is at most (6 − f ) + f · We handle the I 7 case first, noting that an I 7 face F receives charge in only two ways: from pentagons and from B 7 's. Whether it receives charge the second way is determined by (⋆), the proof of which follows directly from the discharging rules:
(⋆) If the I 7 face F receives charge from a neighboring B 7 face G, then the pentagon that G is adjacent to must be adjacent to F as well. Furthermore, G is adjacent to two B 7 's as well, one of them also being adjacent to F.
Label the faces adjacent to F with F 1 , . . . , F 7 in order. If at least four of the F i 's are pentagons, then there are two adjacent to each other, violating (vi). If there are three, then we can re-label the faces so that F 2 , F 4 , F 6 are pentagons. Then F will receive charge from these faces, as well as possibly F 1 and F 7 . However, no charge will be sent from F 3 or F 5 , because of (⋆). Thus F has a charge of at most −1 + 5 · 1 5 = 0. If exactly one adjacent face (F 1 ) is a pentagon, then F 2 and F 7 might send charge to F, but no other faces will. This implies that F has a final charge of less than zero.
Lastly, if exactly two adjacent faces are pentagons, there are two cases to consider. If F 1 and F 3 are pentagons, then F 7 and F 4 might send charge to F, but no other faces will. Lastly, if F 1 and F 5 are pentagons, then no charge comes from F 6 , but charge could come from every other face, all of which would have to be B 7 's. We will now show that the structure of H prevents this from happening.
Note that for every vertex of degree two, there is another vertex of degree two at distance two from it. Furthermore, there is no vertex of degree two, both of whose neighbors have degree two. Now let F have facial walk 3 . We know that v 9 = v 14 ; otherwise, v 8 would be a vertex of degree two which is not incident with the infinite face. Similarly, v 12 = v 18 , and v 8 and v 11 have degree three. But F 2 is a B 7 , so it has two adjacent vertices of degree two in its facial walk; hence v 13 has degree two. If v 14 has degree two, then it has a vertex of degree two at distance 2 from it (which is not v 12 ). That vertex must be one of v 9 or v 2 , but we see that neither of these vertices can have degree two. The vertex v 2 has degree three, because F is an interior face. If v 9 has degree two, then F 1 is a boundary face with size 5, contrary to (iv). Thus v 12 has degree two, and so does v 18 , and hence v 17 , but v 16 has degree three. Now let This concludes the analysis when F is a I 7 ; now we assume that F is a B 7 . Suppose first that F is not adjacent to a B 7 in a non-lateral way; then F is adjacent to at most one pentagon. If it has no neighboring pentagons, it has a final charge of −1 + 1 = 0. If it has exactly one, then its final charge is −1 + 1 + to some other face. Thus we may assume that F is adjacent to a B 7 in a non-lateral way. Now let F 1 , . . . , F 4 be the non-infinite faces which are adjacent to F, with F i adjacent to F i+1 . Suppose that F 2 is a B 7 . Since we may assume that F is receiving charge from F 2 , which is a B 7 (otherwise the argument of the previous paragraph holds), (⋆) implies there is a pentagon adjacent to F and F 2 ; thus F 3 is a pentagon. In short, every face except the infinite face has non-positive charge, and the infinite face has a charge of 6, but we started out with a total charge of 12. This contradiction shows that H cannot exist. Then there exists an integer p ≥ 9 such that u i = u p+i , for all i, and v j = v p+j , for all j. Furthermore, p is a multiple of three, and the vertices u 1 , . . . ,u p , v 1 , . . . , v p are pairwise distinct.
Proof : Fix a planar embedding of G which has the maximum possible number of facial pentagons. Then the pentagons u i u i+1 u i+2 v i+1 v i u i (for i ≡ 0 (mod 3)) and v i u i+1 u i+2 v i+2 v i+1 v i (for i ≡ 1 (mod 3)) are facial. Otherwise we can re-embed the graph inside of that pentagon (which is incident only with one vertex) in the adjacent face F (part of whose facial walk is u k u k+1 u k+2 u k+3 u k+4 u k+5 , for appropriate k). The facial walk is of length at least six (as u k = u k+5 , by Lemma 8.7), so F is not a pentagon. Thus, we have increased the number of facial pentagons, contrary to the assumption that our embedding had the maximum number. Now we introduce some notation to simplify the proof. An edge will be called bipentagonal (resp. monopentagonal and nonpentagonal ) if it is incident with exactly two (resp. one and zero) facial pentagons. We now show the following claim.
(⋆) Let v be a vertex of G and i an integer. Then (i) v is incident with at most one bipentagonal edge;
(ii) v is incident with at most two monopentagonal edges; and (iii) u i is incident with a bipentagonal edge iff i ≡ 1 (mod 3).
The proofs of these claims are easy: to show (i), let v have two bipentagonal edges; then the third is also bipentagonal, and Cluster appears in G, contrary to Lemma 8.7. To show (ii), if all three incident edges are monopentagonal, then one is really bipentagonal, contrary to assumption; and (iii) follows from the definition of u i , as well as the fact that otherwise Lemma 8.7 would be contradicted. This proves (⋆).
We will now show that we may assume that u i = v j , for any i, j: if this is not the case, choose i and j such that u i = v j , to minimize i − j . Then i − j ≥ 6, as G has no 4-cycles. We will now show that u i+1 = v j+1 and u i−1 = v j−1 .
If u i (= v j ) is incident with a bipentagonal edge, we will match up appropriate incident edges of this vertex. Then three edges v j v j+1 , v j v j−1 , and v j u k are the same as u i u i−1 , u i u i+1 , and u i v k ′ , for appropriate integers k and k ′ . This edge is unique, because of part (i) of (⋆); from inspection, it must be u i v k ′ = v j u k .
This means that either u i+1 = v j+1 and u i−1 = v j−1 , or u i+1 = v j−1 and u i−1 = v j+1 . If the latter happens, then the minimality of i − j is violated. On the other hand, if u i is not incident with a bipentagonal edge, then it is incident with two monopentagonal edges and one nonpentagonal edge, the latter assertion following from part (ii) of (⋆). Matching up the nonpentagonal edges, we deduce that either u i+1 = v j+1 and u i−1 = v j−1 , or u i+1 = v j−1 and u i−1 = v j+1 , and (as above) the latter cannot happen. We have just shown that if u i = v j , then u N +i = v N +j for all integers N . It follows from this that G is nonplanar. Consequently, u i = v j , for all i, j.
Now we prove the Lemma 10.2. Choose a minimal positive integer p such that u j = u p+j for some j. It follows easily that if u i = u p+i , then u i+1 = u p+i+1 and u i−1 = u p+i−1 , by considering whether u i is incident with a bipentagonal edge or not, as above. The distinctness of u 1 ,. . . ,u p , v 1 ,. . . ,v p follows from the minimality of p. Lastly, we will show that p ≡ 0 (mod 3): u 1 is incident with no bipentagonal edges, because of part (iii) in (⋆). Since u p+1 = u 1 , u p+1 cannot be incident with any bipentagonal edges, either; and so again by (iii), p + 1 ≡ 1 (mod 3). Now we prove a lemma which just about finishes the proof of Theorem 2.1. Let u 7 be the neighbor of u 6 other than u 5 or v 6 , and let v 7 be the neighbor of v 6 other than v 5 or u 6 . By applying the above argument to the pentagons u 3 u 4 u 5 v 4 v 3 u 3 and u 5 u 6 v 6 v 5 v 4 u 5 , we find a vertex u 8 adjacent to u 7 and v 7 , and so on. Thus we obtain two doubly infinite sequences . . . ,u −1 ,u 0 ,u 1 ,. . . and . . . ,v −1 ,v 0 ,v 1 ,. . . as in Lemma 10.2. Let p be as in that lemma. Then {u 1 , . . . , u p } and {v 1 , . . . , v p } are vertex-sets of cycles C 1 and C 2 , respectively.
Let us fix an embedding of G in the sphere, and let D be the disk bounded by C 1 that is disjoint from C 2 . We may assume that the vertices u 2 ,. . . ,u 5 ,v 1 ,. . . ,v 4 from the statement of the lemma were chosen so that D is minimal with respect to inclusion. Let H be the subgraph of G consisting of all vertices and edges of G that belong to the closure of D. It follows from Lemma 8.7 and Lemma 9.1 that H satisfies (i) -(v) of Lemma 10.1. Thus H does not satisfy (vi), and hence it has two adjacent facial pentagons. Those two facial pentagons give rise to doubly infinite sequences . . . , u 
