Abstract-This paper discusses a vision problem for the detection of lift operation panel which is a plane subject to deformation due to viewing angle change. The key problem in this project is the large scale change where the panel detection has to start at a significant distance away, and end up with the camera very near to the panel button. The process has three steps: (1) hunting for the panel using a coarse searching algorithm; (2) guiding the robot arm towards the panel; at close range, a model based matching algorithm is applied to verify (or identify) the panel; (3) after verification, tracking the button to guide the robot towards it. Two algorithms were used and it is shown that the weak perspective model outperforms the affine model.
INTRODUCTION
2D object detection is not new and there exist many solutions. A. Ashbrook and N. Thacker have done a comprehensive survey on these techniques [1] , such as block matching (correlation), shape skeletons [2] , 2D projective invariants by C. Rothwell et al [3] , and active shape models (ASM) by T. Cootes et al [4] .
Cootes improved the ASM with grey level into AAM (active appearance model) [5] . The method is useful for identifying deformable objects such as faces and it is also robust for rigid object detection. A contour is required and its deformation is computed to fit the model. His web site also provided tools for building an AAM model along with tutorials. The tool has been tested by our team and found the results are promising. However, this approach requires a correct starting location of the model and scale in order for it to converge.
Lepetit and Fua [6, 7] proposed an implementation using randomized trees to find and match feature points at video rate with high accuracy. Experiments have been conducted using their algorithm for panel detection. Given a single image of the target lift panel, key points and a decision tree are constructed. Later, when an image is grabbed from the camera, based on the decision tree, the program is able to tell whether or not there is a target lift panel and its pose in the image.
After feature points are found in each synthesized image, those points with visible rate above the threshold are chosen to be key-points. 100 synthesized images with 40% visible rate threshold are tested to be enough for finding stable points, yet more synthesized images could slightly improve the significance of selected points. The recognition rate will decrease when the number of key-points decreases. Some lift panels may have simple textures thus lacking in feature points. In such circumstances, reducing the visible rate threshold to 30% or/and increasing the key-point distance threshold could help to produce more key-points. The key-point distance threshold is used for merging points close to each other.
Key-points are trained and organized in multiple randomized trees for fast post matching. Randomized trees [9] are found to be robust and fast in handling multi-class problems, and easy to train. Lepetit and Fua described details of how to construct randomized trees from the key-points in [6] . And they point out the chosen number of trees and their depths are a trade-off between the computer memory usage and recognition rate. Since each tree performs a different partition depending on the specific tests it contains, the more trees and deeper depth, the better classification after combining the trees, as a result, higher recognition rate. It was confirmed that 15 trees with 12 depth values will provide 50% or higher recognition rate for objects with 200 key-points. And it is found to be a good trade-off between memory requirements and recognition rate.
Lastly, the target pose is estimated by using RANSAC to find a global affine transformation between the training image and input image. The affine transformation is then refined by robust least-squares estimation. The pose estimation is robust to illuminations changes, occlusions and scale.
However, lift panels do not have complicated patterns. The algorithm is usually not able to find more than 100 significant key-points. The situation is worse when the lift button is of a circular shape. In our experiment, the algorithm is able to detect the panel only at a low success rate.
SIFT (Scale-invariant feature transform) has been proposed by David Lowe in 1999 [9, 10] . SIFT features are invariant to scale and rotation and it has been gaining popularity in the vision community. Many 3 rd party implementations exist including MATLAB and C codes. We have tested a few of them; however the same problem of low number of features was found when the lift buttons are of a circular shape. Basically, circles and ellipsis do not belong to the SIFT feature category. Therefore, this algorithm is not suitable for panel detection.
Lo and Tsai [12] extended the Generalized Hough Transform [13] to planar shape detection. A perspective reference table, containing information from all viewing directions and positions, was built. This table is superimposed on each edge point for each inverse perspective transformation of the image shape. This approach has high computational complexity and not suitable for the real time implementation.
It is interesting to mention the work done by Viola Jones…
II. LIFT PANEL/BUTTON DETECTION
The panel was detected first, and then each button's relative location inside the panel is a priori known. A not-to-scale floor map was given to the robot which will search for the lift operation panel. The challenge here is the scale. At one to three meter's distance, a panel is very small in the image. On top of that, the panel is not frontal parallel to the camera. The lift panel detection comes in two phases; the first one is panelhunting at a distance. The robot will hunt for the panel on the image. When the hunting algorithm returns some positive location, the second phase of detection is called.
The image of the lift panel is provided by the organizer. A model of this panel is stored and it has two main parts, edge pixels and control points. Edge pixels are directly obtained from the edge detection operator. Control points are key features located at the four corners of the panel (see Fig. 1 ). 
A. Hunting for the Lift Panel
A hunting algorithm is required to locate the panel at a distance. First, the lift panel image is modified to correct radial distortion using graphics tools. This image is then kept as a template for matching. The original image is 640x480. We reduced it to 160x120. The template consists of a number of images scaled from 16x16 to 64x64. At each scale, this template is applied to the reduced input image using cross correlation. On a normal Pentium Core Duo processor of 1.6GHz, we are able to repeat this process 20 times per second with rectification. The top 10 candidate positions are chosen for verification. Each candidate position contains a few corner points such as the four corners of a panel.
B. Lift Panel Matching Using Affine Model
After the hunting process, a few candidate panel positions were found due to the coarse searching template used for fast detection. Out of these candidate panels, a detection algorithm with high accuracy is required. Control points were used to establish the relationship between the model lift panel and the detected candidate panel.
Assume that the model panel image is taken frontal parallel to the viewer, or in another words, all points on the panel have the same distance to the camera. Further, the robot manipulator can keep the camera upright without any rotation along the Zaxis (tilt motion). The lift panel is located 1.2~1.5m above the floor. Given all of the above, it is reasonable to assume that the perspective model of the lift panel is reduced to only slanting, or a deformation only subject to panning motion. Therefore, rotation is reduced to the Y axis (pan motion).
The objective here is to find the deformation of the panel subject to a slanting angle from corresponding points found on the panel model and image. Since no absolute metric information about the panel is given, the structure of the panel template can only be determined up to a certain scale. 
Similarly, we have 
Note that (x 1 ,y 1 ) is one of the control points selected at random. Better accuracy can be achieved if the perspective distortion can account for the slanting angle . The slanting angle can be simply obtained using a vanishing point by assuming the lift panel takes the shape of a rectangle.
A distance map is used for verification. For each mapped model point on the image, it looks for the nearest neighbour edge pixels. For simplicity, the search is reduced to 8 directions only. The error is defined as the mean distance
Where M represents the total model points, and d i is the distance of a model point to its nearest neighbour points. When the value Error is sufficiently small, a good match is found. Then the panel is assumed successfully detected.
C. Panel Matching Using a Weak Perspective Model
Using a weak perspective projection model, the shape deformation can be better approximated at higher accuracy in detection is expected. First, the slanting angle is estimated using vanishing point. It is a common fact that parallel lines in space will converge at infinity and its meeting point on the image is called vanishing point (see Figure 3) . s y is not used due to the perspective distortion. A point on the panel can be mapped to the image using the following,
where s x is obtained from equation (6) and the new y i ' added the correction term due to perspective distortion.
D. Estimation of button location in 3D
Once the panel is detected, a tracking algorithm will take over to track the designated button and determine its 3D location with reference to the camera and to the arm. The 3D location of a button is determined using motion stereo (or structure from motion). Assume the camera translation T = (Tx, This is over constrained since there are 3 unknowns in 4 equations. So, when translation in the X direction is larger, or |Tx| > |Ty|, the following set of equations are used ( 1 2 ) Otherwise, is used for Z. Using P1 and P3 to calculate s x and s y , and the image error of P2 with the affine model of equation (7) is (0.000067, 0.000485).
III. VERIFICATION ON ESTIMATION OF
Using equation (10) , the error on Y is significantly improved to (0.000067, 0.000024).
IV. DISSCUSSION ON STRATEGY FOR LIFT BUTTON

APPROACH
The strategy for the lift button approach is split in multiple stages as illustrated in Fig. 4 . The vehicle starts from the outside of the lift and detects its opening by incorporating laser data with heading information (see Fig. 4, step 1) . A modified vector field histogram (VFH) approach [11] takes care of the obstacle avoidance. Once the vehicle reaches the end of the lift, it makes a 180 degree turn and orients itself approximately facing the lift panel, perpendicular to the lift door (Fig.4 -step 2) . At that moment, the main commanding module passes over to the lift button module. In a first step, the camera, which is mounted at the tip of the vehicles arm, is activated and moves to a height of 1.1m above ground, searching for the panel in a horizontal angle of 45 degrees. If the panel is not found, the same procedure is repeated at height iterations of 0.1m, i.e. 1.2m, 1.3m, 1.4m and so on. If the panel is still not found, the vehicle moves closer to the lift panel and the procedure is repeated (Fig.4 -step 3) .
When the tracker is turned on, depth estimation is employed by shifting the camera by a known distance and calculating the displacement of the button center between the original and displaced image (motion stereo) using equation (12) .
Eventually the vehicle moves towards the goal position from where the lift button is expected to be reachable by the arm (Fig.4 -step 4) . During the vehicle maneuver, the tracker constantly updates the relative location of the button and reports it to the vehicle's arm, which in turn keeps the location of the button within the center of the image.
As soon as the final location is reached, another distance measurement of the tracked button is performed and the tip of the arm then positioned in front of the button. While the robot arm approaches the button, a solenoid placed at the arm tip next to the camera gives force feedback and reports when the button has been successfully pressed.
V. CONCLUSIONS
The two proposed detection algorithms work well with sufficient speed. Under man made environments, many objects take similar shape. Hence false matching occurs from time to time and may affect the performance. The second algorithm accounts for the perspective distortion with much higher accuracy. However, some panels do take the circular shape and the second method cannot be used since not vanishing points are available. At the time of this paper, the arm is able to correctly reach the button with high repeatability.
