Abstract. We present the perturbation theory of the Chern-Simons gauge eld theory and prove that to second order it indeed gives knot invariants. We identify these invariants and show that in fact we get a previously unknown integral formula for the Arf invariant of a knot, in complete agreement with earlier non-perturbative results of Witten. We outline our expectations for the behavior of the theory beyond two loops.
Introduction
The aim of this paper is to prove, explain the motivation, and point at possible generalizations of the following theorem: Theorem 1. Let X be a parametrized oriented knot in R 3 . (that is to say, X is a smooth non-singular function from S 1 to R 3 that has no self intersections). Then the integrals represented (as explained below) by the following two diagrams are convergent, and their sumW 2 is an isotopy invariant of the knot X. This invariant can be identi ed to be 1=24 plus the second non trivial coe cient in the Conway polynomial of X, whose reduction mod 2 is the well known Arf invariant of X.
The meaning of the two diagrams above still has to be explained. Each diagram represents an integral which can be read from its diagrammatic representation as follows:
(1) The ellipses represent the knot itself. It is parametrized as X(s) and the points X(s 1 ); : : : ; X(s 3 or 4 ) are points on the knot that always remain in the same cyclic order as in the diagrams. We integrate over all such con gurations of X(s 1 ); : : : ; X(s 3 
Summation over repeated indices is of course understood, and ikm denotes the totally antisymmetric tensor in three dimensions | ikm = sign (ikm) if ikm is a permutation of f1; 2; 3g and ikm = 0 otherwise. 
We shall explain presently the simple idea that lies behind these complicated-looking integrals, and see that using more or less the same building blocks as 1-5 above we can generate more combinations of diagrams that we expect to yield integral representations for higher coe cients of the Jones polynomial, and that using similar diagrammatic building blocks we can construct integral invariants of general three-manifolds and of knots embedded in them. These integrals appear to be divergent (just as the integrals above appear to be divergent on rst sight), and more work needs to be done in order to show that it is possible to make sense out of these integrals anyway, and that they indeed converge (after some corrections) to invariants. None of this work has yet been done for the general case. The organization of this paper is as follows. Section 2 will introduce the in nite dimensional integral whose asymptotic expansion should give link and three-manifold invariants, and brie y review the Feynman-diagram technique for obtaining this asymptotic expansion. Section 3 describes a formal invariance proof for the invariants introduced in section 2, and then sections 4-6 treat few of the simplest of those invariants | section 4 treats the linking number of two knots and the self linking number of a single knot from our point of view, while sections 5 and 6 contain the proof of the theorem 1, rst proving the niteness ofW 2 in section 5 and then its invariance in section 6. These proofs rely on some simple algebra that was carried out using a computer, and the relevant computer routine is included in the appendix. Section 7 compares our results with the earlier non-perturbative treatment of Witten, and section 8 discusses our expectations for the behavior of the theory beyond the few simple cases treated here. Sections 2,3 and 8 are non-rigorous and a bit speculative, while sections 4,5 and 6 use the ideas of sections 2 and 3 to produce some rigorous results.
This paper is a modi ed version of a preprint I rst distributed almost 4 years ago, in April 1990. Section 9 describes in just a few words the new developments in this subject in the years 1990-94.
During the preparation of this paper we received a paper by E. Guadagnini, M. Martellini, and M. Mintchev, 19] , in which they have conjectured the invariance of (2) and calculated it by explicit and numerical integration for several simple knots.
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The basic idea
The basic idea is simple and to make it even simpler we will ignore knots for a moment and explain it rst for the case of a bare three manifold. Our invariants will be complex numbers. To get a complex number out of a bare three manifold, that has no additional structure on it, is hard. It is a lot easier to get numerical quantities when there is more structure to play with. So we look at an oriented three manifold with an additional piece of structure, generate a complex number using this additional structure, and then try to integrate our complex number over all possible choices of such an additional structure. The additional structure that we will pick will be a connection on a trivial pre-picked bundle on our three manifold M 3 , and the complex number that we will generate, the integrand in our program, will essentially be the exponential of the`Lagrangian' | the Chern (3) (k is an integer parameter whose importance for our purposes will be made clear shortly).
Luckily, the space of all connections A is an a ne space and so there should be a canonical choice for a measure on it | the Lebesgue measure. Unfortunately, A is an in nite dimensional space and so that measure doesn't really exist. To go around this we will use perturbation theory techniques that were originally developed by physicists to be used in quantum eld theory. Instead of attempting to calculate the integral (3) as it is, we will try to investigate its asymptotic behavior as k=2 i ! 1. It will turn out that (assuming that in nite dimensional Lebesgue measures do exist) to determine this asymptotic behavior requires only evaluating nite dimensional integrals represented by so-called \Feynman diagrams", and therefore it is possible to de ne the asymptotic behavior of (3) to be given by those \Feynman diagrams", without ever giving meaning to the integral (3) itself. I will very brie y present these techniques here. For further information consult any quantum eld theory textbook such as 29 (6) And so the mth term in our asymptotic expansion will be given up to a multiplicative constant by: Z R n dxe i 1 2 ij x i x j ( ijk x i x j x k ) 2m = this is a simple Gaussian integral, which we can evaluate using standard methods: =0 ; (7) where ij is the inverse of ij : ij jk = i k . Now this expression can clearly be expanded further, and a moment's re ection will convince that up to combinatorial factors and powers of i it is given by the sum of all \Feynman diagrams" that have exactly 2m vertices of order three. That is to say, to evaluate (7) we calculate a sum over all graphs with 2m vertices of order three where the contribution of each such graph is a product of ijk 's for each vertex and ij 's for each arc. So for example up to numerical factors the term with m = 1 will be: It is not hard to see that in general 2m is also equal to the number of independent loops in a diagram. Therefore we will also call the m'th order term in such an asymptotic expansioǹ the 2m-loop term'.
Looking back at our in nite dimensional situation we will by analogy de ne the W j 's to be those sums of diagrams, in which now every vertex will correspond to integration on M 3 and to a tri-linear form that comes from A^A^A, and every arc will correspond to a Green's function of the operator de ning the quadratic part of cs(A). (The cautious reader will notice that this quadratic part is not elliptic, and therefore does not have a Green's function. This problem will be dealt with later on). (9) and R is a representation of the underlying Lie-algebra. (9) is, of course, just the trace of the holonomy of the connection A along X in the representation R, expanded in powers of the connection A which is assumed to be almost at. The expansion (9) shows us that to understand the integral (8) we rst have to understand integrals as in (4), only with an additional polynomial P(x) multiplying the integrand. Moreover, after rescalingx as in (5) and carrying out exactly the same analysis as in (4) { (6) with an additional P(x) multiplying each integrand we see that in the mth order term in our revised asymptotic expansion will be given by: X m 1 +m 2 =2m Z R n dxe i 1 2 ij x i x j P m 1 (x)( ijk x i x j x k ) m 2 ; (10) where P m 1 (x) denotes the part of P(x) which is homogeneous of degree m 1 inx. Noticing that just as before we ended up having to calculate the expectation value of a polynomial P m 1 (x)( ijk x i x j x k ) m 2 with respect to a Gaussian measure, we can now use the same trick and replace the above integral by a sum of`revised' Feynman diagrams that are also allowed to have a single exceptional vertex of some order m 1 , weighted by the coe cients of P m 1 (x).
Returning to the in nite-dimensional situation we see that the perturbative expansion of (8) will be given by Feynman diagrams that have`propagators' (arcs) corresponding to Green's functions of curl, internal vertices corresponding to A^A^A, and additional vertices integrated on the link X with coe cients as in (9) . Comparing again with (10), we see that the mth order term in the expansion of 8 is a sum of such diagrams having exactly 2m vertices, internal or not. This is exactly the form thatW 2 of the theorem has.
2.3. The ellipticity problem. Let us now return to a problem that was brushed aside temporarily. The quadratic part of cs(A) is not elliptic, and as it stands it does not have a Green's function and therefore the Feynman diagrams technique is not available. The origin of the problem is a bit deeper -cs(A) is invariant under the in nite-dimensional in nite-volume group of gauge transformations, and hence integrating DA we integrate over in nitely many super uous variables and we cannot expect to get a nite integral. To resolve this complication we will once again look at our nite dimensional analogue, assume that the Lagrangian there, 1 2 ij x i x j + ijk x i x j x k , is invariant under the isometrical non-degenerate action of an l-dimensional Lie group G, and try to evaluate the integral (4) without redundant integration over the orbits of G.
We will visit each orbit of G just once by choosing a function F : R n ! R l that has a unique zero on each G-orbit, and inserting a l (F (x)) into the integral. If we want the result to be the same as the full integration and independent of F we need to add a correction term that corresponds to the volume of the G-orbit throughx and as the action of G is by isometries this term can be calculated locally at a pointx satisfying F(x) = 0. It is given by the inverse ratio of the volume element of the Lie-algebra G of G and its image in R l under the action of G composed with F. That is to say | we have to look at:
(fG b g l b=1 is a set of generators for G) We will try to nd a diagrammatic representation for the asymptotic expansion of Z.
The rst additional term in the integral is easy | we can just replace it by its Fourier representation: 
( V m J is the mth exterior power of the matrix J). Notice that J 0 is just a constant matrix, while J 1 (x) depends onx. It will now be possible to regard (11) as a polynomial inx and get a Feynman diagram expansion. It is an easy exercise in elementary algebra to show that the polynomial (11) can itself be incorporated into the the Feynman diagrams by introducing a new type of propagator denoted by directed dotted lines that corresponds to J ?1 0 and a collection of new types of vertices each connecting two dotted propagators with some dashed propagators | depending on the exact form of J 1 (x). (There will also be some alteration to the combinatorial rule of determining the numerical factor multiplying each diagram).
The other way of dealing with det @F @G is the one commonly used in the physics literature and the one that we will be using here. It involves the idea of anti-commutative integration. Non-commutative integration is treated in many places (see e.g. 9, 29, 16, 22]), and I will not explain it here in detail. Very brie y,`anti-commuting' variables (called`ghosts') f c a g l a=1 and fc b g l b=1 are introduced together with a reasonable set of rules of integration with respect to them, and it is shown that for any matrix J a b Z
(This is analogous and complementary to standard Gaussian integration | in which the resulting determinant is in the denominator).
Using this, Z can nally be written as Z /
and now we can use almost the same procedure as in (4) { (7) to get a diagrammatic expansion for the asymptotic behavior of Z. Again it turns out that this involves introducing a new propagator and some new vertices. As we will see below for the case of interest for us | the Chern-Simons Lagrangian | we will be able to choose F in a way so that the quadratic part of the supplemented Lagrangian will indeed be elliptic. This will be done in the next section.
3. The Chern-Simons Lagrangian and the BRST argument Let M 3 be an oriented three manifold, G a compact semisimple Lie group with an invariant integral bilinear form tr on its Lie algebra G and P ! M 3 a principal G-bundle on M 3 . Also A will always denote a connection on P, B a di erence of two such connection -i.e. an ad(P){valued 1- Q c = ; (15) Qc = 1 2 c; c] = 1 2 G a f a bc c b c c : (16) In (13) 
In the last equality we made use of the rst two lemmas. Now we just use the third lemma and the well-known fact that the integral of a derivative taken using a divergence-free vector eld is always zero to conclude our proof. 
Proof of lemma 3.3. To rigorously prove lemma 3.3 one rst needs to understand what is meant by the divergence of a vector eld on an in nite dimensional space. But as our metric independence \proof" is just a formal argument, it is su cient to note that proving lemma 3.3 formally is completely trivial just by inspecting (13) { (16).
The value of the above metric independence \proof" is of course not in itself | so long as we do not give a proper de nition for our in nite dimensional integrals it is far from being rigorous | but in the hints that it gives towards nding a rigorous proof that the Feynman diagrams expansion is metric independent. This independence appears to have been broken in (12) , but the argument in (17) can quite straightforwardly be translated to a Feynman-diagrammatic argument just by expanding (17) in powers of 1= p k and reading the proofs of the above three lemmas as relations among the resulting diagrams 1 . Of course, the formal invariance proof thus obtained will have to be supplemented with analytic details concerning the convergence (or divergence) of the relevant diagrams, and with possible nite dimensional kernels of the di erential operators that we need to invert. This will be done in detail for a simple case in this paper. Writing the formal proof in the general case is not very hard but I could not yet supplement it with the required analytic details.
The one-loop contribution
Having developed a general technique in the previous sections, let us now try to apply it in few particular cases, and let us start from the simplest case | the contribution of order 2 i=k to W( at R 3 ; X) where X is a two-component link in R 3 . There is just one at connection on R 3 | the trivial one | and we don't need to switch to the variable B.
Furthermore, we will ignore the vacuum diagrams | those diagrams that have no vertices on the link. (As is well known, this corresponds to dividing by W( at R 3 ; empty link)). In this simple case the ghosts and the interaction term A^A^A will not yet come into play, and of the in nitely many terms in the expansion of Pexp only terms up to the second order term will be relevant. That is to say, we just need to understand
This is just a simple Gaussian integral. We can regard as a (Lie algebra valued) threeform on R 3 , A as a one-form, and write the quadratic form in our Gaussian integral as Ignoring the constant numerical coe cient that the representations R 1;2 contribute it corresponds to the integral
which is the well known Gauss integral representation for the linking number of two knots 30]. For the sake of completeness, and also as a preparation for the next section where we will use similar but more complicated considerations to deal with the two loop contribution, we will review here the proof of the invariance of (18) under isotopies and show that indeed it coincides with the linking number.
It is possible to view V ij (x; y) is as a (1; 1)-form on R 3 R 3 where (x; y) 2 R 3 R 3 , i is the one form index for the variable x, and j is the one form index for the variable y. Viewed this way, (18) is just that form V evaluated on the cycle X 1 relative to its left variable and on the cycle X 2 relative to its right variable:
The key property required for the invariance proof is that there exists a (2; 0)-form F (that is to say | a two variable form F which is a two form with respect to its left argument and a zero form with respect to its right argument) for which and this can be used to verify (20) directly. Don't let yourself be mislead by the apparent equivalence of the formulae for V and for F! The indices are arranged a little di erently and verifying (20) is a little more than just playing around with these indices | some di erentiations do have to be carried and the veri cation is essentially the same calculation as the derivation in this paragraph.
Having shown that $ is indeed an isotopy invariant we can now use it to show that it coincides with the linking number. Deform the knot so that it will be almost planar with only`perpendicular crossings'. Now ip one of those crossings us shown in gure 3. Clearly, (22) This is exactly the same relation is satis ed by the linking number, and together with $(unlinked circles) = 0 (22) proves that $ is indeed the linking number. To see that indeed $(unlinked circles) = 0, use the already proven isotopy invariance to make sure that the two circles are very small relative to the separation between them and then the integral de ning $ will tend to zero. (23) (We have suppressed here the Lie-algebra coe cient which for R being the de ning representation of G = SU(N) in C N and for tr being the usual matrix trace can easily be seen to equal N 2 ? 1).
For three vectors A; B; C it will be convenient to denote ijk A i B j C k , the volume of the parallelepiped spanned by0; A; B; C by det(AjBjC). Using this notation
jX(s 1 ) ? X(s 2 )j 3 : (24) This integral appears at rst sight to be divergent because of the cubic term in the denominator. Nevertheless when s 1 and s 2 are close, say apart, X(s 1 ) ? X(s 2 ) and the three vectors X(s 1 )?X(s 2 ), _ X(s 1 ), and _ X(s 2 ) are within a cone of opening . Therefore the volume of the parallelepiped spanned by these three vectors is 3 which is enough to suppress the singularity of the denominator. Unluckily, the argument in (21) doesn't go through | the key relation (20) holds only away from the diagonal, and in (23) our integration domain does intersect the diagonal.
This point has already been treated by C aalug areanu 11, 12] (see also Pohl 27] ) and later from a physical viewpoint by Polyakov 28 ] (see also Tze 31] ). They found that indeed (23) is not an invariant, but yet it can be renormalized by the addition of a local term (the torsion of X) to give an invariant. It turns out that to properly de ne the torsion everywhere X needs to be`framed', and therefore $ s will just be an invariant of framed knots. We will arrive at the same results using a somewhat di erent regularization which makes the current calculation a bit less transparent but has a more straightforward generalization for the twoloop case to be treated in the next sections. Let us de ne $ by the integral (24) that de nes $ s , only with the integration domain restricted to def = js 1 ? s 2 j > ]: Assume that X undergoes an in nitesimal deformation X ! X + X def = X + !. As in the invariance proof for the case of a link, (21), Stokes' theorem was used twice it will fail twice for this new case and $ will pick up four non-zero contributions | one from each boundary term in each of the usages of Stokes' theorem. Denoting the evaluation of di erential forms on by h j j i (compare with 19, and recall that the forms involved are forms on R 3 R 3 that can be evaluated on a pair of cycles in R 3 | one on the \left" R 3 and the other on the \right" R 3 ) and on its two boundaries s 1 ? s 2 = ] by h j j i we will get: (S again is the surface spanned by the in nitesimal deformation of X)
hXjV jXi = hSjd L V jXi + h!jV jXi + ? h!jV jXi ?
= ?hSjd R FjXi + h!jV jXi + ? h!jV jXi ? = hSjFj?i + + hSjFj?i ? + h!jV jXi + ? h!jV jXi ? : (25) We will try to understand the ! 0 limit of $ by expanding (25) (27) whenever the denominator is non-zero. As I will comment below, under X ! X + ! one can show that $ s and ? are given by exactly the same formula (26) so if one de nes $ r = $ s + then $ r is invariant under isotopies, so long as the denominator in (27) remains non-zero.
What if that denominator is equal to zero? On the normal bundle of X there is a canonically de ned connection de ned by the projection back to the normal bundle of the usual di erentiation along the knot of vector functions normal to it. 1=4 times the total holonomy of that connection along the knot is some real number, well de ned up to a half integer which depends on a choice of a trivialization for the normal bundle, and whenever is de ned, it will be shown below to coincide with that number. Hence $ r is an invariant of framed knots | a framing is just a trivialization of the normal bundle which can be used to render and therefore $ s well-de ned. This necessity of framing the knot X agrees with the results of Witten 32] , but makes $ r quite useless for an unframed knot | it is a half integer which is well-de ned only up to a half integer. For a framed knot it can be shown along the same lines as in (22) to be half the self-linking of a framed knot | half the linking number of that knot with its framing.
To complete the discussion we need to demonstrate the two di erential geometric assertions made above. Very brie y, if n(s) is any vector not tangent to the knot X then the holonomy discussed above can be calculated by measuring how much the projection of n to the normal bundle fails to be parallel. It is an elementary exercise to then nd that relative to the framing given by n, (28) Setting n = X it is easy to see that (28) coincides with (27) The rst two diagrams are divergent because of the integration over the location of the interaction vertices in R 3 . But as is readily veri ed and as was shown in 18] the integrands in these diagrams are exactly the opposites of each other so if we sum them before integrating we get zero. (We will accept at face value that A and B cancel and prove that C + D + E is a topological invariant. It is very likely that the full story is a little more elaborate. In the context of a consistent regularization that could be used to all orders, A and B are likely to cancel only up to an imaginary multiple of the one loop contribution and thus what is calculated here is just the real part of the two-loop contribution. See 26, 1, 13] ). Also, it is clear that if one ignores the Lie algebra coe cients of diagrams C and D then their sum is equal to the square of the one-loop one-knot contribution that was discussed in the previous section. It is therefore possible to subtract from W 2 a multiple of (W 1 ) 2 in such a way that diagram C will disappear. We will call the resulting quantityŴ 2 . The coe cient of diagram D inŴ 2 will be the di erence between the coe cients of diagrams C and D in W 2 , and these coe cients di er only because the Lie-Algebra indices are contracted in a slightly di erent way. So if t ab def = tr(G a G b ), t ab is the inverse matrix of t ab and we use t ab and t ab to raise and lower Lie-algebra indices, we get: 
Proof of the niteness of diagram E. It is su cient to show that (the symbol \6" was implicitly de ned in (30))
6 ijki 0 j 0 k 0T i 0 j 0 k 0 (X ; X ? ; X ) < c= : (36) Let us rst deal with the contribution coming from S ijk 1 . Expanding S ijk 1 in powers of 1 , S ijk 1 = S 0;ijk 1 + 1 S 1;ijk 1 (37) we can use (33) and (34) and then all that is left to prove is:
This can be done by expanding all the terms in the above expressions once in powers of and once in powers of and showing that the low order coe cients in each of these expansions are zero. It is not hard to do it by hand, but as we are going to encounter some very similar but a bit harder expansions later on we will not do it here but postpone it to the appendix where it will be shown how all these expansions can be carried out in a uniform way using a computer.
The terms involving S ijk 2 are dealt with in a very similar way. Clearly, each of the factors of S ijk 2 is made of three summands, whose coe cients exactly correspond to the various possibilities for choosing A , B , and C in the lemma 5. 
Again, the relevant expansions will be shown to vanish to the required order in the appendix using a computer.
5.3. Proof of lemma 5.1. We will write 2 = (1? 1 ) and 3 = (1? 1 ) where 0 1 and = 1? . c will denote a positive constant that is allowed to change from line to line. It is easy to read from the geometry of gure 5 that when 1 6. Proof of theorem 1 We will now show thatW 2 is indeed a knot invariant | that it is not changed under in nitesimal deformations. The proof presented here should be similar in spirit to invariance proofs (that are yet to be found) of higher terms in the perturbative expansion | we will rst write a diagrammatic argument as expected from the results of section 3, (though our diagrammatic argument is not derived from the results there), and then supplement it with the required analytical details. As in the case of the analysis of the variation of the self linking number in the previous section, in analyzing the variation ofW 2 we will need take derivatives of V ijk and of V ij near the diagonal where there are singularities which will prevent a straight-forward invariance proof. To avoid these singular points de neW 2; to be given by the same integrals D and E asW 2 , only with the integration domain restricted by the condition that the s's would be at least apart | for i 6 = j we require js i ? s j j > :
We will denote these integrals by D and E , and the niteness ofW 2 that was proven above just meansW 6.1. The variation ofW 2 . We will now vary D and E under the in nitesimal deformation of X given by X ! X + !. It will be a lot more instructive to perform those calculations diagrammatically instead of working with the explicit formulae given for D and E in the introduction. First, let us vary diagram D . When X moves to X + ! it sweeps an in nitesimal surface S, and our quantity of interest D is given by the evaluation of d L V on S which after using the key relation (20) In these diagrams a dashed line represents as before the gauge propagator V ij evaluated between the two vectors marked at its ends, a dotted represents the (2; 0)-form F, a d symbol stands for exterior di erentiation applied to the nearby end of the nearby propagator, and an between two interaction points on the knot means that these points are exactly apart. Similarly we can vary E : 
independently. For convenience, the symbol R will denote integration in which the integration variables are constrained to satisfy the restrictions (43), we will write X for X(s ), and similarly for _ X , X and ! . Proof of (44) 4 clearly implies that the integrand in (47) converges to the integrand of (51) and the integrand in (48) converges to the integrand of (50) Expanding the integrands in (52) in powers of s 1 we can ignore all terms of order smaller than 1=s 1 | evaluating the integrals in (52) for these terms would give a result bounded by a constant multiple of T in the ! 0 limit, and as T was chosen small we can indeed ignore the contribution to (52) coming from these terms. There are no terms of order higher than 1=s 1 in (52) 
Reinstalling the propagator connecting X 2 and X 4 and the integration over s 2 we get the only non-vanishing contribution to D1 ? 6E3 00 . Case 2: Here the ! 0 limit is in fact zero. To see that, one does analysis similar to the previous case, and notices that s 2 is integrated over an interval of length smaller than s 1 and thus remembering that the propagator connecting X 2 and X 4 is nite even near the diagonal the s 2 integral is s 1 , and this additional factor is su cient to make the contribution coming from this case vanish.
A similar analysis to the above shows that the only non-vanishing contribution to 6E3 0 ?D2 comes from the case parallel to case 1 here, and that, in fact, these contributions exactly cancel. Proof of (45 4 it is clear that so long as X 1 and X 2 are far away from X 3 the integrands of (54) and of (55) converge to the integrands of (57) and of (56) respectively, and that there is no problem with commuting integration with taking the ! 0 limit. The cases when X 1 and X 2 are not far away from X 3 can be treated in the same way as in the previous proof.
Proof of (46). It will be convenient here to replace by 2 and then take the ! 0 limit.
In all of the relevant diagrams two of the s's are constrained to be exactly 2 apart and the third to be farther then 2 from any of the previous two. It is harmless to assume that s 2 = ? , s 3 = , X(0) = 0, and s 1 = with j j > 3 . We will denote the ratio = by .
With these notations one can see that the integrands corresponding to our diagrams can be written in pairs as follows: (ignoring the overall coe cient 1=384 3 where T is some xed small positive number and a and b are the exponents of and as in equations (33), (34) , and (35) .
As in (58) is bounded from below we can use = to replace the limit there by an ! 0 limit and then all that is required is to show that the summand there is a+1 . The relevant algebra will be carried out in the appendix using a computer. The integration domain in (59) is symmetric and therefore we can replace the integration there with an integration over 3 < < T, replacing the integrand with
Simply integrating over now shows that to conclude the invariance proof we just need to show that (60) = O( a b ). Again, the relevant algebra will be carried out in the appendix using a computer.
6.3. IdentifyingW 2 . The last assertion of theorem 1 is that the invariantW 2 that we have produced is (up tp a constant shift) the second non-zero coe cient in the Conway polynomial of X. The Conway polynomial is de ned by its behavior under ipping a crossing in a planar projection, so we will try to understand howW 2 changes under such a ip. Very brie y, it is clear that the di erence in the value ofW 2 before and after a ip comes from a singularity in either of V ijk or V ij at the point where the ip occurs. Using the invariance that we have just proven one can`straighten' the knot near a crossing point before ipping, and then it is easy to check in this case V ijk contracted with the tangents of the knot in fact vanishes near the crossing point except if one of its arguments is on the upper branch of the crossing and the other is on the lower. V ijk is then inversely proportional to the distance between its two arguments, and the fact that 1=r is integrable on R 2 shows that this singularity can be neglected. Similarly considering diagram D one nds that the only singularity that remains is the one that occurs when the two arguments of the same propagator are arranged as propagator 1 in gure 7, and the other propagator can then be assumed to be away from the crossing. Repeating (22) for propagator 1 and then integrating over the location of the other propagator, marked 2 in the gure, it is clear that e ectively we are calculating the linking number of the two knots that are created if the original knot is cut at the crossing as in the gure. It is easy to check from the de nitions (see 23]) that this is exactly the same relation as the one that is satis ed by the second non-zero coe cient in the Conway polynomial of X, and so they coincide up to a constant shift. This constant shift is given byW 2 (unknotted circle). By invariance we can just calculatẽ This concludes the proof of theorem 1.
Comparison with Witten's non-perturbative treatment
In 32] Witten has used a very di erent approach resting on conformal eld theory to give a non-perturbative de nition for the in nite dimensional integral (8) de ning W(M 3 ; X; k).
His de nition is much more successful in that he can show how to use it to evaluate (8) precisely for every three manifold M 3 and link X in it, and not just calculate its leading large k asymptotics for R 3 , but it is less elementary and very particular to the Chern-Simons theory. There doesn't seem to be any direct relation between his way of calculating and the perturbative calculation shown here, and it is very interesting to compare the two view points. Let us start by reviewing his results for a link in R 3 , as presented in 33]. As is shown there, W(R 3 ; X; k) considered as a function of k and the gauge group G = SU(N) is in fact up to a simple change of variable the HOMFLY 17] polynomial of the link X, which itself is a generalization of the Jones polynomial of X.
Witten shows that to de ne W(R 3 ; X; k) unambiguously one needs to consider framed links instead of just links. That is to say, each component X of the link has to be accompanied with a prescribed`framing' | a choice up to homotopy of a nowhere vanishing section F of the normal bundle of X in the language of section 4 or, more geometrically, a choice of a`shadow' for each component as in the gure 8. According to Witten, if the framing of link changes by a single twist, W get multiplied by e 2 ih , where h is a real number determined by k and the representation R corresponding to the component of the link on which the twist was made. This is shown schematically in gure 9. We will only be concerned with the case where the underlying group G is SU(N) for some positive integer N, and all the representations R are just the de ning representation of The di erence between any two framings of a single knot is measured using a single integer | the number of signed twists required to change one framing to the other, and the above relation shows that for a link with several components we can in fact consider two framings to be equivalent if the total number of twists required to switch from one framing to the other is zero, counting all twists on all the components of the given link. With this identi cation for each link X = fX g in R 3 there is a unique preferred framing | the framing fF g for which the total linking number of X is 0:
In this framing, Witten has shown that W(R 3 ; X; k) has the following three properties which allows one to calculate it for any given link:
(1 
(In fact, this relation can be derived from the following two by using the third relation on the unknot whose planar projection is 1) (2) If the link X is the unlinked union of X 1 and X 2 then W(R 3 ; X; k) = W(R 3 ; X 1 ; k)W(R 3 ; X 2 ; k) 2N is framing independent, and is in fact equal to ourW 2 (L). All of these assertions are easy consequences of (66)-(69). For example: Proof of assertion (3) . To get the framing independence ofb just use (68) and (69) to express it in terms of a tw and b tw , and then notice that the resulting expression di ers from that of b tw only by the real part of an imaginary number. To show thatb is equal toW 2 (L) we just need to show that they satisfy the same skein relation. But for knots L with their preferred framings a = 0 by assertion (2), and therefore using (67) The above theorem is in complete agreement with the results of this paper. 8. Perturbation theory beyond two loops Following Witten 36] , I will sketch here how we expect the perturbation theory of the Chern-Simons gauge theory to behave on a general three manifold and to higher order in 1=k.
In 32, 33] Witten used very di erent techniques than those presented here to nd a complete non-perturbative de nition of the Chern-Simons gauge theory. The part of his solution that is relevant for making a comparison with the results proven here was reviewed in the previous section, and that comparison showed a complete agreement between the two approaches. The solution involves three subtleties that are hard to predict by just observing the de nition of the theory in equation (8): (1) Links have to be framed. According to Witten's solution W(M 3 ; X; k) cannot be de ned as it is for a bare link X, but one also has to choose a framing for each of the components of X and only then W(M 3 ; X; k) can be de ned. Its de nition will then depend on the choice of the framing in a prescribed manner. This point was explained in some more detail in the previous section.
(2) Three-manifolds have to be framed. According to Witten's solution W(M 3 ; X; k)
cannot be de ned as it is for a bare three-manifold M 3 , but one also has to choose a framing for M 3 | a choice up to homotopy of a trivialization of the tangent bundle of M 3 , and only then W(M 3 ; X; k) can be de ned 34, 2]. (Actually, something a little less than a framing of M 3 is enough 34, 2]{it is enough, roughly speaking, to have a framing modulo torsion.) Its de nition will then depend on the choice of the framing in a prescribed manner. As we were working on a at R 3 we have not encountered this subtlety in this paper. We can consider this subtlety and the previous one as cases of a broken symmetry | as framings do not at all appear in (8) it is trivialy invariant under a change of framing and this symmetry is broken in Witten's solution.
(3) Analyticity near k = 1 is lost. 2 Naively one sees that as k ! ?k in (8) , W(M 3 ; X; k) transforms to its complex conjugate. This property of W together with analyticity near k = 1 means that we expect the even powers in the 1=k asymptotics of W to be real and the odd ones to be imaginary. This property is lost in Witten's solution as can clearly be seen from equations (61), (62), (63) and (65). We have avoided this di culty in a not very satisfactory way by claiming to have calculated only the real part of W 2 .
All of the above mentioned subtleties seem not to appear in a naive Feynman-diagrammatic expansion of W, and the purpose of this section is to show how these points probably do appear in perturbation theory after all. Formally writing down the sums of Feynman diagrams that we expect to yield higher three-manifold and link invariants and translating them into nite dimensional integrals is routine and easy. It is also not hard to produce a formal invariance proof for these integrals as explained at the end of section 3, ignoring the analytical di culties arising from the divergence of those integrals. We will see below how resolving these analytical di culties is likely to explain the three subtleties listed above.
The origin of the above mentioned analytical di culties is the singularities Greens's functions have near the diagonal. These get milder for higher order di erential operators. This suggests trying to regularize (8) by adding higher order terms to the Lagrangian preserving as much symmetries as possible so as not to spoil the metric independence argument in section 3. (Physicists call such a procedure Pauli-Villars regularization.) The main ingredient of this argument is BRST invariance (lemma 3.1), and if we wish to preserve it we can only add terms that preserve gauge invariance. The only such term of order two is the square of the norm of the curvature of the connection A and therefore we will make the replacement L tot ! L regularized def = L tot + jjF A jj 2 : (In fact, to preserve the ellipticity of the quadratic part of L regularized one also has to change the gauge-xing term of L tot and this forces changing Q slightly. Making those changes is easy and does not a ect the rest of our reasoning, so we will ignore them.)
Let as now pretend that L regularized gives rise to a nite perturbation theory. (Actually, this is true except for the role of a few low order subdiagrams.) What will remain of the invariance argument (17) Here c 1 , c 2 , and c 3 are constants (or more exactly functions of k only, which must be computed order by order in perturbation theory, but do not depend on the particular three manifold or metric). Also, V is the volume of M 3 , R is the integral over M 3 of its scalar curvature, C is the Chern-Simons number associated with the Levi-Civita connection and V , R, C are the variations of these quantities with respect to g ij ! g ij + g ij . The expansion (73) is determined by the following principles. (i) The terms on the right hand side must be closed one forms on the space of metrics (since the left hand side of the equation has this property.) (ii) The coe cients of these closed one forms must be local functionals of the metric. What has been written on the right hand side of equation (73) is the most general expression with these properties. The general principles do not determine c 1 ; c 2 , and c 3 , which from this point of view must simply be computed order by order in perturbation theory.
Equation (73) Here we see where the framing of M 3 comes in | to de ne C we must rst pick a trivialization of the tangent bundle and so the invariants that we have just produced depend on a choice of such a trivialization. Notice that C, in equation (73) does not depend on the choice of a framing, but C does. What is entering here is clearly a sort of local cohomology of the space of metrics. The local, closed one forms V , R appearing in (73) can be written as variations (exterior derivatives) of local functionals of the metric. But C, though itself a local functional and a closed one form, cannot be written as the variation of a local functional. (If C were itself not local, it could not arise in the intrinsic local evaluation of Feynman diagrams that leads to equation (73).)
Similarly, in the case of a non-empty link X we do not expect that the higher order Feynman diagrams will converge to link invariants, but instead we expect them to converge to something whose variation with respect to a deformation of X will be equal to some constant multiple of the variation of the total torsion of X. (The torsion will enter just as the Chern-Simons number C entered in the above discussion.) The total torsion can then be subtracted out yielding link invariants at the price of having to introduce a framing for X | the total torsion can be de ned only given such a framing. This agrees with the results of Witten and with the results in section 4.
Unfortunately, we were just pretending that the theory de ned by L regularized is nite. In fact, it is not. One can gure out how badly divergent the theories de ned by L tot and L regularized are by taking a diagram with a speci ed number of vertices and arcs, measuring the total degree of singularity of the arcs and vertices, and subtracting the number of integrations that the vertices induce. The result, the so-called \super cial degree of divergence" of a 
Clearly, the regularized theory is less divergent than the original one, but (75) shows that even in the regularized theory the diagrams with a small number of loops and external lines will be divergent and as these diagrams appear as subdiagrams in diagrams with higher complexity we cannot just ignore them. One can check that even if higher terms than jjF A jj 2 are added to L tot and even when considering the reduction in the divergence that comes from gauge invariance 4 one loop diagrams with one, two , or three external legs will remain divergent in the resulting theory. Yet, we believe that the following is true: Conjecture 1. (Witten, 36 ]) The analysis in ( 72), ( 73), and ( 74) can be justi ed, and the resulting invariants W renormalized coincide with the expansion in powers of 1=k of the results in 32, 33]. One-loop diagrams in the Chern-Simons theory have been regularized using -function regularization in 32] and using Pauli-Villars regularization in 1]. Both of these regularizations give partial results consistent with the above conjecture, but presently I don't know how to complete these results and use them to prove the conjecture to all orders.
Epilogue
There has been major developments in this subject in the 4 years since this paper was rst distributed in a preprint form 5 .
In 3, 4] Axelrod and Singer found an additional symmetry obeyed by the Chern-Simons path integral (3), and used it to prove that perturbation theory on bare three manifolds (subject to some additional conditions) is indeed nite to all orders, and that the resulting integrals are`almost' independent of the choice of a metric, with the residual metric dependence being proportional to C, as predicted in (73). A similar construction was given (but never published in detail) by Kontsevich 24] , who also states theorem 1 (without proof) in 25].
In 6] I have noticed that the \lie-algebraic" part of Chern-Simons perturbation theory can be \divorced" from the \integral" part, showing (modulo analytical di culties) that there is a perturbative invariant corresponding to each \weight system", and in 7] I have shown that these \weight systems" underlying Chern-Simons perturbation theory are the same as the weight systems underlying the theory of Vassiliev invariants 6 , thus establishing a relationship 4 Q c = , and therefore h (x) (y)i = 0. This together with the structure of the B propagator proves that the amputated two-point function is given by ? L d L of a (1; 1)-form whose convergence properties are by one degree better. For a similar example, see e.g. 10, pp. 299-300]. 5 Though it seems that no one had yet published an alternative proof of theorem 1. 6 The inclusion fChern-Simons weight systemsg fVassiliev weight systemsg was already proven in 5, 6] .
between the two domains. This same relationship was later observed and vastly generalized by Kontsevich 24, 25] .
Appendix A. Some algebra We include here the short computer routine that veri es few assertions that were made in sections 5 and 6. First, the routine itself. It is written in Mathematica TM | a symbolic mathematics language. For more information about this language see 37]. The rst paragraph of the routine de nes X, _ X, !, and their expansions with respect to the externally de ned variable var to order ord at the points , ? = ? , and = .
The second paragraph de nes S i,j,k,1 or 2]] to be S ijk 1 or 2 expanded with respect to the relevant variable. S is de ned di erently for var=eta then for var=tau | if var=eta then (33) and (34) mean that in S 1 one can make the replacement lambda1 -> c2 eta while (35) means that in S 2 the replacement {lambda1^2 -> c5 eta^3 , lambda1 -> c4 eta^2} can be made. It is easy to see that after the latter replacement has been made the expansion for S 2 will begin at 2 , and this justi es dividing it by 2 and expanding everything to an order two less than is mentioned in sections 5 and 6. If var=tau the expansions for z1, z2, and z3 begin at , and thus the de nitions S i,j,k,1]]= S ijk 1 = and S i,j,k,2]]= S ijk 2 = 3 . This allows us to expand S i,j,k,1]] (S i,j,k,2]]) to an order lower by one (three) than the order required for S ijk 1 (S ijk 2 ). The third paragraph contains the routines that do the and the 6 contractions, and the last paragraph de nes the relevant diagrams.
We now include a Mathematica TM session produced using the above routine, for which I have chosen the not very imaginative name \ le". Out 2] and Out 5] prove equations (38) and (40), while Out 3] and Out 5] prove the assertions at the end of the invariance proof in section 6. This concludes the proof of the main theorem of this paper. Comment: Obtaining these eight expansions takes few hours of CPU time on a 1989 workstation.
