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Abstract 
In this paper we obtain a new formula for the mini- 
mum achievable disturbance attenuation in two-block H” 
problems. This new formula has the same structure as 
the optimal H” norm formula for noncausal problems, 
except that doubly-infinite (so-called Laurent) operators 
must be replaced by semi-infinite (so-called Toeplitz) op- 
erators. The benefit of the new formula is that it allows 
us to find explicit expressions for the optimal H” norm 
in several important cases: the equalization problem (or 
its dual, the tracking problem), and the problem of filter- 
ing signals in additive noise. Furthermore, it leads us to 
the concepts of “worst-case non-estimability” , correspond- 
ing to when causal filters cannot reduce the H” norms 
from their a priori values, and “worst-case complete es- 
timability” , corresponding to when causal filters offer the 
same H” performance as noncausal ones. We also obtain 
an explicit characterization of worst-case non-estimability 
and study the consequences to the problem of equalization 
with finite delay. 
1. Introduction 
The formula for the minimum achievable disturbance 
attenuation in two-block H” problems (denoted, here- 
after, by yc) was obtained by Verma and Jonckheere [l] 
and Feintuch and Francis [2] in the mid 1980’s. In these 
works, yc was described as the spectral radius of a mixed 
Toeplitz-plus-Hankel operator. Despite the elegance of 
this result, little physical insight into the properties of 
the two-block problem have been obtained in this frame- 
work. Moreover, the explicit computation of the spec- 
tral radius of the mixed Toeplitz-plus-Hankel operator has 
been superseded by state-space Riccati-based approaches 
that compute this quantity only implicitly (see e.g., [3]). 
In this paper we attempt to show that much insight 
into the two-block H” problem can be obtained by study- 
ing the minimum achievable disturbance attenuation. The 
main result in this attempt is a new formula for yc which 
is, in our view, simpler than the mixed Toeplitz-plus- 
Hankel spectral radius formula, and which retains the 
same structure as the formula for the minimum achiev- 
able disturbance attenuation in noncausal two-block H” 
problems. To demonstrate this fact, we give a complete 
analysis of yc for the important problems of equalization 
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and of filtering signals in additive noise. 
While such a complete analysis for general two block 
problems is not currently available (primarily due to the 
fact that simple frequencjr-domain characterizations of yc 
currently do not exist), we do introduce two concepts 
that we believe are of considerable importance. The first 
is worst-case complete estimability which corresponds to 
when causal estimators have the same H“ performance 
as non-causal ones, and roughly speaking represents an 
“easy” estimation problem. The second is worst-case 
non-estimability which corresponds to when causal es- 
timators cannot r’educe ’yc from their a priori bounds, 
and roughly speaking represents a “difficult” estimation 
problem. These concepts are important since in esti- 
mation (and control) one would like to set up problems 
that are close to worst-case complete estimable and that 
avoid worst-case non-estimability. Although we have not 
been able to give a simple characterization of worst-case 
complete estimability, we do give one for worst-case non- 
estimability and demonstrate its merits by studying the 
problem of equalization with finite delay. 
1.1. Notation 
In this paper we shall often deal with time-invariant 
operators that map 12*” t,o 12J’, i.e., the space of square- 
summable sequences of m -vectors to the space of square- 
summable sequences of pvectors, according to the rule 
M 
where u = {ui} E Z 2 9 ”  and y = { y i }  E 12J’. Note that the 
above equation can also be written as 
. . . T 2  Ti To : 
. .  
f 
A 
=T 
U-1 
U0 
U1 
Another characterization (of the operator T is through its 
z-transform, 
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We shall further assume that the above (doubly) infinite- 
series expansion converges absolutely on an annulus con- 
taining the unit circle, IzI = 1. When T ( z )  is nonra- 
tional this is slightly stronger than the requirement that 
7 maps 1 2 y m  to l 2 > P ,  since it guarantees that 7 maps 1"~" 
to 1"J', i.e., that it maps bounded-amplitude sequences 
to bounded-amplitude sequences. In anycase, this implies 
that the Fourier transform, T ( e j " ) ,  is well-defined and 
bounded for all w E [ 0 , 2 ~ ] .  
We shall also find it useful to partition the input and 
output, U and y, into their past, U -  = {ui,i < 0) and 
y- = {yi, i < 0}, and present and future, U+ = {ui, i 2 0) 
and y+ = {yj, i  2 0}, components. We shall also de- 
note the corresponding spaces of semi-infinite sequences 
by l?", l?p and l?", lp, respectively. With this par- 
titioning of the input and output spaces, the operator 7 
can be partitioned as follows: 
A 
A A 
A 
where 
. .  . .  
* .  To T-1 T-2 
... Ti To T-1 
. . . T2 Ti To 
r ... T~ T~ i 
(3) 
The operator 7- maps 15" to l?', i.e., past inputs to past 
outputs, and is called a Toeplitz operator, whereas the op- 
erator TH maps 15m to ly, i.e., past inputs to present and 
future outputs, and is called a Hankel operator. Similar 
remarks apply to T+ and TA. The doubly-infinite operator 
7, however, is referred to as a Laurent operator. 
We will also be interested in the induced 2-norm, or 
so-called H w  norm, of such operators which is defined as 
where we have used lla112 = C i a f a i .  Moreover, it turns 
out that, since Laurent and Toeplitz operators are time- 
invariant, there is a very simple frequency-domain char- 
acterization of their H a  norms: 
where a(.) denotes the maximum singular value of its ar- 
gument. [Note that ~ ~ ' T ~ ~ ~  = llT-llm.] 
Finally, we should mention that the operators 7 and 
7- will be called causal if Ti = 0, for all i < 0, or, in other 
words, if TA = 0. 
2. The Two-Block Problem 
Consider the following "two-block" operator, 
' T K = [  CC-K?l! - K ] ,  (4) 
where C and '?i are causal Laurent operators. The opera- 
tor K is also Laurent, though not necessarily causal. 
Many estimation problems lead to the operator TK. 
To this end, consider Fig. 1 where 7-L and C are known 
causal linear time-invariant operators (or simply, causal 
LTI systems), {ui} and {vi} are unknown sequences, {yi} 
is the known observations sequence, and {si} is the unob- 
servable desrired sequence we wish to estimate. The goal 
in estimation is to appropriatley design the (so-called) es- 
timator K that provides the estimates {Si} based on the 
observations {yi}. When K is a non-causal operator the 
estimation problem is referred to as a smoothing prob- 
lem since the estimator has access to future observations, 
whereas when K is a causal operator the estimation prob- 
lem is referred to as a filtering problem since the estimator 
does not have access to future observations. 
Figure 1: A general estimation problem. 
In this setting, T,, is the transfer operator that maps 
the unknown disturbances { u j }  and {vj} to the estimation 
errors 3. = (3.). Thus, the problem of estimation becomes 
one of making TK "small" in some sense. In the two block 
H" problem, it is proposed to minimize TK in the H" 
norm sense. 
Problem 1 (Two-Block H" Problem) Consider the 
causal Laurent operators, C and 7-L. 
(a)  Find ys, where 
A 
(5) 
(b) Find ye, where 
yc = A inf / I [  C - K 3 c  -K ] I [ , .  (6) 
causal IC 
Note that in Problem 1-(a) there is no restriction on 
the Laurent operator K, whereas in Problem 1-(b) the 
Laurent operator is restricted to being causal. It is thus 
clear that 
Ys L Yc- (7) 
1976 
Note, moreover, that 7," and 7," can be regarded as the 
min-max energy gains from the disturbances to the esti- 
mation errors, which is the reason why y5 and yC are also 
referred to as the minimum disturbance attenuations. 
Finding an expression for the minimum disturbance 
attenuation, when K: is not restricted to be causal, is 
quite straightforward and only requires a "completion of 
squares" argument. 
Theorem 1 (Non-Causal Optimal Hm Norm) 
Consider the setting of Problem 1-(b). Then we have 
with A causal and causally invertible, and the operator 
PgA- '? fC*  := [ w]  , (13) 
then using (11) we can identify the Toeplitz part of E as 
E- = (CL*>- ( p * p ) -  == c-c? -p?p- -Pkp~.  (14) 
But it is easy to see that 
P- = ,AI 'N-L?,  (15) 
(8) E- = c-c*_ - c-wA~z*A:"~~-c: - P;IPH. (16) 
sup 5 [L(ej") (I + H'(ej")H(ej"))-' L*(ej")l . But from (12) it follows that A-AT = 1+31-3c', so that 
which impiies that E- can be written as 
7: = llc (I + z*?Lfl)-' c* 11 03 
= 
"€[0,27r] J 
3. 
expression for 7c, which is given below. 
Theorem 2 (Causal Optimal Hm Norm) Consider 
the setting of Problem 1-(b) .  Then we have 
Optimal H" Norm in the Causal Case 
The main result of this paper has to do with a new 
(9) 
Note that the expressions for the minimum distur- 
bance attenuation in the non-causal and causal cases (of 
Theorems 1 and 2) have the exact same structure! The 
only difference between the two is that the doubly-infinite 
Laurent operators C and 3c must be replaced by the semi- 
infinite Toeplitz operators C- and Z- . 
The reason why we were able to give a simple 
frequency-domain expression for ys in Theorem 1 is that 
products and inverses of Laurent operators are themselves 
Laurent operators. Thus L ( I  + 3c*3c)-' C* is a Lau- 
rent operator and the second equation in (8) readily fol- 
lows. However, products and inverses of Toeplitz opera- 
tors are not necessarily Toeplitz (the reader may want to 
check, for example, that 3c"- is not Toeplitz). Thus 
C- ( I  + RYX.-)-' CT is not necessarily a Toeplitz oper- 
ator, and so simple frequency-domain formulas for ^fC in 
Eq. (9) cannot generally be given. 
However, some further characterization of 
L- (I+'?lt 'H-)- 'Ct can indeed be given. To this 
end, let us define 
& C ( I  + X * X ) - ' c *  = [ .-&+I 1 (10) 
and note that 
E = LL* - L N * ( I  + N N * ) - l N L * .  
AA* = I + XZ*, 
(11) 
Now, if we further define the spectral factorization 
(12) 
E- = L-L? - c-'flZ(I + ?l!-?'l!:)-'x-L: - PkPH 
= L - ( I  + 3c:X-)--'c? - PhPH. 
We thus finally have 
C-( I  + %!?3c-)'-'C? = E- + P ~ P H ,  (17) 
which, in view of Theorem 2, recovers a wellknown re- 
sult of Verma and Jonckheere [l] and Feintuch and Fran- 
cis [2] that states that the minimum disturbance attenua- 
tion is given by the spectral radius of the so-called mixed 
Toeplitz-plus-Hankel operi5tOr E- + P ~ P H .  
Eq. (17) is significant since it shows that the operator 
C-(I  + W,'H-)- 'C? is generally not Toeplitz, and that 
it differs from the Toepli1,z operator E- by the amount 
of P ~ P H .  Note also that 7," = ~ ~ E - ~ ~ m .  Therefore (17) 
shows, as expected, that 'yc 2 y8, and that the increase 
in the minimum disturbance attenuation depends on the 
Hankel operator PH.  
Although the mixed Toeplitz-plus-Hankel spectral ra- 
dius result of [ l ,  21 is intriguing, it has not proven to be a 
very useful tool in analyzing the behaviour of yC with re- 
spect to C and 8. In the remainder of this paper, however, 
we shall see that our new formula (9) allows us to draw 
various qualitative and quantitative conclusions about -yc. 
The main reasons for this are that in the new formula the 
dependence of T~ on L and 3c is much simpler, and that 
the formula retains the same structure as in the non-causal 
case of Eq. (8). 
4. Some Special Cases 
In this section we shall1 use the result of Theorem 2 to 
compute yc for the two important special cases of equal- 
ization (or its dual problem tracking) and filtering signals 
from additive noise. \ 
4.1. The Equalization Problem 
In the equalization problem we have L = I .  Referring 
back to Fig. 1, this means that we would like to estimate 
the unknown input signal {U;} from noisy measurements 
of the output of the linear time-invariant system X. In this 
sense, the causal equalization problem can be regarded as 
the problem of causally inverting a linear system in the 
presence of additive noise. [For further details see [4].] 
1977 
Theorem 3 ( H m  Equalization) Consider the causal 
Laurent operator 'H, where the impulse response { H i }  is 
a sequence of elements of C m x m ,  and suppose we want to 
find yc, where 
(i) If 3-1 i s  minimum phase, i.e., i f  3-1-l is causal, then 
(18) 
7," = 1. (19) 
(ii) If 'H is non-minimum phase, i.e., i f  'H-l is non- 
causal, then 
In other words, if the system 3-1 has a causal inverse 
then causal equalizers offer the same performance as non- 
causal equalizers that have access to future observations. 
On the other hand, if 'H does not have a causal inverse then 
causal equalization is not possible from the H" point of 
view, since y = 1 is the disturbance attenuation obtained 
by performing no equalization at all! Indeed K: = 0 yields 
? ? = [ I  0 1 ,  (20) 
so that 17h:1, = 1. 
Proof of Theorem 3: To prove part (i) assume that 31 
is minimum phase. We will show that 
7 > 7 s  * Y > 7 c  
which establishes 2 yc. But since we already know that 
ys 5 yc this readily implies that y8 = yc. 
Now since 'H is minimum phase, H ( z )  has no unit cir- 
cle zeros and hence ya < 1. Choose now a y such that 
1 > y > ya. We thus have the following series of argu- 
ments: 1 > y > ys 
=+- 721 > (I+3c*3-1)-1 
=$ ( 7 - 2  - 1)I< 3-1*3-1 
* -  I>'H-l'H-* 
7 - 2  - 1 
* -  7 - 2  - 1 I>[*][.*] 
where x denotes irrelevant entries. We can now unwind 
this last expression to get y21  > (I + ?l??L.)-'. But 
this implies that y > yc, and we are done. [Note that 
the fourth step in the above argument is the key step, 
since we used the fact that 3t-l is causal, and hence lower 
triangular .] 
To prove part (ii) assume now that W' is non-causal. 
This implies that H ( z )  has a zero outside the unit circle. 
Let p (IpI > 1) be such a zero of H ( z ) .  Then 
(21) 
( I  + 'H:'H-)-lX = (I - W ( I  + 3-1-'H:)-l3-1-) x = x, 
Note that X E 2: since Ipl > 1. The above equation shows 
that X is an eigenvector of 'H- with eigenvalue H b ) .  Now 
so that ( I  + 'H?3-1-)-' has an eigenvalue of unity. Since 
( I  + 3-1?3-1-)-1 5 I this implies the desired result that 
II(I + 3-1:3-1-)-111m = 1. 
4.2. Filtering Signals from Additive Noise 
In this problem we have C = 'H. Referring back to 
Fig. 1, this means that we would like to estimate the 
unknown signal {si} from the "signal-plus-noise" obser- 
vations {yi = si + vi}. The result is given below. [For 
further details see [5]. ]  
Theorem 4 (H" Filtering of Signals in Noise) 
Consider the causal Laurent operator 'H, and suppose we 
want to find yc, where 
Then we have, yc = ys, i.e., 
I + H*(ej")H(ej"))-'  H*(e jw)]  .
Proof: We will show that 
7 > 7 s  * T > Y c  
which establishes ys 2 yc. But since we already know that 
ys 5 yc this readily implies that ya = yc. 
First note that since H ( z )  is analytic on IzI = 1, 
H ( e j w )  is bounded for all w E [0,27r], and hence ys < 1. 
Choose now a y such that 1 > y > ys. We thus have the 
following series of arguments: 1 > y > y8 
=.+ 
=+ 
7 2 1  > X ( I +  3t*31)-"H* = I - ( I  + 'HX*)-' 
( I  + ?t'H*)-l > (1 - y 2 ) I  
* I+WY* < 41 
1 - 7  
1978 
where x denotes irrelevant entries. We can now unwind 
this last expression to get y21 > 'fl-(1+ 'fl:'fl-)-''fl:. 
But this implies that y > yc, and we are done. 
5. Worst-case Non-Estimability and 
Worst-case Complete Estimability 
As mentioned earlier, explicit frequency-domain ex- 
pressions for yc are currently not available. However, in 
general one can always claim that 
(22) 
A 
7 s  I ~c L yn = IlLll, 3 
where the upper bound follows from the fact that yn cor- 
responds to performing no estimation, i.e., K = 0 ,  since 
for this choice of K we have 7, = [ C 
Therefore a natural question to ask is what are the 
conditions on C and 'fl for yc to achieve either of the above 
upper and lower bounds? This is also an important ques- 
tion since: 
0 yc = ^ fa corresponds to an easy estimation problem, 
since here causal estimators have the same perfor- 
mance as noncausal ones. 
0 yc = yn corresponds to a dificult estimation problem, 
since here causal estimators cannot offer any improve- 
ment over not estimating at all (K = 0). 
Due to the importance of the above concepts, we shall 
call the pair {C, 'fl} worst-case complete estimable if yc = 
ys and worst-case non-estimable if yc = yn. 
From our analysis of the previous section we already 
know the answer to whether {L, N} is worst-case com- 
plete estimable or worst-case non-estimable for the spe- 
cial cases of equalization and filtering signal from additive 
noise. Unfortunately, we do not currently have a sim- 
ple characterization of when the arbitrary pair {L, 'fl} is 
worst-case complete estimable. However, for worst-case 
non-estimability we do have such a characterization, as 
described next. 
0 3 .  
5.1. Worst-case Non-Estimability 
Theorem 5 (Worst-case Non-Estimability) 
Consider the setting of Problem 1, and suppose that 
ys < yn = IlLll,. Then we have the following results. 
(4 
(ii) 
yc = Tnj iff . l  there exists an x E 1: such that 
(a) llL-412 = IlLll, 11412. 
(b) 3-1-2 = 0 .  
If the corresponding z-transforms L(z )  and H ( z )  are 
scalar and rational, then yC = -ynl iff., 
(a) L(z )  is ail-pass, i.e., IL(ej")l = constant, for all 
(b) The number of non-minimum phase zeros of 
H ( z )  (counting multiplicities) is greater than the 
McMillan degree of L(z ) .  
w E [0,27r]. 
The above theorem giives a very simple characteriza- 
tion of worst-case non-estimability. This is quite useful 
since it will allow us to recognize the occurrence of worst- 
case non-estimability in various applications, and to de- 
sign estimation (and con1;rol) scenarios to avoid it. We 
shall presently demonstrate this by considering the prob- 
lem of equalizing a scalar rational LTI system, H ( z ) .  
5.2. Equalization with Delay 
First note that Theorem 5 confirms the result of The- 
orem 3, part (ii), on equalization. Indeed in the equaliza- 
tion problem L ( z )  = 1 is clearly all-pass and has McMil- 
lan degree zero. Thus if H ( z )  has any non-minimum phase 
zero, the equalization problem is worst-case non-estimable 
and -yc = yn = 1. 
One may now speculate whether it is possible to 
causally equalize H ( z )  by allowing a finite amount of de- 
lay. In this case, one would like to estimate u i - d ,  for some 
d > 0, using the observations {yj,j 5 i } .  Mathematically, 
this corresponds to choosing L ( t )  = z - ~  in the two-block 
problem of Sec. 2.. The natural question to ask is what is 
the delay necessary to guarantee T~ < "yn = l ?  
Lemma 1 (Equalization with Delay) Consider the 
Laurent operator with scalar rational transfer function 
H ( z ) ,  and define 
yc = inf 11 [ rd - K ( z ) H ( z )  - K ( z )  3 11,. 
causal K ( . )  
Then if the number of non-minimum phase zeros of H ( z )  
is given b y  n ,  we have: 
(i) - y c < l i f d > n .  
(ii) yc = 1 i f d  < n. 
Proof: The lemma follows from Theorem 5, part (ii), 
since L(z )  = z - ~  is all-pass and has McMillan degree d. 
Therefore the minimum amount of delay is given by 
the number of non-minimum phase zeros of H ( z ) .  
References 
M. Verma and E.A. Jonckheere. 1" compensation with 
mixed sensitivity as a broadband matching problem. 
Systems and Control Letters, 4:125-129, 1984. 
A. Feintuch and B.A. 1;'rancis. Uniformly optimal con- 
trol of linear systems. Automatica, 21:563-574, 1985. 
J.C. Doyle, K. Glover, P.P. Khargonekar, and B.A. 
Francis. State-space solutions to standard H 2  and H" 
control problems. IEEE nuns .  on Automatic Control, 
B. Hassibi, A.E. Erdogan, and T. Kailath. Equaliza- 
tion with an H" criterion. Submitted to IEEE Duns- 
actions on Information Theory, 1997. 
B. Hassibi and T. Kailath. H" filtering of signals in 
additive noise. Submitted to IEEE Transactions on 
Signal Processing, 1998. 
34:831-847, 1989. 
1979 
