We describe a numerical model of a free boundary axisymmetric tokamak plasma and its associated control systems. The plasma is modeled with a hybrid method using two-dimensional velocity and flux functions with surface-averaged MHD equations describing the evolution of the adiabatic invariants. Equations are solved for the external circuits and for the effects of eddy currents in nearby conductors. The method is verified by application to severai test problems and used to simulate the formation of a bean-shaped plasma in the PBX experiment. 6
I. INTRODUCTION There is a growing body of evidence from both theoretical and experimental studies that tokamaks with shaped, noncircular cross-sections offer significant advantages over conventional circular cross-section tokamaks [ 11. Onset conditions for ideal magnetohydrodynamic (MHD) instabilities, resistive tearing instabilities, beam-driven plasma instabilities, and the amplitude of residual microinstabilities are all expected to improve when the tokamak cross section becomes noncircular [2-51. The ohmic heating power is also increased and transport is expected to improve.
However, there are several disadvantages associated with these tokamaks. The external shaping fields must be carefully programmed to establish the desired configuration. Also the positional control problems are compounded. In the absence of nearby conducting walls, the plasma is generally unstable to an axisymmetric displacement. Close fitting passive conductors can normally slow down these instabilities to times comparable to the resistive time of the conductors, but active feedback systems are generally necessary to provide complete stability [6, 71. The time scales over which the external shaping fields change and the feedback systems respond are generally comparable to the resistive diffusion time of the plasma. This paper describes a computational mathematical model developed to study the control requirements for shaping tokamak discharges. The model consists of a two-dimensional transport description of a plasma interacting with a discrete set of 481 (X21-9991/86 $3.00 axisymmetric conductors which obey circuit equations with active feedback amplifiers being included. A solution method is utilized in which the plasma force balance equation is modified by scaling up the plasma mass and viscosity. This technique keeps the plasma in near force balance equilibrium while alleviating the severe time scale discrepancy between wave-like and diffusion-like phenomena. Also the vacuum equations are modified to describe a very high resistivity zero pressure plasma. The parameter scaling does not affect the bulk motion of a tokamak plasma that is stable on the ideal MHD time scale.
In the following sections we present the modified equations, discuss the relevant time scales, and present the numerical methods utilized in the simulation. We verify the computational technique in Section V by computing several test problems in some detail. Then in Section VI we apply this method to the modeling of an actual tokamak experiment, the Princeton Beta Experiment (PBX) [B] . It is shown that a system of shaping coils plus passive and active feedback conductors should be sufficient to shape the tokamak into a kidney bean shape and hold it there in a controlled manner.
II. EQUATIONS
In an axisymmetric toroidal geometry with symmetry angle 4, the magnetic field is expressible in terms of the poloidal flux per radian Y and the toroidal field function g in the standard way
B=VdxVY+gV&
(1)
The function g is a general two-dimensional function whose contours will align themselves with constant poloidal flux contours when the system is in static force balance, i.e., g = g(Y) in equilibrium. The toroidal flux @ within a constant Y contour Y = YC is obtained by performing an integral over the contour's interior where (x, 4, z) form a cylindrical coordinate system (Fig. 1) . We find it advantageous to express the plasma momentum density m = Minv in terms of a stream function A, a toroidal component CO, and a potential s1, thus m=VtixVA+wVd+VSZ.
This form for the velocity field allows separate numerical treatment of the incompressible and compressible parts of the flow field. Since the physics governing the wave dynamics of V. m = V2G? and V4 * V x m = V. xe2 VA are determined, respectively, by the longitudinal and transverse characteristics, the time evolution of these two quantities can be quite different. The numerical method presented in Section III makes use of this representation to deal with the time scale disparity.
We describe here the set of dynamical equations solved in the computational domain illustrated in Fig. 1 . We take a uniform Cartesian spatial mesh and divide it into three regions: the plasma region, the vacuum region, and the solid conductors. The interface between the plasma and the vacuum regions will change in time, being defined as the first poloidal flux surface Y = const. touching a limiter point or containing an x-point (magnetic limiter). The description is "free boundary" in that the computational boundary is not a physical boundary. The magnetic field is updated on it so that its placement will not affect the plasma evolution.
In each region, a modified form of the MHD-Maxwell equations are solved. The modifications take the form of introducing several continuous parameters such that the true (inertialess) MHD and vacuum equations are obtained when these parameters approach zero. These parameters are the enhanced plasma mass density and viscosity, and the electrical conductivity of the vacuum region. For finite values of these parameters, the equations do not change their type across region boundaries, and solutions remain continuous. We describe next the exact equations solved in each region.
A. Plasma Region
We are concerned with obtaining accurate solutions to the resistive MHD equations on the time scale governed by resistive dissipation and cross field transport in the plasma, and by the rate of change of the currents in the poloidal field circuits due to resistivity and to externally applied driving voltages. This time scale is long compared to the time it takes for densities and temperatures to equilibrate along the magnetic field lines so that we can take these quantities to be one-dimensional spatial functions, uniform on each magnetic surface. It is also long compared to the time that Alfven waves act to equilibrate force imbalances so that the static equilibrium condition J x B = Vp will remain nearly satisfied.
In the absence of Alfven transit time scale (ideal MHD) instabilities, the inertial terms in the plasma force balance equation are negligible. They are smaller than the magnetic forces by the square of the inverse magnetic Reynolds number, S,*, where with rl the plasma resistivity and a the minor radius. Since the magnitude of the true time-averaged inertial terms are small, we replace them with a more convenient modified inertial term which is equivalent to enhancing the plasma mass, dropping the convective derivative term, and choosing a specific form for the plasma viscosity operator,
Thus the plasma force balance equation becomes $+F,(m)=JxB-Vp.
The mass enhancement and viscosity parameters are chosen so that the left-hand side of Eq. (6) remains small enough to be negligible compared to the right-hand side, but not so small as to make forward time integration prohibitive. Further motivation for the modified inertial technique is given in Ref. [9] . It must be verified a posteriori that the modified inertial terms indeed remain small and that the physical results are independent of the fictitious mass and viscosity values over a wide range. Scalar forms of the momentum equations are obtained by operating on the modified force balance equation, Eq. (6) with {V}, {Vtj.Vx }, and {Vqb}. Thus, we obtain @a) (6b)
;o+p,'VcjxVgW-v,A*co=O, (6~) where A* = x*V . x-'V is the standard toroidal elliptic operator.
We note here that static solutions to Eqs. (6a)-(6c) with (0, A, CD) and their time derivatives set to zero are exact solutions to the full Grad-Shafranov equilibrium equation, i.e., A*!?+ pox2 -gp(Yq+;-gg2(P)=o.
Transient solutions for Y, p, and g are always within E = S,2 of satisfying Eq. (7).
Faraday's Law, and an Ohm's law of the form E+vxB=R, (8) where R contains the nonideal terms, yield evolution equations for the poloidal flux and toroidal field functions
$g+xzv.
Here, p,, z noMi is a constant, having the role of the enhanced mass density. Since the toroidal magnetic field is due primarily to external currents, it is relatively immobile, making it convenient to evolve the surface-averaged thermodynamic variables relative to magnetic coordinate surfaces containing a fixed amount of toroidal flux. To derive the surface-averaged evolution equations, we decompose the cross-held fluid velocity into two parts v~vY=v;vY+v,~vY,
where v, . VY is associated with the evolution of the coordinate surfaces, and vR. VY is the fluid flow relative to these surfaces. For magnetic coordinate surfaces evolving with fixed toroidal flux @, we have from Eq. (lo), and v,TY=%#xRW (12) g
Here, q = (27r-' &D/a!P is the safety factor, B, = IV4 x VYI is the magnitude of the poloidal magnetic field, and the line integrals are around a contour in a poloidal cross section at Y = const. Using Eqs.
(1 1 )- ( 13) to eliminate the velocity from the mass and energy conservation equations, we obtain [lo] one-dimensional evolution equations for the differential number density IV' = n aV/i?@, and the dif-ferential total and electron entropy densitities 0 -p(~Yv///a@)'/~ and ge z PJ~I'/M)"', with respect to magnetic surfaces containing a fixed toroidal flux.
;iv= --L&(Nr)+s,,
VL~-~(Q,+Q,,+~(s,+a, 
and the total toroidal current within a flux surface (19)
The particle flux and electron and ion heat fluxes are defined as
Q,=g[ ( q,*V@) +; Per The equipartition term is classical (23) with qI = 2.0 qll the perpendicular resistivity. The S,, S,, Si are external sources of particles, electron energy, and ion energy. We note here that Eqs. (9) and (10) imply an evolution equation for the transform 1=q-1, Equation (24) is redundant, but can serve as a check and possibly also as a corrector to the Y and g functions evolved through Eqs. (9) and (10) . The correction feature is discussed in Section IIIB.
We take the nonideal dissipation vector R in Eq. (8) to consist of a classical part R, and an anomalous part RA, perpendicular to the magnetic field R=R,+B-*BxR*xB. (25) For the classical part we take Rc=rl,,J (26) with q,, =OSl x lob42 In ~IT,-~/*ohrns when the electron temperature T, is measured in electron volts. Here, T, = k~'p,/n as determined from Eqs. (14) and (16). In evolving the 2-D flux functions Y and g in Eqs. (9) and (lo), it is permissible to take R = R,, since the anomalous R, is perpendicular to B. Including R, in Eqs. (9) and (10) would be equivalent to using a slightly modified velocity field v' = v + R, x B/B* which would lead to no additional flux diffusion. Thus, in Eqs. (9) In the evaluation of the particle flux Z and the heat fluxes ( qi. V@ ) and (qe .V@), it is the anomalous part that dominates. We take this to be of the form rA = -$lVYl72nq)2$
We have taken (Di, D,, D3) = (0.1, 1.0, 1.0) x lOI m-'set-' to give a reasonable lit to PBX data.
B. Vacuum Region
The vacuum region is defined by either having Y > Y,, where YL is the first plasma flux surface in contact with a limiter or by being separated from the plasma by a magnetic x point. We treat the vacuum region as a low temperature, zero pressure gradient plasma in which currents can appear. In the limit as the vacuum conductivity approaches zero, the magnitude of these currents will go to zero and the magnitude of the magnetic diffusion coefficient will approach infinity. Thus, Eq. (6) (with Vp = 0), and Eqs. (9) and (10) are solved in the vacuum region, with a classical resistivity, Eq. (26), based on a constant electron temperature T, = TV. The vacuum temperature, normally a few eV, is much less than the central plasma temperature, normally 0.1 to 3.0 keV; however, it is not zero. This vacuum temperature and a vacuum density, n,, serve as boundary conditions on the surfaceaveraged plasma evolution Eqs. (14) through (16). Since the plasma temperatures and densities will approach these values smoothly, all physical quantities are smooth and continuous across the plasma-vacuum interface, and no special boundary treatment is required there. Again, we must verify a posteriori that the physical results converge to a value independent of the vacuum temperature T,.
At the outer boundary of the vacuum region, i.e., the computational domain boundary, we model an insulating, magnetically transparent boundary by prescribing that the toroidal field strength g and the poloidal flux Y be consistent with the instantaneous plasma and coil currents. Thus, on the boundary points xb, 
The normal component of the momentum density at the boundary consistent with Eqs. on the boundary. Such a transformation leaves all physical quantities unchanged. ,Finally, we note that the error one would introduce by using homogeneous boundary conditions; i.e., Eqs. (40) and (41) with U=O, would not be large. An acceleration term would be forced to appear near the boundary obeying av at' (44) This would result in an unphysical boundary layer velocity gradient of thickness d= h/Bo)(~o/clo~"" in which the velocity is accelerated to the value of Eq. (39).
C. Solid Conductors'
The physical material velocity is zero in the solid conductors. Allowing for the possibility of an external circuit connection supplying an applied voltage V(t), the poloidal flux evolution equation, the analogue of Eq. (9) in the plasma, becomes ; Y=p,1~A*Y+(2~)-1 V(t).
We note here a direct analogy between the poloidal flux evolution equation in the conductor, Eq. (45), and a discrete circuit equation. Suppose a single isolated mesh point (x, z) = (Xi, zi) is treated as a solid conductor. The mesh point has associated an area dA = dxdz, a resistance rij, and a current Ii,j given by
The poloidal flux at the mesh point is due to a self-inductance and a mutual inductance part,
where the sum is over all other currents, being in the grid conductors, the plasma, and external to the grid. The mutual inductance in Eq. (48) where r,(t) and I, are instantaneous and reference values of the total plasma current.
It is necessary to generalize the circuit Eq. (45) to model conductors with toroidal cuts or toroidally localized high resistance regions such as bellows or vacuum vessels with toroidal breaks. We take a group of N poloidal field conductors to be connected as in Fig. 2 Finally, we consider the boundary conditions on the velocity variables A and 52 at the interface between the conductors and the vacuum region. For the same considerations as discussed in Section IIB the appropriate boundary conditions are given by Eq. (39). However, imposing internal boundary conditions and thus making the computational region multiply connected would rule out the use of fast elliptic solvers to invert the elliptic operators for Q and for A. Instead, we define V's2 and A*A inside the conductor region as VQ=V.
---( p. ayvy B2x2 at A*A=x'V.
p. ay -j$--g-gvyxw .
(55)
Outside the conductors, this appears equivalent to defining boundary values for A and %2/i% from Eq. (39).
III. NUMERICAL METHODS

A. Two-Dimensional Variables
The variables are defined at staggered locations on an equally spaced Cartesian grid. This leads to a scheme consistent with the imposition of accurate boundary conditions, and one that couples together the minimum number of grid points. As shown in Fig. 3 , the variables Y, A, and A*A are defined to lie on grid line intersections, while the variables g, o, 8, and V2!2 lie on cell centers.
As discussed previously, by artificially enhancing the plasma density, the frequencies of the Alfven wave oscillations are greatly reduced. However, there remain disparate time scales in the equations due to the differences in the propagation speeds of the compressible and transverse Alfvtn waves, and also due to the differences between the value of the resistivity in the hot plasma and in the cold vacuum regions. We therefore use the technique of subcycling to evaluate the diffusive and fast wave terms N times (typically N= 10-80) during each time-step used by the rest of the problem. This leads to a considerable time savings since the subcycled terms are relatively simple and are evaluated in a tight loop well-suited to a vector computer.
We introduce a variable U for the divergence of the velocity, U= V'SZ. The forms of Eqs. (6a), (9) , and (10) (6c) , the surfaceaveraged equations for N', cr, [T, are advanced, and the elliptic equations for A and Sz are inverted. An explicit time advancement scheme is utilized, in which the wave and convection terms are differenced by using the leapfrog method [12] and the diffusive terms by using a mix of a forward-time centered-space method and the method of Dufort and Frankel [12] . Thus, for example, Eq. (59) is differenced as 
Here, 0 < 8 < 1 measures the relative mix between the two difference schemes, superscript n denotes time (sub) cycle, and subscript i and j denote x and z locations. Equation (63) is solved algebraically for g;,'i at each location, with T being recomputed only every N subcycles.
The condition for stability of the wave terms is that, assuming Ax = AZ,
and (65) where BP and B, denote the poloidal and toroidal field strengths. If we set N= 2B,/B,, then the two criteria become identical. The explicit differencing of the diffusive terms imposes a time-step restriction for stability,
The restriction in Eq. (66) appears to be avoidable by letting 8 + 1. However, we find empirically that for 8 20.9, the odd and even space and time points can become decoupled, leading to numerical instability.
B. Surface-Averaged Variables
The one-dimensional surface-averaged Eqs. (14), (15), (16), and (24) for N', (r, o,, and z are integrated in time simultaneously with the two-dimensional equations using the numerical scheme described in Section 3 of Ref. [13] . The transport quan-JARDIN, POMPHREY, AND DE LUCIA tities r, Q,, Q;, and V, are allowed to be linear combinations of any functions multiplying gradients of n, p, pe, or q-'. We note here that N', cr, oe, and I are the adiabatic variables, so that if r = Qe = Qi = V, = 0 and if all the sources vanish so that SN = S, = Si = 0 and Qde = 0, these quantities are exactly conserved. The finite difference method used here will preserve this property. Every few time-steps, the surface-averaged quantities dV/d@, K, and c1 are evaluated by performing contour integrals on Y=constant surfaces using the definitions in Eqs. (17), (19), and (30). The contour integrals are evaluated at N, points, equally spaced in toroidal flux, d@ = 2nqA Y. The number of points N, may change during the time evolution so that the range of toroidal flux can accommodate a growing or shrinking plasma region 0 < 0 < QP with the increments AC? remaining fixed.
The surface-averaged transport densities N', 6, (T,, z are defined at cell centers, or half-integer values, to allow accurate treatment of the boundary and the magnetic axis, e.g., zj-rjz = r(ojj r,*). A matrix Crank-Nicolson [12, 131 implicit scheme is used to advance variables from time-step n to n + 1. Thus, for example, Eqs. (24) and (29) 
Here, s = Atti/(A@)', a]= (27r)2 ~rrj/(a~z~), bj= Kjaj, and 0 < 8 < 1 is again a parameter measuring the implicitness of the method. After many time steps the transform r(Q) obtained from integrating Eq. (24), i.e., evaluating Eq. (67), will not exactly agree with that obtained from integrating Eqs. (9) and (10) . The difference is due to the differences in the finite-grid truncation error. To avoid accumulating error, we correct the two-dimensional toroidal field function g(x, z) from its value as computed from Eq. (63). Thus, if g;: l is the value as computed from Eq. (63), we correct it as follows Here, r is a relaxation time, typically r = 10 At.
IV. CODE VERIFICATION
A. Green's Function Expansion Test
To test the accuracy of the Green's function expansion method for updating the boundary poloidal magnetic flux, Eqs. (33) and (37), we have computed the exact value of the poloidal magnetic flux at the computational boundary for an elliptical cross-sectional equilibrium ye(x,) = g 1 Gh x) J,+(x), (70) P and also the values obtained by retaining only the first one and the first two terms in the expansion yI(xd =z '3x,, xo) Z(t), where I(t), x0, and K are defined in Eqs. (35) (36), and (38). We display graphically in Fig. 4 the relative errors in the boundary flux due to truncating the expansion after the first and second terms, i.e., we plot normalized values of CWd -Wxdl and Wy,W -'Y,bdl f or computational boundaries separated from the plasma by about 0.5 and 1.0 minor radii. The expansion in Eq. (37) is seen to be rapidly converging, yielding 1O-3 relative errors when keeping only the first two terms for a boundary as close as 0.5 minor radii. Observation.
B. Coils Only Decay Test
To verify that the circuits part of the code is computed correctly, we set up a test problem with two coils located symmetrically above and below the midplane at (x = 1.2, z = kO.75). The remainder of the computational region, 0.38 <x < 2.6, -1.6 < z < 1.6 is a vacuum, i.e., 1.5 eV resistive plasma with zero pressure gradient. The number of spatial grid points in x and z were 49 and 57, respectively. At t = 0, the coils are initialized with equal and opposite currents. As time advances, the coil currents decay and we plot their currents versus time for two cases with different coil resistivity in Fig. 5 comparing with the exact L/R decay time. The agreement is seen to be excellent.
C. Resistive Axisymmetric Stability Test
A model problem consisting of an elliptical cross-sectional plasma and topbottom finite resistivity plates is set up as shown in Fig. 6 . At t = 0, the plasma is given a perturbation by applying a radial magnetic field to induce asymmetry in the vertical direction. The conducting plates stabilize the plasma on the ideal MHD, Alfvtn wave transit time scale, but an instability persists on the much slower time scale characteristic of the resistive L/R time of the conducting plates. Pairs of observation points, symmetrically located above and below the plasma midplane record the value of the poloidal magnetic flux versus time. The difference in the flux measurements between the members of a pair give a measure of the plasma displacement. The flux differences exhibit exponential growth and from these we calculate a growth rate.
We plot in Fig. 7 the range of growth rates obtained from these flux measurements for different size conducting plates, and for comparison, the growth rates obtained assuming the plasma was a filamentary conductor located on the midplane within +4 % of the minor radius about the current centroid.
D. Scaling Tests
We have taken one of the cases of Fig. 7 , with 12 conductors, and have rerun it repeatedly, changing a single numerical parameter each time, and record how the measured growth rate varies. We seek to verify the theoretical predictions that the growth rate is proportional to the resistivity in the plates and is independent of the plasma mass, vacuum resistivity, and other numerical parameters.
The results of these scaling tests are illustrated in Fig. 8 . Where we plot a single growth rate, it represents an average over the four observation pairs for each case. We see that to within the error bars on our growth rate measurements, the results are independent of factor of two variations in the plasma mass, location of computational boundary, computational zone size, numerical viscosity, plasma resistivity, and vacuum resistivity. In addition, the growth rate scales linearly with a factor of two increase in the conductor resistivity.
E. Field Diffusion Test
We have set up a test problem to compute poloidal magnetic field diffusion in a large aspect ratio, circular cross-sectional plasma with uniform plasma resistivity so that an approximate analytical solution is valid. A numerical equilibrium is formed with x0 = 25.2 m, a = 0.5 m, and with an initially peaked current distribution. We let the system evolve with the ohmic heating system on to keep the total plasma current constant in time, Z, = 6 MA. In Figs. 9a and 9c we plot the computed profiles of the poloidal magnetic field, B, = lVYl/x as computed from Eqs. As an illustration of the application and use of this method, we present a simulation of the current buildup and shaping phase of the plasma in the PBX experiment at the Princeton Plasma Physics Laboratory. Detailed comparison of the predictions of this code with the actual magnetic measurements from the experiment will be presented in a companion publication.
The PBX coil systems are summarized in Table I . The equilibrium field (EF) system provides a relatively uniform vertical field, while the shaping field (SF) system is such as to indent the plasma and deform it into a kidney bean shape. A radial field (RF) system is connected to a feedback amplifier so as to keep the plasma centered on the midplane. Three passive conducting plate systems are The ohmic heating (OH) system is modeled by a "perfect" OH system, which increases the value of the poloidal flux uniformly on the plasma boundary at a rate that keeps the total plasma current on the trajectory described in Table II 
where 6 = -0.025 x [Z,(t)/Z,(co)] x [Zsr(t)/Zsr(~~)] is an offset, Z&(t) is the trajectory described in Table II , a, = 4 x lo3 and CQ = 2 x 10' are proportionality constants, and Y(x, z, t) is the value of the poloidal magnetic flux per radian at location x, z at time t. We illustrate in Fig. 10 the poloidal magnetic flux surfaces at several times during the simulation. The profiles of the toroidal current and pressure across the plasma midplane are shown in Fig. 11 . It is seen that the current peaks on the outside of the discharge during the current ramp-up phase but eventually penetrates into the plasma. In Fig. 12 we plot the distribution of induced axisymmetric eddy currents in the three sections of passive conducting plates in the upper half of PBX. The presence of a gap in each of the plates constrains the net current in each of the plates to be zero.
One measure of the accuracy of the simulation is the ratio of the kinetic energy to the magnetic energy in the computational domain. This quantity remained smaller than 5 x lop6 during the entire calculation, verifying that the inertial terms in the force balance Eq. (6) are indeed always small. This implies that the plasma evolves through a series of near-equilibrium states.
VI. SUMMARY We have described a new method for computing the free boundary time evolution of an axisymmetric toroidal plasma evolving due to plasma transport and resistive dissipation, external heating, and changing currents in the poloidal field coils. The method is based on introducing several artificial parameters into the zero inertia MHD and vacuum equations, and by taking the limit as these parameters become small. Code verification examples were presented as well as an application demonstrating the formation and positional stability of a bean-shaped plasma in the PBX device.
The present method does not solve the adiabatic equilibrium (Grad-ShafranovSchliiter) equation each time-step, but rather evolves a velocity field through a modified equation of motion, Eq. (6), which forces the system to remain very close to equilibrium. Instead of solving elliptic equations for the poloidal flux in the vacuum region, we take the vacuum as the limit of a very high resistivity, zero pressure gradient plasma and solve a parabolic equation, Eqs. (9) and (27) for the evolution of the poloidal flux. In the plasma region itself, the adiabatic variables describing the differential number density, the differential total and electron entropy density, and the rotational transform are also advanced by Eqs. (14), (15), (16), and (24).
The method is especially well suited to modeling problems in which the plasma is interacting with nearby conductors. Since the equation for the poloidal flux evolution does not change its type across plasma-vacuum or vacuum-conductor interfaces, matching problems are eliminated and the solution procedure simplifies greatly.
Since the equilibrium equation is solved only to initialize at time t = 0, there are no bifurcation or nonconvergence difficulties.
