The duration for which a printed English word must be presented visually to a subject in order for him to recognize it is inversely correlated with the frequency of occurrence of the word in large samples of written English (2, 3, 4, 7, 8, 11) . Since the former quantity (the duration threshold) is generally regarded as a perceptual variable and the latter (word frequency) as a response variable, this correlation offers a point of departure for the formulation of perceptual phenomena in behavioral concepts. The object of the present study is to test experimentally an assumption basic to one interpretation of this correlation. A mathematical formulation of the experimental data based upon this interpretation will be presented in a subsequent report.
The interpretation to be considered here can be characterized as a responseemission theory. We may think of the momentary probability of a word (defined as the strength of S's tendency to emit that word in preference to any other) as a quantity that fluctuates widely from moment to moment in accordance with changes in innumerable environmental and organismic conditions that affect the emission of words. Over a time period of considerable length the average of these momentary probabilities will be a relatively stable statistic, which we shall call the base probability of the word.
Visual exposure of a word to S for a brief length of time At is assumed to represent an environmental event tending to cause emission of the ex- 1 Present address: Wrightsville Beach, N. C. posed word. The momentary probability of a word following its exposure may therefore be analyzed into two components: a component due to the ordinary impulses to emission of the word, whose average value is the base probability; and a component due to the additional impulse of the word's visual exposure. Consequently, the average probability of a word following each of a number of exposures of given duration must be greater than the corresponding average base probability of the word. A given level of probability following exposure can result either from a relatively large component due to base probability plus a small additional component due to exposure or from a relatively small component due to base probability plus a large additional component due to exposure. It follows that the duration threshold of a word, which is defined as the duration of exposure for which 50% of S's reports following exposure are correct, will be lower for a word with high base probability than for a word with low base probability.
In this interpretation of the experimental data, word frequency serves as an estimate of base probability. In the cited experiments word frequency was determined from the published tables of the Lorge magazine count (10 To ascertain directly the degree of relationship between word frequency and base probability we would need to correlate magazine-count frequencies with frequencies obtained from a sample of comparable size taken from the total linguistic production of Harvard undergraduates in the summer of 1948. Preparation of a count of student language on such a scale, however, is at present unfeasible. Correlation of magazinecount frequencies with frequencies based on a small sample of student language would be unsatisfactory because many of the words used in the recognition experiments have very small probabilities that could not be estimated from samples of less than a million words. We are therefore forced to rely upon an indirect technique of measuring the degree of relationship.
Three experiments are reported below. In each experiment, student Ss were asked to rank a set of words according to the frequency with which those words are used by their own college community. The rank of a word, averaged over all Ss, is assumed to estimate the relative base probability of the word for that population. In other words, it is assumed that a group of stuents who are asked which of two words they use more frequently will, more often than not, choose the word that in actual fact occurs more frequently. These student ranks were then correlated with ranks for the same words based on the magazine-count tables in order to obtain an estimate of the degree of correlation between relative base probability and relative magazine-count frequency. Strictly considered, the results of this type of test apply only to ranks, although we shall see later that under certain conditions they also apply to the frequencies themselves.
The studies to be'described all depend on the same computational procedures. To obtain data representing the population of students as a whole, the ranks assigned each word by the different Ss were totalled and a set of average ranks computed for these totals. These average ranks were then correlated with magazine-count' rank by means of Spearman's coefficient p (6, p. 106) . In order to correct these rank-order coefficients for attenuation, the reliabilities of the two sets of ranks had to be estimated. The reliability of the students' estimates was determined by a conventional split-half technique. The Ss were divided randomly into two subgroups and the words ranked for each subgroup just as they were for the total group. The reliability of the total group was then estimated from the rank-order correlation between the two subgroups by means of the Spearman-Brown prophecy formula (6, p. 194 Rank-order correlations between the frequencies of the words in these two subgroups were used to obtain an estimate of the reliability of the magazine-count ranks. The two reliability coefficients were then used to correct for attenuation the correlation between average student ranks and magazine-count ranks.
EXPERIMENT I
Method.-This experiment was carried out in 1948 using 14 Harvard College students as Ss. It is -therefore directly applicable to the population used in the experiments on duration threshold. The words were the 25 rarest ones in the list of 60 used in the main threshold experiment (3, Table 1 ). It has generally been supposed (e.g., 1) that the frequencies of rare words are more apt to depend on peculiarities of the sample chosen for a word count than are the frequencies of common words. The correlation for the entire set of 60 words thus should be at least as high as the correlation,for the 25 rarest ones.
'The unpublished version, giving the frequencies for words in their fully inflected forms, was used. I wish to thank Dr. Irving Lbrge for permission to use this version of the count. The Ss' instructions were to "rank the words in order of their frequency of occurrence among Harvard undergraduates. Frequencyofusagerefers to occurrence in all forms of language-speaking and listening, reading and writing. A slight emphasis on speaking frequencies is probably justified since speech is probably the most basic form of language. Use your own verbal behavior as typical of 'Harvard undergraduates' but take into account any very atypical idiosyncracies of your speech." The Ss were also told to consider the words in their specific grammatical forms, not as root words. Since the words were all taken from the lowest frequencies in the magazine count, there were a number of cases in which different words had the same magazinecount frequency. Wherever possible, such ties were broken by giving the higher rank to the word whose frequency is higher in the ThorndikeLorge semantic count (10) . This count is based on a sample of approximately the same size as the magazine count but taken from more literary sources, such as the Encyclopedia Sritannica, the Literary Digest, and miscellaneous novels and textbooks.
Results.- Table 1 gives the magazine-count ranks and the average student ranks for the 25 words of Exp. I. The correlation between them is .71, corrected for attenuation to .78. These correlations are well above the usual criteria for statistical significance (in testing significance p was interpreted as r). The reliabilities are also of interest: for the students' rankings the reliability p is .988; for the magazine-count ranks, .835.
EXPERIMENT II
Method.-This study, also carried out with Harvard College students in 1948, was designed to test the upper limit of the students' ability to estimate base probabilities. To this end the 15 words used in a supplementary threshold experiment (3, p. 406) were selected. These words cover a large range of magazine-count frequency (0 to 1,500) and differ by approximately equal logarithmic distances, so that no two words are in the same frequency range. High reliability was assured by including only words that have the same rank in both magazine and semantic counts. Fourteen Ss were used (no S was used in both Exp. I and II). The instructions were to rank the words "on the basis of how common you think these words are in their usage by college students."
Results.-Magazine-count ranks and average student ranks for these words appear in Table 2 . The correlation is .87, corrected for attenuation to .88. The reliability of the students' ranks is .991; that of the magazine-count ranks, .983.
EXPERIMENT III
Method,-A further study was carried out in 1953 on all 60 words of the main threshold experiment using Antioch College students as Ss. The 60 words were divided into three lists having approximately the same distributions of magazine-count frequencies. Each list was given to ten Ss. The instructions were to "rank the words according to the frequency with which yqu 
DISCUSSION
Application to relative base probabilities.-These experiments give rank correlations between word frequency and student estimates of relative base probability. They can be interpreted as rank correlations between word frequency and base probability only on the assumption that the student estimates of relative base probability were correct. Some tests of that assumption need to be considered.
In Exp. II and III each S was asked to give a second set of rankings in which he ordered the words according to their frequencies in his own personal usage. The exact instructions in Exp. II were to rank the words "on the basis of your impression of how common the words are to you personally"; and in Exp. Ill, to "rank the words according to the frequency with which you yourself use them." It will be convenient to refer to these as personal ranks and to the ranks previously described, where the words were ranked according to their use by the entire college population, as college ranks.
Comparison of the two sets of ranks permits us to test Ss' ability to rank base probabilities.
Let us observe how the two sets of student rankings are related. The base probability of a word, if we could measure it, would be found to vary somewhat from one S to another. If these personal base probabilities were averaged over all students in the defined student population, the result would give the base probability of the word for the college population. The assumption that the students were correct in their estimates of relative base probability then implies the following relations: (a) Personal ranks should vary from one «S to another more than college ranks, since the former reflect real differences in base probability as well as errors of estimation whereas the latter reflect only errors of estimation. Hence the interpersonal correlations for personal ranks should be lower than the corresponding interpersonal correlations for college ranks, (b) Personal ranks averaged over the entire population of 6"s should (when a sufficiently large sample of the population is taken) equal the average college ranks. 4 From this it follows that magazine-count ranks should correlate as highly with average personal ranks as with average college ranks.
The first deduction can be tested by comparing the rank correlations for all possible combinations of SB in Exp. II and III. For each type of ranking there are a total of 91 correlations in Exp. II and a total of 45 correlations in each part of Exp. III. Well over one-half the correlations are higher for the college ranks, the proportions being 57/91 in Exp. II and 25/45, 32/45, and 29/45 for the three parts of Exp. III. The total proportion, 143/226, is four standard-error units above the ratio of 113/226 that would be expected if there were no difference between the two types of correlations. The superiority of the correlations for college ranks can also be shown by / tests for the differences between mean correlations. The t's are 3.5 for quency can be averaged like the actual frequencies, an assumption that is not generallyvalid. But the deduction here concerns only the relative magnitudes of p. Any bias introduced by the averaging of ranks should affect all p's alike, since by Zipf's law (12) the distributions of word frequency will be similar. Hence the conclusions should not be affected materially by the averaging of ranks. According to the second deduction, the correlations between average personal ranks and average college ranks should approach unity after correction for attenuation. The raw correlations between average ranks are .967 for Exp. II and .964, .990, and .962 for the three parts of Exp. III. Corrected for attenuation, they become .978, .998, 1.016, and 1.006, respectively. The root mean square of these coefficients, .9996, is remarkably close to the predicted value of 1.
It remains to see whether or not the magazine-count ranks correlate as highly with average personal ranks as with average college ranks. The respective rank correlations, both with and without correction for attenuation, are shown in Table 4 . The root mean square correlation is .778 for average personal ranks, .775 for average college ranks. After correction for attenuation the root mean square correlations are .801 and .799, respectively. In both cases the differences are negligible.
The results show that personal ranks differ more from S to S than do college ranks, but that these individual differences in personal ranks cancel out in such a way as to approach the college ranks for groups of ten or more 6"s. This is the picture that would be expected on the assumption that the students' estimates of relative base probability were valid.
Application to base probabilities.-The data reported above concern only the order of words with respect to their frequency of occurrence, and the conclusions have been phrased accordingly. It is possible to extend the conclusions to the actual frequencies, however, without violating any of the assumptions that underlie the statistical procedure. The coefficient measuring the correlation between two sets of ranks also measures the correlation between the variables ranked if those variables are distributed rectangularly (6, pp. 106 f.). Now the logarithms of the magazine-count frequencies of the words used in each of the above experiments form approximately rectangular distributions (cf. 3, Fig. 1 ). The actual base probabilities of the words in the students' usage are not known, so the form of their distribution cannot be determined directly. But it is reasonable to suppose that their distributions do not differ materially in form from the magazine-count distributions in view of Zipf's evidence that the distribution of word frequencies has the same mathematical form for all heterogeneous samples of language (12) . The rank correlations reported here may thus be regarded as close approximations to the productmoment correlations between log magazine-count frequency and log base probability.
On the basis of Exp. II and III the validity of measurements of log base probability for the words of the main threshold experiment can be put at about .75. The raw product-moment correlation between log magazine-count frequency and mean duration threshold in that experiment is -.68. When the thresholds have been corrected for certain stimulus characteristics, the raw correlation becomes -.76. The reliability of mean duration threshold in that experiment is about .90. Hence the correlation between duration threshold and log base probability, corrected for attenuation, can be estimated at about -.83 without the correction for stimulus characteristics or about -.93 with that correction.
These indicate a high degree of relationship between the two variables.
Other interpretations.-Other interpretations of the correlation between word frequency and duration threshold have been suggested. There are two main points in which these differ from the present interpretation. Usually word frequency is interpreted as the frequency with which a word has occurred in the past history of S rather than an estimate of the probability of the word at the time of recognition; and as the frequency with which Ss see or read the word rather than the frequency with which they emit it as a response (S, 7, 8, 9, 11). Some of the reasons for rejecting these points of view in favor of the present interpretation are mentioned in this section.
According to the first alternate interpretation, magazine-count frequencies serve as estimates of the frequencies with which words have occurred in the past histories of 1948 Harvard undergraduates. If we considered only the students' linguistic histories immediately prior to the recognition experiments, the error of estimation introduced by differences between those histories and the material used for the magazine count would be about the same as the error for the response-emission interpretation. But error of a greater order of magnitude must be expected when the magazine count, based on adult language, is used to represent the students' language during childhood and adolescence, which make up the major part of their total linguistic histories. It is not quite clear, moreover, just how a word's frequency of previous occurrence could have an appreciable effect upon its threshold. Almost all studies indicate that learning reaches an asymptote as a function of practice. Thus repetition of an event after a very large number of previous repetitions has no appreciable effect on behavior. Even rare words with frequencies of 5 or 10 in the magazine count must have occurred often enough among the total production of words in a student's life history to have reached the asymptote of learning. Hence the observed differences in duration threshold between words of these low frequencies and words of much higher frequencies can hardly be attributed to differences in the number of times the words have occurred in Ss' pasts.
The second point to be considered is whether magazine-count frequency should be interpreted as an estimate of the frequency with which Ss read a word or the frequency with which they emit it. Both the language read and the language emitted by Harvard undergraduates can be expected to differ significantly from the material of the magazine count. The readingfrequency interpretation thus involves the same kind of error that is estimated in the previous section for the response-frequency interpretation. But additional sources of error will affect the estimation of reading frequencies. In normal reading a person often skips connective words or words at the ends of lines when the meanings are indicated by context; a difficult passage or unfamiliar word, on the other hand, may be read over and over. Consequently, two words occurring with the same frequency in a sample of reading material may differ considerably with respect to the number of times they are actually read. Furthermore, it is difficult to specify the frequency with which a word is read except in terms of the time spent in reading it, since there is no simple observable response that can serve as a criterion of reading. But the amount of time spent in reading a word will be affected by many factors other than the number of times it appears in the material that is read. Hence the magazine count will give a far more erroneous estimate of the frequency with which a word is read by Harvard undergraduates than of the frequency with which they emit it, Some recent experimental evidence also counters the reading-frequency interpretation. The frequency with which students actually read a word is better estimated from the frequency of the constituent sequence of letters, computed without regard to their occurrence as a complete word, than from the frequency of the complete word. Experiment, however, shows no correlation between letter-sequence frequencies and duration threshold (7, p. 76). While it can be argued that these results are not conclusive, since the letter-sequence frequencies were based on a much smaller sample than the word frequencies, the lack of correlation strongly suggests that the frequency with which a word is read cannot account for the correlations of .6 to .7 that have been found for word frequency and duration threshold.
SUMMARY
An interpretation of the inverse relationship between the duration threshold of a word and its frequency of occurrence is outlined. According to this interpretation, the frequency of a word in the Thorndike-Lorge tables (10) serves as an estimate of the frequency with which college students would have used that word at the time the duration thresholds were measured if the measurements had not been made. The validity of this estimate is tested by three experiments based on a rank-correlation procedure. Additional experiments provide a check on the method. The results indicate a validity of about .75 for Ss used in the principal experiment on duration threshold. Some reasons for preferring the proposed interpretation to others that have been suggested are briefly mentioned.
