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On the representation of an integrated Gauss-Markov process
Mario Abundo∗
Abstract
We find a representation of the integral of a Gauss-Markov process in the interval [0, t], in
terms of Brownian motion. Moreover, some connections with first-passage-time problems are
discussed, and some examples are reported.
Keywords: Diffusion, Gauss-Markov process, first-passage-time
Mathematics Subject Classification: 60J60, 60H05, 60H10.
1 Introduction
In this short note, we consider a real continuous Gauss-Markov process X(t) of the form:
X(t) = m(t) + h2(t)B(ρ(t)), t ≥ 0 (1.1)
where:
• B(t) is a standard Brownian motion (BM);
• m(t) = E(X(t)) is continuous for every t ≥ 0;
• the covariance c(s, t) := E[(X(s) −m(s))(X(t) −m(t))] is continuous for every 0 ≤ s < t, with
c(s, t) = h1(s)h2(t);
• ρ(t) = h1(t)/h2(t) is a monotonically increasing function and h1(t)h2(t) > 0.
Notice that a special case of Gauss-Markov process is the Ornstein-Uhlenbeck (OU) process, and
in fact any Gauss-Markov process can be represented in terms of a OU process (see e.g. [4]).
Our aim is to find a representation of
Y (T ) :=
∫ T
0
X(s)ds, T > 0, (1.2)
in terms of Brownian motion. Notice that the integrated process Y (T ) is equal to XT · T, where
XT is the time average of X(t) in the interval [0, T ].
The study of Y (T ) has interesting applications in Biology, for instance in the framework of diffusion
models for neural activity; if one identifies X(t) with the neuron voltage at time t, then, Y (T )/T
represents the time average of the neural voltage in the interval [0, T ]. Another application can be
found in Queueing Theory, if X(t) represents the length of a queue at time t; then, Y (T ) represents
the cumulative waiting time experienced by all the “users” till the time T.
As for an example from Economics, let us suppose that the variable t represents the quantity of a
commodity that producers have available for sale, then Y (T ) provides a measure of the total value
that consumers receive from consuming the amount T of the product.
Really, in certain applications, it is interesting to study first-passage time (FPT) problems for
the integrated process Y (T ); to this end, it is useful to dispose of an explicit representation of
Y (T ). The results of this paper generalize those of [2].
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2 Main Results
We begin with stating and proving the following:
Lemma 2.1 Let f(t) a continuous bounded deterministic function, with f(t) 6= 0 for every t ≥ 0,
then
I(t) :=
∫ t
0
f(s)B(s)ds (2.1)
is normally distributed with mean zero and variance γ(t), where γ(t) =
∫ t
0 (R(t) − R(s))
2ds and
R(t) =
∫ t
0 f(s)ds.Moreover, if γ(+∞) = +∞, then there exists a BM B˜(t) such that I(t) = B˜(γ(t)).
Proof. We observe that I(t) is a Gaussian process with zero mean and variance
V (t) := V ar(I(t)) = Cov
(∫ t
0
f(s)B(s)ds,
∫ t
0
f(u)B(u)du
)
= E
(∫ t
0
f(s)B(s)ds ·
∫ t
0
f(u)B(u)du
)
=
∫ t
0
ds
∫ t
0
duE(f(s)B(s)f(u)B(u)).
Since E(f(s)B(s)f(u)B(u)) = f(s)f(u)min(s, u), we get:
V (t) =
∫ ∫
∆1
f(s)f(u) u dsdu+
∫ ∫
∆2
f(s)f(u) s dsdu,
where ∆1 = {(s, u) ∈ [0,+∞) × [0,+∞) : 0 ≤ s ≤ t, 0 ≤ u ≤ s} and ∆2 = {(s, u) ∈ [0,+∞) ×
[0,+∞) : 0 ≤ s ≤ t, u ≥ s}. Thus, by calculation, we obtain:
V (t) = 2
∫ t
0
f(s)ds
∫ s
0
f(u) u du.
As easily seen, V (t) and γ(t) have the same derivative, so the equality V (t) = γ(t) follows for any
t ≥ 0, since V (0) = γ(0) = 0.
Let T > 0 fixed; by using Itoˆ’s formula we get:
I(T ) =
∫ T
0
f(s)B(s)ds = R(T )B(T )−
∫ T
0
R(s)dB(s) =
∫ T
0
(R(T )−R(s))dB(s).
For t ≤ T, let us consider now the continuous martingale Mt having differential dMt = (R(T ) −
R(t))dBt; for s ≤ t ≤ T we have:
γ(t) =
∫ t
0
(R(t)−R(s))2ds ≤
∫ T
0
(R(T )−R(s))2ds = 〈M〉T , (2.2)
where 〈M〉t denotes the quadratic variation of Mt. Indeed, the inequality (2.2) easily follows from
the fact that, since R′(t) = f(t) 6= 0, the function R(t) is monotone (increasing or decreasing), so
T ≥ t implies (R(T )−R(s))2 ≥ (R(t)−R(s))2.
If γ(+∞) = +∞, from inequality (2.2) we obtain 〈M〉∞ = +∞; then, by the Dambis, Dubins-
Schwarz Theorem (see e.g. [3]) there exists a BM B˜ such that Mt = B˜(〈M〉t). Thus, I(T ) =MT =
B˜(〈M〉T ); finally, taking t = T, we obtain I(t) =Mt = B˜(〈M〉t) = B˜(γ(t)).

As a corollary of the previous lemma, we obtain our main result:
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Proposition 2.2 Let X(t) be a Gauss-Markov process given by (1.1), and suppose that h1, h2 are
continuous, ρ is a differentiable increasing function; then Y (t) =
∫ t
0 X(s)ds is normally distributed
with mean M(t) =
∫ t
0 m(s)ds and variance γ1(ρ(t)), where γ1(t) =
∫ t
0 (R1(t) − R1(s))
2ds and
R1(t) =
∫ t
0 h2(ρ
−1(s))/ρ′(ρ−1(s))ds. Moreover, if γ1(+∞) = +∞, then there exists a BM B̂(t) such
that Y (t) =M(t) + B̂(γ1(ρ(t))). Thus, Y (t) is still Gauss-Markov.
Proof. We have:
Y (t) =
∫ t
0
X(s)ds
=
∫ t
0
m(s)ds +
∫ t
0
h2(s)B(ρ(s))ds =M(t) +
∫ ρ(t)
0
h2(ρ
−1(s))/ρ′(ρ−1(s))B(s)ds,
where we have used a variable change in the integral. Then, the proof follows by using Lemma 2.1
with f(t) = h2(ρ
−1(t))/ρ′(ρ−1(t)).

Remark 2.3 If we consider the time average XT =
1
T
∫ T
0 X(s)ds, by Proposition 2.2 we get XT =
1
T
Y (T ) = 1
T
[
M(T ) + B̂(γ1(T ))
]
, namely XT is normally distributed with mean M(T )/T and
variance γ1(T )/T
2. In particular, if X(t) is BM, one obtains XT ∼ N(0, T/3) (cf. [2]).
Remark 2.4 Notice that, if γ1(∞) =∞, than the FPT of Y (t) over a continuous boundary S(t) >
0, i.e. τS = inf{t > 0 : Y (t) ≥ S(t)}, is nothing but the FPT of B̂(γ1(t)) over S¯(t) = S(t)−M(t),
or equivalently γ1(τS) = inf{u > 0 : B̂(u) > S¯(γ
−1
1 (u))}.
3 A Few Examples
Example 1 (Brownian motion with drift)
Let be X(t) = µt + B(t), then m(t) = µt, h1(t) = t, h2(t) = 1 and ρ(t) = t. Moreover, R1(t) =∫ t
0 ds = t and γ1(t) =
∫ t
0 (t− s)
2ds = t3/3. Thus, Y (t) = µt2/2 + B̂(t3/3) (cf. [2]).
Example 2 (Ornstein-Uhlenbeck process)
Let X(t) be the solution of the SDE:
dX(t) = −µ(X(t)− β)dt+ σdBt, X(0) = x
where µ, σ > 0 and β ∈ (−∞,+∞). The explicit solution is (see e.g. [1] ):
X(t) = β + e−µt[x− β + B˜(ρ(t)]
where B˜ is Brownian motion and ρ(t) = σ
2
2µ
(
e2µt − 1
)
. So, X(t) is a Gauss-Markov process with
m(t) = β + e−µt(x − β), h1(t) =
σ2
2µ
(
eµt − e−µt
)
, h2(t) = e
−µt and c(s, t) = h1(s)h2(t). By
calculation, we obtain:
M(t) =
∫ t
0
(
β + e−µs(x− β)
)
ds = βt+
(x− β)
µ
(
1− e−µt
)
,
R1(t) =
∫ t
0
e−µρ
−1(s)(ρ−1)′(s)ds =
1− e−νρ
−1(t)
µ
,
ρ−1(s) =
1
2µ
ln
(
1 +
2µ
σ2
s
)
,
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γ1(t) =
1
µ2
∫ t
0
(
e−µρ
−1(t) − e−µρ
−1(s)
)2
ds =
1
µ2
∫ t
0
(
1√
1 + 2µt/σ2
−
1√
1 + 2µs/σ2
)2
ds
=
σ2t
µ2(σ2 + 2µt)
−
2σ2
µ3
√
1 + 2µt/σ2
(√
1 + 2µt/σ2 − 1
)
+
σ2
2µ3
ln
(
1 + 2µt/σ2
)
.
Then, by Proposition 2.2, we get that Y (t) =
∫ t
0 X(s)ds is normally distributed with mean M(t)
and variance γ1(ρ(t)). Moreover, since limt→+∞ γ1(t) = +∞, there exists a BM B̂(t) such that
Y (t) =M(t) + B̂ (γ1(ρ(t))) .
Example 3 (Brownian bridge)
For T > 0 and given a, b, let X(t) be the solution of the SDE:
dX(t) =
b−X(t)
T − t
dt+ dBt, 0 ≤ t ≤ T, X(0) = a.
This is a transformed BM with fixed values at each end of the interval [0, T ], X(0) = a and
X(T ) = b. The explicit solution is (see e.g. [3]):
X(t) = a (1− t/T ) + bt/T + (T − t)
∫ t
0
1
T − s
dBs
= a (1− t/T ) + bt/T + (T − t)B˜
(
t
T (T − t)
)
, 0 ≤ t ≤ T,
where B˜ is BM. So, X(t) is a Gauss-Markov process with:
m(t) = a (1− t/T ) + bt/T, c(s, t) = h1(s)h2(t) with h1(t) = t/T, h2(t) = T − t, ρ(t) =
t
T (T − t)
.
By calculation, we obtain:
M(t) = at+
b− a
2T
t2,
R1(t) =
T 3t(2 + T t)
2(1 + T t)2
,
ρ−1(s) =
T 2s
1 + Ts
,
γ1(t) =
∫ t
0
(
T 3t(2 + T t)
2(1 + T t)2
−
T 3s(2 + Ts)
2(1 + Ts)2
)2
ds.
Then, by Proposition 2.2, we get that Y (t) =
∫ t
0 X(s)ds is normally distributed with mean
M(t) and variance γ1(ρ(t)). By a straightforward, but boring calculation, it can be verified that
limt→+∞ γ1(t) = +∞, so there exists a BM B̂(t) such that Y (t) =M(t) + B̂ (γ1(ρ(t))) .
Example 4 (Generalized Gauss-Markov process)
Let us consider the diffusion X(t) which is the solution of the SDE:
dX(t) = m′(t)dt+ σ(X(t))dWt, X(0) = m(0)
where Wt is BM and σ(x) > 0 is a smooth deterministic function. We suppose that ρ(t) = 〈X〉t =∫ t
0 σ
2(X(s))ds, i.e. the quadratic variation of X(t), is increasing to ρ(+∞) = +∞. By using the
Dambis, Dubins-Schwarz Theorem, it follows that X(t) = m(t) + B(ρ(t)), t ≥ 0, where ρ(t) is
not necessarily deterministic, but it can be a random function. For this reason, we call X(t) a
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generalized Gauss-Markov process. Denote by A the “inverse” of the random function ρ, that is,
A(t) = inf{s > 0 : ρ(s) > t}; since ρ(t) admits derivative and ρ′(t) = σ2(X(t)) > 0, also A′(t)
exists and A′(t) = 1/σ2(X(A(t))); we focus on the case when there exist deterministic continuous
functions α(t), β(t) (with α(0) = β(0)) and α1(t), β1(t), such that, for every t ≥ 0 :
α(t), β(t) are increasing, α(t) ≤ ρ(t) ≤ β(t), and α1(t) < A
′(t) < β1(t).
Since ρ(t) is not deterministic, we cannot obtain exactly the distribution of
∫ t
0 X(s)ds, however we
are able to find bounds to it. In fact, we have:∫ t
0
X(s)ds =
∫ t
0
m(s)ds+
∫ t
0
B(ρ(s))ds =
∫ t
0
m(s)ds +
∫ ρ(t)
0
B(v)A′(v)dv
We can use the arguments of Lemma 2.1 with f(v) = A′(v), R1(t) =
∫ t
0 A
′(s)ds, and γ1(t) =∫ t
0 (R1(t) − R1(s))
2ds; by assumptions we get
∫ t
0 α1(s)ds ≤ R1(t) ≤
∫ t
0 β1(s)ds. Thus, we conclude
that
∫ t
0 X(s)ds is normally distributed with mean M(t) =
∫ t
0 m(s)ds and variance γ1(ρ(t)), which
is bounded between γ1(α(t)) and γ1(β(t)). The closer α(t) to β(t), the better the approximation
above; for instance, if σ(x) = 1 + ǫ cos2(x), ǫ > 0, we have ρ(t) =
∫ t
0 (1 + ǫ cos
2(X(s)))2ds and so
α(t) = t, β(t) = (1 + ǫ)2t, α1(t) = 1/(1 + ǫ)
2, β1(t) = 1. The smaller is ǫ, the closer γ1(α(t)) to
γ1(β(t)).
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