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RESUMEN 
   
Este proyecto para optar por el título de ingeniería de sonido busca optimizar la técnica de 
espacialización sonora tridimensional,  a partir  de la forma perceptual en que el usuario de 
un sistema de realidad virtual sonora percibe un ambiente sonoro, basándose en el uso de 
la tecnología de Head Tracking  y la producción de un producto acusmático.  
 
La localización de la procedencia de las fuentes sonoras fue  matemáticamente 
determinada al evaluar el desfase entre los ángulos y las alturas de las fuentes sonoras que 
se pretendían simular. De manera puntual, fue posible obtener una  herramienta adicional 
de optimización holofónica, que mediante el uso de sensores de movimiento, permite 
extender la especialidad percibida. 
 
Para el desarrollo del mismo, se incursionó en áreas como Procesamiento Digital de 
Señales, Electrónica y Programación digital. 
 
 
 
 
 
 
 
 
2 
 
INTRODUCCIÓN 
 
Aproximadamente 20 años han pasado desde que Hugo Zucarrelli propusiera uno de los 
primeros artefactos para grabación binaural y a su vez,  expusiera el término holofonía al 
ámbito del estudio del audio. La palabra holofonía es una simple analogía al término 
holografía, donde se hace una comparación directa entre los hologramas como medios 
tridimensionales de visualización y los sonidos holofónicos como medios tridimensionales 
de escucha.  
 
El estudio de las tecnologías relacionadas con la tecnología Holofónica ha tenido un fuerte 
pero parsimonioso impacto en el desarrollo de los sistemas de realidad virtual.  De igual 
forma, es de suma relevancia como en los últimos años se ha empezado a explorar la 
realidad virtual y sus componentes tridimensionales como parte de la cotidianidad y como 
un ámbito de estudio que puede trascender la forma en la que el mundo es percibido 
actualmente.   
 
El compositor chileno Federico Schumacher  expone en un corto texto de opinión  Oír sin 
ver (2009) como el Altoparlante es probablemente hoy el más grande denominador común 
de la vida en sociedad.  El video, la multimedia, los automóviles, los teléfonos modelan una 
nueva vida sonora.  De esta forma, si se entiende la importancia de la comunicación sonora 
en la sociedad puede fácilmente exponerse la necesidad de estar a la vanguardia de los 
desarrollos tecnológicos en el contexto del desarrollo de tecnologías de sonido y de 
realidad virtual. 
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Análogamente, el compositor de música experimental Michel Chion ha ahondado en el 
estudio de la  acusmática como parte de su propuesta musical y como explicación al 
fenómeno de ubicación y percepción de fuentes sonoras virtuales. Chion (2009) define la 
acúsmática como una palabra rara, deriva del griego y definida en el diccionario como: “un 
adjetivo, que indica un ruido que es escuchado sin que las causas de la cual se origina sean 
vistas”. (p. 11) 
 
La palabra fue tomada otra vez por Pierre Schaeffer y Jérôme Peignot para describir una 
experiencia que hoy en día es muy común, pero cuyas consecuencias son más o menos no 
reconocidas, que consta de escuchar sonidos sin causa visible en la radio, discos, teléfono, 
grabadora etc. El autor plantea entonces que la escucha acusmática es lo contrario de la  
escucha directa, que es la situación "natural"  donde las fuentes sonoras están presentes y 
visibles. Basándose en este peculiar fenómeno se plantea la idea de crear una ambiente 
tridimensional acusmático, que permita al escucha estar inmerso en una realidad virtual 
sonora. 
 
Por lo que se refiere a la optimización de la tecnología de realidad virtual es evidente como 
en los últimos años se han desarrollado los artefactos de Human Motion Tracking o 
seguimiento del movimiento del cuerpo humano, presentando muchas áreas de aplicación 
como lo son la animación 3D, video juegos e interacción hombre-máquina entre otras.  Por 
esta razón, cuando se piensa en la implementación de una realidad virtual es necesario 
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gestionar el uso de un sensor de movimiento no invasivo, ligero y de fácil utilización, que 
permita al usuario experimentar sensaciones más reales y exactas dentro de un ambiente 
virtual. En el caso específico del Head Tracker el seguimiento del movimiento se hace a 
partir de un dispositivo ubicado en la cabeza del usuario que permite enviar la posición y la 
angulación de los movimientos realizados por el mismo ya sea por medio de sensores 
inerciales, ultrasónicos o de seguimiento de color.  
 
Basándose en lo ejemplificado anteriormente, el  proyecto logró optimizar la manera en 
que una persona percibe un ambiente sonoro a partir del uso de la tecnología de Head 
Tracking y desarrolló un producto acusmático como parte de un sistema de realidad 
virtual.  
 
De esta forma, el usuario experimenta un proceso netamente acusmático de identificación 
de la procedencia de las fuentes sonoras, obteniendo así una herramienta adicional de 
optimización holofónica, que mediante el uso de sensores de movimiento, permite extender 
la especialidad percibida. Sus aplicaciones a futuro pretenden aportar a  la creciente 
necesidad del desarrollo en el área de estudio de la optimización de la realidad virtual 
dentro de la cotidianidad de la sociedad, aplicándose a video juegos, apps para teléfonos 
móviles, televisión, radio  y cine. 
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1 PLANTEAMIENTO DEL PROBLEMA 
1.1 Antecedentes 
1.1.1 Antecedentes internacionales 
 
 Mulder, A. (1994). Human movement tracking technology. Canada: School of 
Kinesiology Simon Fraser University. 
Este reporte técnico de la universidad Simon Fraiser explica la clasificación de los sistemas de 
movimiento. Las fortalezas y debilidades de los principios subyacentes a los sistemas de 
seguimiento son discutidas. Una lista con mediciones descriptivas, dinámicas, estáticas, de 
precisión y de interconexión de los sistemas de HT es dada en este artículo. También establece 
consideraciones y recomendaciones aplicables a sistemas de seguimiento del movimiento de 
varias partes del cuerpo. Su importancia para el proyecto se centra en la necesidad de entender y 
ejemplificar las técnicas de Head Tracking  con el fin de determinar cuál técnica es la más 
adecuada para la realización del proyecto expuesto. 
 
 Mckeag, A., McGrath, D. (2000). Sound field format to binaural decoder with head 
tracking. Australia, Sidney: AES paper. 
El articulo explica  las aplicaciones básicas del formato Ambiosonics en estudios de grabación, 
auralización y realidad virtual (Simulación 3D). La terminología Ambiosonics hace referencia a 
al sistema de grabación y playback de campos sonoros desarrollada por Michael Gerzon en los 
años 70.  
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Esencialmente el formato consiste en 4 canales de grabación usando un arreglo de 4 micrófonos 
coincidentes para proveer un canal omnidireccional denominado como W - Y tres micrófonos 
figura 8 orientados ortogonalmente denominados como canales X, Y y Z. Estos canales 
representan la aproximación de primer orden de un campo sonoro y son comúnmente referidas 
como Harmónicos esféricos, siendo W el orden cero de los harmónicos esféricos y las otras tres 
señales (X - Y - Z) el primer orden de los mismos. Este estudio se relaciona con el proyecto de 
manera conceptual, para entender la manera en que los datos deben ser analizados, capturados y 
procesados en relación a la grabación y la reproducción binaural. 
 
 You, S., Neumann, U. (2001). Fusion of Vision and Gyro Tracking for Robust 
Augmented Reality .United States, Los Angeles: Registration Integrated Media 
Systems Center, University of Southern California. 
Esta investigación abarca un análisis cuantitativo y experimental, sobre la estabilidad de los 
sensores de seguimiento visual del usuario en un sistema de head tracking de seis grados de 
libertad con procesamiento a dos canales. Cuando se habla de dos canales en la temática de Head 
tracking, el significado difiere del contexto conocido en ingeniería de sonido y hace referencia a 
los elementos de procesamiento, por ejemplo, un giroscopio inercial y un acelerómetro. Ambos 
obtienen datos del movimiento que pueden resultar complementarios y evitar problemas de 
Delay y latencia. El paper enuncia varios antecedentes del HT a dos canales y explica de forma 
resumida un modelo teórico del movimiento y la dinámica de un sistema de HT lo que permite 
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analizar las ventajas y desventajas de este tipo de seguimiento para la aplicación al presente 
proyecto. 
 
 Linkwitz, S. (2003). Binaural Audio in the Era of Virtual Reality. California: 
Linkwitz Lab. 
Este articulo presenta una recopilación de los trabajos más significativos presentados en la AES  
en relación al campo de estudio relacionado con sonido binaural o reproducción de sonido en 
espacialización en aplicaciones binaurales tradicionales donde las señales relacionadas con la 
cabeza son capturadas o sintetizadas, posteriormente  son enviadas a los oídos mediante 
audífonos o usando altavoces con el apropiado arreglo de cancelación crosstalk. Abordando ese 
punto de vista se presentan en el paper experiencias en el que el audio 3D está integrado con lo 
que se denomina “realidad aumentada” y  los avances significativos en el estudio de estas 
aplicaciones, permitiendo explorar de manera psicoacústica la necesidad del usuario dentro de un 
ambiente de realdad virtual sonora. 
 
 Oliver, G. (2003). Virtual Art: From Illusion to Immersion. Cambridge MA: The 
MIT Pres. 
 
El libro arte virtual de Oliver Grau es una obra que expone la temática a partir de una perspectiva 
histórica donde se expone como el arte multimedia, es decir, el vídeo, la infografía y la 
animación, están empezando a dominar las  teorías de la imagen y el arte. Los conceptos 
expuestos en el libro demuestran cómo las nuevas tecnologías  encajan en la historia del arte 
analizando la metamorfosis de los conceptos del mismo. También se expone como en muchos 
sectores, la realidad virtual es vista como un fenómeno totalmente nuevo pero que en realidad 
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conceptualmente puede contemplarse desde los acercamientos artísticos de cada época donde de 
una u otra forma se intentaba ir más allá de la percepción humana dentro de las limitaciones del 
tiempo en el que el arte se desempeñaba, se cita el  ejemplo donde se intentaba que las pinturas 
recrearan ambientes imaginativos que podrían recrear una realidad virtual de la época. 
 
 Por tanto un argumento central de este libro es que la idea de tener un observador en un espacio  
de ilusión hermética no hizo su primera aparición con la invención de los ordenadores. Por el 
contrario, la realidad virtual forma parte del núcleo de  la relación de los seres humanos a las 
imágenes. Sin embargo, la idea se remonta por lo menos tan lejos como el mundo clásico, y 
reaparece en las estrategias de inmersión de la actual arte virtual. Además, es la intención de este 
libro para rastrear la concepción estética también relaciona con los medios de comunicación en la 
historia del arte y se concentra en espacios inmersivos de la imagen. 
 
El libro de Grau es de suma importancia para el proyecto pues permitió ahondar en la definición 
y experimentación acusmática y de que forma los usuarios pueden imaginar lugares, situaciones 
y localizar fuentes sonoras a partir de un diseño sonoro tridimensional. 
 
 Hetberington, C., Tew, A. (2003). Parameterizing human pinna shape for the 
estimation of head- related transfer functions. United Kindom, York: Department of 
electronics, University of York. 
 Esta investigación describe un método para parametrizar contornos cross-sectional y en dos 
dimensiones de la cabeza humana y el efecto pinna usando la transformada de Fourier. Se 
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presentan  resultados de simulaciones acústicas de contornos reconstruidas de parámetros 
variables como el tamaño con la finalidad de explorar los parámetros relacionados con la presión 
sonora en el escucha. También se discuten ámbitos en tres dimensiones con la finalidad de 
estimar el HRTF’S de forma más eficiente. Basándose en este estudio se determinó para el 
presente proyecto el radio de la cabeza del usuario de forma generalizada. 
 
 Duda, R. (2004). MTB - A New Method for Capturing and Rendering Spatial 
Sound Speakers. San Francisco, California: CIPIC Interface Laboratory UC Davis 
Place. 
En cuanto a la técnica de seguimiento de la cabeza Head Tracking, en el 'CIPIC Interface 
Laboratory de la Universidad de California han desarrollado un dispositivo capaz de aunar 
interactividad con la técnica de grabación con dummy y lo han denominado MTB: Motion-
Tracked Binaural Sound. En las grabaciones binaurales tradicionales se emplean únicamente dos 
micrófonos en los oídos la cabeza de un maniquí. Por ello, si el oyente moviera su cabeza, las 
señales sonoras que recibiría no se alterarían. Es como si el entorno acústico se desplazara 
rígidamente con su cabeza. En la mayor parte de los casos, además de percibirse una sensación 
incómoda y antinatural en el oyente, la imagen del sonido pasa a crearse en el interior de la 
cabeza, perdiéndose el efecto de la auralización.  
 
Para resolverlo, en el MTB no sólo se emplean dos micrófonos, sino un array (arreglo) de estos 
elementos situados alrededor de la cabeza del maniquí. Utilizando un 'head tracker' que 
monitoriza la posición de la cabeza en cada momento, y en particular, la posición de los oídos 
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del usuario, se escapa de determinar qué señal (la proveniente de qué par de micrófonos) es la 
apropiada en cada caso. Se consigue así dar libertad de movimiento de la cabeza al menos en el 
plano horizontal. 
 
Los datos encontrados  en esta investigación fueron utilizados como parte del desarrollo del 
proyecto, al igual que las bases de datos de las respuestas al impulso obtenidas para distintas 
angulaciones y sujetos que se muestran en The CIPIC HRTF database.  
 
 Algazi, R., Duda, O., Thompson, DM. (2010). The CIPIC HRTF database. USA, 
California: U. C. Davis CIPIC Interface Laboratory. 
Este documento describe la base de datos de dominio público de las mediciones de alta 
resolución espacial de las funciones de transferencia de la cabeza hechas en el e U. C. Davis 
CIPIC Interface Laboratory. La entrega 1.0 incluye mediciones de 45 sujetos de estudio de las 
repuestas al impulso a 25 diferentes azimuths en 50 diferentes elevaciones (1250 direcciones) y 
aproximadamente 5° de incremento angular.  
 
 Schröder, D., Wefers, F., Pelzer, S., Rausch, D., Vorländer, M. (2010). Virtual 
Reality System. Germany, Aachen: RWTH Aachen University. 
En estudios más recientes encontramos el proyecto realizado en el instituto de Acústica de 
Aachen Alemania (ITA) el desarrollo de un mundo de realidad virtual  en el cual el usuario se 
encuentra dentro de un espacio  tridimensional que se complementa mediante la auralización del 
recinto por lo que el movimiento de la cabeza cambia radicalmente la percepción de un fuente 
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puntual ubicada en el centro del recinto, esto realizándose de manera binaural y con sensores de 
movimiento ubicados en la periferia de la construcción. La idea de realizar este proyecto se basó 
en la experiencia que la escritora de esta tesis tuvo en el sistema desarrollado por Schröder al 
visitar personalmente la instalación de realidad virtual en la universidad RWTH de Aachen. En 
ella se encontró un proyecto con alto grado de desarrollo que fue construido con apoyo 
gubernamental en un recinto específicamente diseñado para soportar las necesidades de diseño y 
de procesamiento de datos. De esta forma también, surgió la idea de construir un sistema que 
pudiera, a menor escala, realizar un proceso similar, a menor costo. 
 
 Wolfgang, H. (2012). Head-Tracking Techniques for Virtual Acoustics Applications. 
Germany, Erlangen: Fraunhofer Institute for Integrated Circuits IIS. 
 
El artículo de la AES abarca las técnicas más relevantes de HT desde un análisis comparativo 
que abarca a los principales estudiosos del ámbito: Hess, Wenzel, Blauert. El artículo permite 
realizar comparaciones entre las técnicas con diferentes grados de libertad DOF y enardece la 
necesidad de la aplicación de filtros dinámicos que eviten problemas de drift, latencia y 
exactitud. Una descripción de cada técnica es enunciada, explicada y caracterizada en el artículo 
concluyendo que el punto en común entre ellas es que es necesario tener las condiciones 
ambientales o del medio en el que se perciben. Además hacen énfasis en que el sistema de más 
precisión es el óptico, el cual permite obtener ubicación y posición de forma absoluta. Este 
estudio presentó las bases teóricas necesarias para utilizar un sistema de Head Tracking óptico 
como parte del sistema para obtener datos de mayor precisión, además de ejemplificar los 
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principales inconvenientes que pueden presentar las técnicas de Head Tracking y su 
caracterización en condiciones ambientales y perceptuales. 
 
 
 
 Jakob, A. (2014) FFT-based binaural panner. Denmark: Aarhus University. 
Esta tesis ahonda en las posibilidades de síntesis binaural en combinación con el seguimiento del 
movimiento de la cabeza, en un contexto estético, orientado a la experiencia del usuario. El 
proyecto de tesis,  incluye una construcción en Max/MSP, con la participación de sensores en 
una sala de simulación, de sonido configurable y posiciones de escucha.  
 
 
1.1.2 Antecedentes nacionales 
 
 Jaramillo, A. (2007). Aplicaciones de la grabación binaural en el cine. Colombia, 
Bogotá: Universidad San Buenaventura. 
El documento presenta un primer acercamiento a la grabación binaural en Colombia. 
Desarrollado en el año 2007, Jaramillo orienta el proyecto al desarrollo audiovisual generando un 
producto cinematográfico donde citando al autor “El sonido ofrece pistas puntuales que ayudan a 
que la historia sea entendida, dándole vida, realidad, movimiento y espacio en dos dimensiones, 
haciendo uso de esquemas de captura de sonido para cine, creación de sonidos por medio de 
síntesis, aplicación de técnicas binaurales, procesamiento de señal y grabación”. Este proyecto de 
grado es de los pocos encontrados en el ámbito cuyo desarrollo se realizó en su totalidad en 
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Colombia. Por esta razón, su ejemplificación fue de suma importancia para este proyecto como 
parte de las aplicaciones binaurales y estudios de reproducción tridimensional en el medio local. 
 
 
 Torres, A. (2009) Aplicación de técnica de grabación y mezcla binaural para audio 
comercial y/o publicitario. Colombia, Bogotá: Pontificia Universidad Javeriana. 
El proyecto presentado por Torres como parte de su tesis de grado pretendió innovar en la 
técnica de grabación y mezcla para jingles, cuñas radiales y otras aplicaciones comerciales como 
lo es un bonustrack de un DVD o Cd de un grupo de música comercial donde se muestre su 
cotidianidad musical, por ejemplo en un ensayo. Dado que el audio estereofónico y el envolvente 
no proveen realmente de un ambiente de tres dimensiones, el realismo conseguido en el audio 
binaural es un incentivo para cambiar la percepción sonora para este ámbito y promover su 
desarrollo para la implementación de esta increíble técnica en otros campos como lo es el 
musical. Así mismo, se buscó profundizar en cuanto a las características físicas, tecnológicas y 
comerciales de la grabación y mezcla binaural para aplicaciones comerciales. Este proyecto 
permite tener una clara idea de las aplicaciones prácticas y mediáticas que el desarrollo de la 
presente tesis podría tener a futuro dentro del medio audiovisual en Colombia. 
1.2 Descripción y formulación del problema 
 
Ahora más que nunca, la realidad virtual se ha convertido en parte de la cotidianidad de la 
sociedad y la demanda del desarrollo en este ámbito crece constantemente.  Es necesario señalar 
que este desarrollo ha  tenido un mayor, más rápido y continuo crecimiento en el ámbito visual, 
debido a dos factores circunstanciales. El primero, es la necesidad de los usuarios por 
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experimentar nuevas sensaciones y el segundo, la facilidad que se tiene para acceder a los 
productos de estos desarrollos p. ej. Aplicaciones para teléfonos móviles, televisores 3D, gafas 
3D.  
 
De esta forma, el desarrollo de la realidad virtual enfocado al ámbito sonoro ha pasado a un 
segundo plano en el campo investigativo y así mismo, en la competencia comercial del mundo 
globalizado. 
 
El proyecto pretende por tanto, ahondar en el desarrollo de la realidad virtual sonora y sus 
distintas aplicaciones, mediante la optimización de la técnica de Audio binaural con el uso de 
head tracking. De esta manera, los usuarios podrán sentirse más inmersos en la realidad virtual 
de un producto acusmático y podrán adquirir mayor libertad de movimiento. Así pues, se plantea 
la siguiente pregunta problema: 
 
¿Cómo optimizar la técnica de Audio Binaural aplicado a un producto acusmático mediante el 
uso de Head Tracking? 
1.3 Justificación 
 
El  reciente impacto de las aplicaciones de la realidad virtual en el día a día de la sociedad, 
generó en los consumidores de tecnología una demanda constante del desarrollo de las mismas. 
A causa de esto, se puede observar una clara tendencia en las empresas de tecnología a 
implementar equipos orientados al desarrollo de realidad virtual enfocada en los medios de 
comunicación cotidianos como lo son la televisión, el internet, los teléfonos móviles, etc.  
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Por esto, cuando se habla de sonido holofónico se habla de una realidad virtual con un ámbito de 
estudio y de aplicación, en la que se crean nuevas tesituras, despertando sensaciones y 
transmitiendo emociones a un público que constantemente  busca la optimización e inclusión del 
sonido como  un producto intangible dentro de su  cotidianidad.  
1.4 Objetivos de la investigación 
1.4.1 Objetivo General 
 
Diseñar un sistema de Head Tracking para percepción espacial tridimensional aplicado a un 
producto acusmático con sonido Holofónico Binaural. 
1.4.2 Objetivos Específicos 
 
 Diseñar un algoritmo de adquisición de datos del azimut en relación al movimiento de la 
cabeza (Head Tracking)  
 Diseñar un algoritmo de relación entre el sensor de adquisición de datos de movimiento 
de la cabeza (Head Tracking) y  la mezcla del diseño sonoro del producto. 
 Diseñar un algoritmo de espacialización Holofónica binaural. 
 Realizar la pre-producción, producción y post-producción del diseño sonoro de  una 
producción acusmática en audio 3D binaural. 
1.5 Alcances y limitaciones del proyecto 
1.5.1 Alcances 
Dentro de los alcances está la construcción de un sistema de realidad virtual basado en el 
seguimiento del movimiento del usuario y en reproducciones holofónicas. También se encuentra 
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el hecho de implementar la tecnología de  movimiento tridimensional al diseño sonoro binaural 
cuya implementación es un campo de investigación poco reconocido en el país. En cuanto a los 
ejes de reconocimiento del movimiento se pretende implementar los tres ejes axiales con el fin 
de que la experiencia pueda ser más realista e innovadora. 
1.5.2 Limitaciones 
 
Las limitaciones del proyecto se ven directamente afectadas por el costo de construcción del 
seguidor de movimiento de la cabeza. La mayoría de proyectos relacionados al Head Tracking 
usan costos y numerosos sensores de alta tecnología para obtener mayor fidelidad. De igual 
forma se pretende  la construcción del mismo utilizando un presupuesto limitado y diferentes 
técnicas de adquisición de datos de la posición y movimiento del usuario. 
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2. METODOLOGÍA 
2.1. Técnicas de recolección de información 
 
La investigación presenta una metodología CDIO (concebir, diseñar, implementar y operar), 
debido al interés técnico y la experimentación final del proyecto.  
 
También puede decirse que es de carácter empírico analítico, ya que la elaboración del sistema 
resultante está basada en los aspectos teóricos de funcionamiento de cada una de las partes que lo 
componen y a la vez este componente teórico es tenido en cuenta en el diseño y elaboración final 
del sistema. 
2.2. Hipótesis 
 Mediante la relación entre el audio binaural y Head Tracking es posible crear un sensación más 
realista en la realización de un producto acusmático. 
2.3. Variables 
2.3.1 Variables dependientes 
 
 Percepción espacial: cada individuo tendrá diferente localización de fuentes sonoras 
debido a sus características morfológicas sin embargo el proyecto pretende tener un 
margen de error mínimo entre individuos.  
 Head Tracking: El ángulo en el que los datos son adquiridos y procesados depende 
netamente de la precisión de las muestras adquiridas en  las respuestas al impulso y a su 
vez del procesamiento de los sistemas. 
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 Diseño sonoro: El diseño sonoro influye directamente en la localización de fuentes de 
manera artística. 
2.1.1 Variables independientes 
 
 Efecto Pinna: El efecto pinna depende de la morfología humana y varía según el 
individuo.  
 Acusmática: Cada individuo imagina diferentes formas, colores y dimensiones para los 
sonidos que percibe lo que afecta directamente la percepción espacial 
 La luz: La luz del recinto incide de manera directa el desempeño del sistema al afectar a 
los sistemas de Head Tracking outside in 
 El Ruido de fondo puede afectar la percepción del usuario. 
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3. MARCO TEÓRICO- CONCEPTUAL 
3.1 Realidad virtual 
 
Los sistemas de realidad virtual, mejor descritos como sistemas de ambientes virtuales, pueden 
ser descritos específicamente como aquellos tipos de multimedia desarrollados para una 
aplicación tridimensional que están entrelazados por una causa multi-perceptual y que trabajan 
en tiempo real de forma interactiva con los usuarios (Begault, 2000, p.7).   
 
Así mismo Grau, en su libro Virtual Art define la realidad virtual como “el completo divorcio del 
sensorio humano de la naturaleza y la materia. En la historia del ilusionismo del arte y los 
medios, la realidad virtual constituye el desafío más grande que los sentidos humanos han 
enfrentado en relación al ambiente, debido a que el usuario dentro de la imagen espacial, 
reconoce lo que es visible y audible como una ilusión ambiental donde las percepciones y los 
sentidos y las cantidades de tiempo y espacio se convierten en variables” (p.231).  
 
Figura 1  Representación gráfica del campo de visión esférico que un usuario debe experimentar al ser parte de un 
sistema de realidad virtual. Boone, J. (2003) Spherical Field of Vision [Figura] p. 207. 
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3.2 Realidad Virtual Sonora 
 
La realidad virtual Sonora es descrita por Begault (2000) desde la escucha espacial. Primero 
define como una fuente sonora consiste en ondulaciones o perturbaciones dentro de un medio 
elástico como lo es el aire, que resultan en vibraciones de un objeto físico. Si la fuente sonora se 
propaga de una forma no respectiva a la dirección, se puede decir que es omnidireccional y por 
lo tanto, forma un campo esférico  de emisión.  
 
Si el sonido se encuentra dentro de un contexto ambiental sin reflexiones - p. ej. una cámara 
anecóica - después de cierta distancia las ondas sonoras llegan al escucha como un campo sonoro 
plano, lo que significa que la presión Sonora sería constante en cualquier plano perpendicular a 
la dirección de la propagación.  
 
Pero cuando se refiere a contextos no-anecóicos, el sonido llega al escucha por ambos caminos 
directos e indirectos como se muestra la Figura 2. En este caso, puede decirse que el sonido de 
estas fuentes llega al escucha dentro de un campo difuso, debido a lo que el autor denomina 
como el contexto ambiental (p. 18). 
 
 Este contexto es como tal el componente principal del medio dentro de la escucha espacial y 
permite definir la realidad virtual sonora como un argumento de inclusión tridimensional, que 
permite incrementar la inmersión de la simulación y a su vez la calidad y el matiz que pueden 
representar diferentes contextos ambientales. (p. 81) 
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Figura 2. Representación esquemática del contexto ambiental Begault, D. (2003) 3-D Sound for Virtual Reality and 
Multimedia. Traducción propia. [Diagrama] p, 18. 
 
3.2.1 Técnica de espacialización Binaural 
 
La técnica de espacialización binaural es una técnica que busca recrear un ambiente de realidad 
virtual en solo dos canales. La información de cada oído es diferente porque los oídos están 
separados el uno del otro por la cabeza. Esta diferencia es la que permite captar al cerebro de 
donde proviene la fuente sonora. Por este motivo se habla que la tridimensionalidad en el sonido 
está dada por la diferencia de tiempo y amplitud que recibe cada pabellón auditivo. El término 
binaural hace referencia a que las dos señales de entrada pueden ser reproducidas de la manera 
que son escuchadas de forma correcta (Møller, 1992, p. 172) 
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El más relevante inconveniente con la técnica binaural es presumiblemente los problemas con la 
localización frontal. Las fuentes sonoras que estaban inicialmente en el hemisferio frontal son 
normalmente percibidas como si estuvieran detrás del escucha también es posible que sean 
percibidas como más cercanas de lo que realmente están durante la grabación. (p. 173) 
 
Las grabaciones binaurales pueden ser realizadas con pequeños micrófonos ubicados en los 
canales auditivos del escucha, pero normalmente una copia de la cabeza humana es usada 
incluyendo la nariz, pinna, las órbitas de los ojos y los canales auditivos. Obsérvese Figura 3. 
 
Figura 3. Cabeza binaural Neumann Ku 100. Grabación binaural [Figura] Recuperado de: 
http://www.controlsavebcn.com/blog/grabaci%C3%B3n-binaural/ 
 
3.2.2 Holofonía 
 
El termino Holofonía fue usado por primera vez por  Hugo Zucarelli, quien desarrollo uno de los 
primeros sistemas de grabación tridimensional. En su patente Zucarelli hace una analogía clara 
que describe el término: “Se puede considerar que la invención provee para el sistema auditivo lo 
que la holografía laser provee para el sistema de visión; por tanto, puede ser considerado como la 
holografía del sonido, o holofonía” (1986).   
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Por tanto, al igual que en un holograma,  la holofonía busca recrear un espacio o contexto 
ambiental con el fin de crear en el usuario la  sensación de inmersión y tridimensionalidad en una 
realidad virtual sonora.  
 
Figura 4. Primer modelo de cabeza binaural para grabación de Holofonías desarrollada por Hugo Zucarelli. 
Zuccarelli, H, (1987). Process for forming an acoustic monitoring device [Figura] p. 2. 
3.2.3 Acusmática 
 
La escucha acusmática supone la disociación entre el sonido y la fuente que lo emite, para así 
concentrar la atención en el objeto sonoro en sí mismo, en sus características propias, sin la 
mediación del “complejo audiovisual”. Por extensión, la audición, propone la focalización de la 
escucha en los aspectos intrínsecos de la obra, privada ésta de la gestualidad visual que su 
representación habitual impone.  
 
Según Federico Schumacher (2009) en estas obras podemos imaginar no sólo los instrumentos, 
también su ejecución, disposición en un espacio dado, los intérpretes quizás. Nuestra mente 
vuelve a ser referencial y las imágenes visuales pueden perfectamente dominar nuestra atención 
por sobre la concentración en los aspectos puramente sonoros. 
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La definición de acusmática es abordada también en el libro la audiovisión de Michel Chion 
(1993) donde se define “lo que se oye sin ver la causa originaria del sonido”, o “que se hace oír 
sonidos sin la visión de sus causas”. La radio, el disco o el teléfono, que transmiten los sonidos 
sin mostrar su emisor, son por definición medios acusmáticos. Se ha bautizado también como 
«música acusmática» (en este caso por parte del compositor Francois Bayle) a la música de 
concierto realizada y escuchada sobre soporte de grabación en ausencia, voluntaria y fundadora 
en este caso, de las causas iniciales de los sonidos y de su visión.  
 
Chion expresa así mismo una interpretación de lo que él denomina “Sonido fuera de campo” el 
cual hace referencia a la localización espacial de los sonidos en un audiovisual de esta forma 
enuncia «en sentido estricto, el sonido fuera de campo en el cine es el sonido acusmático en 
relación con lo que se muestra en el plano, es decir, cuya fuente es invisible en un momento 
dado, temporal o definitivamente.  
 
 De esta forma el autor afirma: “Se llama, en cambio, “Sonido dentro de campo” a aquel cuya 
fuente aparece en la imagen y pertenece a la realidad que ésta evoca. En tercer lugar, 
proponemos llamar específicamente sonido “Fuera de campo” a aquel cuya fuente supuesta es, 
no sólo ausente de la imagen, sino también no diegética, es decir, situada en un tiempo y un lugar 
ajenos a la situación directamente evocada: caso, muy extendido, de las voces de comentario o 
de narración, llamadas en inglés voice-over y, por supuesto, de la música orquestal” (1993, p. 
63). 
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Figura 5.  Tricírculo representativo del sonido fuera de campo. Chion, M. La audiovisión. (1993). [Figura] p. 65. 
3.3. Caracterización del sonido percibido 
 
La representación de la realidad sonora en nuestro cerebro se realiza a través de una recepción 
binaural, lo cual nos permite localizar el origen de la fuente de sonido en el entorno que nos 
rodea. Para entender y poder modelar este proceso es necesario identificar los factores que 
influyen en el mismo tanto externos, como de comportamiento morfológico y por último 
perceptual o psicoacústico.  
3.3.1 Efecto Hass 
 
El efecto Haas, también conocido como efecto de precedencia o efecto de prioridad. Este efecto 
describe cómo, a nivel de percepción, si varios sonidos independientes llegan a nuestro cerebro 
en un intervalo inferior a 50 ms (milisegundos), éste los fusiona y los interpreta como uno sólo. 
Lo anterior se debe a que el cerebro deja de percibir la dirección y entiende los sonidos 
posteriores como un eco o reverberación del primero. Esta interpretación el cerebro la hace de 
dos modos distintos, el primero si el retardo llega en un intervalo inferior a 5 ms, el cerebro 
localiza al sonido en función de la dirección que tuviera el primer estímulo, aunque los otros 
provengan de direcciones diametralmente opuestas. 
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 El segundo si el retardo está entre los 5 y los 50 ms, el receptor escucha un único sonido, pero 
de intensidad doble y localiza a la fuente a medio camino entre todas.  Para que el retardo (efecto 
Haas) no determine en nuestro cerebro la dirección del sonido (es decir, para se perciba el sonido 
como proveniente de un punto central), la señal retrasada debe tener más nivel que la primera. La 
llamada curva de Haas indica la intensidad (expresada en dB) necesaria para lograr una 
equivalencia en cuanto al retardo en milisegundos entre dos señales. Esta curva de Haas se utiliza 
en acústica, entre otras cosas, para mantener el estéreo en recintos.    
3.3.2 Efecto Pinna 
 
El oído es característico por su increíble singularidad, cada ser humano posee una pinna 
diferente. La pinna es simplemente la parte visible del oído, la cual cambia según distintos 
parámetros como la raza o la edad. Sin embargo el efecto pinna no hace referencia 
específicamente a la singularidad del pabellón auditivo, este también hace referencia a como el 
sonido es modificado por reflexiones, refracciones, interferencias y resonancias para frecuencias 
específicas y, para los ángulos de incidencia de las ondas sonoras específicas sobre los hombros 
cuello y cabeza.  
 
El efecto pinna ayuda a determinar la localización de una fuente sonora y cualquier variación 
morfológica puede afectar esta percepción. Este fenómeno es estudiado en profundidad por Paul 
Hofman (1998) quien demostró que la alteración del Pinna tiene una relación directamente 
proporcional a la percepción del espectro sonoro experimentando con distintos moldes que 
alteraban la forma del pabellón sonoro. (p, 8). 
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Hofman también experimentó reproduciendo el mismo sonido en variaciones mínimas de la 
angulación para intentar encontrar la variación en el espectro según el posicionamiento de la 
cabeza. En la figura podemos observar el fenómeno, por un sujeto cuya fuente fue alterada en un 
nivel de elevación de 15°. 
 
Figura 6. Frecuencia de espectros registrados por un pequeño micrófono dentro de la oreja derecha del escucha para 
el mismo sonido de banda ancha procedente de dos lugares diferentes. Goldstein, B. Sensation and Perception 
[Figura] p, 297. 
 
3.3.3 Enmascaramiento Auditivo 
 
Cuando el oído está expuesto a dos o más sonidos simultáneos, existe la posibilidad de que uno 
de ellos enmascare a los demás. Para ser más precisos, cabe definirlo como un efecto producido 
en la percepción sonora cuando se escuchan dos sonidos de diferente intensidad al mismo 
tiempo. Al suceder esto, el sonido más débil resultará inaudible, ya que el cerebro sólo procesará 
el sonido que enmascara.  El sonido de nivel alto posee un efecto de enmascaramiento mayor si 
el suave tiene una frecuencia cercana. Podemos dividir el enmascaramiento sonoro entre 
enmascaramiento temporal y enmascaramiento frecuencial. 
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3.3.4 HRIR (Head Related Impulse Response) 
 
Es la respuesta al impulso de lo que se denomina “Head System” (cabeza, pinna y torso), medido 
desde el comienzo del canal auditivo en relación a un ángulo dado por el azimuth y la elevación 
de la cabeza a una distancia determinada.  
 
Figura 7. Representación gráfica de la adquisición de datos del HRIR.  RWTH Aachen University. (2013). 
Recuperado de: http://www.iks.rwth-aachen.de/en/research/speechaudio-communication/hrtfs/ 
 
3.3.5 ITD Diferencia Interaural de Tiempo (Interaural Time Difference) 
 
El tiempo de llegada del frente de onda a los oídos o, mejor dicho, la diferencia de los tiempos de 
llegada entre los dos oídos es uno de los mecanismos usados por nuestro sistema auditivo para 
localizar una fuente de sonido. Éste tiempo que se conoce como ITD (Interaural Time 
Difference) es útil hasta una frecuencia en la que la longitud de onda del sonido se aproxima al 
doble de la distancia entre los dos oídos, a partir del cual, no se diferencia un sonido de otro. Este 
tiempo de llegada del sonido, le permite al oído determinar la localización del sonido en un 
ángulo horizontal 90º (derecha)- 270º (izquierda). En la figura 2 se puede observar como A y B 
son ondas sinusoidales por debajo de 800 Hz en el oído izquierdo y derecho respectivamente. 
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Debido a que la mitad del periodo de las ondas es más grande que el tamaño de la cabeza, es 
posible diferenciar la fase de las mismas. (Begault, p. 34) 
 
Por encima de 1.6 kHz, en la figura ondas sinusoidales D y E, se detecta un punto crítico donde 
esta distancia es inferior al tamaño de la cabeza, punto F; Por lo tanto se presenta un fenómeno 
donde la información de fase que se percibe no puede dar información certera con la ubicación 
de precedencia de la fuente. 
 
Figura 8. Representación de ondas sinusoidales en Pinna. Begault, D. 3-D Sound for Virtual Reality and 
Multimedia. (2003) [Figura] p. 34 
3.3.6 ILD Nivel de Diferencia Interaural (Interaural Level Difference) 
 
El sonido de una fuente que venga de la izquierda (por ejemplo) llegará primero al oído 
izquierdo, pero tendrá que viajar hasta el otro lado de la cabeza para alcanzar el oído contrario. 
En realidad lo que ocurre, es que el sonido es difractado alrededor de la cabeza para llegar al 
oído derecho y por lo tanto tendrá que viajar más y gastar más energía.  
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Éste tiempo se llama (ILD) Interaural Level Difference, que abarca en cuanto a intensidad tanto 
el efecto pantalla de la cabeza como el debido a la distancia extra que recorre (Begault, p. 35).  
 
En la figura 9, se puede observar la ocurrencia entre el ITD Y el ILD para una fuente sonora que 
arriba de una localización fuera del plano medio.  El panel derecho muestra las señales de 
entrada de ambos oídos. ITDFS denota Fine Sructure (estructura fina) y ITDENV envelope 
(envolvente). 
 
Figura 9.  Representación gráfica de la ocurrencia entre el ITD y el ILD. Laback, B. (2013). The Psychophysical 
Bases of Spatial Hearing in Acoustic and Electric Stimulation.[Figura]. p, 22. 
 
El ILD depende fuertemente de la frecuencia. A frecuencias bajas, donde la longitud de onda del 
sonido es más grande que el diámetro de la cabeza, hay poca diferencia de presión sonora en las 
dos orejas, sin embargo, a altas frecuencias, donde la longitud de onda es pequeña, puede haber 
20dB o más de diferencia. La diferencia Interaural de intensidad es principalmente útil por 
encima de 1500 Hz, donde la sombra acústica producida por la cabeza se hace efectiva, 
reduciendo así la intensidad de las ondas sonoras que llegan al oído contralateral. De esta forma 
se puede explicar parcialmente la capacidad de discriminar entre diferentes direcciones 
espaciales. 
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3.3.7 HRTF Función de transferencia de la cabeza  
 
Debido a las diferencia físicas que hay entre todos los seres humanos, se vuelve relativo el 
sentido de la escucha entre sí. Esto reside en que cada onda sonora que llega a uno de ellos se 
comporta de manera diferente por la reflexión, difracción, etc. debido a todos los “obstáculos 
físicos humanos” que tendría ésta antes de llegar al sistema transductor dentro del pabellón 
auditivo.  
 
Figura 10. Representación gráfica  de Gierlich de los componentes no-directionales y los componentes 
direccionales de la función de transferencia de la cabeza. Gierlich, H. W. (1992). The Application of Binaural 
Technology. Traducción propia [Diagrama] p, 36. 
 
Siendo así, la función HRTF (head-related transfer function) es la compilación de todos esos 
factores que alteran la onda acústica y que permiten determinar la posición de un sonido en 
específico. Ésta depende de 4 variables que se dividen en tres espaciales y una frecuencial. Sin 
embargo, mediciones hechas para establecer el HRTF se hacen en el campo lejano de audición 
que está a 1 metro aproximadamente de la posición del oyente. De esta manera, el HRTF 
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dependerá fundamentalmente de la azimut, elevación y frecuencia del sonido (Moncisbays, 
2011, p.36). 
3.4. Head Tracking: sistema de seguimiento del movimiento de la Cabeza 
 
Un sistema de seguimiento de la cabeza, Head Tracker o  HT por sus siglas en inglés es un 
sistema de hardware y software que captura la orientación y la posición o azimut de los 
movimientos realizados por la cabeza humana y lo entrega a través de una interfaz a un 
procesamiento, aplicación o sistema.  
 
Una excelente técnica para mejorar la experiencia de realidad virtual en el audio es el 
seguimiento de la posición de la cabeza del usuario. Cuando el sujeto está inmerso en una 
realidad virtual binaural mejorada con el uso de HT, las señales de ellos pueden ser 
correlacionadas con sonidos denominados fuentes de anclaje, para obtener una estimación 
precisa de la posición y la orientación del sujeto. A su vez si el sujeto está inmerso mediante 
Holofonías en una realidad virtual, el seguimiento de la cabeza estimularía su percepción del 
medio permitiendo que el movimiento se relacione directamente con el sonido que puede ser 
percibido por el mismo. 
 
En relación con muchos aspectos de la interacción hombre y máquina, es importante hacer un 
seguimiento de los movimientos de partes de un cuerpo humano. Por ejemplo, en las 
aplicaciones de realidad virtual, el problema de hacer un HT rápido, preciso y económico que 
opere en una amplia  área de trabajo es crucial. De esta forma una amplia investigación se ha 
dedicado al desarrollo de sistemas de seguimiento mecánicos ópticos, magnéticos y acústicos, 
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pero los sistemas de Head Tracking son todavía uno de los eslabones más débiles de la realidad 
virtual existente.  
3.4.1 Posición y Orientación 
 
El  término orientación en HT, describe la dirección de visualización de un oyente, la cual 
permite identificar la posición externa de los oídos de un oyente. Debido a que el efecto pinna 
está directamente relacionado a la posición de la cabeza humana, una posición indirecta puede 
ser estimada mediante la captura de la orientación del  rostro de oyente. Esta orientación del 
oyente es relativa para la captura o el envío de dispositivo; esta descripción de la orientación se 
debe hacer  por los tres grados de libertad rotatorios 
 
Según lo descrito por Blauert (1997), la coordenada en la parte delantera de un usuario con la 
cabeza sin rotación se conoce como el ángulo de referencia 0°. Para tener un mejor 
entendimiento, el plano frontal esta interceptado por los tímpanos del usuario en un trasfondo 
ortogonal al ambiente donde se encuentra el mismo.  
 
El plano horizontal también intercepta los tímpanos del usuario pero está ubicado de forma 
paralela al suelo y el ángulo de rotación es conocido como acimut. Por últ imo, el plano medio 
intercepta ambos, el plano horizontal y el plano frontal ortogonal; la rotación del ángulo en el 
plano medio es conocido como elevación. Obsérvese figura 11. 
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Figura 11. Sistema de Coordenadas relacionadas a la cabeza según Blauert. Blauert, J. (1997). Spatial hearing 
[Figura] p, 12. 
3.4.2 Ubicación tridimensional cartesiana 
 
Un sistema de coordenadas cartesianas se define por dos ejes ortogonales en un sistema 
bidimensional y tres ejes ortogonales en un sistema tridimensional, que se cortan en el origen 0. 
Las coordenadas de un punto cualquiera vendrán dadas por las proyecciones del vector de 
posición del punto sobre cada uno de los ejes.  
 
Se definen las coordenadas cartesianas (X, Y, Z) como las tres proyecciones ortogonales del 
vector sobre las tres aristas intersección de los planos perpendiculares; los tres planos se 
identifican por YZ, ZX, XY respectivamente. 
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Figura 12. Planos Cartesianos de Ubicación tridimensional (derecha) y bidimensional izquierda. Universidad 
politécnica de Madrid. (2010) Sistemas de coordenadas y sistemas de referencia. [Figura] Recuperado de: 
http://ocw.upm.es 
3.4.3 Parámetros de medición de Head Tracking 
 
Los parámetros de Head Tracking aquí mencionados son enunciados por el canadiense Axel 
Mulder en su estudio “Human movement tracking technology” (1994). El autor anuncia que los 
Head Trackers pueden ser medidos de varias significativas maneras, que pueden influir directa o 
indirectamente en la reproducción binaural. Por tanto es de suma importancia tener conocimiento 
de los parámetros que pueden mejorar o empeorar la experiencia del usuario. (p, 5- 7) 
3.4.3.1. Parámetros descriptivos 
 
Estos parámetros hacen referencia a las características externas que influyen en el desempeño del 
sistema de seguimiento de la cabeza. Entre estas se encuentran el tipo de sensor (óptico, 
mecánico, electromagnético) y la técnica de HT, la distancia entre el dispositivo y el usuario, las 
características físicas del usuario (Efecto Pinna), las características del recinto (Luz, 
Temperatura).  
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3.4.3.2. Parámetros dinámicos 
 
Entre los parámetros de medida dinámicas están rango de acción, estabilidad estática, latencia, 
retardos de fase, y la precisión temporal. La latencia es la suma de retardos temporales en 
dispositivos HT, puede afectar la percepción del usuario debido a la necesidad de una precisión 
temporal que se asimile al tiempo de llegada de las ondas sonoras en cada oído. 
 
Los problemas de latencia pueden causar problemas en la localización de las fuentes sonoras por 
lo que es de suma importancia encontrar el sistema de HT que mejor estabilidad estática 
presente. La estabilidad estática, es la necesidad de que no haya una superposición espacial o 
Drift. Cuando un ángulo sea captado el sistema debe ser estable.  
3.4.4 Clasificación de sistemas de Head Tracking 
3.4.4.1. Sistemas inside in 
 
La característica principal de este tipo de sistemas es que el sensor y la fuente son llevados en el 
cuerpo conjuntamente. Esta tecnología no permite el registro de rotación articulación-axial (por 
ejemplo, pronación o supinación de la muñeca).  Para este tipo de HT no es necesario un punto 
de referencia externa, es decir, el espacio de trabajo es, en principio, ilimitado. También es 
importante remarcar que debido al hecho de que los sistemas inside-in se llevan en el cuerpo, por 
lo general son considerados intrusivos y cada sensor debe ser calibrado para cada usuario 
individualmente. 
 
3.4.4.2. Sistemas inside out 
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La principal característica de este sistema es que el sensor es externo, es decir no está sobre el 
cuerpo del usuario. La fuente externa sin embargo sí proporciona en la mayoría de los casos 3D, 
mayor información, por ejemplo, las rotaciones de articulación-axiales se pueden medir. El 
receptor es comúnmente usado en partes del cuerpo más grandes (es decir, no para los ojos o los 
dedos), por lo que implican entrometimiento y pueden tener precisión limitada debido a la 
inercia del sensor-receptor (el receptor puede cambiar debido a movimientos de la piel / 
músculo). Además, habrá un poco de desfase introducido por el tamaño del receptor. 
3.4.4.3. Outside in 
  
Estos sistemas son generalmente los menos molestos e intrusivos en el ámbito del HT. Su 
funcionamiento está basado en el uso de una cámara de vídeo, por lo que en términos generales 
están limitados por la oclusión, lo que puede implicar que el procesamiento de datos sea 
intensivo y presente una latencia muy alta (especialmente en sistemas para eye-tracking).  
 
El Desempeño de estos sistemas depende del tipo de lente o el campo de visión de la cámara por 
tanto, presentan espacio de trabajo limitado sólo por el campo de visión de la cámara. Es 
importante tener en mente que si el campo de visión de una cámara se incrementa, la resolución 
disminuye. Otro factor a tener en cuenta es la iluminación del medio pues puede interferir en el 
correcto funcionamiento del sistema. (Mulder, 1996, p. 6) 
3.4.5 Técnicas de Head Tracking  
 
Las técnicas de Head Tracking en esta sección son enunciadas y explicadas por Wolfang Hess en 
su trabajo de investigación “Head-Tracking Techniques for Virtual Acoustics Applications”. En 
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este el autor analiza cada una de las técnicas, trayendo a colación los beneficios y desventajas de 
las mismas, además de una detallada explicación de su funcionamiento. (2012, p. 6-12) 
3.4.5.1. Sistemas de navegación Inercial (INS) 
 
Estos sistemas son aquellos que utilizan acelerómetros y giroscopios. Este tipo de sistemas se 
han utilizado durante décadas para barcos, aviones, misiles y naves espaciales. Por "aparato 
inercial", se entiende un aparato que mide su propio movimiento relativo a un marco de 
referencia inercial a través de la medición de la aceleración.  Un tipo básico de INS  es conocido 
como Strapdown INS, y consta de tres acelerómetros y tres giroscopios de velocidad ortogonales 
fijos al objeto siendo rastreado. La orientación del objeto se calcula mediante la integración 
conjunta de las salidas de los giroscopios de velocidad (o sensores de velocidad angular), cuyas 
salidas son proporcionales a la velocidad angular alrededor de cada eje. La posición puede 
entonces ser calculada por el doble de integración de las salidas de los acelerómetros utilizando 
sus orientaciones conocidas.  
 
Para esta sección es necesario tener en cuenta los grados de libertad (DOF) de un cuerpo rígido 
se definen como el número de movimientos independientes que tiene. Para determinar el DOF de 
este cuerpo debemos tener en cuenta cuántas maneras distintas este se puede mover. En un plano 
de dos dimensiones como una pantalla de computador, existen 3 DOF.  El largo del eje X, el 
largo del eje Y, y la rotación alrededor de su centroide. 
3.4.5.2. Óptico-analógicos y ultrasónicos, con 1 o 2 grados de libertad. 
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Los sistemas ópticos con receptores análogo-ópticos permiten una captura extremadamente 
rápida y precisa de fuentes de luz infrarroja.  La función principal es muy similar a la de un 
fotodiodo. Cuando un punto de luz infrarrojo es capturado por el área activa, las corrientes del 
ánodo fluyen, dependiendo del centro de gravedad del punto de luz. Las cuatro corrientes 
ingresan a una fórmula matemática que determina la dirección de la luz en los ejes X y Y. 
 
Por otro lado, los sistemas ultrasónicos son usados comúnmente en aplicaciones industriales para 
medir tanto la distancia de un objeto en el aire, como la velocidad de flujo. El principio utilizado 
en estos sensores es conocido como tiempo de vuelo (T.o.F) por sus siglas en inglés Time of 
Flight, que es el tiempo necesario para una señal ultrasónica en viajar desde el transmisor hasta 
el receptor después de ser reflejado por el obstáculo u objetivo (Marioli, 1992 p. 3) 
 
La distancia se calcula de la siguiente forma:  
𝑑 =
𝐶 × (𝑇. 𝑜. 𝐹)
2
 
                                              Ecuación (1) 
Para el proyecto fue utilizado un sensor de distancias por ultrasonidos con referencia HC-SR04, 
capaz de detectar objetos y calcular la distancia a la que se encuentra en un rango de 2 a 200 cm.  
 
Figura 13. Sensor de distancia de ultrasonido HC-SR04 
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Estos dispositivos también son usados para mediciones de precisión en distancia y de alta 
resolución. En la Figura, un posicionamiento de luz en un área de dos dimensiones es mostrado, 
el cual permite la captura de dos grados de libertad de la rotación de la cabeza en el plano 
horizontal y medio. El área activa es limitada a un cuadrado de 9mm de longitud así como una 
rotación de 45° del sensor, lo cual conlleva a un rango de rotación aproximado de ± 40°.  
 
Figura 14. Descripción cartesiana de un receptor análogo-óptico y ultrasónico. Hess, W. (2011). Comparison of 
head-tracking systems for virtual acoustics applications. [Figura] (p, 2). 
3.4.5.3. Sistemas Inerciales con Referencia Óptica y seis grados de libertad. 
 
Los sistemas multisensor que utilizan un giroscopio, un acelerómetro o un compás 
tridimensional pueden ser fácilmente implementados con componentes electrónicos de montaje 
superficial.  
 
Estos dispositivos pequeños y baratos son comúnmente utilizados en smartphones o tablets. Sin 
embargo solo pueden capturar movimientos relativos, por lo que el punto de referencia tiene que 
ser indicado manualmente. Una fusión entre técnicas puede ser fácilmente realizada con un 
algoritmo conocido como Navegación Inercial.   
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Para el proyecto se usó un Integrado de 9-DOF L3GD20H + LSM303. Esta unidad de 
medición  inercial combina 3 sensores dando nueve ejes de libertad: 3 ejes del acelerómetro, 3 
ejes del giroscopio y 3 ejes del magnetómetro/compass, mediante el protocolo I2C. 
 
Este protocolo también conocido como circuito inter- integrado se utiliza debido a que este 
permite tener varios circuitos digitales integrados ¨Slaves¨ conectados a un circuito principal 
¨Master¨. Debido a que los comúnmente usados puertos seriales son asíncronas, los dispositivos 
que utilizan estos puertos deben sincronizarse previamente en un Data Rate o tasa de muestreo 
para evitar problemas de desincronización.  
 
Si la tasa de muestreo no tiene sincronía se obtendrán datos ilegibles además, el uso de puerto 
seriales implica la conexión de cada puerto de manera independiente lo que puede ser perjudicial 
para el desempeño del integrado y puede generar confusión en las conexiones de Hardware. Por 
ello el uso del protocolo I2C permite obtener de forma más organizada y resumida los datos de 
integración de los sensores, solo requiere meramente dos líneas bidireccionales, que pueden 
respaldar hasta 1008 dispositivos ¨Slaves¨.  
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Figura 15. En la imagen se muestra un esquema que describe gráficamente los canales bidireccionales SCL Y SDA 
y los diferentes tipos de dispositivos ¨Slaves¨ que pueden soportar. Recuperado de: http://www.nxp.com/zh-
Hans/video/what-is-the-i2c-bus-an-introduction-from-nxp:NXP-WHAT-IS-THE-I2C-BUS 
 
Para conectarlo solo es necesario dos puertos o lineas: el SDA (Serial Data Line): Linea de datos 
y el SCL/CLK (Serial Clock Line): Linea de reloj, será el que marque el tiempo de RW 
(Lectura/Escritura). 
 
Figura 16. Integrado 9-DOF L3GD20H + LSM303 
Como tal, el magnetómetro/compass utilizado cuantifica la fuerza y dirección de una señal 
magnética. Este puede medir en tres campos magnéticos y tres canales de aceleración. El campo 
magnético gaussiano se mide en Full Scale desde ± 1,3 ± 8,1. La aceleración puede ser medida 
en ±2g/±4g/±8g/±16g Full Scale.  Es necesario tener en cuenta que ningún otro aparato que 
emite campos magnéticos sea utilizado durante las pruebas, debido a que podría afectar 
directamente el desempeño del sistema al invertir la fase del mismo.  
 
En la figura 16, se pueden observar los ejes cartesianos tridimensionales que afectan al 
dispositivo al estar posicionado horizontalmente. 
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Figura 1.   
Figura 17. Dirección de detección de Aceleración y campos magnéticos respectivamente. 
3.4.5.4. Face tracking con una cámara en 6 grados de libertad 
 
Los sistemas de software basados en cámara permiten hacer el seguimiento del movimiento de 
los usuarios en seis grados de libertad. El software se puede desarrollar  en distintos sistemas 
operativos y  puede ser ejecutado en distintas plataformas de  hardware. La velocidad de 
fotogramas y el delay de los algoritmos de seguimiento dependen del rendimiento de la cámara y 
el desempeño del procesador, donde se está realizando el algoritmo.  
 
En un PC estándar aproximadamente procesador 1-3 Ghz puede usarse para computar el HT en 
tiempo real, así mismo la captura de la cabeza depende de las condiciones de iluminación del 
recinto donde se encuentre el usuario, lo cual representa un parámetro cambiante. 
 
Una cámara de alta velocidad, es utilizada para capturar movimientos en tiempo real de forma 
simultánea computando la posición y la orientación. Los fotogramas se cuentan para evaluar las 
diferencias temporales entre los que el usuario percibe y la información del sensor. Un problema 
44 
 
característico de este proceso es que el usuario no tiene libertad de movimiento, pues al salir del 
rango del fotograma la angulación percibida es radicalmente cambiada en relación al punto de 
referencia.   
 
Para el proyecto se usó la cámara de alta definición Logitech C270. Esta obtiene Video HD 720p 
(1280 x 720 píxeles) en pantalla panorámica. 
 
 
Figura 18. Cámara de alta definición Logitech C270 
 
 
 
 
 
 
4. DESARROLLO INGENIERIL 
 
La primera parte del desarrollo ingenieril ejemplifica el diseño y construcción del hardware de 
captura y transmisión de datos por medio de la obtención de los ángulos de rotación de la cabeza. 
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Este desarrollo mostrará los códigos usados mediante diagramas de flujo y describirá  la 
construcción del Head Tracker incluyendo una descripción del circuito utilizado. 
 
La segunda parte gestiona los datos obtenidos y describe el programa construido en el entorno de 
desarrollo gráfico Max/MSP, el cual recibe los ángulos transitorios de la cabeza y los 
convoluciona para obtener sonido Holofónico relacionando la posición del escucha con este. La 
metodología y recursos teóricos aplicados a este tipo de procesamiento también son allí 
descritos. 
 
La tercera parte del proyecto muestra el proceso de producción de un entorno de realidad virtual 
acusmático en audio holofónico binaural, describiendo así el entorno de realidad virtual que se 
pretende simular. La mezcla de las fuentes para evitar enmascaramientos, y una representación 
gráfica del entorno. 
 
 La cuarta y última parte se encargará de mostrar el  funcionamiento del sistema de Head 
tracking en relación con el movimiento de las fuentes en el espacio virtual, usando la sección 
nodular gráfica de Max/MSP. 
 
Figura 19. Diagrama de etapas del desarrollo ingenieril. 
46 
 
4.1 Diseño y construcción del software de Obtención y transmisión de datos 
4.1.1 Obtención y transmisión de datos de angulación y posición 
 
Para la obtención de datos de angulación y posición se utilizan dos softwares diferentes: el 
software libre de Arduino y Max/MSP. La primera etapa del programa obtiene los datos de la 
información en tres ejes X, Y & Z dependiendo del movimiento de la cabeza del usuario y del 
sistema de Head tracking; ya sea inercial con Referencia Óptica o Face Tracking. A continuación 
se describe la adquisición de datos específica para cada eje cartesiano tridimensional. 
4.1.1.1 Descripción del software de la obtención de datos del eje Z 
 
El sensor específico que se utiliza para la obtención de datos de en el eje Z es el magnetómetro o 
compass LSM303 del integrado de Adafruit 9DOF.  También es necesario usar las librerías de 
arduino Adafruit_LSM303DLHC_master, Adafruit_L3GD20_U_master y 
Adafruit_9DOF_master con el fin de obtener las lecturas del sensor. 
 
Para convertir lecturas de microTeslas en angulaciones de 0 a 360 grados, es necesario usar la 
función arco tangente para computar el ángulo del vector definido por la lectura de los ejes Y y 
X. El resultado que obtendremos será en radianes, por lo que es de suma importancia multiplicar 
el resultado por 180° y dividir entre π para obtener el resultado en grados. 
 
Para el proyecto se normalizan los datos para obtener solo datos positivos en el rango de 0° a 
360°. De esta forma podremos mapear el movimiento de la cabeza en el eje Z. Una 
ejemplificación de este movimiento es mostrada en la figura 20. 
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Figura 20. Movimiento rotatorio de la cabeza en el eje Z. Godinez Morado, I.  (2015). Arcos y ángulos de 
movimiento. [Figura] p. 2. 
 
Un ejemplo del plano en el que el cuerpo del usuario será mapeado en el eje Z puede observarse 
en la figura 21. 
 
Figura 21. Mapeo del cuerpo en el eje Z. 
 
El diagrama de flujo de la programación de la obtención de datos del eje Z puede observarse en 
la figura 22.  
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Figura 22. Diagrama de flujo de la programación de la obtención de datos del eje Z 
 
4.1.1.2 Descripción del software de la obtención de datos del eje Y 
 
Una vez obtenido el ángulo de rotación de la cabeza en el eje Z procedemos a obtener el eje Y 
usando el sensor de proximidad HC-SR04 y la librería NewPing. Su funcionamiento consiste en 
enviar el pulso de arranque y medir el ancho del pulso de retorno, y a partir de esa lectura 
determinar la distancia. Es de suma importancia limitar el rango de alcance del sensor para 
obtener resultados más fieles y estables.  
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En este caso, limitamos el sensor a 2 metros o  200 centímetros y activamos el envío de pulsos 
(Trigger) y el sensor de recepción (Echo) para obtener la distancia entre la cabeza del usuario y 
el techo del recinto.  
 
El código utilizado en Arduino puede observarse en el Anexo 1. La figura 23 ejemplifica el 
diagrama de flujo de la programación de la obtención de datos del eje Y. 
 
 
Figura 23. Diagrama de flujo de la programación de la obtención de datos del eje Y. 
 
El movimiento de la cabeza del usuario en este eje puede observarse en la figura 24. 
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Figura 24. Movimiento de la cabeza eje Y. Godinez Morado, I.  (2015). Arcos y ángulos de movimiento. [Figura] p. 
2. 
 
Una representación gráfica del plano en el que el cuerpo del usuario será mapeado en el eje Y 
puede observarse en la figura 25. 
 
Figura 25. Mapeo del cuerpo en el eje Y. 
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4.1.1.3 Descripción del software de la obtención de datos del eje X 
 
Para la obtención de datos del eje X fue necesario mapear el movimiento con el uso de una 
cámara ubicada en el centro del recinto con mínimo de  2.50 metros de  altura del usuario (esta 
altura puede variar según la altura). La cámara percibe la posición del dispositivo mediante 
reconocimiento de color de las caras externas del mismo.  
 
Esta señal es procesada por el patch videosprocesados  que se alimenta de la entrada del usuario 
en el objeto swatch y del patch minymax, los cuales toman el valor RGB del objeto swatch, 
después se multiplica por una tolerancia que el usuario establece y se obtiene el rango mínimo y 
máximo de color que serán mapeados. Obsérvese Figura 26. 
 
Figura 26. Patch  videosprocesados 
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La distancia es calculada a partir del radio existente entre las fuentes sonoras y el usuario 
dependiendo del posicionamiento obtenido por el espacio mapeado con la cámara. 
 
Este proceso es ejecutado en el patch coordenadas_video que recibe la señal de video 
proveniente del patch videosprocesados  y pasa por un obtjeto jit.fitbounds. Este objeto busca los 
límites superior izquierdo e inferior derecho y muestra sus coordenadas.  
 
A partir de estas se hace un promedio de la posición en X y Y para luego escalar  los datos 
obtenidos predeterminado por el tamaño de la imagen proveniente de la cámara en este caso 320 
x 240 pixeles y llevarlos a un valor entre 0 y 1. De esta forma la fuente es ubicada dentro de los 
parámetros del objeto Nodes, el cual se explicará en el algoritmo de relación entre el sensor de 
adquisición de datos.  
 
Figura 27. Patch coordenadas_video 
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Una representación gráfica del plano en el que el cuerpo del usuario será mapeado en el eje X 
puede observarse en la figura 28.  
 
Figura 28. Mapeo del cuerpo en el eje X. 
 
4.1 Gestión de los datos obtenidos. 
Para realizar el procesamiento de los datos obtenidos por Arduino con Max/MSP es primero 
necesario establecer la comunicación entre las dos plataformas de programación. Para ello, se 
usa la función de comunicación serial de Max/MSP, estableciendo la frecuencia de muestreo y 
una compuerta que permite la obtención de datos cada 100 ms.   
4.1.2 Algoritmo de relación entre el sensor de adquisición de datos 
 
El programa puede transmitir y recibir información serial, tomando un byte en el rango de 0 a 
255 en su entrada y enviándolo a través de un puerto serial.  Estos bytes representan valores que 
pueden ser traducidos a código ASCII.  En la Figura 28 puede observarse en Max/MSP la 
construcción del patch Código magneto, el cual obtiene los datos del magnetómetro y del sensor 
de proximidad por medio de transmisión serial.  
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Figura 29. Código Magneto 
Ahora bien, incurriendo más a fondo el desarrollo del mismo, se ejemplifica qué hacen los 
mensajes y para qué son utilizados. El objeto metro envía un mensaje Bang o de acción en 
intervalos regulares, donde la frecuencia de muestreo debe ser igual a la del microprocesador 
(Arduino) 9600 y se establece el puerto serial de recepción. A su vez se agrupan los datos con el 
uso del mensaje zl.  
 
Figura 30. Descripción modular Código Magneto parte 1. 
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La siguiente parte del código muestra las compuertas 1, 2 y 3 y los mensajes que imprimen 
mediante el uso de la función itoa la cual convierte los 3 valores enteros (integers) a caracteres 
UTF-8 (Unicode) ASCII. Por último,  el objeto Fromsymbol analiza sintácticamente los valores 
obtenidos para luego obtener los mensajes individuales de cada eje con el objeto Unpack.  
 
Figura 31. Descripción modular código magneto parte 2. 
 
En cuanto a la comunicación por medio del módulo Bluetooth HC-05 es necesario se utilizó la 
bilioteca de Arduino SoftwareSerial que permite crear un sistema de transmisión serial utilizando 
puertos de transmisión y recepción diferentes a los prestablecido en Arduino.  El código utilizado 
en Arduino puede observarse en el anexo 1 y su diagrama de flujo correspondiente puede 
observar en la figura 32.  
 
Figura 32. Diagrama de flujo de la programación de la obtención de datos del eje Y. 
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Una vez se ha comprobado que la comunicación serial funciona correctamente, es necesario 
descartar los datos que no son necesarios, creando un patch que permita el ruteo de los diferentes 
datos provenientes de los sensores para entrelazarlos con el proceso de convolución de los audios 
para obtener las holofonías. 
 
Hay que tener en cuenta que Max/MSP es una plataforma de programación gráfica por lo que, 
dentro del sistema estaremos controlado mediante patches diferentes objetos como los son los 
nodos y los sliders para tener una visualización más simple de lo que está sucediendo con el 
seguimiento de los movimientos de la cabeza del usuario. 
4.1.3 Visualización del movimiento de las fuentes respecto al usuario 
 
Para visualizar las fuentes y el usuario usaremos el objeto Nodes Reference de Max/MSP. Esta 
función crea un espacio bidimensional y calcula la distancia entre los diferentes nodos 
establecidos. Es posible crear tantos nodos como se desee, pero en este proyecto tendremos 
cuatro fuentes sonoras representadas por 4 nodos respectivamente y un nodo adicional 
representando el usuario.   
 
En la Figura 33 puede observarse el ejemplo de Max/MSP el cual establece la cantidad de nodos 
a utilizar con la propiedad nodenumber e interpola  la posición entre X y Y para obtener las 
coordenadas bidimensionales exactas con el comando Pak.  
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Figura 33. Objeto Nodes. 
 
Para la altura simplemente usamos dos silders para poder determinar la altura tanto de la fuente 
como del escucha.  Una vez son obtenidos los datos por el patch Código Magneto se envían al 
patch Posi. El cual puede observarse  en la  Figura 33. 
 
Figura 34. Patch Posi parte 1. 
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El objeto Route node divide los datos provenientes de los nodos según el número de nodo de 
origen. La ruta 1 es la posición del escucha y la ruta 2 es la posición de la fuente. Es necesario 
recrear este mismo patch de manera independiente para evitar interferencias entre los datos 
recibidos y las señales. Obsérvese Figura 35. 
 
Figura 35. Patch Posi parte 2. 
 
Como la simulación desea recrear un cuarto de 10 𝑚2 los resultados son escalados por 10 y 
posteriormente activados mediante la propiedad Trigger (t), accionados por la propiedad Bang 
(b) y convertidos en formato Float (f). Luego simplemente son concatenados en una matriz 
llamada posiSonora.  
 
Figura 36. Creación de la matriz posiSonora 
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Las entradas 1 y 2 provienen directamente de los datos obtenidos por el sensor de proximidad 
que pueden observarse en dos sliders (por cada fuente) especificando la altura de la fuente y 
la altura del escucha. Estos son escalados, procesados y concatenados de igual forma en la 
matriz escuchaPos. 
 
Figura 37. Creación de la matriz EscuchaPos. 
4.2 Diseño y construcción del Hardware (Head Tracker) 
 
El dispositivo de adquisición de datos de angulación y posición o Head Tracker utilizado en el 
proyecto fue desarrollado para que el usuario tuviera libertad de movimiento y una sensación de 
inmersión en relación a la percepción de la realidad virtual.  
 
Como tal el sistema construido no puede catalogarse dentro de la clasificación de sistemas de 
Head tracking, debido a que la técnica utilizada (inside in e inside out) depende específicamente 
del eje tridimensional cartesiano en el que el usuario realice el movimiento. Sin embargo, la 
combinación de dos técnicas de Head tracking como lo son los sistemas Inerciales con 
Referencia Óptica y Face Tracking a seis grados de libertad, permite de una manera más sencilla 
obtener los datos de los diferentes ejes evitando que los datos inerciales se afecten entre sí en el 
plano de acción.  
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De esta forma se crea un Head Mounted System o HDS por sus siglas, el cual es un sistema que 
permite al usuario hacer parte de un montaje de realidad virtual acusmático. En este caso, se hará 
una analogía no rigurosa de la terminología de montajes de realidad virtual, que nos permita 
asociar el HMS con en HMD (Head Mounted Display). 
4.2.1 Diseño del circuito electrónico del Head Tracker 
 
El sistema contiene un circuito compuesto por los 2 sensores mencionados anteriormente: el 
sensor de distancia de ultrasonido HC-SR04 y el integrado 9-DOF L3GD20H + LSM303. Los 
datos obtenidos por estos son procesados mediante el microprocesador Arduino que permite 
conectarse a software en el ordenador y realiza las instrucciones almacenadas en el programa de 
forma cíclica.  
 
El microcontrolador recibe información de las entradas (read), la procesa y escribe un 1 o un 0 
(5v ó 0v) en las salidas (Write), actuando sobre el dispositivo que tenemos conectado.  Esta 
referencia es utilizada específicamente debido a su pequeño tamaño el cual facilita la instalación 
en el HMS. 
 
Figura 38. Arduino nano 
 
61 
 
En la tabla 1 pueden encontrarse las especificaciones técnicas del microprocesador. 
 
Microcontrolador Atmel ATmega168 o ATmega328 
Voltaje de operación (nivel lógico) 5V 
Voltaje de entrada (recomendado) 7- 12 V 
Límites de Voltaje  6-20 V 
Pines E/S digital  14 de los cuales 6 son salidas PWM 
Pines de entrada análoga 8.0 
Corriente DC en pines E/S 40 mA 
Memoria  16 KB (ATmega168) o 32 KB (ATmega328) 
SRAM 1 KB (ATmega168) o 2 KB (ATmega328) 
EEPROM 1 KB (ATmega168) o 2 KB (ATmega328) 
Velocidad del reloj 16 MHz 
Dimensiones 0.73" x 1.70" 
Longitud 45 mm 
Ancho 18 mm 
Peso 5 g 
 
Tabla 1. Especificaciones técnicas Arduino Nano. 
Es importante tener en cuenta que el usuario necesitará libertad de movimiento y el cable del 
Arduino al PC podría resultar limitante. Por tanto, fue necesario usar el Módulo Bluetooth HC-
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05, creando una comunicación punto a punto entre los dispositivos sin necesidad de cables. Su 
funcionalidad dentro del proyecto es tanto estética, como de libertad de movimiento.  
 
El módulo de Bluetooth HC-05 es un módulo Maestro-Esclavo, lo que quiere decir que es capaz 
de gestionar conexiones desde y hacia otros dispositivos Bluetooth. Lo cual permite conectar dos 
módulos de Bluetooth y formar una conexión punto a punto para transmitir datos entre dos 
microcontroladores o dispositivos.  
 
El HC-05 tiene un modo de comandos AT que debe activarse mediante un estado alto en el 
PIN34 mientras se enciende el módulo, para acceder al uso de los mismos.  
 
Figura 39. Modulo Bluetooth HC-05 
En la figura 40 pueden observarse las conexiones entre los componentes electrónicos en 
protoboard. El diagrama fue desarrollado en el programa Fritzing. 
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Figura 40. Conexión de componentes en protoboard. 
Basados en las conexiones  mostradas anteriormente y con la necesidad de crear un sistema 
mucho más ligero y confortable para el usuario, se diseña el plano esquemático, del circuito el 
cuál puede observarse en la figura 41.  
 
Figura 41. Esquemático Head Tracker 
El circuito final puede observarse en la figura 42. Debido a que este es un sistema Wireless o sin 
cables, es necesario agregar alimentación externa para el Arduino nano con una pila de 9V. 
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Figura 42. Circuito Head Tracker. 
4.2.2 Diseño del Head Mounted System 
 
Para crear comodidad en el usuario se diseña una caja o contenedor para el sistema, cuyo 
prototipo puede observarse en la Figura 43.  
 
Figura 43. Diseño contenedor o caja externa de Head Tracker. 
Basándose en el diseño anterior se construyó el Head Mounted System. La parte externa o 
contenedor fue fabricada con filamento ABS que es un tipo de plástico resistente y transparente. 
Obsérvese figura 44. 
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Figura 44. Head mounted system primer prototipo. 
El primer prototipo resultó incómodo para el movimiento del usuario debido a que el peso de la 
parte externa no se encontraba distribuido equitativamente, produciendo una sensación de 
desequilibrio en el usuario. Por otro lado, la integridad  estética de los audífonos se veía 
deteriorada por el montaje por lo que concluyó que era necesario adaptar un arnés al sistema de 
head tracking para evitar inconvenientes de movimiento por parte del usuario. El arnés utilizado 
puede observarse en las figuras 45 y 46. 
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Figura 45. Arnés vista posterior. 
 
Figura 46. Arnés vista lateral. 
El arnés posee dos pequeñas ruedas laterales y una un poco más grande en la parte posterior que 
permiten adaptar el sistema al tamaño de la cabeza del usuario. El arnés es colocado sobre los 
audífonos y su peso es correctamente equilibrado para evitar que la cabeza del usuario se incline 
hacia un lado y afecte el desempeño de los sensores. Obsérvese figura 47. 
 
Figura 47. Head mounted system segundo prototipo. 
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Por último, fue necesario adaptar una pequeña luz led al sistema para evitar el ruido óptico. De 
esta forma el sistema solo necesita hacer el seguimiento de la pequeña luz led sin afección de 
color. Obsérvese figura 48. 
 
Figura 48. Head tracker con luz led. 
4.2.3 Construcción de estructura externa para estabilización del sistema 
 
Para estabilizar el sistema, fue necesario construir una estructura de 3 metros de alto, 1.50m de 
ancho y 1.50m de largo para que los sensores pudieran estabilizarse sin inconvenientes. El 
esqueleto de la estructura se realizó en tubos de PVC y para el recubrimiento se utilizó plástico 
negro. En la figura 49 puede observarse la estructura del mismo. Mientras que en la figura 50 
puede observarse el techo recubierto. 
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Figura 49. Esqueleto de la estructura. 
 
Figura 50. Recubrimiento de la estructura. 
 
La cámara  de alta definición se ubicó en el centro de la estructura como se puede observar en la 
figura 50 para obtener un mapeo más estable del lugar. El techo y recubrimiento resulta ser 
inmensamente necesario para el sistema debido a que permite estabilizar la luz del recinto y 
evitar problemas de pérdida de imagen y de ruido visual. 
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Sin embargo, es necesario tener en cuenta que la libertad de movimiento del usuario cambia 
según la altura del usuario en una relación inversamente proporcional. Entre más alto sea el 
usuario, menos área de acción tendrá la cámara para realizar el mapeo del espacio de trabajo. 
 
Figura 51. Techo de la estructura. 
4.3 Procesamiento de datos.  
 
Para el procesamiento de datos se utilizó la base de datos de dominio público de las mediciones 
de alta resolución espacial de las funciones de transferencia de la cabeza hechas en el e U. C. 
Davis CIPIC Interface Laboratory. Esta incluye mediciones de 45 sujetos de estudio de las 
repuestas al impulso a 25 diferentes azimuts en 50 diferentes elevaciones (1250 direcciones) y 
aproximadamente 5° de incremento angular. Para el desarrollo de este proyecto se utilizaron las 
mediciones realizados con el sujeto 3 y el subprocesamiento se basó en la librería de libre acceso 
de Max/MSP FFT-based binaural panner.  
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Figura 52. Locación de puntos de medición a) Frontal b) lateral. Duda, R. (2004). MTB - A New Method for 
Capturing and Rendering Spatial Sound Speakers [Figura] p, 2. 
 
Estas se cargan mediante el objeto loadmess, el cual, envía un mensaje read que abre la matriz 
del oído respectivo. Obsérvese la figura 53. 
 
 
Figura 53. Panel de carga de matrices de respuesta al impulso. 
 
Una  vez las matrices de respuesta al impulso son cargadas en el programa, es necesario cargar 
los audios necesarios para la convolución. Estos audios deben ser .wav a una frecuencia de 
muestreo de 44100 para obtener el mejor desempeño del sistema. Obsérvese figura 54. 
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Figura 54. Panel de carga de matrices de respuesta al impulso. 
Estos audios son leídos desde el patch subproceso, el cual puede ser observado en la Figura 55. 
 
Figura 55. Panel de carga de matrices de respuesta al impulso. 
En este patch se hacen los cálculos matemáticos que permiten obtener los datos de Azimut y 
elevación de las fuentes que van a ser utilizados más adelante en el patch panner. También se 
obtiene la ganancia de cada oído y se establece un delay que permite evitar errores de latencia 
entre fuentes. El corazón de este patch es el conjunto compuesto por el archivo Java denominado 
BinCore3 y el patch panner.  
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La clase de Java fue desarrollada en Eclipse y su función es crear las matrices concatenadas de 
los datos obtenidos por el Head Tracker en cada uno de los ejes estudiados, para alimentar el 
patch panner con la información que necesita para escoger las respuestas al impulso correctas y 
realizar la convolución entre la posición del escucha y la matriz de la librería Cipic.  
 
Estos vectores se crean mediante el uso de la librería vecmath y la función Quat4f que permite 
realizar operaciones matemáticas entre las diferentes posiciones de varias matrices de manera 
sistemática. 
 
Una vez el valor de cada posición es obtenido, es necesario hacer la conversión a coordenadas 
esféricas, con el fin de obtener el azimut y la elevación.  
 
La elevación es obtenida mediante la función arco coseno del eje Z sobre el radio que será 1m en 
nuestro caso.  
 
𝜃 = (
𝑧
√𝑥2 + 𝑦2 + 𝑧
) = arccos
𝑧
𝑟
                                               Ecuación (2) 
 
Mientras que la elevación se obtiene mediante el arco tangente de las posiciones Y y X. 
 
𝜑 = arctan(
𝑦
𝑐
)                                               Ecuación (3) 
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El diagrama del código puede observarse en la figura 56. 
 
Figura 56. Diagrama del cálculo del azimut y ángulo de elevación. 
Una  vez se obtienen la elevación y el azimuth es necesario mapear el espacio de trabajo. Este 
mapeo está basado en el ángulo de medición de la librería CIPIC de las respuestas al impulso a 
2.45°. De esta forma se pueden hallar los valores necesarios para relacionar la posición relativa 
de los valores obtenidos por el sensor en relación al espacio. De esta forma el azimuth, 
considerado el eje Z, se halla con la relación matemática entre 180° y 2.45° obteniendo un total 
de puntos de 73 (0 a 72) como se observa a continuación: 
 
180
73
= 2.45 
                                              Ecuación (4) 
 
También es necesario obtener los valores para el mapeo de la angulación (°) en el eje X, teniendo 
en cuenta que la posición es relativa a los valores obtenidos por el sensor. Para la elevación 
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usaremos 360° como ángulo de referencia (- 45° a 315) obteniendo un total de puntos de 128 (0 a 
127) como se observa a continuación: 
 
360
128
= 2.45 
                                              Ecuación (5) 
 
Estos puntos representan en el espacio de reproducción binaural, un total de 9344 puntos en el 
espacio mapeado que pueden representar fuentes direccionales independientes. Para la elevación 
o eje Y es necesario crear un condicional que indique si el valor obtenido es positivo o negativo 
con el fin de ubicarlo en un cuadrante cartesiano. 
 
El código desarrollado en java scripts puede observarse en el diagrama de flujo ejemplificado en 
la figura 57. 
 
Figura 57. Diagrama de flujo del condicional de la elevación. 
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La última parte del código calcula la distancia entre el oído derecho y el oído izquierdo con el fin 
de calcular la ganancia que alcanza cada uno de ellos definida como nivel de diferencia 
Interaural (ILD) y el cálculo de la diferencia de tiempo interaural (ITD). Para esto es necesario 
establecer el radio de la cabeza, calcular la velocidad del sonido en relación a la temperatura y 
establecer un límite ganancia. Obsérvese figura 58 donde a representa el radio de la cabeza y θ el 
ángulo que se crea entre la fuente sonora y los oídos del receptor. 
 
Figura 58. Representación del radio de la cabeza y θ el ángulo que se crea entre la fuente sonora y los oídos del 
receptor.  Recuperado de: http://www.neuromorphs.net/nm/wiki/sound_localization 
 
La diferencia de tiempo interaural puede calcularse en base a la siguiente fórmula: 
 
𝐼𝑇𝐷 =
𝑎
𝑐
 (𝜃 + 𝑠𝑖𝑛𝜃) − 90 ≤ 0 ≤ 90°                                            Ecuación (6) 
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Donde su punto máximo será alcanzado en 
𝑎
𝑐
 (
𝜋
2
+ 1) donde la fuente está apuntando hacia un 
solo oído. Cuando la fuente se encuentra en frente del usuario el ITD será 0. La variable c es la 
velocidad del sonido 344 𝑚 𝑠2⁄ . 
La figura 59 nos permite observar este fenómeno dentro de las coordenadas esféricas, donde A 
representa el azimut y h la elevación. 
 
Figura 59. Representación gráfica tridimensional de Azimut y Elevación. 
Por último es necesario limitar la ganancia estableciendo un valor predeterminado y un 
condicional. El diagrama de flujo del proceso puede observarse en la figura 60. 
 
Figura 60. Diagrama de flujo de la distancia interaural. 
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4.4 Reproducción 
4.4.1 Preproducción  
Para la preproducción del proyecto se creó un mapa de ubicación de  fuentes basado en el 
espaciamiento sonoro que se requiere para crear una amiente acusmático que represente un 
evento cotidiano. En este caso en específico, se buscó recrear una playa y todos los elementos 
sonoros que pueden ser percibidos dentro de ella. Una representación gráfica del ambiente 
sonoro que se pretende recrear, puede observarse en la figura 61. 
 
 
Figura 61. Representación gráfica del ambiente sonoro. Gray, Malin. (2016). Título del trabajo [Fotografía]. 
Recuperado de http://www.placeaholic.com/st-barths-photos-fine-art-photographer-2368 
Basándose en lo anterior, se crea un plano que represente las fuentes sonoras y que 
ejemplifique el posicionamiento de las mismas en el espacio acusmático bidimensional.  
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Asumiendo que el área de uso representa un cuadrado, la relación de las aristas del mismo se 
expresa de la siguiente forma: 
 
Figura 62. Ubicación de fuentes sonoras en el espacio acusmático bidimensional. 
 
Basándose en el plano bidimensional de fuentes sonoras se busca crear un plano tridimensional 
que nos permita ubicar la altura de las fuentes en el espacio delimitado para el funcionamiento 
del sistema. Asumiendo que los oídos del usuario están a una altura de 1.80m (el usuario es 
representado como HE en la figura 63), se recrea virtualmente la altura de las mismas.  
 
De esta forma, las gaviotas [F8] y el tráfico lejano [F2] son las fuentes con más altura dentro de 
la simulación sonora virtual, pues se asume que las gaviotas se encuentran en constante vuelo y 
la playa se ubica a un nivel más bajo que la carretera circundante. El perrito [F3], el bote [F5] y 
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el mar [F6] tienen valores inferiores a 0,5m lo cual, simula su cercanía con el suelo y representan 
la distancia a la que se encuentran de los oídos del escucha. El viento [F4]  y la gente en la playa 
[F7] se encuentran congruentemente, casi a la misma altura de los oídos del usuario para dar la 
sensación de cercanía y presencia física dentro de la simulación. La gente de la fiesta [F1] 
representa un evento que está sucediendo en la playa y su altura y ubicación puede cambiar en 
relación a la intención perceptual acusmática que se desee, en este caso se ubican a 90cm por 
encima del escucha debido al desnivel de la playa. Obsérvese figura 63. 
 
Figura 63. Altura de las fuentes sonoras en Max/MSP 
 
De esta forma es necesario tener en cuenta que el sistema y su representación tridimensional es 
un modelo a escala del espacio real que está siendo mapeado. La dimensionalidad del mismo 
será explicada a continuación.  
 
Como se mencionó anteriormente el sistema se ve delimitado por una estructura de 3 metros de 
alto, 1.50m de ancho y 1.50m de largo. Obsérvese figura 64. 
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Figura 64. Dimensiones de la estructura 
Asumiendo que el sistema tiene un área virtual de 10 m de largo, 10m de ancho y 5 de alto se 
obtiene una relación a escala de la siguiente forma: 
 
10𝑚 × 10𝑚 × 5𝑚
1.5𝑚 × 1.5𝑚 × 3𝑚
=
500
6.75
⩰ 74 
                                              Ecuación (7) 
 
Así pues, se obtiene una relación de 1:74 lo que significa que cada metro cúbico en las 
dimensiones reales equivale a 74 metros cúbicos en el plano virtual. 
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La figura 65  muestra la ubicación de las fuentes tridimensionalmente desde la perspectiva 
inferior y superior del sistema. Mientras que la figura 66 muestra la vista frontal y posterior del 
ambiente acusmático tridimensional. 
 
 
 
 
 
 
Figura 65.  Vista superior e inferior del ambiente acusmático tridimensional. 
 
 
 
 
 
 
 
 
 
 
Figura 66. Vista frontal y posterior del ambiente acusmático tridimensional. 
Por último encontramos la vista lateral, tanto del lado derecho como del lado izquierdo de la 
percepción acusmática del usuario en el sistema. Obsérvese la figura  67. 
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Figura 67. Vista lateral derecha  y vista lateral izquierda del ambiente acusmático tridimensional. 
4.4.2 Producción 
Una vez se tiene claro cuáles son las fuentes que se pretende usar para la creación del espacio 
sonoro acusmático, es necesario buscar los sonidos más adecuados teniendo en cuenta que se 
pretende evitar la superposición de fuentes. Los audios usados provienen del banco de sonidos 
colaborativo freesound.org cuyos audios no poseen restricciones de licencia. La escogencia de 
los 8 componentes sonoros del ambiente virtual se basó en el estudio realizado por Elgar, Herbes 
y Norheim “Nonlinear Evolution of Surface Wave Spectra on a Beach” (1997), donde se hace un 
análisis espectro gráfico de los sonidos encontrados en la playa. Siguiendo esta línea de trabajo, 
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se realizó un análisis frecuencial de las fuentes sonoras que presentaban conflictos de 
inteligibilidad. El proceso fue realizado en el programa iZotope RX5 Audio Editor obteniendo un 
análisis de frecuencia, tiempo y amplitud de las mismas. 
 
De esta forma, la figura 68 muestra el análisis espectro gráfico de la fuente sonora 1 (figura 68), 
obteniendo en sus análisis espectral una amplitud constante y a su vez, un resalto en frecuencias 
bajas entre 100 y 200 Hz (figura 69).  
 
Figura 68. Análisis espectro gráfico fuente sonora 1: gente de la fiesta [F1] 
 
 
Figura 69. Espectro frecuencial de la fuente sonora 1: gente de la fiesta [F1] 
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De esta forma al contrastar los datos obtenidos con el análisis del espectro frecuencial en la 
fuente 2 (Figura 71), es posible aseverar que existe superposición frecuencial entre ambas 
fuentes. Por lo que se muestra una clara necesidad de no ubicarlas a una corta distancia entre 
ellas y de usar un compresor para reducir el margen dinámico de la fuente sonora 2 que varía en 
amplitud en distintos puntos durante su duración. Obsérvese figura 70. 
 
Figura 70. Análisis espectro gráfico fuente sonora 2: tráfico lejano [F2] 
 
Figura 71. Espectro frecuencial de la fuente sonora 2: tráfico lejano [F2] 
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Fue también posible determinar que la fuente sonora 5 podía presentar de igual forma 
superposición sonora debido a que sus componentes frecuenciales poseen una gran similitud con 
los que se encuentran en la fuente 2. Sin embargo la duración de esta representa 
1
6
 de la duración 
de las demás, pues el bote solamente aparee un par de veces durante la simulación.  Por último,  
es importante resaltar la característica impulsiva del sonido, por lo que su amplitud disminuye de 
forma proporcional con la duración del mismo. 
 
Figura 72. Análisis espectro gráfico fuente sonora 5: bote [F5] 
 
Figura 73. Espectro frecuencial de la fuente sonora 5: bote [F5] 
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Posteriormente, los audios son organizados respectivamente con las fuentes sonoras asignadas y 
su duración es reducida a un tiempo máximo de 2 minutos. El software utilizado para la edición 
de audios fue Protools 10 Obsérvese figura 74.  
 
Figura 74. Edición de audios en ProTools 10. 
4.4.3 Postproducción 
La postproducción de los sonidos se hizo en base a la nivelación de las fuentes y un análisis 
frecuencial que pudiera simular la percepción del usuario. La altura de las fuentes puede cambiar 
la intensidad con la que el usuario percibe el sonido. Por tanto una vez la altura de las fuentes fue 
definida, fue necesario revisar niveles dinámicos y aplicar ecualizaciones a los mismos.  
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Para dar la sensación de distancia fue necesario ecualizar la fuente 3 sonidos de tráfico lejano. 
Para ello se utilizó el EQ3 de 7 bandas atenuando significativamente las frecuencias medias altas 
alrededor de 2k Hz. Obsérvese figura 75.  
 
Figura 75. Ecualización fuente sonora 3 
 
El nivel de ganancia de la fuente 8 fue disminuido en -3.6dB debido a que su amplitud en 
relación a las demás fuentes sonoras producía enmascaramiento, además la distancia de los oídos 
del usuario y las gaviotas en pleno vuelo es la más lejana dentro de la dimensionalidad virtual 
con 3.2m de distancia.  Obsérvense figuras 76 y 77. 
 
Figura 76. Reducción de ganancia fuente sonora 8: gaviotas [F8] 
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Figura 77. Análisis espectro gráfico fuente sonora 8: gaviotas [F8] 
Como se mencionó anteriormente, fue necesario usar un compresor para reducir el margen 
dinámico de la fuente sonora 2 basándose en el análisis escpetro gráfico. Obsérvese figura 
78. 
 
Figura 78. Limitación de ganancia fuente sonora 2 
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4.5 Análisis de datos obtenidos. 
Para analizar los datos obtenidos es necesario evidenciar el movimiento del usuario dentro del 
espacio de acción del sistema. Por tanto, fue necesario añadir al programa no solo la 
visualización de la cámara en relación al seguimiento de color (color tracking) sino una casilla de 
visualización más que permitiera ver el movimiento del usuario. En la figura 79 se puede 
observar al usuario y la delimitación del rango de captura de la cámara (recuadro superior) y lo 
que el sistema puede captar directamente para su ubicación dentro del espacio sonoro por medio 
de color tracking, recuadro inferior.  
 
Figura 79. Usuario en el espacio de captura de la cámara. 
Una vez el usuario se encuentra dentro de la carpa construida para delimitar el espacio de acción 
de los sensores, la visualización de la posición de la persona solo puede hacerse por medio del 
seguimiento de un bombillo led que genera luz blanca. Esto se hizo con la finalidad de evitar que 
la cámara de alta definición tuviera problemas de ruido visual, es decir de confundir los colores 
del recinto o de la ropa del usuario con el color que debía ser rastreado.  
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Por otro lado, tener un ambiente cerrado, permite tener un mayor control sobre las variables que 
afectan la captura del movimiento gracias a la homogenización de la luz que es recibida por la 
cámara de alta definición. De la figura 80 a la figura 83 se puede evidenciar el seguimiento de las 
fuentes sonoras en relación al usuario el cual es representado por el nodo blanco número 3. Las 
figuras muestran la rotación del sistema en 360°. 
 
 
 
 
 
 
           Figura 80. Posición HT 180° (Norte)                                         Figura 81. Posición HT 90° (Occidente) 
 
 
 
 
 
 
                  Figura 82.  Posición 0° (Sur)                                        Figura 83.  Posición 270° (Oriente) 
La posición virtual de las fuentes sonoras permanece estable en todo momento, es decir, cuando 
el usuario inicia la simulación dentro del sistema y se encuentra mirando hacia la posición norte, 
sentirá la posición de la fuente 6 (el mar en el producto acusmático) delante de él. Al momento 
de girar a la posición sur, la fuente conserva su posición y el oyente la percibirá detrás de él. En 
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las figuras  84 a 87 se muestra como al variar la posición de las fuentes se afecta la distancia del 
escucha en ambos oídos congruentemente. Esto se puede observar claramente en el cálculo de la 
ganancia, para el ejemplo en específico se usa la fuente 1. 
                
Figura 84. Visualización de datos 180° (Norte)                           Figura 85. Visualización de datos 90° (Occidente) 
                
Figura 86. Visualización de datos  0° (Sur)                           Figura 87. Visualización de datos  270(Oriente)                            
 
Para poder analizar los datos de ganancia obtenidos para cada oído fue necesario dejar el nodo 
que representa al usuario en el centro del espacio. El delay no variará entre los ángulos de una 
misma fuente debido a que la distancia para la  prueba siempre fue estática. Los resultados 
pueden observarse en la tabla 2.  
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Fuente grados Ganancia izquierda  Ganancia derecha Delay (ms) 
1 
0° 0,52 0,481 5.814 
90° 0,52 0,481 5.814 
180° 0,481 0,52 5.814 
270° 0,481 0,52 5.814 
2 
0° 0,425 0,372 7,267 
90° 0,402 0,402 7,267 
180° 0,372 0,425 7,267 
270° 0,402 0,402 7,267 
3 
0° 0,351 0,317 8,721 
90° 0,317 0,351 8,721 
180° 0,317 0,351 8,721 
270° 0,351 0,317 8,721 
4 
0° 0,287 0,287 10,17 
90° 0,263 0,307 10,17 
180° 0,287 0,317 10,17 
270° 0,307 0,263 10,17 
5 
0° 0,236 0,265 11,63 
90° 0,236 0,265 11,63 
180° 0,265 0,236 11,63 
270° 0,236 0,236 11,63 
6 
0° 0,203 0,241 13,08 
90° 0,223 0,223 13,08 
180° 0,241 0,203 13,08 
270° 0,223 0,223 13,08 
7 
0° 0,27 0,302 10,17 
90° 0,302 0,27 10,17 
180° 0,302 0,27 10,17 
270° 0,27 0,302 10,17 
8 
0° 0,22 0,227 13,08 
90° 0,241 0,203 13,08 
180° 0,227 0,22 13,08 
270° 0,203 0,241 13,08 
 
Tabla 2. Resultados obtenidos para cada oído 
 
93 
 
En la tabla 2 se puede observar que para la primera fuente, al estar el usuario a 0° de angulación 
la fuente estará a exactamente a 45° del mismo. Al pasar el usuario a 90° la fuente sigue estando 
al mismo costado de éste ubicándose en 135°, lo que hace que la ganancia sea la misma para 
ambos ángulos y que la percepción de ubicación dependa de la respuesta al impulso que se 
adquirió en ese punto. El delay variará dependiendo de la distancia entre la escucha y la fuente. 
 
Para la fuente 2 ocurre un fenómeno similar en distintos ángulos. Cuando el usuario se encuentra 
en 0° la segunda fuente estará a 90° del mismo. Esto significa que al rotar la angulación 180° la 
ganancia será la misma pero para el oído contrario, debido a que la distancia es congruente. Para 
90° y 270° la ganancia es igual para ambos lados debido a que la distancia entre la fuente y el 
oido derecho e izquierdo es exactamente la misma. 
 
Para la tercera fuente el desfase en relación a la posición 0° del usuario es de 135°, en la 4 de 
180°, en la quinta fuente 225°, en la sexta 270°, en la  315°, en la última fuente se estipuló una 
angulación de 350° para evitar superposición de fuentes 
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5 CONCLUSIONES Y RECOMENDACIONES  
 
La presente tesis tuvo como objetivo general diseñar un sistema de Head Tracking para 
percepción espacial tridimensional aplicado a un producto acusmático con sonido Holofónico 
Binaural. El sistema fue diseñado y construido para evaluar su efectividad al momento de 
optimizar la percepción de un espacio sonoro y se obtuvieron resultados congruentemente 
satisfactorios en relación al posicionamiento de las fuentes en puntos estáticos de la rotación del 
sistema de Head Tracking analizado en la tabla de resultados 2. 
 
Del mismo modo, la localización de la procedencia de las fuentes sonoras resulta satisfactoria al 
determinarse  que la ganancia es la misma para ángulos con diferencias de 180ª  entre ellos  y 
que de esta forma,  la percepción de la ubicación de las fuentes depende exclusivamente de la 
respuesta al impulso que se estableció en este punto de origen determinado en base al sistema de 
Head Tracking. De manera puntual, fue posible obtener una  herramienta adicional de 
optimización holofónica, que mediante el uso de sensores de movimiento, permite extender la 
espacialidad virtual. 
 
Es necesario también aseverar que los ángulos de las fuentes pueden someterse a cambios, 
dependiendo del espacio sonoro que se pretenda construir y que el delay es menor para algunas 
fuentes debido a que estas se encuentran más cerca del usuario. 
 
De esta forma. es posible concluir que el sistema de head tracking y su implementación con el 
diseño sonoro holofónico presenta una realidad virtual sonora mejorada respecto a los sistemas 
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de reproducción holofónicos tradicionales, acorde con el mapeo específico del espacio de 
reproducción binaural realizado, el cual, permite obtener un total de 9344 puntos en el espacio 
que pueden representar fuentes direccionales independientes. 
 
En relación al producto acusmático, la pre-producción del proyecto permite tener una 
organización visual de como el ambiente sonoro debería representarse acusmáticamente para el 
usuario en relación al plano bidimensional y tridimensional, lo cual la vuelve fundamental para 
la implementación final del sistema. 
 
A su vez el Head Mounted System desarrollado cumplió con las expectativas de diseño siendo 
ligero, fácil de usar y de no muy alto costo de fabricación.  
 
En cuanto al procesamiento de datos, este puede resultar complejo debido a que la cantidad de 
datos procesados requieren de una alta capacidad en Ram y procesador en el computador que se 
desea utilizar. A causa de esto es necesario recurrir no solo del programa base Max/MSP sino 
también a archivos adicionales Java de menor peso, debido a que no son procesados 
gráficamente,  para obtener una selección correcta de las respuestas al impulso que se quieren 
convolucionar.  
 
Hay que mencionar, además de datos el computador utilizado con procesador Intel Core I5 con 
8GB de RAM, presentaba dificultades para ejecutar el procesamiento de los datos seriales en 
todos los ejes funcionando simultáneamente. Para solucionar esto fue necesario disminuir la 
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cantidad de imágenes por segundo obtenidas por la cámara de alta definición en el eje x, es decir, 
el periodo entre la captura de imágenes fue aumentado de 25 ms a 100 ms.  Por tanto, es posible 
concluir que usar un computador con una mejor capacidad de procesamiento puede mejorar el 
desempeño del sistema triaxial. 
 
Por otro lado, el sistema de Head Tracking tuvo que ser diseñado mediante dos técnicas, inside in 
de navegación inercial e inside out por medio de seguimiento de color, lo cual puede traer 
inconvenientes en el momento de instalación y limitaciones en el espacio de trabajo del sistema.  
De donde se infiere la necesidad de limitar el sistema a una solo de técnica de rastreo o 
monitoreo del movimiento del usuario en el espacio. No obstante las fuentes son fácilmente 
ubicadas dentro del ambiente sonoro, lo que supone una inminente optimización de la técnica de 
Head tracking para el ámbito acusmático.  
 
Como recomendación es de gran utilidad que cualquier sistema de tracking sea totalmente 
Wireless. Como beneficios se encuentra la libertad de movimiento y la organización y 
presentación estética del sistema.  También es recomendable gestionar la ampliación del espacio 
de libertad de movimiento del usuario mediante el uso de una técnica de Head tracking inercial 
enfocada al uso de giroscopios  para mapear la zona delimitada por la cámara de alta definición. 
 
 
 
 
 
97 
 
 
 
 
 
 
 
 
 
 
6 LÍNEAS DE TRABAJOS A FUTURO 
 
El futuro  del proyecto se dará  inicialmente en el desarrollo de aplicaciones comerciales en 
sectores como el cine y los videojuegos, sin olvidar la aplicación social del mismo en personas 
invidentes para facilitar a este grupo el acceso a experiencias sensoriales más completas, 
principalmente en el ámbito de la educación. 
 
El desarrollo del programa en Max/MSP favorece la implementación del mismo a plataformas de 
desarrollo visual de juegos tridimensionales como lo son Unity y GDevelop. Así mismo, el 
sistema de Head Tracking puede ser optimizado con el uso de sensores comúnmente usados en el 
ámbito de los videojuegos como lo es el controlador de juego libre Kinect.  
 
En relación a las experiencias sensoriales, netamente acusmáticas, es posible implementar el 
proyecto a una producción interactiva enfocada a la población con discapacidad visual, quienes 
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podrán tener una experiencia que se asemeje al cine tridimensional, mediante la creación de 
cortometrajes sonoros interactivos. Sería de gran motivación científica realizar un estudio 
psicoacústico y encuestas perceptuales a una muestra poblacional con discapacidad visual, para 
poder estudiar los cambios perceptuales en el posicionamiento de fuentes sonoras,  a su vez con 
la implementación del uso de sensores de movimiento como complemento adicional al ámbito 
pragmático del estudio de las holofonías. 
Por último, es necesario aclarar que no se realizaron pruebas psicoacústicas, ni encuestas 
perceptuales, debido a que no estaban establecidas en los objetivos del proyecto realizado pero se 
planea realizar este tipo de análisis a futuro. 
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