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Segmentation of Moving Objects in Video Sequences              
with a Dynamic Background 
Chu Tang, MASc. 
Concordia University, 2012 
Segmentation of objects from a video sequence is one of the basic operations 
commonly employed in vision-based systems. The quality of the segmented 
object has a profound effect on the performance of such systems. Segmentation of 
an object becomes a challenging problem in situations in which the background 
scenes of a video sequence are not static or contain the cast shadow of the object. 
This thesis is concerned with developing cost-effective methods for object 
segmentation from video sequences having dynamic background and cast 
shadows. 
A novel technique for the segmentation of foreground from video sequences 
with a dynamic background is developed. The segmentation problem is treated as 
a problem of classifying the foreground and background pixels of the frames of a 
sequence using the pixel color components as multiple features of the images. 
The individual features representing the pixel gray levels, hue and saturation 
levels are first extracted and then linearly recombined with suitable weights to 
form a scalar-valued feature image. Multiple features incorporated into this 
 iv 
 
scalar-valued feature image allows to devise a simple classification scheme in the 
framework of a support vector machine classifier. Unlike some other data 
classification approaches for foreground segmentation, in which a priori 
knowledge of the shape and size of the moving foreground is essential, in the 
proposed method, training samples are obtained in an automated manner. The 
proposed technique is shown not to be limited by the number, patterns or 
dimensions of the objects. 
The foreground of a video frame is the region of the frame that contains the 
object as well as its cast shadow. A process of object segmentation generally 
results in segmenting the entire foreground. Thus, shadow removal from the 
segmented foreground is essential for object segmentation. A novel 
computationally efficient shadow removal technique based on multiple features is 
proposed. Multiple object masks, each based on a single feature, are constructed 
and merged together to form a single object mask. The main idea of the proposed 
technique is that an object pixel is less likely to be indistinguishable from the 
shadow pixels simultaneously with respect to all the features used. 
Extensive simulations are performed by applying the proposed and some 
existing techniques to challenging video sequences for object segmentation and 
shadow removal. The subjective and objective results demonstrate the 
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Chapter 1  
Introduction 
1.1.  Background 
The tremendous increase in the recent years of vision-based applications, such as 
video surveillance, contents based video analysis, intelligent traffic monitoring, 
analysis of sports videos, etc., has necessitated resolutions of many challenging 
problems. Segmentation of objects of interest from a video sequence is one of the most 
basic and essential operations of vision-based systems. A good segmentation of moving 
objects is crucial for their analysis and for the understanding of their actions. A typical 
frame of a video sequence usually consists of a foreground comprising the objects and a 
background, which is the scene of the frame from which the objects have been removed. 
Dynamic background such as swaying tree branches, waving water and cast shadows in 
a complex scene makes the task of object segmentation a very challenging problem.    
1.2.  Literature Review and Motivation 
In this section, a brief review of the work in the literature for segmentation of 
moving objects is presented and the motivation for the work undertaken in this thesis is 
given. There are a number of different methods that have been developed in the 
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literature for the segmentation of moving objects in video sequences. These methods 
can be divided into two categories: image difference based methods and statistical 
model based methods. 
Since the pixel values of objects, in general, differ from those of the background, 
the pixel values between successive frames change due to the motion of the objects. 
This fact can be used to segment an object from the frame of a sequence. Methods in 
[1-5] are examples of object segmentation based on this principle. These methods have 
not proven to be very effective if the frame rate of the sequence is not sufficiently high 
or the background is not static. There are other factors, such as change in illumination 
between frames that also affect the performance of these methods. In order to overcome 
some of these problems, background modeling based methods, in which the statistical 
information of the previous frames is used to build a background model for the current 
frame [6-32]. In [6-8], the problem arising from a low frame rate has been overcome by 
obtaining a model of the background as the average of some past frames. Stauffer and 
Grimson [9] have proposed a segmentation algorithm in which the background pixels 
have been assumed to have a Gaussian mixture model (GMM) distribution, whose 
parameters are made to change automatically with each new frame. This method works 
well with a slowly changing background. Even though the GMM method of [9] cannot 
deal effectively for segmenting objects from sequences with a rapidly changing 
background, it has provided good motivation for further work of object segmentation 
based on statistical background modeling. 
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Some other researchers have modified the GMM method by taking into account 
the information in the neighboring pixels instead of that of the current pixel alone 
[10-14]. These methods do perform better than the GMM does for video sequences in 
which the motions of the background pixels are not large. However, these methods still 
cannot effectively segment the objects from video sequences with a rapidly changing 
background because of the same reason as that of the original GMM method, namely, 
the inadequacy of the Gaussian mixture model in a rapidly changing background.   
In order to effectively segment the objects from video sequences with rapidly 
changing backgrounds, texture feature is used to model the background in [15-18]. In 
these methods, a vector consisting of the texture features of pixels in the neighborhood 
of a pixel is used as a feature vector. Since these feature vectors for object pixels follow 
patterns different from that of the background pixels, these patterns are then used to 
distinguish the two types of pixels. Specifically, Heikkilä and Pietikäinen [18] have 
used a modified local binary pattern (LBP) to encode the texture feature of each pixel, 
and the histogram of the texture feature of the pixels in a neighborhood of the pixel 
under consideration is computed and used as a feature vector of the pixel. They model 
each background pixel as a set of feature vectors and for every new observation, the 
feature vector of an observation is matched individually with each of those of the 
corresponding background model. Based on the outcome of this comparison, the pixel 
in question is classified and the background feature vectors modified. These texture 
based background modeling methods in [15-18] can, to some extent, deal with the 
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sequences with a rapidly changing background; however, the use of only the texture 
feature in these methods, is generally not adequate to build a robust background model. 
In [19-32], multiple features are used in order to achieve a better object 
segmentation performance. In particular, in [32], a scheme of texture pattern flow (TPF) 
has been devised to encode both the texture feature of a pixel and the temporal 
relationship between the pixels at same positions in different frames. The TPF is used to 
model each pixel to build the background model. This method, due to its efficient use of 
multiple features of the scenes in the background modeling, gives a performance 
superior to that of [18], in terms of its robustness to different kinds of backgrounds and 
its segmentation accuracy.  
Methods in [6-32] mentioned above have similar schemes in that they all use the 
statistical information of some past frames to build a background model for the current 
frame, and by comparing the current frame and the background model, the 
segmentation of the objects is carried out. Another approach of segmenting the moving 
objects of video sequences is to classify the two types of pixels, namely the object 
pixels and those belonging to the background, by employing a trained classifier without 
using a background model. Methods in [34-38] are examples using such approach. In 
these methods, different features are first extracted and incorporated into a feature 
vector for a pixel in question. Some training samples of both the moving object and the 
background are manually selected with labels assigned to them to indicate their classes. 
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The feature vectors of these training samples are used to train the classifier, and finally, 
the classification decision for a pixel is made by the trained classifier based on the 
feature vector of this pixel. Although these methods yield good segmentation 
performance, they are rather restrictive in that a knowledge of the type of the objects 
and the backgrounds to be classified needs to be known a priori and the training 
samples have to be manually selected from other scenes having similar objects or 
backgrounds.  
A method of segmenting an object usually results in segmenting the entire 
foreground that not only contains the object of interest but also its cast shadow. The 
reason for the shadow part of the foreground also getting segmented is that both the 
object and shadow carry the same motion information: The methods presented in [1-38] 
either do not focus on the shadow pixels or their schemes have embedded in them a 
stage for the removal of the shadow pixels from the segmented foreground. There are a 
few methods [39-42] in the literature for removing the shadow pixels from the 
segmented foreground. The methods in [39, 40], in particular, use only one feature, 
which is inadequate to distinguish an object pixel from a shadow pixel for their 
classification. On the other hand, the methods in [41, 42] use multiple features, thus 
improving the shadow removal performance over those using only one feature. 
However, in [41], the use of even two features is not able to yield a satisfactory 
segmentation accuracy, and in [42], the high-accuracy segmentation by using a large 
number of features is achieved at the expense of a large computational complexity. 
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From the foregoing discussion, it is clear that the methods described above are not 
able to accurately segment an object from the video sequences containing cast shadows 
and a rapidly changing background, or they have limitations arising from the 
requirement of manually selecting the training samples or a priori knowledge of the 
shape and size of the object. Therefore, it is imperative to develop cost-effective 
automated techniques for segmenting objects from the video sequences with cast 
shadows and a dynamic background.               
1.3.  Objective and Scope of the Thesis          
This thesis is concerned with the development of computationally simple 
techniques for an accurate segmentation of objects with cast shadows from video 
sequences having a dynamic background. This objective is achieved by investigating 
the problem in two phases.  
Since the cast shadow, if present in a video frame, is an integral part of the object, 
the first half of the study undertaken in this thesis focusses on developing an efficient 
technique for segmenting the entire foreground that consists of an object and the 
associated cast shadow. The proposed method takes advantage of the GMM [9] 
segmentation techniques and produces a scalar-valued feature image derived as a linear 
combination of the color components of the pixels used as multiple features. The 
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feature image is then used in an automated framework of support vector machine (SVM) 
[33] to segment the entire foreground. 
In the second half of the thesis, a technique is developed to segment the object of 
interest from the segmented foreground. The method is developed based on the premise 
that the shadow removal capacity of a technique can be enhanced by using an 
appropriate number of suitable features.  
1.4.  Organization of the Thesis          
This thesis is organized as follows. 
In Chapter 2, a brief review of the background material relevant to the work 
undertaken in this thesis is carried out. Two commonly used signal models to represent 
color images are described. One of the earliest works on the modeling of dynamic 
background of video sequences, the Gaussian mixture model (GMM) [9], is presented. 
A very efficient data classification scheme, the scheme of support vector machine [33], 
is also described briefly, in this chapter.  
 In Chapter 3, the proposed foreground segmentation method is developed. The 
method of constructing a scalar-valued feature image and that of an automatic selection 
of training samples for applying it to a SVM-based classification scheme are described 
in detail. Experimental results obtained by applying the proposed and some of the 
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existing methods to a number of video sequences are presented to demonstrate the 
effectiveness and superiority of the method proposed in this chapter. 
 In Chapter 4, a simple and effective shadow removal method using multiple 
features is presented. The methods of producing three shadow masks, each based on a 
single feature, the corresponding incomplete object masks, and finally a complete 
object mask are described. Experimental results obtained by applying the proposed 
shadow removal method as well as some existing methods to a number of video 
sequences are presented in order to demonstrate the effectiveness of the method 
developed in this chapter.  
 Finally, Chapter 5 concludes the thesis by summarizing the work carried out in 
this study and by highlighting its contributions.  
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Chapter 2  
Background Material 
2.1.  Introduction  
 In this chapter, a brief account of the background material necessary for the 
development of the work undertaken in this thesis is given. Discrete images are 
described or represented in terms of the gray levels or the values of color components as 
a function of pixel positions. This chapter starts with a brief description of representing 
discrete images. As features of signals are vital in any signal detection problem, a few 
commonly used features in image processing are next discussed. The Gaussian mixture 
model (GMM) is one of the simplest techniques to model dynamic backgrounds, and it 
is used in this thesis for a preliminary foreground segmentation, a brief description of 
this technique is also given. Finally, since the problem of foreground segmentation is 
treated as a data classification problem in this thesis, and the support vector machine is 
one of the most efficient techniques for data classification, we conclude this chapter by 
providing a brief description of this technique. 
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2.2.  Image Signal Representations  
A digital image is represented by its color components or gray levels as a function 
of the pixel position in a 2-D space. In the case of color image, the color signal at each 
pixel is generally decomposed and represented by three components. There are two 
ways of decomposing and representing, namely, RGB and HSV color spaces, widely 
used in image processing and display.  
In the RGB color space, the intensity of a color pixel in an image is decomposed 
into three components-red, green and blue. In digital image processing, each of these 
components is usually quantized into 256 levels.  
The decomposition in the HSV color space is very different from that of RGB. A 
color pixel is decomposed into hue, saturation and pixel intensity value components. 
The hue component represents the color element, the saturation component is about the 
purity of the color element, and the pixel intensity value represents the magnitude. By 
decomposing a color pixel in either color space, the chromaticity gets separated from 
the intensity, and the chromaticity information of this pixel is mainly concentrated in 
the hue and saturation components.  
Sometimes, for simplicity, only the intensity information of a pixel is concerned. A 
color pixel is, therefore, converted into gray level. In this conversion, the color 
information of the pixel is discarded, and only the intensity information remained.          
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2.3.  Image Feature Representations 
In image processing, a single pixel value in the gray level or in a color component 
could be used as a feature of this pixel. However, the pixel value alone may not be able 
to provide sufficient information, thus, the information of neighborhood pixels is 
usually needed to represent the feature of the pixel.  
Histogram could provide a statistical distribution of pixel signal strength in any 
region of an image. The histogram of pixel values in region of the neighborhood of a 
pixel is an effective way of representing the feature of the pixel. Unless the 
neighborhood regions of two pixels are similar in pixel signal strengths, the histograms 
of the two regions corresponding to the two pixels are generally significantly different. 
As shown in Figure 2.1, two pixels may have similar values, but the histograms of their 
neighborhood regions could be significantly different. This could be taken advantage of 
to distinguisht the two pixels.  
Another way of representing the neighborhood information of a pixel is to use the 
gradients. By computing the gradients of the pixel values in a region centered at a pixel, 
the relations between this pixel and the neighborhood pixels can be obtained. Similar to 




Figure 2.1 An illustration of feature representation of a pixel using histogram of the neighborhood 
regions.     
2.4.  Gaussian Mixture Model     
There are a number of moving objects segmentation methods that have been 
proposed during the past years [1-32] and [34-38]. As described in the previous chapter, 
an approach to object segmentation is employing a background model which is 
obtained by using the statistical information of the past frames. The Gaussian mixture 
model (GMM) [9] proposed by Stauffer and Grimson is a background model based on 
the assumption that a background pixel has a Gaussian mixture model (GMM) 
distribution.  
In the GMM method, each background pixel is assumed to have a set of K 




consideration in the current frame is matched individually with each of the K 
distributions. The weights of each distribution are adjusted as 
   𝑤𝑘,𝑡 = (1 − 𝛼)𝑤𝑘,𝑡−1 +  𝛼(𝑀𝑘,𝑡)             (2.1) 
where 𝛼 is a pre-specified parameter called learning rate, and 𝑀𝑘,𝑡 is 1 if the pixel 
under consideration first matches the kth distribution and 0 for the remaining 
distributions. 
If the pixel under consideration is found to match a distribution, then the mean and 
variance of this distribution are updated, using the mean and variance of the 
corresponding pixel in the previous frame and the current pixel value, as 
 𝜇𝑡 = (1 − 𝜌)𝜇𝑡−1 + 𝜌𝑋𝑡                (2.2) 
              𝜎𝑡
2 = (1 − 𝜌)𝜎𝑡−1
2 +  𝜌(𝑋𝑡 − 𝜇𝑡 )
2             (2.3) 
where 𝜇𝑡  is the mean for this distribution, Xt is the value of the pixel under 
consideration, 𝜎𝑡
2 is the variance for this distribution, and 𝜌 is given by 
          𝜌 = 𝑎𝜂(𝑋𝑡|𝜇𝑘, 𝜎𝑘)               (2.4)  
𝜂 being a Gaussian probability density function. The means and variances of the other 
unmatched distributions remain the same as that of the corresponding pixel in the 
previous frame.  
The pixel under consideration is regarded as a background pixel if at least one 
match is found for it. On the other hand, if the value of the current pixel does not match 
with any of the K distributions, the pixel under consideration is regarded as a 
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foreground pixel. In this case, the least probable distribution, i.e., the one having the 
lowest ratio of its weight to variance among all the K distributions, is replaced by a new 
one with its mean equal to the current pixel value and a large variance, as well as a small 
weight in order keep the ratio of its weight to variance smallest compared to that of the 
other (K-1) distributions.  
The weights of all the distributions of the pixel are normalized, and the K 
distributions are arranged in decreasing order of the ration of weight to variance. 
Finally, the value of a pixel of the background of a given frame is obtained as the 
weighted sum of the first J (1≤J≤K) mean values for which the sum of the associated 
weights is equal or greater than a pre-specified threshold.  
The GMM method has a good performance in segmenting foreground from 
sequences with a slowly changing background. Although it becomes less effective in 
segmenting objects from video sequences with a rapidly changing background, it 
nevertheless removes a relatively large number of background pixels from the frame.   
2.5.  Support Vector Machine 
A support vector machine (SVM) [33], which is designed based on the principle of 
induction of structural risk minimization [43], is generally used for data classification. 
Although the use of SVM has been extended to multi-class data classification problems, 
and the extension is still an ongoing topic [46], the original use of SVM is to solve 
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classification problems of data belong to two classes. The segmentation of objects 
could be regarded as a two-class data classification problem, since the pixels of a frame 
belong either to the foreground or to the background. Thus, a two-class SVM is a 
suitable classifier that can be used for object segmentation. 
Figure 2.2 shows the use of SVM in a data classification problem. There is a 
bunch of data from two classes mixed together to be classified. A set of training 
samples of the two classes are manually selected with their class labels specifying their 
classes are used to train the SVM classifier. The classification decisions for the data to 
be classified are made by the trained classifier.  
 
Figure 2.2 An SVM classifier.      
Let {xi, si}, i = 1, 2,…, N. denote a set of N training samples, where sample is 
represented by an m-dimensional feature vector xi ∈ R
m
, and the class label of xi       
si ∈{+1, -1}. A hyperplane in the feature space can be described as 
 𝑤𝑇𝑥 + 𝑏 = 0                  (2.5) 
where w ∈ Rm, and b is a bias. Assuming that the training samples are linearly 
separable, the aim is to define a hyperplane that divides the set of samples such that all 
SVM 
Training samples 
Data to be classified Classified data 
 16 
 
the points with the same label are on the same side of this hyperplane [47]. However, 
there may be more than one such hyperplane; thus, an optimal hyperplane that 
maximizes the minimum distance of the training samples from this hyperplane needs to 
be found, and this optimal hyperplane is used to classify the data.  
This is an optimization problem for the parameters w and b corresponding to the 
optimal hyperplane. The solution of this problem for the linearly separable training 
samples could be obtained by formulating the proble as 
Minimize:  𝐿(𝑤) =
1
2
||𝑤||2             (2.6) 
subject to:  
 𝑠𝑖(𝑤
𝑇𝑥𝑖 + 𝑏) ≥ 1, i = 1, 2,…,N              (2.7) 
To solve this problem, the non-negative Lagrange multipliers ai are introduced, and the 







𝑇𝑥𝑖 + 𝑏) − 1)
𝑁
𝑖=1 }      (2.8) 
where ai ≥0.  
The above formulation to this optimization problem is based on the assumption 
of zero tolerance to noise. Thus, a solution to problem may not exist in the case of 
noisy training samples. Taking into account a soft margin for noise, Cortes and  
Vapnik [33] have modified the formulation of the optimization problem as  
 Minimize:  𝐿(𝑤, 𝛾𝑖) =
1
2
||𝑤||2 + 𝐶 ∑ 𝛾𝑖
𝑁





𝑇𝑥𝑖 + 𝑏) ≥ 1 − 𝛾𝑖, i = 1, 2,…,N         (2.10) 
where γi are called slack variables which relate to the soft margin, and C is a parameter 
used to balance the margin and the training error. Similarly, by introducing the 






+ 𝐶 ∑ 𝛾𝑖
𝑁
𝑖=1 − ∑ 𝑎𝑖(𝑠𝑖(𝑤
𝑇𝑥𝑖 + 𝑏) − 1 + 𝛾𝑖)
𝑁




where ai, χi ≥0. 
However, if the training samples are not linearly separable, a hyperplane that 
could classify all the training samples with no error does not exist. In such a case, a 
non-linear SVM is used. A kernel is introduced in order to map the input vectors (xi ∈ 
R
m 
) into a higher dimensional space thus making the data linearly separable, as shown 
in Figure 2.3. Therefore, the optimal hyperplane could be found in this higher 
dimensional space.  
 
Figure 2.3 Transformation of non-linearly separable space to a separable space. 
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A function is a kernel when it satisfies the Mercer’s condition [48]. Several typical 
kernel functions are as follows: 





(ii.) Polynomial function:  𝐾(𝑥, 𝑦) = (𝑥𝑇𝑦 +  𝛳)𝑑. 
(iii.) Sigmoid function: 𝐾(𝑥, 𝑦) =  𝑡𝑎𝑛ℎ(𝑥𝑇𝑦 +  𝛳). 




In the above expressions the constants σ,ϴ, d and c are the parameters of the kernels.  
According to the optimization problem described above, the class label of the pth 
data is obtained by the decision function given by   
𝐹(𝑝) = 𝑠𝑖𝑔𝑛(∑ 𝑎𝑖𝑠𝑖𝐾(𝑥𝑖, 𝑦𝑝)
𝑁
𝑖=1 + 𝑏)         (2.12) 
where K(x,y) is a kernel function, yp is the feature vector for the data to be classified, 
and the set of parameters a = {ai, i = 1…N} is obtained by maximizing the function  





∑ 𝑎𝑖𝑎𝑗𝑠𝑖𝑠𝑗𝐾(𝑥𝑖 , 𝑥𝑗)
𝑁
𝑖,𝑗=1         (2.13) 
subject to the constraints:   
 0 ≤ 𝑎𝑖 ≤ 𝐶                 (2.14) 
  ∑ 𝑎𝑖𝑠𝑖
𝑁
𝑖=1 = 0                 (2.15) 
The SVM technique for classification is known to provide good results in 
situations where the number of training samples is limited [52].  
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2.6.  Summary 
In this chapter, the background material necessary for the development of an 
object segmentation technique has been presented. Two different representations of a 
color signal, namely RGB and HSV, have been described. In the former, a color signal 
is decomposed into red, green and blue components, whereas in the latter, the element 
of chromaticity of a color signal is separated from that of intensity. Both these 
representations will be used in the work of this thesis. Since the use of only pixel values 
as a feature is insufficient to classify pixels, the use of a feature that is not only based on 
the pixel value of the pixel in question but also on the values of the neighboring pixels, 
could be more appropriate. Since the histogram and gradients in the neighborhood of a 
pixel provides such a feature to the pixel, in this chapter, we have also described these 
two features. A basic method of segmentation and a method of data classification, 
namely, GMM and SVM, which are used in the proposed object segmentation scheme, 
have also been described.   
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Chapter 3  
Foreground Segmentation in Video Sequences          
with a Dynamic Background 
3.1.  Introduction 
A frame of a video sequence consists of a foreground comprising the moving 
objects and the associated cast shadows, and a background which is the scene of the 
frame from which the foreground has been removed. Segmenting moving objects from 
a video sequence is essential in many vision-based applications. A first step to segment 
the object of a frame is to segment the entire foreground of the frame. In cases where 
there are some moving elements other than the objects, the problem of foreground 
segmentation becomes very difficult, since very often the signal features in the 
foreground regions may have significant similarities with those in the background. 
In this chapter, a novel two-stage algorithm for foreground segmentation is 
presented [53]. In the first step, the Gaussian mixture model (GMM) [9] is used to carry 
out a coarse segmentation, that is, to classify the pixels into two groups such that the 
first one consists of moving pixels belonging to the foreground or to the moving parts 
of the background, and the second one consists of the remaining image pixels. The 
pixels resulting from the first stage are then classified in the second stage to identify 
those belonging to the foreground. The pixel classification in this stage is carried out in 
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the framework of a support vector machine (SVM) [33]. However, the process of SVM 
is not applied to the signal values of the pixels to be classified, but to those of a feature 
image. A new method is proposed to extract multiple features from the original image 
frames to create a feature image in order to conduct the SVM classification. 
The chapter is organized as follows. In Section 3.2, the architecture of the 
proposed scheme for the foreground segmentation is first presented as an 
interconnection of various modules. The architecture with its modules and their 
interconnection lays a foundation for the proposed schemes and forms the basis for the 
design of its two important modules, namely a training pixel selection module and a 
feature extraction module. A detailed and systematic development of these two 
modules as well as that of the SVM module is carried out. In Section 3.3, subjective and 
objective results of foreground segmentation are provided by applying the proposed 
technique to a number of benchmark sequences and compared with those obtained by 
using some existing schemes. Finally, in Section 3.4, the work presented in this chapter 
is summarized and some of the important attributes of the proposed method 
highlighted. 
3.2.  Proposed Method 
In the proposed method, the segmentation of foreground from a sequence is 
obtained in two stages: GMM is used in the first stage to remove most of the 
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background pixels from the scene; in the second stage, an SVM-based segmentation 
scheme is applied to the foreground obtained from the first stage using the information 
from the outputs of the first stage as well as from the original sequence in order to get a 
final foreground. A schematic of the proposed method is shown in Figure 3.1.  
 
Figure 3.1 Two stages of the proposed segmentation scheme. 
3.2.1. GMM-Based Foreground Segmentation 
The objective in the first stage is to provide a segmented foreground output that 
contains as few background pixels as possible. Since the GMM method is capable of 
facilitating this goal relatively inexpensively, this method is adopted in the first stage of 
the proposed scheme. In the GMM method each background pixel is assumed to have a 
set of K Gaussian distributions, where K is a small positive integer. The value of a pixel 
under consideration in the current frame is matched individually with the distributions 
in a sequence from the first to the Kth. If the k
*
th distribution (1≤k*≤K) is a matched 
distribution, then the mean and variance of the k
*
th distribution is updated using the 
mean and variance of the corresponding pixel in the previous frame and the current 
pixel value. The other unmatched distributions of the pixel are kept the same as that of 
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the corresponding pixel in the previous frame. The pixel under consideration is 
regarded as a background pixel if at least one match is found. The weights of the 
matching distributions are updated, while those of the other distributions are reduced by 
a constant factor. On the other hand, if the value of the current pixel does not match 
with any of the K distributions, the pixel under consideration is regarded as a 
foreground pixel. In this case, the least probable distribution, i.e., the one having the 
lowest ratio of its weight to variance among all the K distributions, is replaced by a new 
one with its mean equal to the current pixel value and a large variance as well as a small 
weight in order keep the ratio of its weight to variance smallest compared to that of the 
other (K-1) distributions. The weights of all the distributions of the pixel in either case, 
that is, matched or unmatched, are normalized, and the K distributions are re-ordered 
according to the value of their weight to variance. Finally, the value of a pixel of the 
background of a given frame is obtained as the weighted sum of the first J (1≤J≤K) 
means for which the sum of the associated weights is equal or greater than a 
pre-specified threshold.    
Since the GMM method integrates in it the information on the pixel history, it can 
effectively deal with slowly-changing backgrounds. On the other hand, for scenes with 
a dynamic background, a significant amount of background pixels still remain as part of 
the segmented foreground image obtained from using the GMM method. Figure 3.2 is 
an example of the results of segmenting a foreground from a sequence with a dynamic 
background by using the GMM method. Figure 3.2(b) shows the background image 
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and Figure 3.2(c) the binary foreground mask corresponding to the original frame 
shown in Figure 3.2(a). It is clear from Figure 3.2(c) that there are a large number of 
pixels belonging to the dynamic background that are falsely detected as foreground 
pixels, thus making a further segmentation a necessity to remove these moving 
background pixels.      
 
Figure 3.2 (a) Original frame. (b) Gray level background image generated by GMM. (c) Binary 
foreground mask obtained from GMM.           
3.2.2. Data-Classification-Based Foreground Segmentation 
In the second stage, the objective is to remove the moving background pixels from 
the segmented foreground obtained from the first stage. In the segmented foreground, 
there are two types of pixels mixed together: pixels belonging to the foreground and 
those from the background that are moving. Thus, the overall segmentation objective 
could be achieved by classifying these two types of pixels. The main idea used in the 




Classification of data is usually carried out by making decisions based on some 
features of the data. The features used for classification are, therefore, vital for the 
classification performance. The difference between the foreground and the moving 
background pixels in regard to a feature may not be significant enough to distinguish 
them accurately. In the proposed method, a spatiotemporal feature image using multiple 
features of the image is constructed in order to make the difference between these two 
entities more pronounced for classification. For the purpose of classification, a small 
but equal number of image pixels called the training samples (samples with known 
classes) are selected from each of the two classes. The image pixels with their features 
specified by the feature image are then classified using classification knowledge of the 
training samples in a support vector machine (SVM) classifier. In the proposed scheme, 
a method is also developed for an automatic generation of the training samples. A 
schematic containing different modules to perform the various tasks of the proposed 
scheme for foreground segmentation is shown in Figure 3.3.     
 
Figure 3.3 Scheme of proposed method. 
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A. Training Sample Selection 
In order to train a classifier, certain number of samples, each labeled with its class, 
is needed. In [34-38], a priori knowledge of the type of the objects and the backgrounds 
to be classified needs to be known and then the training samples are manually selected 
from other scenes having similar objects or backgrounds. This type of the selection 
scheme for the training samples makes the application of a segmentation method rather 
restrictive. In the proposed scheme, a selection of the training samples is carried out 
automatically by the Training Pixel Selection module. For the purpose of this selection, 
we use the segmented foreground masks obtained from GMM.  
As seen from Figure 3.2(c), the size of the cluster of pixels representing the real 
foreground is larger than those corresponding to the moving background pixels. This 
observation is used to obtain a mask that consists of pixels that predominantly belong to 
the foreground. Such a mask can be obtained as 
                𝐹𝑚 = 𝐹𝑡−2  · 𝐹𝑡−1 · 𝐹𝑡                (3.1) 
where Ft-2, Ft-1 and Ft denote the foreground masks obtained from GMM corresponding 
to the current and previous two frames, and · represents pixel-wise AND operation. 
Figure 3.4 shows an example of forming such a mask Fm. It is seen from this figure that 
the moving foreground has a large region in this mask, and only a much smaller number 
and size, of the regions corresponding to the moving background pixels in comparison 




Figure 3.4 Generation of Fm using three successive foreground masks. 
A morphological opening operation [61] can now be applied to Fm in order to 
further remove from it the background pixels and to obtain the final mask Fom that, as 
shown in Figure 3.5, consists overwhelmingly of the pixels representing the foreground. 
The locations with a value of logic one in this mask represent the locations of the 
foreground pixels. Note that in process of removing the background pixels falsely 
retained in Fm, some of the foreground pixels are also removed due to the erosion step 
of the opening operation. If KF is the number of foreground training samples to be 
chosen from Fom, and NF is the total number of foreground pixels in Fom, then KF 














Figure 3.5 Morphological opening. 
Next, a technique is developed for selecting background training samples from Ft. 
In order to ensure that all the samples in this selection are only the moving background 
pixels, a sufficiently large region R of Ft that possibly contains all the foreground pixels 
needs to be excluded from Ft before this selection. To identify such a region R, we make 
use of the mask Fom. This mask, as shown in Figure 3.6(a), is divided into blocks of 
appropriate size. From Fom, the region R is obtained as a polygon consisting of a 
contiguous set of blocks such that: (i) all the peripheral blocks in R do not have logic “1” 
pixel, from Fom, and (ii) each of the blocks interior to the peripheral blocks has at least 
one logic “1” pixel from Fom. Figure 3.6(b) shows such a region R corresponding to the 
foreground mask of Figure 3.6(a). With an appropriate choice of block size, this method 
should ensure that the region R has all the foreground pixels even if some of these 







Figure 3.6 (a) Fom divided into small blocks. (b) Identified region R.  
Once the region R has been identified in Fom, all pixels of Ft in its region 
corresponding to R are made to have a logic “0” value, giving a mask Fb, as shown in 
Figure 3.7. From this mask, KB pixels are selected as background training samples by 
uniformly sampling the pixels with logic “1” in Fb. 
 
Figure 3.7 Generation of the mask Fb. 
B. Feature Extraction 
Data is usually classified based on the differences in a feature or features of the 







there are only two classes: moving foreground pixels and those belonging to moving 
background. In classifying these two types of pixels, we must choose a feature or a set 
of features that would make the two types of pixels distinctly different. With regard to 
only one feature, say the pixel gray level, pixels belonging to these classes may not be 
sufficiently different for classification. The objective of the feature extraction module 
of the proposed scheme is to construct a feature image based on multiple features such 
that with reference to such a feature image, the moving background pixels are 
significantly different from those belonging to the moving foreground. 
Let IG be a gray level frame and BG the gray level background image 
corresponding to IG. The value in | IG-BG| corresponding to a pixel position in the 
moving foreground will be, in general, larger than that corresponding to a pixel position 
in the background. Since it is not possible to have BG corresponding to IG, we should 
consider the use of an approximate alternative. Figure 3.8(b) shows a gray level frame 
of the sequence that does not happen to have the object appearing in its scene. Thus, in 
reality it is not a background image corresponding to the gray level frame in question 
shown in Figure 3.8 (a). Figure 3.8(c) is the absolute difference frame. It is seen from 
this figure, that intensity of many background pixel positions is not as low as one would 
like to have. This is because of the fact that background frame is not corresponding to IG. 
An alternative is to use the background frame corresponding to IG generated by the 
GMM module. The background frame, shown in Figure 3.8(d), has a better 
correspondence with IG in terms of the moving background pixels, since it is created 
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using the latter. Figure 3.8(e) shows the difference image IDG when the GMM generated 
background image is used. A comparison between Figures 3.8(c) and (e) indicates that 
the use of the GMM-generated background image provides a better distinction between 
the moving foreground and background pixels. 
 
Figure 3.8 (a) Original gray level frame. (b) A gray level frame containing no object. (c) Difference 
between (a) and (b). (d) Gray level background image produced by GMM. (e) Difference 
between (a) and (d). 
Next, we consider the color feature to construct difference images. In view of the 
fact that it would be computationally very expensive to construct a color background 
image corresponding to a frame under consideration, we choose a color frame that does 
not contain the moving objects in its entire scene as the color background image. Figure 
3.9(b) shows such a frame that can be used as background image for the foreground 
segmentation of the image shown in Figure 3.9(a).  
(a)  
(d)  





Figure 3.9 (a) Current color frame. (b) Background image. 
In the proposed scheme, the color feature is considered based on the HSV system, 
where the hue component H determines the color (hue) scale, S the saturation of the 
color and V the intensity value. Since the intensity has already been used in considering 
the gray level feature, we use the hue and saturation components of the color for 
constructing the difference images. Figures 3.10 (a) and (b) show the hue components 
corresponding to the color images shown in Figures 9(a) and (b), respectively. The 
absolute difference hue image IDH is shown in Figure 3.10(c).   
 
Figure 3.10 (a) Hue component of the current frame. (b) Hue component of the background. (c) 







Similarly, the saturation components of the foreground, background and absolute 
difference (IDS) images corresponding to the images of Figure 3.9 are given by the 
images shown in Figures 3.11(a), (b) and (c). 
 
Figure 3.11 (a) Saturation component of the current frame. (b) Saturation component of the background. 
(c) Difference between (a) and (b). 
For the sake of uniformity, the pixels in the images of Figures 3.10 and 3.11 are 
re-quantized in order to have the same number of levels as the number of gray levels of 
the images in Figure 3.8, i.e., 256. 
As in the case of the gray level difference image IDG, in the hue and saturation 
difference images IDH and IDS, the pixel values corresponding to the background region 
are, in general, smaller than that corresponding to the foreground region. This 
difference in the pixel values of the two regions can be further enlarged by obtaining a 
weighted sum of the three difference images, given by: 
           𝐼𝐷0 = 𝑤1 · 𝐼𝐷𝐺 +𝑤2 · 𝐼𝐷𝐻 + 𝑤3 · 𝐼𝐷𝑆           (3.2)                    
where w1, w2 and w3 are the weights of the individual difference images used to obtain 
the overall difference image. The idea behind this weighted sum instead of having 
simply a sum of the three difference images is to emphasize or de-emphasize a 
(b) (a) (c) 
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difference image in obtaining ID0 depending on its ability to distinct the two types of 
pixels. In order to determine the values of the three weights, we proceed as follows. 
Using the positions of the foreground and background samples as determined in the 
previous section, we determine the median pixel values for the foreground and 
background sample pixels in the three difference images and obtain the following three 
ratios: 
                   𝑅𝐺 = 
𝐼𝐺𝐹
𝐼𝐺𝐵
                  (3.3) 
                  𝑅𝐻 = 
𝐼𝐻𝐹
𝐼𝐻𝐵
                  (3.4) 
                  𝑅𝑆 = 
𝐼𝑆𝐹
𝐼𝑆𝐵
                   (3.5) 
where 𝐼𝐺𝐵 ,  𝐼𝐻𝐵  and 𝐼𝑆𝐵  are the median gray, hue and saturation levels of the 
background samples, and 𝐼𝐺𝐹 , 𝐼𝐻𝐹  and 𝐼𝑆𝐹  are the respective median values of the 
foreground samples. We have performed an experiment involving different kinds of 
frames and have observed that the values of RG, RF and RS are approximately in the ratio 
1:0.6:0.4. Accordingly, we choose the values of weights as w1 = 0.5, w2 = 0.3 and w3 = 
0.2. Implementing (2) using the difference images shown in Figures 3.8(e), 3.10(c) and 
3.11(c) with these weights, we obtain the overall difference image ID0 shown in Figure 
3.12. It is seen from this overall difference image that the contrast between the 
foreground and background pixels is, in general, more than in any of its three 




Figure 3.12 Constructed difference image ID0. 
Often the values of ID0 at the boundary of the foreground are lower than that in its 
interior. This may result in some of the pixels at the boundary of the foreground to be 
misclassified as background pixels. Thus, the expression for ID0 as given by (3.2) needs 
to be modified in order to avoid such a possibility. 
The temporal difference between frames is used to enhance the values of the 
boundary pixels of the foreground. Let IFt-2, IFt denote two gray level foreground 
images produced by the GMM module corresponding to the current and previous to the 
previous frames. The difference image of these two frames is obtained as 
                    𝐼𝐷𝑇 = | 𝐼𝐹𝑡−2 − 𝐼𝐹𝑡|                 (3.6) 
Since in IDT, the values of the pixels at the boundary of the foreground region are, 
in general, larger than those of the non-boundary region, ID0 given by (3.2) is modified 
by adding to it the IDT with a small weight: 
           𝐼𝐷 = 𝑤1 · 𝐼𝐷𝐺 + 𝑤2 · 𝐼𝐷𝐻 + 𝑤3 · 𝐼𝐷𝑆 + 𝑤4 · 𝐼𝐷𝑇        (3.7) 
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The value of the weight w4 is chosen to be smaller relative to the other weights so 
as not to increase the pixel values at the boundaries of the various regions representing 
the moving background pixels in ID0. In our experiments, we have chosen w4 to have 
value of 0.1. The values of the other weights are, therefore, modified as w1 = 0.45, w2 = 
0.27, w3 = 0.18. Figure 3.13 shows the overall difference image corresponding to the 
image of Figure 3.12 obtained by implementing (3.7). It is seen from this figure that the 
contrast between the values of the foreground and background pixels in Figure 3.13 is 
the same as that in Figure 3.12 except for the former’s foreground boundary pixels, 
whose values have been enhanced. Since the pixel values of ID will be used as the 
feature of a given frame to distinguish between its foreground and background pixels, 
we will call ID a feature image. 
 
Figure 3.13 Constructed feature image ID. 
Similar to other feature extraction techniques, in the proposed method for the 
construction of the feature image, multiple features have been used. However, the main 
advantage of this method lies in incorporating these multiple features into a single 
feature characterized by the pixel values of the feature image ID. Regardless of the 
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nature of the foreground or moving background pixels and the number of features used, 
the proposed feature extraction method results in a feature image with scalar-valued 
pixels. This very characteristic of the feature image ID, as we will see in the next 
subsection, can be used to simplify the classification of foreground and moving 
background pixels.  
C. SVM-Based Classification 
In this section, the pixels corresponding to the foreground mask produced by the 
GMM module are classified using the classification technique of SVM [33]. The SVM 
technique for classification is known to provide good results in situations such as ours, 
where the number of training samples is limited [52]. Since in our feature extraction 
scheme, multiple features have been incorporated into a single feature characterized by 
the pixel values of ID, the complexity of the SVM based classification using ID can be 
expected to be lower than those of the SVM classifiers that directly use multiple 
features. Even though the pixel values of the feature image ID, in general, discriminate 
well between the foreground and moving background pixels, there are still a number of 
pixels both in the actual foreground and moving background with values such that the 
corresponding pixels could be misclassified. In order to reduce the risk for such a 
misclassification, in the SVM classifier, instead of using a pixel value of ID, we use the 
histogram of the pixels in a window centered at the pixel in question. The use of a 
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suitable size window, in obtaining local histograms can be expected to reduce the risk 
of misclassification.       
By using the feature image ID, the SVM module first constructs local histogram for 
all the pixels classified as foreground pixels in the foreground mask produced by the 
GMM module. Let xi (i = 1, …, N = KF + KB) denote histograms of all the training 
samples and yp the histogram of the pth foreground pixel to be classified in Ft. The ith 
training sample is assigned a label si, where si = “+1” or “-1”, depending on whether this 
training sample belongs to the foreground or the moving background. The SVM 
technique makes an optimal classification of the pth pixel as 
            𝐹(𝑝) = 𝑠𝑖𝑔𝑛(∑ 𝑎𝑖𝑠𝑖𝐾(𝑥𝑖 , 𝑦𝑝)
𝑁
𝑖=1 + 𝑏)          (3.8) 
where K(x,y) is a kernel function, the set of parameters a = {ai, i = 1…N} is obtained by 
maximizing the function:  







𝑖,𝑗=1          (3.9) 
subject to the constraints:   
0≤𝑎𝑖 ≤ 𝐶                   (3.10) 
∑ 𝑎𝑖𝑠𝑖
𝑁
𝑖=1 = 0                 (3.11) 
C being a pre-specified parameter, and b is a bias whose value is estimated using ai’s, 
xi’s and si’s. The kernel function is chosen, as in [68], to be a measure of similarity 
between its two histogram arguments:  
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 are the lth bin of the histograms H1 and H2, respectively. This 
function is a kernel function under the premise that  ∑ ℎ𝑙
(1)𝑀
𝑙=0 = ∑ ℎ𝑙
(2)𝑀
𝑙=0 , which is 
satisfied in our case.   
 According to (3.8), the weighted and signed similarities of the histogram of the 
pixel to be classified with that of each of the training samples are accumulated and then 
used to make the final classification decision for the pixel. The pixel p is classified as 
foreground or moving background pixel depending on whether F(p) = +1 or -1.   
3.3.  Simulation Results and Performance Evaluation  
In order to assess the proposed method, in this section, we apply it to segment the 
foregrounds of a number of video sequences with a dynamic background. The visual 
and quantitative results are compared with those obtained by using GMM [9] and two 
other methods presented in [18] and [32].  
For our experiments, we set the number of training samples from the moving 
foreground and that from the moving background as KF = KB = 400. The parameter C in 
the SVM classifier is set as 500. In order to reduce the computational cost for the 
computation of histograms, we first obtain the integral histogram [49] of ID, which has 




We conduct two experiments to evaluate the performance of the proposed method. 
The first experiment is carried out on three video sequences, Water [54], Watersurface 
[55] and Curtain [56]. The first two of these are outdoor sequences with their objects 
being, respectively, close to and distant from the dynamic background, whereas the 
third one is an indoor sequence with a background of a flapping curtain. Based on the 
resolutions of the three sequences, the coefficients for the opening operation, 𝜀erode and 
𝜀dilate, are set as (8, 6), (5, 3) and (5, 3), respectively. In each case, 𝜀erode is chosen to be 
greater than 𝜀dilate in an effort for Fom not to include background pixels. In the 
classification module, the choice of a proper window size for the histogram calculation 
is crucial. Too small a window size may not correctly reflect as to whether the 
neighboring pixels belong to the moving foreground or to the moving background. On 
the other hand, a choice of too large a window size may result in losing the local details. 
Based on this consideration and depending on the frame resolutions of the three 
sequences, we choose the window sizes of 11×11, 9×9 and 9×9, respectively, for the 
three sequences.       
The results of applying the proposed segmentation method and the methods of [9], 
[18] and [32] on the Water, Watersurface and Curtain sequences are shown in Figures 




Figure 3.14 (a) Original 190th frame of the Water sequence. (b) Ground truth of foreground.           
(c) Segmented foreground mask using GMM [9]. (d) Segmented foreground mask using 
method [18]. (e) Segmented foreground mask using method [32]. (f) Segmented 
foreground using the proposed method.  
 
Figure 3.15 (a) Original 578th frame of the Watersurface sequence. (b) Ground truth of foreground.    
(c) Segmented foreground mask using GMM [9]. (d) Segmented foreground mask using 
method [18]. (e) Segmented foreground mask using method [32]. (f) Segmented foreground 
















Figure 3.16 (a) Original 882th frame of the Curtain sequence. (b) Ground truth of foreground.         
(c) Segmented foreground mask using GMM [9]. (d) Segmented foreground mask using 
method [18]. (e) Segmented foreground mask using method [32]. (f) Segmented 
foreground using the proposed method. 
Figures 3.14(a), 3.15(a) and 3.16(a) show the original 190th, 578th and 882nd 
frames of the three sequences, whereas Figures 3.14(b), 3.15(b) and 3.16(b) show the 
respective ground truths of the foregrounds. The images (c), (d), (e) and (f) in the three 
figures show the results of the foreground segmentation obtained by applying, 
respectively, the GMM method, the methods of [18] and [32], and the proposed method. 
It is seen from the illustrations shown in (c) of these figures that the GMM method even 
though segments almost all the foreground pixels, it includes in its segmentation many 
of the dynamic background pixels, since the method is quite sensitive to pixel motions. 
It is seen from illustrations (d) of the figures that even though the method [18], which is 
based only on the texture feature, is less sensitive to pixel motions, there are a number 
(b) (c) 




of background pixels, both still and moving, as well as a number of foreground pixels 
that are misclassified. The method in [32] gives relatively better results, as seen from its 
segmentation results shown in the illustrations (e) of the figures; however, it still 
removes some of the foreground pixels or includes some of the pixels belonging to 
dynamic background. The proposed method is seen to provide the best results in terms 
of the completeness of the segmented foreground and exclusion of most of the 
background pixels. 
For quantitative evaluation of the various segmentation methods, false positive 
(FP), the number of the background pixels that are detected as foreground, false 
negative (FN), the number of foreground pixels that are missed, false alarm rate (FAR), 
tracker detection rate (TRDR) [57] which is also named as sensitivity [69] as well as the 
specificity [69] are commonly used as performance metrics. In our measures, FP, FN, 
FAR and TRDR are used as the metrics. The metrics FAR and TRDR are defined as 
                𝐹𝐴𝑅 =  
𝐹𝑃
𝑇𝑃+𝐹𝑃
                 (3.13) 
             𝑇𝑅𝐷𝑅 = 
𝑇𝑃
𝑇𝑃+𝐹𝑁
                 (3.14) 
where TP is true positive, the number of correctly segmented foreground pixels. 
For quantitative evaluations of the methods, 25 frames are randomly selected from 
the set of the frames containing the moving object in each sequence. The ground truth 
of the foreground corresponding to each of the selected frames is obtained manually. 
Each segmented foreground mask obtained by using a given method is compared with 
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the corresponding ground truth in order to obtain the values of the performance metrics 
and averaged over the 25 frames of each sequence. Table 3.1 and Table 3.2 give, 
respectively, the average numbers of false positives and false negatives per frame. It is 
seen from these tables that the proposed method provides the lowest values for the false 
positives, and the second lowest values, which are next to that provided by GMM, for 
the false negatives. The reason for the GMM method providing the lowest FN values 
can be understood in view of the fact that this method is very sensitive to pixel motions, 
thus classifying all the moving pixels as foreground, as indicated by the very large 
values of false positives provided by it.      
Table 3.1 Average number of false positives per frame 
 Method [9] Method [18] Method [32] Proposed Method 
Water 8024 3934 424 191 
WaterSurface 779 749 246 172 
Curtain 1980 529 369 289 
 
Table 3.2 Average number of false negatives per frame 
 Method [9] Method [18] Method [32] Proposed Method 
Water 214 1127 833 519 
WaterSurface 95 596 192 180 
Curtain 129 434 274 261 
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 Tables 3.3 and 3.4 give, respectively, the average false alarm rate and tracker 
detection rate. From these tables, it is seen that the proposed method gives the lowest 
FAR, which means the ratio of the falsely classified foreground pixel to the total 
number of pixels classified as foreground pixels is the lowest. The proposed method 
also has the second highest TRDR, only next to that given by the GMM method. The 
highest TRDR provided by the GMM method is resulted from its sensitivity to motions 
of the pixels whether they belong to the foreground or background.  
Table 3.3 Average false alarm rate 
 Method [9] Method [18] Method [32] Proposed Method 
Water 0.69 0.58 0.17 0.08 
WaterSurface 0.32 0.42 0.16 0.11 
Curtain 0.41 0.24 0.15 0.09 
 
Table 3.4 Average tracker detection rate 
 Method [9] Method [18] Method [32] Proposed Method 
Water 0.96 0.73 0.75 0.86 
WaterSurface 0.97 0.68 0.86 0.90 
Curtain 0.98 0.82 0.84 0.89 
We next provide the results of visual performance of the various methods by 
applying them to video sequences with more than one moving object having different 
shapes, sizes and velocities. In this experiment, we use the Railway [58] and Campus 
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[59] sequences, having outdoor scenes with two objects. The parameters (𝜀erode , 𝜀dilate ) 
for these two sequences are set as (8, 6) and (5, 3), respectively. The window size for the 
two sequences are chosen to be 11×11and 9×9, respectively. Figures 3.17 and 3.18 
illustrate the segmented images for the two sequences produced by applying the 
proposed method and methods in [9], [18] and [32]. Figures 3.17(a) and 3.18(a) show 
the original 426th and 826th frames of the two sequences. The ground truths of the 
foreground segmentation for these two frames are shown in Figures 3.17(b) and 3.18(b), 
respectively. The images (c), (d), (e) and (f) of the two figures are the segmented 
images obtained by applying the methods in [9], [18], [32] and the proposed method, 
respectively. It is seen from these images that, as in the case of the single-object 
sequence, the proposed method results in a superior segmentation by providing the 
most complete foreground and suppressing almost all the background pixels. 
The computation times of the proposed method and those of [5] and [6] are 
obtained by applying these methods to the 160 × 128 resolution WaterSurface and 
Curtain sequences on a Windows-platform PC with a 2.83GHz Intel Core Quad CPU 
and 8GB RAM using MATLAB codes. The results are shown in Table 5. It is seen from 
this table, that the proposed method on an average takes 44% more time than the 
method of [18] and 10% less than the method of [32]. Thus, the proposed method 





Figure 3.17 (a) Original 426th frame of the Railway sequence. (b) Ground truth of the foreground.     
(c) Segmented foreground mask using GMM [9]. (d) Segmented foreground mask using 
method [18]. (e) Segmented foreground mask using method [32]. (f) Segmented foreground 
using the proposed method. 
 
Figure 3.18 (a) Original 826th frame of the Campus sequence. (b) Ground truth of the foreground.     
(c) Segmented foreground mask using GMM [9]. (d) Segmented foreground mask using 
method [18]. (e) Segmented foreground mask using method [32]. (f) Segmented foreground 















Table 3.5 Average elapsed time per frame (Second) 
 Method [18] Method [32] Proposed method 
Sequence WaterSurface 7.52 11.75 10.38 
Sequence Curtain 5.81 9.59 8.79 
Average 6.67 10.67 9.59 
3.4.  Summary  
In this chapter, a novel technique for segmenting the moving foreground from 
video sequences with a dynamic background has been presented. The segmentation 
problem has been treated as a problem of classifying the foreground and background 
pixels of a frame of the sequences using the pixel color components as multiple features 
of the images. The individual features representing the pixel gray levels, hue and 
saturation levels are first extracted and then recombined with suitable weights to form a 
scalar-valued feature image. Multiple features incorporated into a scalar-valued feature 
image has allowed to devise a simple classification scheme in the framework of the 
support vector machine classifier. Unlike some other data classification approaches for 
foreground segmentation in which a priori knowledge of the shape and size of moving 
foreground is essential, in the proposed method, training samples are obtained in an 
automatic manner. In order to assess the effectiveness of the proposed method, the new 
scheme has been applied to a number of video sequences with a dynamic background 
and the results have been compared with those obtained by using other existing 
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methods. The subjective and objective results have clearly demonstrated the superiority 
of the proposed scheme in providing a segmented mask that fits more closely with the 




Chapter 4  
Cast Shadow Removal Using Multiple Features 
4.1.  Introduction 
In a video sequence, the cast shadow of a moving object becomes its integral part, 
since they both carry identical motion information. A simple scheme of removing the 
cast shadow from a segmented foreground, which consists of the pixels of the object 
and its cast shadow, is to identify an object pixel in the foreground based on the 
differences in the feature of the object and shadow, such as gray levels, colors or the 
gradients of pixel intensities in a neighborhood. However, such an identification 
becomes almost impossible in situations where the two classes of pixels are not 
sufficiently distinguishable with respect to the feature used for identification of the 
object pixels. 
In this chapter, a novel shadow removal technique [60] based on using multiple 
features is developed. The rationale behind the use of multiple features for object 
segmentation is that an object pixel would not be indistinguishable from a shadow pixel 
simultaneously with respect to all the features used. In order to minimize the 
complexity of the proposed method, first, each feature is used individually to produce 
an incomplete object mask, and then the various incomplete object masks, each 
produced using a different feature, are merged into a single object mask. The merged 
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mask is a more complete object mask, since it can be expected that an object pixel not 
included in an incomplete mask is likely to be included in at least one of the other 
incomplete masks. In this chapter, the features used for developing the proposed 
method are gray levels, color and the gradients of pixel intensities. In Section 4.2, 
modules, each using a different feature, are designed to generate three shadow masks. 
The three shadow masks are then used to obtain the corresponding incomplete object 
masks. Finally, the three incomplete object masks are used by the next module to 
produce a complete object mask. In Section 4.3, simulation results using the proposed 
scheme are presented and compared with those obtained by using other methods in 
order to examine the effectiveness of the proposed method.    
4.2.  Proposed Method 
Since the proposed method of cast shadow removal is based on gray levels and 
color and pixel gradients features of the shadows and objects of the images, the use of 
realistic modules of these features is essential. In order to develop useful and refined 
modules of these features, it is first necessary to analyze the objects and shadows in the 
context of these features. 
(1) If the grey levels of the moving objects are similar to that of the shadows, it would 




(2) If parts of the moving objects have colors similar to those of the corresponding 
background, then these parts of the objects would get removed when only the color 
feature is used to distinguish them. 
(3) Generally, the gradient values of the object pixels and that of the cast shadow ones 
are different. However, if the gradient values of the moving object pixels and that of 
shadow ones are similar, such object pixels would be falsely misclassified as 
background when only the gradient values is used to distinguish them. 
One way of removing the shadow from the foreground is to identify the shadow 
pixels and remove them from the foreground. From the above analysis, it is clear only 
one of the features is not sufficient to efficiently remove the shadows, and thus, one 
needs to use a combination of features for this task. Figure 4.1 shows two basic 
structures of the schemes in which multiple modules, each of which based on only one 
of the features, are used for shadow removal. In the architecture of Figure 4.1(a), the 
multiple modules are used in a sequential manner, whereas that of Figure 4.1(b) they 
are used in parallel. From the above discussions, it is clear that in either architecture, a 
useful information about the object could be lost or unnecessary information about the 
shadow could be retained by a single module. Accordingly, the sequential and parallel 
architectures of Figure 1 need to be modified so that the overall architecture is able to 
effectively and accurately remove the shadow by compensating the drawbacks of the 
individual modules. To this end, the parallel architecture of Figure 4.1(b) seems to be a 
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better candidate for such a modification, since each module operating on the same 
original foreground image can more easily produce results complementary to those 
produced by the other modules. We, therefore, develop a shadow removal scheme that 
is based on the parallel architecture of Figure 4.1(b). 
 
Figure 4.1 Schemes of shadow removal. (a) Sequential. (b)Parallel. 
The proposed shadow removal method is shown in Figure 4.2. The input 
foreground image is assumed to have both moving objects and cast shadow pixels of 
the objects. First, three binary shadow masks are created by the three modules designed 
based on the gray level, color and pixel gradients features, respectively, which operate 





these modules are then used to create three different object masks by subtracting the 
individual shadow masks from the foreground mask obtained through a binarization 
operation of the foreground image. Finally, the three object masks are merged by a 
logical “OR” operation to generate the final object mask. 
 
Figure 4.2 Scheme of the proposed method for shadow removal, where SG, SC and SD denote the three 
shadow masks, and OG, OC and OD denote the three subsequent object masks. 
The objective of the proposed method is to generate a complete object mask that 
captures all the object pixels and does not include any pixel belonging to the shadow. 
Since the final object mask OF is obtained via a logical “OR” operation of the three 
object masks, none of the object masks, OG, OC and OD must include a shadow pixel 
and an object pixel must be included in at least one of these three object masks. In order 
to achieve this goal, the three shadow masks SG, SC and SD must meet the following two 
requirements: 
(1) Each shadow mask must capture all the shadow pixels; 
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(2) An object pixels must not be mistakenly detected as a shadow pixel in all the 
three shadow masks simultaneously.  
In view of the fact that three different features are used to create the three shadow 
masks, the condition (2) is less stringent in the sense that it would likely be met more 
easily than the first one. Hence, we should make sure that each shadow mask captures 
all the shadow pixels even at the expense of some of the object pixels being mistakenly 
considered as shadow ones.  
4.2.1. Detection of Shadow Pixels based on Gray Level 
In the proposed method, the detection of shadow pixels using gray level 
information is based on the luminance enhanced method [39], and the procedure is 
turned in such a way that all the pixels in the cast shadows should be captured by the 
gray-level-based module. 
It is observed that the gray level difference between the background and shadows 
is generally smaller than that between the objects and the background. Adding a small 




                          (4.1) 
If δ is appropriately chosen, the gray level difference between the background and 
shadow will become zero or get reduced, whereas, that between the background and the 
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objects still remain significant. If BT denotes the background image of the t th frame, the 
difference between the modified foreground and the background is given by 
    𝑌𝐷
(𝑡)(𝑖, 𝑗) = |𝑌𝐸
(𝑡)(𝑖, 𝑗) − 𝐵𝑇(𝑖, 𝑗)|              (4.2)  
A threshold  is calculated, based on 𝑌𝐷
𝑡 and BT, as 
           (4.3) 
where  is a small positive constant. Then, a shadow mask is computed as 
𝑆𝐺
(𝑡)(𝑖, 𝑗) = {  1, 𝑖𝑓 𝑌𝐷
(𝑡)(𝑖, 𝑗) < 𝜀𝐺(𝑖, 𝑗)
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                
            (4.4) 
The gray level difference between the background and shadow is generally not a 
constant, and varies from area to area. Thus, using a very small δ would probably not 
reduce the difference 𝑌𝐷
(𝑡)
 given by (4.3) to zero. However, a large value δ may 
produce a  𝑌𝐸
(𝑡)
 in which the gray level difference between some pixels of the objects 
and those of the background is comparable to the gray level difference between the 
shadow and the background. In other words,  𝑌𝐷
(𝑡)
(i, j) at a pixel position in the object 
may be similar to that in part of the shadow. Ideally, the value of δ should be made 
signal dependent, instead of keeping it constant. This, however, would increase the 
complexity of the proposed method. As mentioned previously, the emphasis in 
designing the shadow mask is on a complete coverage of the shadow pixels, even at the 
risk of mistaking some of the object pixels as shadow pixels.  
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4.2.2. Detection of Shadow Pixels Based on Color Information 
The shadow mask 𝑆𝐺
(𝑡)
as obtained in Section 4.2.1 has been designed to capture 
all the shadow pixels; but, it may also include some of the object pixels having gray 
levels similar to that of the corresponding background. Thus, the subsequent object 
mask 𝑂𝐺
(𝑡)
resulting from the shadow mask will miss these pixels. The color feature of 
these pixels, however, may be different from that of the background. Thus, we can 
make use of the color feature in the formation of the shadow mask without mistaking 
such object pixels as the shadow ones. 
It is known that under normal illumination condition, the color composition of an 
individual pixel inside the main body of a shadow remains approximately the same as 
that of the corresponding pixel in the background. This characteristic of shadow 
formation has been referred to as color invariance property [40]. The ratio of the three 
color components, R, G and B, of a pixel satisfying this property is the same as that of 
the corresponding background pixel. However, the pixels on or near the boundary of 
the shadow, in general, do not satisfy this property. Therefore, a shadow formed under 
normal illumination condition have two regions: the umbra region consisting of the 
majority of the pixels in the interior of a shadow that satisfy the color invariance 
property, and the penumbra region consisting of a minority of the border shadow pixels 
for which this property is not satisfied. Using the color information of the un-shadowed 
background, one can identify the umbra shadow pixels in the foreground. In the 
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proposed method, we use the RGB color space instead of the HSV one in order to 
simplify the computation. 
Representing the three color components of the background (i.e., the scene 
without the object or shadow) by RB, GB and BB, and those of the foreground of the t th 






, we can calculate the following three ratios corresponding to 
each of the three color components. 






⁄                 (4.5) 






⁄                 (4.6) 






⁄                 (4.7) 
Since the three ratios for a pixel in an object vary considerably from one another 
than that in the case when the pixel is in the shadow, we can use the variance of the three 
ratios to distinguish an object pixel from the shadow pixel in the foreground. Denoting 
the variance of the three ratios corresponding to an (i, j)th pixel in the t th frame 
by 𝑉(𝑡)(𝑖, 𝑗), a shadow mask based on color feature can be constructed as  
             𝑆𝐶
(𝑡)
(𝑖, 𝑗) = {
   1, 𝑖𝑓 𝑉(𝑡)(𝑖, 𝑗) ≤  𝜀𝐶  
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒        
            (4.8) 
where    is a pre-specified small positive constant. The object pixels having gray 





 will not be included in the shadow mask 𝑆𝐶
(𝑡)
 as long as they have 
color compositions different from the corresponding background pixels. 
4.2.3. Detection of Shadow Pixels Based on Pixel Gradients 
If an object pixel has both the color composition and gray level similar to those of 
the corresponding background pixel, this pixel will be included in both gray level and 
color-based shadow masks. Therefore, another technique for a shadow mask 
construction based on a feature that can handle this kind of situation needs to be 
developed. We now develop such a technique based on pixel gradients feature of the 
image.  
It is known that the pixel gradient information of the object is usually very 
different from the background. It is assumed that there are more gray level variations in 
the object than that in the background. One can, therefore, use the gradient of the 
foreground image to detect shadow pixels. We use the SOBEL operator to calculate the 
gradients. Then, the magnitude of the gradient G
(t)
 is used to construct a shadow mask 
as 
                    𝑆𝐷
(𝑡)
(𝑖, 𝑗) = {
   1, 𝑖𝑓𝐺
(𝑡)
(𝑖, 𝑗) ≤  𝜀𝐷 
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒       
                 (4.9) 
where 𝜀𝐷 is a pre-specified positive constant.  
With this simple method for the construction of the shadow mask 𝑆𝐷
(𝑡)
, the object 
pixels having low gradient values will be mistakenly included in  𝑆𝐷
(𝑡)
 as shadow pixels, 
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and therefore, would be missed in the subsequent object mask 𝑂𝐷
(𝑡)
. However, this is 
acceptable considering that such object pixels are probably included in one or both of 
the other object masks, 𝑂𝐺
(𝑡)
 and  𝑂𝐶
(𝑡)
.  
Remark: As discussed earlier, our objective in the construction of the shadow 
masks is to capture simultaneously in all of them as may shadow pixels as possible. The 
achievement of this goal can be facilitated by choosing the threshold parameters   0,    
and  D to have reasonably large values. However, a choice of large values for these 
parameters may lead to many of the object pixels to be mistakenly included in one or 
more of the shadow masks. This would be acceptable as long as the same object pixel is 
not included in the shadow masks SG, SC and SD simultaneously. Note that an object 
pixel being included in all the shadow masks would happen in the case when gray level 
and color composition of such a pixel are the same as that of the corresponding 
background pixel as well as this object pixel has a low gradient value. Our proposed 
technique is, therefore, based on the assumption that such situation would occur 
infrequently for most of the real images.  
4.2.4. Creation of the Final Object Mask 
As shown in Figure 4.2, the three object masks, OG, OC and OD are combined using 
a logical “OR” operation in order to obtain a single object mask OF. As stated earlier, 
our objective is not to miss out a shadow pixel from any of the three shadow masks, so 
that none of the object masks would have included in it a shadow pixel. Therefore, in 
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order to include in each of the shadow masks all the shadow pixels, we propose to use 
reasonably large values for the threshold parameters  𝜀0, 𝜀𝐶 and  𝜀𝐷. We now discuss 
the following two situations in which despite the choices of large values for 𝜀𝐶 and  𝜀𝐷, 
the shadow masks SC and SD may still miss some of the shadow pixels, and 
consequently, OC and OD will include these corresponding pixels: 
(1) In the construction of the shadow mask based on color, we have used the color 
invariance property, that is, the color composition of a pixel is not affected by the 
shadow. It means that the three components of the color are modulated by a same 
positive constant. However, in some cast shadow areas, such as in penumbra 
regions, the three color components of a pixel are modulated differently because of 
different light sources forming the projection of the object. A choice of a small 
value for 𝜀𝐶  may be sufficient to detect most of the umbra pixels, whereas a 
relatively large value of 𝜀𝐶 may not be adequate to detect some of the penumbra 
pixels. Such pixels may, therefore, be detected as object pixels and excluded from 
SC, and consequently, get included in the subsequent object mask OC. Figure 4.3 
depicts an example of such a situation. Figure 4.3(a) is the foreground mask of a 
frame in which there are shadows marked as “Left”, “Middle” and “Right”, 
resulting from the projections of the object from three different light sources. The 
left shadow is primarily formed by the dominant light source, whereas the middle 
and right shadows are formed by the other two. The left shadow can be considered 
as the one formed under normal illumination condition consisting of an interior 
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umbra region and the boundary penumbra region. On the other hand, the other two 
shadows are formed, respectively, from the two distant light source situated on the 
left of the object and their pixel values are affected from the illumination of all three 
light sources. The R, G and B components of a pixel in these shadows are 
modulated differently. Thus, such a pixel does not satisfy the color invariance 
property. As a result, these two shadows are overwhelmingly of the penumbra type. 
Figure 4.3(b) is the corresponding object mask resulting from the use of the method 
of forming shadow mask described in Section 4.2.2. It is seen that the interior pixels 
in the left shadow (umbra region) are almost completely removed, whereas a large 
number of the pixels in the penumbra regions of all the shadows are still remaining 
in the object mask. These pixels could be removed if the value of the threshold 
parameter 𝜀𝑐 is further increased, but this would be done at the expense of losing a 
very large number of the object pixels from the object mask. 
 
Figure 4.3 (a) Foreground mask of a frame of a video sequence. (b) Object mask resulting from the 
method described in Section 4.2.2. 
(2) The shadow mask SD has been constructed using the pixel gradients. The 
construction of this mask is based on the assumption that the variations in gray 
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levels of the object pixels are larger than that of the shadow pixels. However, in 
reality, some of the shadow pixels, especially the edge pixels, having relatively 
large gradients, would be regarded as object pixels and consequently excluded from 
the shadow mask SD, included in the subsequent object mask OD. Figure 4.4 
illustrates an example of such a situation. Figure 4.4(a) is an original gray level 
frame of a sequence and Figure 4.4(b) is the corresponding foreground mask; 
Figure 4.4(c) shows the object mask resulting from the use of the method of 
forming a shadow mask described in Section 4.2.3. It is seen that the most shadow 
pixels have been successfully removed, but there are some shadow pixels with the 
structure of continuous or discontinuous thin lines still remaining in the object mask. 
A comparison of Figure 4.4(c) with Figure 4.4(a) shows that these line pixels 
correspond to the edges within the shadowed background or the boundary edges, 
where gradient values of the pixels are usually quite large. 
 
Figure 4.4 (a) Original frame. (b) Corresponding foreground mask. (c) Object mask resulting from the 
method described in Section 4.2.3.       
It is clear that in above two cases, OC and OD would be affected in the sense that 
they will also have some shadow pixels considered as object pixels. Therefore, a direct 
“OR” operation on the pixels of OG, OC and OD would result in a final object mask OF 
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including these shadow pixels. As discussed above, the shadow pixels appearing in OC 
and OD have a structure of thin lines or isolated clusters of some small numbers of 
pixels. We, therefore, propose to make use of the morphological opening operation [61] 
in order to remove these artifacts from OF. To apply the morphological opening 
operation, the merging operation given in Figure 4.2 is modified as shown in Figure 4.5. 
Since OC and OD could be affected by the inclusion of the two types of shadow pixels, 
these two masks are first combined into a single object mask OCD using a logical “OR” 
operation and then subjected to a morphological opening operation with a pre-specified 
coefficient to generate a subsequent object mask OCDM. This mask is finally combined 
with OG using a logical “OR” operation to obtain the final object mask OF. 
 
Figure 4.5 Modified scheme of the proposed method. 
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4.3.  Performance Evaluation 
The proposed method is applied to remove shadow in a number of video 
sequences to assess its performance and the results are compared with those obtained 
by applying the methods in [39] and [41]. Figure 6 illustrates the results of applying the 
proposed method and those given in [39] and [41] on a video sequence from PETS data 
sets [62]. The video contains 2370 frames.  
Figure 4.6(a) and (b) show original frames 147 and 291 of this sequence and the 
corresponding foreground masks. Figures 4.6(c), (d) and (e) are the corresponding 
object masks resulting from the methods of [39] and [41] and that using the proposed 
method, respectively. It is clear from Figure 4.6(e), that the method of [39] misses many 
of the object pixels that have gray levels similar to that of the background. Similarly, as 
seen from Figure 4.6(d), a number of object pixels are missed due to their color or 
texture being similar to the corresponding background pixels. A comparison of Figures 
4.6(c), (d) and (e) shows that, the proposed method is the best among all the three 
methods considered in capturing object pixels and in removing the shadow ones. The 
reason for this better performance of the proposed method could be attributed to the fact 
that it uses three different features in parallel. Therefore, the object pixels missed by 
one of the features may be recovered by one or both of the other two features. 
Figure 4.7 illustrates the results of applying the proposed method and those given 




Figure 4.6 (a) Original 147th and 291st frames of a video sequence from the PETS data sets.           
(b) Foreground masks generated using GMM. (c) Object masks results obtained by applying 
method [39]. (d) Object masks obtained by applying method [41]. (e) Object masks obtained 
by applying the proposed method.    
Figure 4.7(a) shows the originals of frames 300 and 41, respectively, of the two 
video sequences. Figure 4.7(b) shows the corresponding foreground masks, and 
Figures 4.7(c), (d) and (e) are the corresponding object masks resulting from the 
methods of [39] and [41] and that using the proposed one. It can be clearly seen that, 




Figure 4.7 (a) Original 300th and 41st frames from sequences Intelligentroom and Hall_Monitor 
respectively. (b) Foreground masks using GMM. (c) Object masks obtained by applying 
method [39]. (d) Object masks obtained by applying method [41]. (e) Object masks obtained 
by applying the proposed method. 
In order to provide a quantitative performance evaluation of the proposed and the 
other two methods considered in this chapter, we use the false alarm rate (FAR) and 
tracker detection rate (TRDR) [57] defined below as performance measures. 
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         𝐹𝐴𝑅 = 
𝐹𝑃
𝑇𝑃+𝐹𝑃
                    (4.10) 
       𝑇𝑅𝐷𝑅 = 
𝑇𝑃
𝑇𝑃+𝐹𝑁
                    (4.11) 
where TP is true positive, FP is false positive, and FN is false negative. Table 4.1 gives 
these quantitative results of the three methods on the video sequence frames chosen 
earlier for the illustration of visual performance. From the table, the proposed method 
applied in frame 291 has a slightly higher FAR than those in [39] and [41], since there 
are some shadow pixels being detected as object ones mistakenly, as shown in the right 
image of Figure 4.6(e). However, for the frame 291, the proposed method has the 
highest TRDR value among the three methods, which means it accurately detects the 
most object pixels among the three methods. For frame 147, the proposed method gives 
best performance among the three methods, which means it accurately detect most 
object pixels and has a smallest ratio of misclassifying the shadow pixels as object ones.  
Table 4.1 Results of performance evaluation  
 147th frame 291st frame 
FAR  TRDR FAR  TRDR  
Method [39] 0.289 0.385 0.169 0.625 
Method [41] 0.388 0.719 0.137 0.769 
Proposed Method 0.196 0.868 0.217 0.876 
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4.4.  Summary 
In this chapter, a method for cast shadow removal using the features pixel gray 
levels, color and gradients has been developed. The objects and shadows of a video 
sequence frame are first examined from the standpoint of the three features, and then a 
new method employing three features in parallel for removing the cast shadow has been 
proposed. The challenges arising from the formation of the cast shadows from multiple 
illumination sources or from the similarity of texture features between the object and 
shadow pixels have been discussed and a scheme to overcome these challenges has also 
been proposed. Subjective and objective results of applying the proposed method to 
video sequences are given and compared with those of two recently reported methods. 
These results have demonstrated the effectiveness and superiority of the proposed 





Chapter 5  
Conclusion 
5.1.  Concluding Remarks 
Segmentation of moving objects is an essential step in many vision-based 
applications. Presence of motions and cast shadows in video sequences makes the task 
of segmentation a difficult problem. The existing segmentation techniques do not 
perform well in the presence of a rapidly changing background or require a priori 
knowledge of the object’s shape and size and a manual selection of training samples to 
be used by a classifier. This research has been concerned with the development of 
cost-effective techniques for segmentation of foreground and removal of cast shadows 
from video sequences with a dynamic background.  
In the first part of the thesis, the problem of segmenting a moving foreground from 
video sequences with a dynamic background has been investigated by treating it as that 
of classifying the foreground and background pixels of a frame. For the purpose of this 
classification, a novel feature image has been constructed and used in the framework of 
a support vector machine. The feature image has been constructed by combining the 
individual features representing the gray levels, hue and saturation levels of the pixels 
with suitable weights. An attribute of the feature image leading to the computational 
simplicity of the proposed segmentation technique is in its ability to represent multiple 
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features of a pixel with a scalar value. Another distinguishing characteristic of the 
proposed method is that, unlike some other data classification based approaches for 
segmentation in which a priori knowledge of the object’s shape and size is required or a 
set of training samples needs to be manually selected, the training samples to be 
employed by the classifier are automatically selected in this method. The use of a 
scalar-valued feature image incorporating multiple features and the employment of 
automatically selected training samples in the framework of a support vector machine 
are shown provide a computationally simple yet accurate method for segmenting the 
foreground from video sequences with a dynamic background. 
Cast shadows are integral parts of moving objects, since pixels belonging to the 
two regions have identical motions. An algorithm designed for object segmentation 
very often results in segmenting the entire foreground. Therefore, in order to segment 
the foreground, the shadow pixels need to be removed from the foreground. Removal of 
shadow pixels becomes a difficult task in a situation in which a feature of these pixels is 
similar to that of the object pixels. In the second part of the thesis, a simple yet efficient 
method has been developed for removing the cast shadow from a foreground using 
multiple features. The proposed method is based on the premise that an object pixel is 
less likely to be similar to a shadow pixel simultaneously with respect to all the features 
used for classifying the two types of pixels. The proposed method does not have the 
complexity of a shadow removal technique based on using a vector-valued feature. 
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Object masks, each constructed based on an individual feature, are combined to obtain 
an accurate overall object mask.   
Extensive simulations have been carried by applying the proposed and other 
techniques of foreground segmentation and shadow removal to video sequences with a 
dynamic background. The results of the experiments have demonstrated the 
effectiveness of the proposed methods and their superiority to the existing techniques. 
5.2.  Scope for Future Work        
The research work undertaken in this thesis has been concerned with developing 
effective techniques for segmentation of foreground in video sequences with a dynamic 
background and removal of cast shadows of objects in the foreground. Even though the 
performance of techniques have been shown to be superior to that provided by some of 
the other techniques in the literature, the ideas and schemes proposed in this thesis can 
be further investigated from the point view of further increasing their segmentation 
accuracy and reducing the computational complexity. 
The data classification method introduced in this thesis for foreground 
segmentation has been applied to the segmented foreground obtained by using the 
GMM method. Any of the object pixels not detected by the GMM method would 
obviously be absent from the final foreground segmentation. A further study needs to 
be carried out to resolve this problem. 
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In the proposed method for segmenting background, a color frame with no moving 
objects in it is needed for its use as a universal reference frame for the construction of 
feature images corresponding to the hue and saturation level features of the pixels. A 
study could be carried out to obtain a reference color background image that is adaptive 
to the frame under consideration for the foreground segmentation. 
In the proposed method for foreground segmentation, the window size has been 
empirically fixed. A study could be undertaken to devise a technique to make the 
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