In this paper, we investigate the downlink (DL) and uplink (UL) precoder design for a multi-user multiple-input multiple-output (MU-MIMO) network consisting of a full-duplex (FD) base station (BS) and multiple users operating in the half-duplex mode. Our goal is to find the precoders that maximize the overall energy efficiency (EE). However, the design problem is intractable to solve due to the fractional optimization formulation. Besides, the self and co-channel interferences also aggravate the design difficulty. To solve the problem, we first apply the UL-DL duality to have the reformulated UL and dual-UL precoder optimization problems. Applying the Dinkelbach's algorithm, we show that both the UL and dual-UL-precoders can be derived with the proposed iterative water-filling (IWF) algorithm. Finally, the DL precoders are obtained by exploiting the duality property again. Note that the proposed precoders are of closed-form expressions. Simulation results justify the superiority of the proposed scheme over the existing design.
I. INTRODUCTION
In the last decade, the multiple-input multiple-output (MIMO) technology has been considered a key cure to improve the spectral efficiency (SE) in wireless communications. With the channel state information, the transmitter and receiver can be jointly designed to improve the endto-end performance, which is also referred to as transceiver design [1] . MIMO transceiver design has been widely considered in communication systems such as [1] - [4] , [6] . Note that most of them are designed for the half-duplex (HD) protocol, where simultaneous transmit and receive is not allowed for a communication node. Recently, combining MIMO with fullduplex (FD) transmission has gained much attention since it is capable of further boosting the overall SE [7] - [12] . As compared to HD, FD potentially doubles SE but introduces the self-interference (SI) that may affect the system performance adversely.
The associate editor coordinating the review of this manuscript and approving it for publication was Keping Wang . Though several SI cancellation/mitigation techniques [13] and [14] have been developed, the residual SI (RSI) unavoidably remains in practical implementations [7] , [8] . Note that RSI can be still much stronger than the channel noise [9] , which means the further processing of RSI is necessary. The precoding technique has been widely considered to deal with the RSI problem, and various precoder designs have been developed in the literature [5] , [9] - [12] , [15] . Among them, the energy efficiency (EE) [16] - [20] is an effective benchmark when both SE and the power consumption need to be jointly optimized. Instead of maximizing SE directly, the EE design aims at the maximization of SE per joule. In [17] , the scheduling and power allocation that maximize EE were studied. The work in [18] considered amplify-andforward MIMO relay systems and investigated the EE-based source/relay precoder optimization. The EE design also has been applied to multi-user (MU) communications [11] , [19] , [20] . In [20] , the downlink (DL) precoder was devised for MU multiple-input single-output channels. The joint uplink (UL) and DL precoder design with both the SE and EE criteria in FD MU-MIMO systems was first studied in [11] .
Note that an FD base station (BS) exhibits the RSI problem with the UL signals. In addition, the DL users can be interfered by the UL users, which is known as the co-channel interference (CCI). Both features make the joint UL and DL precoder difficult to solve. To find the tractable solutions, the work in [11] ignores the CCI and resorts to an lower bound of the objective function in the optimization. Although simple, such simplification may yield the performance loss. We aim at fulling with this gap in this paper.
Consider an MU-MIMO system with an FD BS at which the dirty paper coding (DPC) and minimum mean-squared error (MMSE) successive-interference cancellation (SIC) decoding are adopted for the DL and UL signals, respectively. The users and BS are assumed capable of the precoding technique. Our goal is to jointly optimize the UL and DL precoders with the EE criterion; that is, the total sum rate per consumed energy unit is maximized under the restricted transmit power constraints. Unfortunately, the inclusion of CCI brings new design challenges such that the conventional diagonalization technique [24] becomes not applicable for conducting the optimization. Besides, the coupling effect between the UL and DL precoders, and the fractional form of the objective function also aggravate the design difficulty. Hence, we need a novel approach to facilitate the design. Our idea is that we first apply the DL-UL duality to have a joint UL and dual-UL precoder design problem. Further applying the Dinkelbach's algorithm [21] , we show that both the UL and dual-UL precoders can be alternatingly solved with the proposed iterative water-filling (IWF) algorithm. Finally, the DL precoders are obtained by using the duality property again. It is worth noting that our proposed precoders are of closed-form solution in each iteration, and hence the computational complexity can be low. For more clarity, the following summarizes the contributions of this paper. 1) We propose a novel design for the UL and DL precoders where CCI resulted from the UL users are practically considered. 2) We propose the use of the Dinkelbach's algorithm to deal with the intractable fractional programming with coupled constraints. 3) We adopt the UL-DL duality so that the diagonalization technique becomes applicable for deriving the closedform solutions. The remainder of this paper is organized as follows. Section II describes the system models and problem formulation. Sections III details the proposed DL and UL precoder design. Section IV reports simulation results, and Section V draws conclusions.
Notations: A T and A H denote the transpose and conjugate transpose of matrix A, respectively. |A| refers to the determinant of matrix A. A 0 indicates matrix A is a positive semidefinite matrix. x + = max(0, x). The notation x ∼ CN (m, C) indicates that x is a complex circularly-symmetric Gaussian distributed vector with the mean vector m and the covariance matrix C. {A i } represents a set of A i , for all i's. 
II. SYSTEM MODELS AND PROBLEM FORMULATION
Consider an MU-MIMO system, as described in Fig. 1 . The FD BS is adopted, where M antennas are used to transmit the DL signals to K D users while another M antennas are used to receive the UL signals from K U users. Assume that the ith DL user and jth UL users are equipped with N D i and N U j antennas respectively. At BS, the MMSE-SIC detection is exploited to recover the UL signals, and DPC is adopted to enhance the DL transmission quality [33] , [34] . Obviously, such system exhibits CCI and RSI affecting the system performance significantly [8] , [26] - [29] . To mitigate the performance loss, the precoding is further considered for all the users and BS.
A. ACHIEVABLE RATES Let x U j ∈ C N U j ×1 and x D i ∈ C M ×1 denote the UL precoded signal of user j and the DL precoded signal of user i, respectively. Then, the received signal at BS can be expressed as
where H U j ∈ C M ×N U j is the UL channel matrix associated with user j, G D ∈ C M ×M is the RSI channel, and n U ∈ C M ×1 ∼ CN (0, I M ) denotes the Gaussian channel noise. As for DL, the signal received by the ith user, denoted by y D i , can be expressed as
where
the jth UL user to the ith DL user, and n D i ∈ C N D i ×1 ∼ CN (0, I N D i ). Note that x D in (2) is the precoded signal that implicitly includes the precoding matrix. Assume perfect channel state information (CSI) is globally known at all communication nodes. With MMSE-SIC, the UL data of each user can be detected sequentially. Without loss of generality, assume that the UL users are detected in the forward order, i.e., from user 1 to user K U . Then, the achievable rate of the UL user j is given by [22] R U j = ln
are the transmit covariance matrices corresponding to the lth UL and jth DL users, respectively. Considering DPC for the DL signals, we assume that x D k is encoded in the reverse order, i.e., from user K D to user 1. With the scheme, the signals from user 1 to user k-1 have no influence on the kth user. Similar to (3), the achievable rate of the DL user k can be expressed as [22] 
is referred to as CCI.
B. POWER CONSUMPTION
The power consumption of a transceiver mainly comes from the circuit power and the transmit power. Let P dyn D denote the dynamic circuit power consumption corresponding to the power radiation of all circuit blocks. Also let P sta D denote the static circuit power. From [30] , the total power consumption at BS for DL can be of the following linear model
Tr Q D i is the transmit power, η ∈ [0, 1] is the power amplifier (PA) efficiency, and P cir [30] . Similarly, the total power consumption at the jth UL user can be expressed as
where p t x U j = Tr{Q U j } is the transmit power, and p cir U j = N U j p dyn U j + p sta U j is the circuit power consumption.
C. PROBLEM FORMULATION
Since UL and DL share the same frequency band, the overall EE of the considered system can be
where the unit of J E is nats/J and P cir sum = P cir D + K U j=1 p cir U j denotes the total circuit power consumption. The joint design of the UL and DL precoders with the EE criterion can be commenced by maximizing J E with respect to Q D i and Q U j provided that the transmit power constraints are satisfied. Specifically, we solve max
where P U j is the power budget for the jth UL user, and P D denotes the maximum transmit power at BS. Observe from (7) and (8a) that the objective function is of a fractional form where the numerator involves RSI and CCI in the UL and DL sum rates, respectively. Note that the DL covariance matrices in Q D i are mutually coupled through the constraint (8c). Hence, the optimization problem (8) is non-convex and difficult to solve. Applying the Dinkelbach's algorithm [21] , we propose a novel design to overcome the difficulty in the below.
III. PROPOSED DL AND UL PRECODER DESIGN
The Dinkelbach's algorithm is known as a sequential optimization process to facilitate the fractional programming. The optimum solution can be found accordingly when the objective function is of a concave-convex form [21] . After applying the Dinkelbach's algorithm, the solution to (8) is still difficult to derive due to the coupling constraint (8c). This motivates we to further adopt the UL-DL duality, transforming the original objective function to the UL and dual-UL sum rates. In this way, the closed-form solutions associated with the UL and dual-UL precoders can be derived by the IWF algorithm. Finally, the DL precoders can be obtained by applying the duality again to the dual-UL precoders.
To do so, we first introduce a whitening process for the ith DL user such thatȳ
wheren D i ∼ CN 0, I N D i andH D i represents the equivalent channel matrix after whitening expressed as
represent the dual UL signal with respect to DL user i. By using the DL-UL duality [23] , the relation between Q DU j and Q D j can be expressed as
The dual UL received signal associated with (9) is written as [23] 
where n DU ∼ CN (0, I M ) is the AWGN noise. With (12), the sum rate of the dual-UL can be computed as
where Q DU i denotes the transmit covariance matrix of dual UL user i.
Considering (13) in (8), we reformulate the objective function as
The optimization problem is then rewritten as max
Tr Q (n)
Now we apply the Dinkelbach's algorithm to find the solution of (15) . The first step is to merge the denominator and the numerator in (14) into a new objective function by introducing a non-negative parameter λ. Specifically, for a given λ, we consider the following reformulated problem:
Once {Q U j } and {Q DU i } are solved, the next step is to update λ and resolve (16) . The proposed scheme is based on an iterative fashion. Let F(λ (n) ) and λ (n) denote the values of the objective function and λ at the nth iteration, respectively. The algorithm terminates when F(λ (n) ) is less than a specific value. The procedure is summarized in Table 1 . It is noteworthy that {Q U j } and {Q DU i } so far still remain unsolved. In fact, the problem (16) is not convex in {Q U j } and {Q DU i }, which means their solutions are not easy to obtain. We propose using an alternating optimization (AO) approach to conduct the design. 
and {Q U k } K U k=1,k =j have been given. It has been shown that Q U j can be optimized by using IWF [31] . Let Q (n)
a (n)
and b (n)
Then, Q (n) U j can be obtained by solving the following subproblem max Q (n) U j
in (17) is computed from Q (n−1)
DU i with the UL-DL duality of (11) . To find the optimum solution, we need the following proposition.
Proposition 1: Consider the eigenvalue decomposition (EVD) ofH
on its rth diagonal entry. The optimum solution to (21) is then given by
where µ * > 0 and λ (n) η −1 + µ * −1 represents the waterlevel such that (21c) is satisfied; otherwise, µ * = 0 and s (n) U j ,r reduces to s (n)
as constant, we can utilize IWF to derive the dual UL covariance matrices {Q DU i } K D i=1 . Similar to (21), the following subproblem is considered to optimize {Q DU i } in the nth iteration:
Due to the coupling between P (n) DU i 's, the proposed method in the previous subsection cannot be directly applied to solve (25) . One possible approach is to exploit the dual decomposition such that the coupling effect can be removed [25] . To do so, we define the partial Lagrangian regarding the subproblem (25) in the nth iteration as
where v (n) is a multiplier. For a fixed v (n) , the subproblem now becomes
With (27a), the optimization of Q 
By using (26)- (28) , the subproblem associated with DL user i to be solved in the nth iteration becomes
where a (n) (30) and (31), respectively, as shown at the bottom of the next page.
Different from (21) , the objective function in (29a) involves an additional variable v (n) P (n) (32) and P (n) 
Let g(v) denote the dual function with respect to (27a). The rest task is to solve the following dual-problem
By using the subgradient method, the dual variable can be updated as
where α is the step size [25] . We summarize the overall procedure of the proposed algorithm in Table 2 . Note that (11) , and the optimum {Q U j } and {Q DU i } can be obtained when λ (n+1) converges.
C. COMPUTATIONAL COMPLEXITY
The computational overhead of the proposed design mainly comes from the matrix decompositions of (22), (32), the whitening process in (10), (28) , the computation of IWF for each user (23), (24) , (34) , and the dual transformation of Q DU i and Q D i . The result is shown in Table 3 , where we let N D i = N U j = N for simplicity.
IV. NUMERICAL RESULTS
In this section, we report performance comparisons for the proposed EE design and existing scheme [11] . Unless otherwise stated, each element of uplink channel H U j and H D i is assumed to be independent and identically distributed (i.i.d.) circularly complex Gaussian random variable with zero mean and unit variance. Also, let the elements of G D and G D i U j follow the distributions CN 0, σ 2 RSI and CN 0, σ 2 CCI , respectively. Let K D = K U = 2, M = 8, and
U j } are chosen as identity matrices. The power of channel noise is set to be unity. For convenience, we let P U j = 0.7P D , for all j's. The dynamic circuit power and static power are set to P dyn D = 38 dBm and P sta D = 27 dBm. The error tolerance of the iteration process is set as 10 −6 . It is noteworthy that there a (n) are two different approaches in [11] , namely, the joint design and the AO approach. Only the joint design is included in the comparison due to its better performance. First, we compare the EE performance of the proposed design and the method in [11] . Fig. 2 shows the result with P tx D = 33 dBm. For fair comparison, we let G D i U j = 0 since [11] takes only the CCI-free scenario into account. As seen from the figure, the proposed method outperforms the existing one in various RSI power levels. This can be attributed to the fact that [11] essentially adopts a lower bound of EE in the design, which may degrade the performance significantly.
Next, we study the power utilization in our EE design. The result is shown in Fig. 3 , where P D tx = 37 dBm and ρ is defined as the probability that the power budget is not fully utilized. Note that the EE design will be degenerated to the SE design [11] when the power budget is fully utilized. Observe from the figure that ρ will not be equal to one in the considered RSI power region, which justifies necessity of the EE design. Besides, it can be seen that ρ when σ 2 RSI becomes high. The reason follows that a higher RSI level yields a lower SINR. In such case, the UL users may exhibit only slight sumrate improvement, and therefore, tend to save power to have better EE performance.
In Fig. 4 , we compare the proposed design with the maximum SE/EE design in [11] . The simulations are conducted by letting P U j = 32 dBm, σ 2 CCI = 0, σ 2 RSI = −20 dB, and varying P tx D . As shown in this figure, the performance of the SE design is close to that of the proposed EE design, while the gap becomes more obvious as P D increases. This is because the numerator of (7) is an SE metric that logarithmically grows as the transmit power increases. On the other hand, the denominator of (7) is a linear function of the transmit power. Consequently, the performance of the SE design will become poor on high P D region due to the full power utilization. In Fig. 5 , we study the convergence behavior of the proposed design. Let P tx D , σ 2 CCI = −10 dB and σ 2 RSI = −20 dB. As seen, the proposed design is indeed converged to a local optimum after few iterations (say 3 iterations).
In Fig. 6 , we consider the influence of CCI in the EE design. Let P D tx = 33 dBm, σ 2 RSI = −20 dB, and vary σ 2 CCI in the simulations. As seen in Fig. 6 , our design indeed outperforms [11] in all the considered CCI region. This justifies the inclusion of CCI in the optimization for better performance.
Finally, we investigate the EE performance by considering different numbers of BS antennas. In this simulation, we let σ 2 RSI = σ 2 CCI = −20 dB. Other parameters are the same as those in Fig. 6 . As shown in Fig. 7 , the proposed design still outperforms [11] for the considered values of M . An interesting observation from the figure is that the EE performance is not necessarily proportional to M . That is, the achievable rate grows approximately linearly to the low range of M , but EE and M are inverse proportion when M is large. This is because the increment of the power consumption, linearly proportional to M , will be larger than that of the achievable rate as M grows.
V. CONCLUSION
In this paper, we have studied the UL and DL precoder design with the EE criterion for MU-MIMO systems. Unlike HD transmission environments, the design problem for the considered system is more challengeable due to RSI, CCI, and the fractional optimization. We proposed using the UL-DL duality to have an equivalent optimization problem where the UL and dual-UL precoders need to be designed. Applying the Dinkelbach's algorithm, we showed that IWF can be exploited to derive the UL and dual-UL precoders in closedforms. By using the UL-DL duality again, the DL precoders can be finally obtained. Simulation results show that the proposed design outperforms the exiting methods.
It is noteworthy that our design is theoretically applicable in massive MIMO systems [35] - [40] . However, the computational complexity may become a concern. As described in Section III, the proposed design involves several matrix decompositions and inversion operations that suffer from prohibitively high complexity. Therefore, the low-complexity design is necessary for massive MIMO and needs further investigation.
APPENDIX PROOF OF PROPOSITION 1
Let us begin with the following EVD
where U (n) 
Then, (21) can be recast by the following optimization problem max S (n) U j log I N U j + S (n)
Tr(S (n)
U j is defined in (22) and Tr(S (n) U j ) = Tr(Q (n) U j ). As S (n) U j is positive semidefinite, its EVD can be expressed as S (n)
Next, we need the following lemma. 
where M (i, i) denotes the ith diagonal entry of M. The equality holds when M is diagonal. The proof can be found in [32] . Using Lemma 1 and the fact that Tr(S (n) U j ) = Tr( (n) S j ), we have the following inequality:
where the upper bound is achieved when S 
Using the Karush-Kuhn-Tucker (KKT) conditions, we have s (n)
is the water-level and µ ≥ 0 represents the Lagrangian multiplier. Note that ηλ −1 ≥ w ≥ 0 when N U j i=1 s (n) U j ,i = P U j , which implies the power constraint is satisfied. Otherwise, w = ηλ −1 and
