We prove the density of smooth functions in the modular topology in the Musielak-Orlicz-Sobolev spaces essentially extending the results of Gossez [16] obtained in the Orlicz-Sobolev setting. We impose new systematic regularity assumption on M which allows to study the problem of density unifying and improving the known results in the Orlicz-Sobolev spaces, as well as the variable exponent Sobolev spaces.
Introduction and statement of the results
The highly challenging and important part of the analysis in the general Musielak-Orlicz spaces is giving a relevant structural condition implying approximation properties of the space. In general, smooth functions are not dense in norm in this type of spaces. In the seminal paper [16] Gossez proves that weak derivatives in the Orlicz-Sobolev spaces are strong derivatives with respect to the modular topology. We extend the idea to the Musielak-Orlicz-Sobolev setting, where the modular function depends also on the spacial variable, i.e. M = M (x, s).
It is known that approximating properties of the Musielak-Orlicz-Sobolev spaces depends on the regularity of M (see below information on the Lavrentiev phenomenon). Our goal is to find optimal assumptions on interplay between types of regularity with respect to each of the variables that ensures the density of smooth functions. We relax the condition typical in the context of density in the variable exponent spaces, namely the log-Hölder continuity of the exponent. Moreover, we exclude the Lavrentiev gap in the double phase spaces within the sharp range of parameters.
We give density results provided that M (x, s) is convex in s and ϕ-regular (i.e. M (x, s) ≤ ϕ(|x − y|, s)M (y, s) under certain type of regularity condition on ϕ). See conditions ((M1) and (M2)) or ((3), (M1), and (M2p)) for details. Obviously, ϕ-regularity is skipped in the Orlicz setting (when M = M (s)).
The Musielak-Orlicz spaces
In the monograph of Musielak [31] , the series of papers written by Hudzik [23, 24, 25, 26] , and the papers by Skaff [36, 37] basic background of the Musielak-Orlicz spaces L M and the Musielak-Orlicz-Sobolev spaces W m L M built upon a Φ-function M (x, s) (Definition 1) was developed. This functional framework has received significant attention for the last two decades both -from the theoretical and from the applied point of view. In particular, deep study of the variable exponent Lebesgue and the Sobolev spaces (i.e. when M (x, s) = s p(x) ) was conducted, see [12, 28] and the references therein. When M (x, s) is independent of the first argument, we are led to the classical framework of the Orlicz and the Orlicz-Sobolev spaces exposed in [2, 16, 29, 33] . More and more attention is paid to investigation on the double-phase space, e.g. [10, 11] .
The typical applications of the spaces include models of electrorheological fluids [1, 32, 34] , image restoration processing [7] , non-Newtonian fluid dynamics [19] , Poisson equation [12] , elasticity equations [27, 17, 41] , and thermistor model [42] . Problems in various types of the Musielak-Orlicz spaces are widely considered from analytical point as well, inter alia the highly modern calculus of variations deals with minimization of the variational integrals [4, 10, 11, 40] See also how the problem of minimisation is examined in the Musielak-Orlicz setting under ∆ 2 /∇ 2 -conditions [22] .
The Lavrentiev phenomenon
The Musielak-Orlicz spaces do not inherit all the good properties of the classical Sobolev spaces. Besides reflexivity and separability, which are not -in general -the properties we deal with, the problems with density can also appear and is related to the so-called Lavrentiev phenomenon. We meet it when the infimum of the variational problem over the smooth functions is strictly greater than infimum taken over the set of all functions satisfying the same boundary conditions, cf. [30, 40] . The notion of the Lavrentiev phenomenon became naturally generalised to describe the situation, where functions from certain spaces cannot be approximated by regular ones (e.g. smooth).
It is known that in the case of the variable exponent spaces, the Lagrangian M (x, s) = |s| p(x) can exhibit the Lavrentiev phenomenon if p(·) is not regular enough (see e.g. [40, Example 3.2] ). The canonical, but not optimal, assumption ensuring density of smooth function in norm topology in the variable exponent spaces is the log-Hölder continuity of the exponent p(·). The double-phase spaces (with M (x, s) = |s| p + a(x)|s| q ) can also support the Lavrentiev phenomenon [9, 10, 14] , where the authors provide sharp result.
The mentioned results show that the strong closure of the smooth functions can be not relevant type of useful approximation in the spaces with a not sufficiently regular modular function. We provide here sufficient conditions to avoid the Lavrentiev phenomenon. Let us point out that this type of result can be used in order to get e.g. regularity of minimisers cf. [10] .
Approximation results in the Musielak-Orlicz spaces
An earlier density result of smooth functions in the Musielak-Orlicz-Sobolev spaces W m L M (R N ) with respect to the strong (norm) topology was proved first by Hudzik [26, Theorem 1] assuming the ∆ 2 -condition (Definition 4) on the Φ-function M and the extra hypothesis
where u ε is the mollification defined in Section 2. Recently in a bounded domain Ω, the same result (without the extra hypothesis) was proved in [21, Theorem 6.5] using the boundedness of the maximal operator.
Density of smooth functions in the Musielak-Orlicz-Sobolev spaces with respect to the modular topology (under the log-Hölder-continuity-type restriction on the modular function) was claimed for the first time in [5] in Ω = R N and then for a bounded star-shape Lipschitz domain Ω in [6] . Nonetheless, the proof involved an essential gap. The Jensen inequality was used for the infimum of convex functions, which obviously is not necessarily convex. The proof was fixed, under slightly changed assumptions, in the elliptic case in [18 In [5, 6] function M is assumed to satisfy the log-Hölder continuity condition, i.e. that there exists a constant A > 0 such that for all s ≥ 1,
Note that imposing this assumption makes sense only for big values of s, since due to x/y symmetry forces the fraction on the left-hand side above has to be estimated from above by the quantity bigger or equal to 1. In the isotropic case (when M = M (x, |ξ|)) in [18] , for smooth approximation in
it suffices to impose on an N -function M continuity condition of log-Hölder-type with respect to x, namely for each s ≥ 0 and x, y such that |x − y| < 1/2 we have
In the variable exponent case the above condition relates to standard log-Hölder continuity of the exponent. Note that the results in [5, 6, 38] do not cover the functions e sp(x) −1 and t p(x) /p(x) and the two phase function s p +a(x)s q unless p and a are constant functions, which are not excluded in our setting.
The framework Our aim in this paper is to provide new systematic conditions that guarantee the density of smooth functions in Musielak-Orlicz-Sobolev spaces W m L M (Ω) upon a wide class of N -functions M (x, s).
A Φ-function is called an N -function, if it is strictly increasing with respect to the second variable.
There are examples of Φ-functions listed below
Particular attention is paid to the space equipped with the modular function M 1 related to the variable exponent setting. The Φ-function M 2 arises in plasticity when p(·) is a constant function. Observe that M 4 ∈ ∆ 2 and if p + := ess sup x∈Ω p(x) < +∞, the Φ-functions M i , 1 ≤ i ≤ 3, satisfy the ∆ 2 -condition as well. It is no longer the case of M 5 and M 6 . The anisotropic and quickly-growing Φ-functions M which does not support reflexive spaces find an application in thermo-visco-elasticity [27] .
For M ∈ φ, the Musielak-Orlicz space L M (Ω) (resp. E M (Ω)) is defined as the set of all measurable functions u :
Ω → R such that Ω M (x, |u(x)|/λ)dx < +∞ for some λ > 0 (resp. for all λ > 0). Equipped with the Luxemburg norm
Then L M (Ω) is a Banach space [31, Theorem 7.7] and E M (Ω) is its closed subset. Moreover, E M (Ω) coincides with the norm closure of the set of bounded functions in L M (Ω), provided that for any constant c > 0 we have
If the Φ-function M is independent of x then condition (7) is equivalent to the condition M (2u) ≤ kM (u) for all u ≥ 0 and k > 0 if |Ω| = ∞, and to M (2u) ≤ kM (u) for all u ≥ u 0 with some u 0 > 0, k > 0 if |Ω| < ∞ (see [39, Remark 1.6] ). Unlike the Orlicz framework, the equality
For a positive integer m, we define the Musielak-
are endowed with the Luxemburg norm
Due to [23] 
* satisfy the condition (M1). Then from [39, Theorem 1.4], the dual space of E M * is isomorphic to L M and the following weak- * topology σ(ΠL M , ΠE M * ) is well defined, thereby we define the space
If an N -function M and its conjugate M * satisfy both the ∆ 2 -condition and (M1), we have
in every of the mentioned topologies. However, lack of the growth control of the modular function can lead out of the class with smooth approximation. We provide the results with no growth conditions and further, to confirm precision of the method, having at least power-type growth.
Assumptions in the case without growth conditions
In the sequel, we consider the following fundamental assumptions.
(M1) The Φ-function M is locally integrable, that is for any constant number c > 0 and for any compact set K ⊂ Ω we have
(M2) There exists a function ϕ : 0, 1/2] × R + → R + such that ϕ(·, s) and ϕ(x, ·) are nondecreasing functions and for all x, y ∈ Ω with |x − y| ≤ 1 2 and for any constant c > 0
The condition (M1) ensures that the set of bounded functions compactly supported in Ω belong to E M (Ω) and so is the class of smooth functions compactly supported in Ω. In the framework of the Orlicz spaces (M1) is naturally verified, while for the variable Lebesgue spaces generated by the Φ-function s p(·) , it is satisfied provided that p + = ess sup x∈Ω p(x) < +∞. Incidentally, the functions essentially bounded do not belong to
is a continuous function on Ω, then so is the complementary Φ-function M * to M . Thus (M1) holds for M if and only if it holds for M * . The assumption (M2) that we introduce here is more general than (1). The said regularity is widely connected to the question of density of smooth functions in the Musielak-Sobolev spaces. Observe in particular that ϕ(τ, s) ≥ 1 for all (τ, s) ∈ [0, 1/2] × R + . In general the Φ-function M is not continuous with respect to its first argument. Actually, only if for all s ≥ 0 we have lim sup
We have the following examples of pairs M and ϕ satisfying both (M1) and (M2), and thus are admissible in our results on density of smooth functions. Computations are provided in Appendix.
is independent of x, then it satisfies obviously the (M2) condition by choosing ϕ(τ, s) = 1.
Suppose that
where σ : (0, 1/2] → R + with lim sup ε→0 σ(ε) = 0 is the modulus of continuity of p.
Such a choice implies [40, (2.5) ] and recovers the standard log-Hölder condition if we consider the particular case σ(τ ) = −c/log τ , with 0 < τ ≤ 1/2. Nonethess, we can choose various ϕs.
The assumption lim sup
Below we show how to extend the range.
whereas M 0 (x, s) satisfies (M2) with ϕ 0 . Then, we can take
The sharp result under a growth condition Although it is common to make a big effort to relax growth conditions as much as possible, our method turn out to lead to the sharp result when the modular function has at least power-type growth. Since the approximation follows from convolution arguments, we get better regularity in
In the fully general case we cannot improve (M2), because we know only L M ⊂ L 1 . Nonetheless, when the modular function has at least power-type growth, we relax (M2) and include whole the good double-phase range where the Lavrentiev phenomenon is absent (according to [14, Theorem 3] 
we obtain smooth approximation of u ∈ W m,p 0 for all x, y ∈ Ω with |x − y| ≤ 1 2 and for any constant c > 0
The celebrated case of the Musielak-Orlicz space, when the modular function has at least power-type growth is the double-phase space. Following e.g. [4, 9, 10 , 11], we shall consider
and a Carathéodory function F : Ω × R × R N → R such that for any x ∈ Ω, v ∈ R, and z ∈ R N it holds that
Let us denote the associated space
Then we have the following sharp result.
Remark 1.
Suppose Ω ⊂ R N has a segment property, N ≥ 1, p, q > 1, α ∈ (0, 1), and nonnegative a ∈ C 0,α (Ω), where
Then for any u ∈ W 1,p
It results from Corollary 2. Indeed, when we take into account the double phase modular function M (x, s) = H(x, s), then of course (3) 
The results
To formulate our density results precisely, we need to distinguish two types of topology. We say that
The notion of the modular convergence is specified in the following definition.
Definition 2 (Modular convergence).
We write
that is when
We give below the important observation, that norm convergence in E M result from the modular one in L M .
Lemma 1 (Theorem 5.5, [31] ). Let M be an Φ-function and
In the Orlicz spaces setting, the density of
was proved by Donaldson and Trudinger in [13, Theorem 2.1], while in the case of the variable exponent Sobolev spaces, the corresponding result was proved in [35, Theorem 3] for bounded exponent satisfying the log-Hölder condition. We provide the following result.
Theorem 1.
Assume that an N -function M satisfies (M1) and (M2) (resp. (3), (M1), and (M2p)). Then
, there exist λ > 0 and a sequence of functions
We give the density result on the sets satisfying the segment property. of Ω and a corresponding nonzero vectors z i ∈ R N such that (Ω ∩ θ i ) + tz i ⊂ Ω for all t ∈ (0, 1) and i = 1, . . . , k.
This condition holds, for example, if Ω is bounded Lipschitz (see [2] ). By convention we assume that the empty set satisfies the segment property.
Let C ∞ 0 (Ω) denote the set of the restriction to Ω of functions belonging to C ∞ 0 (R N ). We have the following theorem relating to [16, Theorem 3] .
Theorem 2. Assume that Ω satisfies the segment property and an N -function M satisfies (M1) and (M2) (resp. (3), (M1), and (M2p)). Then
In the Orlicz-Sobolev framework, the second result of Theorem 2 was proved by Gossez in [16] assuming that Ω satisfies additionally the cone property. Such a property in [16] guarantees that any element of W m L M (Ω) with compact support in Ω belongs to W m−1 E M (Ω). The embedding and approximate results obtained in [13] allowed Gossez to prove only the convergence of smooth functions with compact support only for |α| = m. Here, we extend the result to the more general setting of Musielak-Orlicz-Sobolev spaces and we enhance it by removing the cone property using [39, Lemma 4.1]. Our approach is based on the mean continuity of the translation operator on the set of bounded functions compactly supported in Ω.
We give below the extention of [16, Theorem 4] by Gossez. 
The Musielak-Orlicz spaces and PDEs It can be useful in analysis of PDEs (see e.g. [18, 20] ) to provide a modular density result not for
. Thus, we state below the conjecture. We solve the problem in Appendix for m = 1 only. 
Furthermore, in some applications if a construction of a function to approximate is known, another approach shall be more appropriate. In any reflexive space, e.g. whenever both M, M * ∈ ∆ 2 and satisfy (M1), Mazur's Lemma ensures the existence of a strongly converging finite affine combination of the weakly converging sequence. Then, if the function is defined as a limit of regular ones, instead of the results of this paper we shall rather approximate it according to Mazur's Lemma as e.g. in [8, 18] . Let us notice further that, as mentioned in the introductions of [8, 18] , the regularity condition (M) is necessary therein only in the approximation theorems. Whole the proof of existence and uniqueness therein work only under the restriction that M is an N -function. Thus, we can replace [18, 
(M)] with ((M1) and (M2)) or ((M1), (3) and (M2p)).
We give below the observation for the spaces equipped with the modular function with the growth at least of a power-type. Let us stress that it indicates how sharp the method is, see application in Remark 1. Organization of the paper The paper is organized as follows. Section 2 supplies preliminaries and necessary properties of the MusielakOrlicz-Sobolev spaces. In Section 3 we give several auxiliary lemmata. Section 4 is devoted to the proof of the main results. In the end we attach Appendix with proofs of examples, lemmata and corollaries.
Background
In this section we summarize notation, definitions and properties of the Musielak-Orlicz spaces. For more details we refer to the classical monograph by Musielak [31] .
Throughout this paper, we denote by Ω an open subset of R N , N ≥ 1. We denote by c a various positive constants independent of the variables. Denote
where |D| stands for the Lebesgue
The Φ-function M * is called the complementary function to M in the sense of Young, the conjugate function, or the Legendre transform. It can be checked that if M is an N -function, then M * is an N -function as well. Moreover, we have the Fenchel-Young inequality
For any function f : R → R the second conjugate function f * * (cf. (5)), is convex and f * * (x) ≤ f (x). In fact, f * * is a convex envelope of f , namely it is the biggest convex function smaller or equal to f .
Definition 4 (∆ 2 -condition).
We say that M satisfies the ∆ 2 -condition, written M ∈ ∆ 2 , if there is a constant
for all s ≥ 0 and almost every x ∈ Ω, where h is a nonnegative, integrable function in Ω.
Nonetheless, for M ∈ ∆ 2 , the weak and modular closures are equal.
Auxiliary results
We introduce approximate sequences u ε and u R . Let J stands for the Friedrichs mollifier kernel defined on R N by J(x) = ke
where k > 0 is such that
Define
and |α| ≤ m. Given a function u, we denote by u R the function
Lemma 4 (Lemma 4.1 [39] ). Let Ω be an open subset of R N and let M ∈ φ satisfy (M1). Then the set of bounded compactly supported functions in Ω is dense in 1. E M (Ω) with respect to the strong topology in L M (Ω); 2. L M (Ω) with respect to the modular topology in L M (Ω).
Lemma 5 (Lemma 3.1 [39] ). Let Ω be an open subset of R N and let M ∈ Φ satisfy (M1). Then, for every bounded function u with compact support in Ω and every η there exists h η > 0 such that for all h with |h| ≤ h η we have 
is given by (8) and (21) . Then there exists a constant c > 0 depending on
We give below an observation on the regularity of M , when we define
and recall that ( M x,ε ) * * stands for the second conjugate.
Lemma 8.
Let Ω be an open subset of R N and an N -function M satisfy (M2) (resp. (3) and (M2p)). Let ε ∈ 0, 1/2 be arbitrary. Then, for all x, y ∈ Ω such that y ∈ B(x, ε/2) we have
Lemma 9. Let Ω be an open subset of R N and an N -function M satisfy (M2) (resp. (3) and (M2p)). Let
. Moreover, the following inequality holds true
resp.
for some λ > 0. The constant c is the one that appears in Lemma 6.
Lemma 10.
Let Ω be an open subset of R N with the segment property and an N -function M satisfies (M2) (resp. (3) and (M2p)). Consider r i and ε i related to θ ′ i , satisfying (18) and (20), respectively. Assume further that
is given by (8) and (21) . Moreover, the following inequality holds true
for some λ > 0, where c is the constant from Lemma 7.
In the following lemma we prove the convergence of the mollification. Such result in the case of Orlicz spaces can be found in [2, Lemma 3.16] .
Lemma 12.
Assume that an N -function M satisfies (M1) and (M2) (resp. (3), (M1) and (M2p)). If u ∈ W m L M (Ω) has a compact support in Ω and u ε stands for the sequence defined in (8), then u ε
Proofs of main results

Proof of Theorem 1
According to Lemma 3, we can assume that u is compactly supported in R N . So that by Lemma 12, one can approximate u by a function v in C ∞ 0 (R N ) and this yields the result. If u belongs to W m E M (R N ), we prove the result following the similar way noting that λ > 0 can be chosen arbitrary.
Proof of Theorem 2
Let u ∈ W m L M (Ω) and fix arbitrary η ≥ 0. We shall find v ∈ C ∞ 0 (Ω) and λ > 0 such that
We will construct v using a finite sequence of functions
with some λ α i > 0. The sequence {v i } i is related to the covering we introduce below. Without loss of generality we can assume that supp u ⊂ K and K is compact (see Lemma 3). We will distinguish the two cases: either easy part K ⊂⊂ Ω or hard part K ∩ ∂Ω = ∅. Since there exist a finite open covering of Ω given by the segment property, and K ∩ ∂Ω is compact, there exists also a finite collection 
For a fixed i such that 1 ≤ i ≤ k, we extend u i to R N by zero outside θ ′ i . Let z i be a nonzero vector associated to θ i by the segment property and let r i ∈ (0, 1) be such that
Denote
We fix λ 0 , η 0 > 0, which due to Lemma 12 exist such that for all sufficiently small ε 0 > 0 we have
Now, according to the decomposition without loss of generality we can assume that u has its support in a compact set K ⊂ Ω with K ∩ ∂Ω = ∅. By the partition of unity, we arrive to the case K ⊂ θ i for some i. The construction of approximate sequence for a function whose support touches the boundary will be based on the idea of pushing support of u (restricted to a set of a smaller covering) a bit to outside of Ω to cover its uniform neighbourhood (but still remaining in a set from a bigger covering). Note that for this we exploit the fact that we can consider local systems of coordinates associated with the segment property. We would not be able to do our construction e.g. in the presence of external cusps. Afterwards we mollify and prove convergence.
Fix 1 ≤ i ≤ k and define
and extending u i to R N to be identically zero outside θ i , we define the sequence
see (8) . Our aim is now to estimate
Observe that supp v 
The Jensen inequality yields
We shall show that J i ≤ C α i η 0 for some constant C α i > 0 whenever ε i and r i are sufficently small. The case of I 1 is done by (22) . We deal with I 2 using Lemma 5, which ensures that there exist r α,η0 i,n > 0, such that for all r i < r α,η0 i,n we can estimate I 2 ≤ η 0 . In order to find a bound on I 3 we notice that the Jensen inequality and the Fubini theorem yield
where r i < r α,η0 i,n and its relation with z i is given by (18) . Using Lemma 5, for every |y| < 1 and η 0 > 0 there exists ε α,η0 i,n such that for ε i ≤ ε α,η0 i,n we get i,n , such that for all ε i < ε α,η0 i,n (and r i < r α,η0 i,n ) we have
To sum up, we get in (23) for ε i ≤ min{ε
i,n } and r i < r
for every α such that |α| ≤ m. Therefore, for an arbitraryη > 0 and sufficiently small εη i and rη i we have Lemma 11,  and the last inequality for every α such that |α| ≤ m we obtain
we get (17) and hence the second assertion is proven. Indeed, the method of construction gives us a unique v independent of α.
To get the first assertion, it suffices to note that if additionally to the above reasoning u belongs to W m E M (Ω), we obtain (17) with arbitrary λ > 0 (cf. Lemma 1).
Proof of Theorem 3
Let u ∈ W m 0 L M (Ω). Our goal is to find v ∈ C ∞ 0 (Ω) such that for some λ > 0 and all η ≥ 0 we get
The proof follows exactly the same lines as the one of the second claim of Theorem 2, except that we change r i by −r i in (21) 
Proof of Corollary 1
It is a direct consequence of Theorem 2, Theorem 3, and Lemma 2.
Proof of Lemma 2
There exists λ > 0 such that Ω M x, |u n (x) − u(x)| λ dx → 0 as n → ∞. Thus, M x, |u n − u| λ tends to 0 strongly in L 1 (Ω) and so for a subsequence, still indexed by n, u n → u a.e. in Ω. For an arbitrary v ∈ L M * (Ω), there exists λ v > 0 such that M * x, |v| λ v ∈ L 1 (Ω). Young's inequality allows us to write
Thus, applying Vitali's theorem we obtain Ω (u n − u)vdx → 0.
Proof of Lemma 3
For u ∈ W m L M (R N ), there exists λ > 0 such that 
So that by the Lebesgue Dominated Convergence Theorem, we obtain
Now, for t = β =0,β≤α α β and by using the Leibnitz formula for |α| ≤ m we get
By using (26) the first term in the right hand side of the last inequality tends to zero as R → ∞, while for the second term in the right-hand side we have Proof of Conjecture 1 in the case m = 1 Since supp u ⊂⊂ Ω, we can take ε small enough so that Ω ε := supp (J ε * u) ⊂⊂ Ω. We fix η and choose λ > 0 and ε η > 0, such that for every ε < ε η
