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Introduzione
La nozione di integrale stocastico fu introdotta per la prima volta da N. Wiener
nel 1923: si trattava dell’integrale stocastico di un processo “deterministico”, ossia
indipendente dalla variabile ω, rispetto al processo di Wiener (o moto browniano).
La teoria fu poi sviluppata da K. Itoˆ in una serie di articoli pubblicati tra il 1944
e il 1951 (si veda [26], [24], [25], [23]). Egli sviluppo` la teoria dell’integrazione sto-
castica rispetto ad un processo di Wiener e introdusse per la prima volta la nozione
di equazione differenziale stocastica, che puo` essere vista come una generalizzazione
della nozione di equazione differenziale ordinaria e ne eredita in modo naturale le
proprieta`. La prima estensione della teoria al di la` del caso “browniano” si trova nel
classico libro di J.L. Doob sui processi stocastici (si veda [17]): si tratta stavolta di
integrazione rispetto ad una martingala Y , per la quale si suppone l’esistenza d’una
funzione F crescente, tale che il processo (Y 2t − F (t)) sia ancora una martingala.
Nel 1962 P.-A. Meyer generalizzo`, dapprima solo nel caso discreto, la costruzione
di Doob, compiendo un passo decisivo per l’estensione della teoria dell’integrazione
stocastica rispetto a martingale di quadrato integrabile e martingale locali (comple-
tata poi da H. Kunita, S. Watanabe, P.-A. Meyer). Quest’estensione, come del resto
tutti gli ulteriori progressi di questa teoria, ha contribuito a sviluppare la “teoria
generale” dei processi stocastici, strumento di rara finezza ed eleganza, creato da
P.-A. Meyer, in collaborazione con illustri Autori quali ad esempio C. Dellacherie.
L’apice della teoria dell’integrazione stocastica e` stato raggiunto con l’introdu-
zione, da parte di P.-A. Meyer, della nozione di semimartingala e del suo studio da
parte di numerosi probabilisti (quali C. Dellacherie, H. Kunita, S. Watanabe, per
citarne solo alcuni). La sua definizione piu` classica puo` essere formulata nel modo
seguente: si chiama semimartingala un processo che si possa scrivere come somma
di un processo di Stieltjes e di una martingala locale. Piu` tardi (1984) G. Letta ha
formulato una definizione alternativa introducendo la nozione di semimartingala in
modo “assiomatico”. Che una semimartingala secondo questa definizione sia una
semimartingala “classica” si riconosce facilmente (si veda [31], [39]); l’implicazione
inversa, e quindi l’equivalenza delle due definizioni, segue da un teorema dovuto a
C. Dellacherie (si veda [30]).
Lo scopo di questa tesi e` quello di introdurre la nozione di semimartingala (alla
maniera “assiomatica”) e di studiarne le proprieta` elementari, per poi vederne le
iv
piu` moderne applicazioni al caso delle equazioni differenziali stocastiche, dando,
per queste ultime, una definizione rigorosa, illustrandone le proprieta` fondamentali
e mostrandone i collegamenti con la teoria delle equazioni differenziali ordinarie. Si
descrive infine, a mo’ di esempio, un’importante applicazione della teoria del calcolo
stocastico alle equazioni alle derivate parziali di tipo ellittico, dimostrando che, nel
caso in cui un’equazione ellittica abbia soluzione classica, allora questa puo` essere
scritta esplicitamente.
Questa tesi nasce anche con l’ambizione, forse troppo pretenziosa, di colmare il
baratro che spesso esiste tra probabilisti e analisti, relativamente sia al linguaggio,
sia – piu` in generale – alla sensibilita`, cercando concretamente di rendersi leggibile a
qualunque esperto di Analisi disposto a faticare un po’. Il linguaggio e le notazioni
che adotteremo saranno quelle classiche adottate da C. Dellacherie e P.-A. Meyer
nella celebre collana Probabilite´s et potentiel (si veda [14], [15], [16]), e, soprattutto,
quelle adottate dal mio maestro Giorgio Letta in [32], come ad esempio l’utilizzo
del termine bourbakista “tribu`” in luogo dell’abituale termine σ-algebra, il quale,
a stretto rigore di termini, e` impreciso e non dovrebbe essere utilizzato (si veda
a questo proposito [22]). Entrando nel dettaglio delle notazioni, se X e` una vari-
abile aleatoria reale sullo spazio probabilizzato (Ω,A, P ), converremo di denotare
con P [X] la speranza rispetto alla misura P (quando abbia senso), piuttosto che
con il classico simbolo E[X], allo scopo di evidenziarne la dipendenza dalla misura
di probabilita`. Per lo stesso motivo, se F e` una sottotribu` di A, e X e` una vari-
abile aleatoria integrabile (secondo P ), la speranza condizionale di X dato F verra`
indicata con P
[
X | F], anziche´ con l’usuale notazione E[X | F]. Talvolta, in luogo
di
∫
f dµ, si converra` di denotare con 〈µ, f〉 l’integrale di una funzione reale f ,
misurabile su (E, E , µ).
Vediamo esplicitamente il contenuto dei varˆı capitoli.
Allo scopo di rendere la trattazione autocontenuta, abbiamo riportato nel capi-
tolo I, per comodita` del lettore, le linee principali della teoria dei processi stocastici;
la terminologia e le notazioni sono fatte alla maniera del Quaderno di G. Letta (si
veda [31]). Le sole nozioni che si danno per scontate sono quelle tradizionalmente
oggetto dei corsi di probabilita` elementare (contenute in [32]).
Il capitolo II riguarda le nozioni di martingala e sottomartingala, e lo studio
delle proprieta` necessarie ad introdurre il processo di Wiener e le semimartingale.
A questo scopo, molte delle dimostrazioni sono state riadattate dai testi di C. Del-
lacherie e P.-A. Meyer [15] e G. Letta [31]. Per non appesantire troppo la trattazione
abbiamo deciso di trascurare varie questioni classiche, che pero` sono ampiamente
discusse nei due testi citati.
Il capitolo III si occupa del processo di Wiener e dello studio delle sue principali
proprieta`. Innanzitutto si pone l’attenzione sulla nozione di “misura gaussiana” e
si studiano le variabili aleatorie aventi questa misura come propria legge. Viene poi
introdotta la definizione di processo di Wiener e vengono analizzate le principali
proprieta` di questo processo, tra cui il fatto di essere una martingala. Poiche´ su
questo processo si basa tutta la trattazione delle equazioni differenziali stocastiche,
vabbiamo ritenuto opportuno dimostrare l’effettiva esistenza del processo di Wiener
(la quale richiede l’introduzione del celebre teorema di ho¨lderianita` di Kolmogorov)
dedicandovi un’intera sezione. Infine si descrivono alcune proprieta` fini delle traiet-
torie di questo processo.
Nel capitolo IV introduciamo (alla maniera di [31]) lo spazio del processi regolari
(che alcuni Autori chiamano ca`dla`g) e definiamo su di esso una nozione di conver-
genza, mostrando che si tratta di uno spazio metrico completo. Studiamo poi lo
spazio dei processi prevedibili e, anche in questo caso, andiamo a dare, su di esso,
una nozione di convergenza. Introduciamo poi, seguendo il testo di G. Letta [31],
la nozione di semimartingala e di integrale stocastico nella sua forma piu` generale,
per poi studiarne le principali proprieta`, con la differenza, rispetto a [31], che qui
vengono trattati processi non necessariamente nulli in 0 (questo perche´ le soluzioni
delle equazioni differenziali stocastiche, che ragionevolmente dovrebbero essere semi-
martingale, in generale non sono nulle in 0). Introduciamo, successivamente, la
nozione di variazione quadratica di una semimartingala, e la celebre formula di Itoˆ
che generalizza il “teorema fondamentale del calcolo integrale” nel caso dell’integrale
stocastico, e che fu introdotta per la prima volta da K. Itoˆ per il processo di Wiener,
e successivamente estesa da H. Kunita e S. Watanabe, C. Dole´ans e P.-A. Meyer
nel caso generale. Il capitolo si conclude con l’introduzione dei cosiddetti processi
di Itoˆ.
Il capitolo V tratta le equazioni differenziali stocastiche introducendone la defi-
nizione rigorosa e dimostrando un celebre teorema di esistenza ed unicita` della
soluzione che generalizza in modo naturale il classico teorema di Cauchy-Lipschitz,
sull’esistenza ed unicita` della soluzione delle equazioni differenziali ordinarie. Si
pone, in particolare, l’attenzione alla dipendenza dal dato iniziale che anch’essa
generalizza quella nota per le equazioni differenziali ordinarie. La discussione e`
nello stesso spirito del testo di B. Øksendal (si veda [37]) cercando pero` di rendere
la trattazione piu` rigorosa. Si considera anche il problema dell’unicita` debole della
soluzione di un’equazione differenziale stocastica.
Nel capitolo VI vengono studiate le proprieta` delle soluzioni di una classe molto
ampia di soluzioni di equazioni differenziali stocastiche, le cosiddette “diffusioni”.
Si introduce il “semigruppo di transizione” e si osserva che ogni diffusione e` comple-
tamente determinata da un nucleo markoviano (detto realizzazione canonica) che
dipende soltanto dai coefficienti b, σ che compaiono nella definizione della diffusione.
Questo tipo di soluzioni e` un caso speciale di una teoria piu` generale: la teoria dei
processi di Markov , nella quale pero` non ci addentreremo; il lettore desideroso di
approfondire questa nozione puo` consultare il celebre Lecture Notes di P.-A. Meyer
(si veda [36]). Tramite il semigruppo di transizione e` anche possibile associare, ad
ogni diffusione, un operatore (detto generatore infinitesimale) del quale studieremo
alcune proprieta`. Il capitolo si conclude con una prima applicazione alle equazioni
differenziali di tipo stocastico, scrivendo la soluzione esplicita di una certa classe di
equazioni differenziali di tipo parabolico tramite una formula che prende il nome di
formula di Feynman-Kacˇ (sviluppata ad esempio in [13]). Anche in questo capitolo
seguiamo lo spirito del gia` citato testo di B. Øksendal, ma cercando di esaltare il
vi
senso probabilistico della teoria, cos`ı come avviene nei celebri testi di I. Karatzas e
S. Shreve (si veda [28]) e di P. Baldi (si veda [4]).
Il capitolo VII, come promesso, analizza il problema di Dirichlet-Poisson{
Lu = −g su D,
u(x) = φ(x) per ogni x ∈ ∂D,
attraverso lo studio della diffusione avente l’operatore L come generatore infinite-
simale. Si dimostra infatti un teorema secondo il quale, se un problema ellittico
ha soluzione di classe C2, allora essa e` unica e si scrive esplicitamente tramite una
formula di rappresentazione che dipende soltanto dalla realizzazione canonica della
diffusione. Il problema dell’esistenza della soluzione e` demandato, nel caso gene-
rale, ad un classico risultato di esistenza (si veda D. Gilbarg, N.S. Trudinger [20]).
L’interpretazione di tale soluzione, nel caso del problema di Dirichlet, e` la seguente:
la soluzione u(x) coincide con il valore atteso di g nel primo istante d’uscita dal
dominio D della diffusione che parte da x.
Analizzando il problema di Poisson, si scopre poi che la soluzione puo` essere
scritta come la trasformata del termine noto mediante un nucleo (detto nucleo di
Green) che si puo` scrivere esplicitamente in termini della realizzazione canonica. Nel
caso poi dell’operatore di Laplace, il nucleo di Green si scrive come nucleo densita`,
ossia nella forma
G(x,A) =
∫
A
G(x, y) dy
dove la funzione G, di R2 in R, coincide con la classica funzione di Green associata
al problema. Questo permette anche di scrivere in modo esplicito (in termini della
realizzazione canonica del processo di Wiener) la funzione di Green.
Nel caso specifico del problema di Dirichlet per l’equazione di Laplace, e` possibile
provare l’esistenza della soluzione senza ricorrere ai teoremi classici di esistenza,
non appena il dominio verifica la cosiddetta “proprieta` del cono” (per ulteriori
approfondimenti su questo aspetto si puo` consultare K.L. Chung [11]).
Tante sono le persone che dovrei ringraziare per i loro consigli, le lunghe chiac-
chierate e l’infinita pazienza. Mi limitero` a citarne solo alcune sperando nella
clemenza delle altre che comunque sono ben consapevoli della stima che provo per
loro. La prima persona e` sicuramente Paolo Acquistapace: non dimentichero` mai
tutto l’aiuto e la pazienza che ha avuto con me, prima come studente di Analisi e
poi come laureando; in piu` di un’occasione la sua lucidita` e` stata indispensabile.
E` stato un vero onore per me essere stato suo studente. Desidero poi ringraziare
Marzia De Donno: senza il suo aiuto non sarei mai riuscito a completare questa
tesi.
Vorrei ringraziare, infine, la persona che, con la sua precisione ed il suo inec-
cepibile gusto estetico, mi ha fatto innamorare della matematica piu` di quanto
gia` lo fossi: queste poche parole di ringraziamento non rendono certo giustizia
all’importante ruolo che ha avuto, nello svolgimento di questa tesi e nella mia for-
mazione di matematico, il mio indiscusso maestro Giorgio Letta al quale, in un certo
senso, questa tesi e` dedicata.
IElementi di teoria generale dei processi
1.1 La nozione di processo stocastico
Dati uno spazio probabilizzato (Ω,A, P ), uno spazio misurabile (E, E) e un insieme
ordinato I, un processo a valori in (E, E), avente I come insieme dei tempi si definisce
tradizionalmente come una famiglia (Xt)t∈I di variabili aleatorie su (Ω,A, P ) a va-
lori in (E, E) e avente I come insieme degli indici. Nella teoria generale si preferisce
pensare un processo piuttosto come un’applicazione X da I × Ω a E, tale che, per
ciascun t, l’applicazione parziale ω 7→ X(t, ω) (denotata con Xt) risulti una varia-
bile aleatoria. Le applicazioni parziali t 7→ X(t, ω) vengono dette le traiettorie del
processo.
(1.1.1) Definizione. Per due processi X e Y definiti sul medesimo spazio, si dice
che Y e` una modificazione di X se, per ogni fissato istante t, le due variabili aleato-
rie Xt e Yt coincidono quasi certamente, cioe` fuori da un insieme di probabilita` nulla
(dipendente da t).
Nella teoria generale e` utile considerare, accanto a questa nozione, anche un
concetto di equivalenza molto piu` restrittivo:
(1.1.2) Definizione. Due processi X e Y definiti sul medesimo spazio si dicono
indistinguibili se, per quasi ogni ω, le due traiettorie X( · , ω) e Y ( · , ω) sono iden-
tiche.
Cio` significa in altri termini che, nello spazio I ×Ω, l’insieme {X 6= Y } e` evane-
scente, nel senso che la sua proiezione su Ω e` contenuta in un insieme di probabilita`
nulla.
(1.1.3) Esempio. Per provare che le due relazioni d’equivalenza introdotte non
coincidono, si consideri lo spazio probabilizzato costituito dall’intervallo Ω = [0, 1]
munito della propria tribu` boreliana A e della misura di Borel-Lebesgue P . Su tale
spazio si consideri il processo X, avente [0, 1] come insieme dei tempi, definito da
X(t, ω) =
{
t se ω = t
0 altrimenti.
2E` chiaro che X sia una modificazione del processo nullo Y (definito da Y (t, ω) = 0),
essendo ogni variabile aleatoria Xt equivalente modulo P alla costante 0. D’altra
parte, per nessun ω diverso da 0 in Ω, la traiettoriaX( ·, ω) coincide con la costante 0
e quindi X non e` indistinguibile dal processo nullo Y .
(1.1.4) Definizione. Una filtrazione sullo spazio probabilizzato (Ω,A, P ), avente I
come insieme dei tempi, e` una famiglia F = (Ft)t∈I di sottotribu` diA, avente I come
insieme degli indici e tale che si abbia Fs ⊆ Ft per ciascuna coppia s, t di elementi
di I, con s ≤ t. Gli elementi di Ft si dicono anteriori all’istante t (relativamente
alla filtrazione F).
(1.1.5) Definizione. Supponiamo fissata una filtrazione (Ft)t∈I sullo spazio pro-
babilizzato (Ω,A, P ), un processo X avente come insieme dei tempi una parte J
di I, si dice adattato a F se, per ogni elemento t di J , la variabile aleatoria Xt
risulta Ft-misurabile.
Dato un processo X sullo spazio (Ω,A, P ), per ciascun t, si denoti con Gt la tribu`
generata dal blocco delle variabili aleatorie Xs con s ≤ t. La famiglia G = (Gt)t∈I
risulta, dunque, una filtrazione su (Ω,A, P ) detta filtrazione naturale di X. E`
chiaro che, affinche´ X sia un processo adattato ad una filtrazione F , e` necessario e
sufficiente che, per ciascun indice t, si abbia Gt ⊆ Ft.
Nel seguito supponiamo fissata una filtrazione F = (Ft)t≥0 avente come insieme
dei tempi l’intervallo R+ = [0,∞). I processi considerati nel seguito saranno per
semplicita` processi sullo spazio probabilizzato (Ω,A, P ) a valori nella retta reale R
munita della propria tribu` boreliana B(R), ossia processi reali , aventi come insieme
dei tempi l’intervallo R+; si potrebbe tuttavia considerare processi a valori in un
qualsiasi spazio di Hilbert separabile, munito della propria tribu` boreliana, senza
modificare nessun risultato. Si designa con F+ la filtrazione definita, a partire da F ,
nel modo seguente:
(1.1.6) F+t =
⋂
u>t Fu, F+∞ = F∞ =
∨
t≥0 Ft.
(1.1.7) Definizione. Si dice che la filtrazione (Ft)t≥0 verifica le condizioni abituali
se possiede le due proprieta` seguenti:
(a) F coincide con la filtrazione F+ definita in (1.1.6) (cosa che si esprime dicendo
che F e` continua a destra).
(b) Ogni elemento di A, trascurabile secondo P , appartiene alla tribu` F0 (cosa
che si esprime dicendo che F0 e` satura).
(1.1.8) Definizione. Una funzione reale f , definita in una parte A di R e` detta
regolare a destra se, per ogni elemento s di R tale che l’insieme A∩ (s,∞) ammetta
s come punto di accumulazione, il limite
limt↓↓s f(t)
esiste finito. Si definisce in modo analogo la nozione di funzione regolare a sinistra.
Quando una funzione f sia contemporaneamente regolare a destra e a sinistra si
3dice semplicemente che essa e` regolare. Un processo reale X la cui traiettorie siano
tutte regolari si dice un processo regolare. In modo analogo si possono definire le
nozioni di processo continuo, continuo a destra etc.
Un processo X che abbia X0 = 0 sara` detto nullo all’istante 0 (o nullo in 0). Un
processo X indistinguibile dal processo nullo (cioe` tale che l’insieme {X 6= 0} sia
evanescente) sara` detto evanescente.
(1.1.9) Proposizione. Se X e Y sono processi continui a destra, affinche´ Y sia
indistinguibile da X, e` (necessario e) sufficiente che Y sia una modificazione di X.
Dimostrazione. Si supponga che Y sia una modificazione si X e si ponga
A =
⋃
t∈Q+{Xt 6= Yt}.
L’insieme A e` allora trascurabile. Inoltre, per ogni elemento ω di Ac, le due traiet-
torie X( · , ω) e Y ( · , ω) (continue a destra e aventi la stessa restrizione a Q+) sono
identiche.
(1.1.10) Notazioni. Sia X un processo reale avente R+ come insieme dei tempi.
(a) Se X e` regolare a destra, si denota con X+ il processo (avente R+ come
insieme dei tempi) definito come
X+(t, ω) = lims↓↓tX(s, ω).
(b) Se X e` regolare a sinistra, si denota con X− il processo definito come
X−(0, ω) = 0 e X−(t, ω) = lims↑↑tX(s, ω).
Con le notazioni appena definite e` immediato provare la proposizione seguente.
(1.1.11) Proposizione. Sia X un processo avente R+ come insieme dei tempi.
(a) Se X e` regolare a destra e adattato, allora il processo X+ e` continuo a destra
e adattato a F+.
(b) Se X e` regolare a sinistra e adattato a F+, allora il processo X− e` continuo
a sinistra e adattato a F .
41.2 Intervalli stocastici
La seguente notazione risultera` indispensabile: siano S e T due applicazioni da Ω
a [0,∞], con S ≤ T , si ponga
[[S, T ]] = {(t, ω) ∈ R+ × Ω : S(ω) ≤ t ≤ T (ω)},
[[S, T [[ = {(t, ω) ∈ R+ × Ω : S(ω) ≤ t < T (ω)},
]]S, T ]] = {(t, ω) ∈ R+ × Ω : S(ω) < t ≤ T (ω)},
]]S, T [[ = {(t, ω) ∈ R+ × Ω : S(ω) < t < T (ω)}.
Ciascuna di queste parti di R+ ×Ω e` detta un intervallo stocastico. In particolare,
l’intervallo stocastico [[T, T ]] si denota piu` semplicemente con [[T ]] e si chiama il
grafico di T : per definizione, infatti, si ha
[[T ]] = {(t, ω) ∈ R+ × Ω : T (ω) = t}.
E` chiaro che, data una coppia s, t di numeri reali positivi, con s ≤ t, gli intervalli
stocastici [[s, t]], [[s, t[[, ]]s, t]], ]]s, t[[ si riducono rispettivamente ai seguenti sottoinsiemi
di R+ × Ω:
[s, t]× Ω, [s, t[×Ω, ]s, t]× Ω, ]s, t[×Ω.
Sia data un’applicazione T da Ω a [0,∞] e sia A una parte di Ω. Si denoti con TA
l’applicazione da Ω a [0,∞] definita come
(1.2.1) TA(ω) =
{
T (ω) se ω ∈ A
∞ altrimenti.
E` chiaro che il grafico di TA e` contenuto nel grafico di T . Precisamente, si ha:
[[TA]] = [[T ]] ∩ (R+ ×A).
La proposizione seguente (di dimostrazione immediata) sara` utile nel seguito.
(1.2.2) Proposizione. Sia data una famiglia non vuota (Ti)i∈J d’applicazioni da Ω
a [0,∞]. Si ponga:
S = infi Ti, U = supi Ti.
Si ha, allora:
(1.2.3) ]]S,∞]] = ⋃i ]]Ti,∞]], [[U,∞[[= ⋂i [[Ti,∞[[.
In particolare, se J e` un insieme finito,
(1.2.4) [[S,∞]] = ⋃i [[Ti,∞]], ]]U,∞[[= ⋂i ]]Ti,∞[[.
51.3 Processi progressivamente misurabili
Il considerare un processo come funzione della coppia (t, ω) suggerisce in modo
spontaneo l’idea di studiarne la misurabilita` rispetto a opportune tribu` fissate sullo
spazio prodotto R+ × Ω. Tra queste tribu` la prima che interviene e`, naturalmente,
la tribu` B(R+) ⊗ A: un processo misurabile rispetto a questa tribu` viene detto
semplicemente misurabile.
La presenza di una filtrazione permette di considerare, per un processo, accanto
alla semplice misurabilita`, anche una nozione piu` restrittiva:
(1.3.1) Definizione. Sia F una filtrazione avente come insieme dei tempi R+, un
processo reale X, avente anch’esso R+ come insieme dei tempi, si dice progressiva-
mente misurabile (o progressivo) se, per ogni elemento t di R+, la restrizione di X
a [[0, t]] e` misurabile rispetto alla tribu` B([0, t]) ⊗ Ft. In modo analogo, si dice che
il processo X e` progressivamente misurabile in senso largo se, per ogni elemento
t in R+ diverso da 0, la restrizione di X a [[0, t[[ e` misurabile rispetto alla tribu`
B([0, t[)⊗Ft.
E` chiaro che le due nozioni di misurabilita` progressiva appena definite dipendono
dalla filtrazione scelta: esse si riconducono alla nozione di misurabilita` nel caso in
cui F coincida con la filtrazione “deterministica”, cioe` la filtrazione costante definita
dalla relazione Ft = A per ciascun t in R+.
La proposizione seguente mette in relazione le due nozioni di misurabilita` pro-
gressiva appena introdotte.
(1.3.2) Proposizione. Assegnata una filtrazione F , sia X un processo reale su
(Ω,A, P ) avente R+ come insieme dei tempi. Le condizioni che seguono sono, allora,
equivalenti:
(a) X e` progressivo.
(b) X e` progressivo in senso largo e adattato.
Dimostrazione. Si fissi un numero reale positivo t e si consideri la restrizione di X
all’insieme [[0, t]] = [[0, t[[∪ [[t]]. Affinche´ tale restrizione sia misurabile rispetto alla
tribu` B([0, t])⊗Ft, occorre e basta che siano verificate le due condizioni seguenti:
(1) se t e` strettamente maggiore di zero, la restrizione di X a [[0, t[[ e` misurabile
rispetto alla traccia di B([0, t])⊗Ft su [[0, t[[, cioe` rispetto alla tribu` B([0, t[)⊗Ft;
(2) la restrizione di X a [[t]] e` misurabile rispetto alla traccia di B([0, t])⊗Ft su [[t]],
o cio` ch’e` lo stesso, la variabile aleatoria Xt e` misurabile rispetto a Ft.
Per concludere basta osservare che le condizioni (1) e (2) equivalgono appunto al
fatto che X e` progressivo in senso largo e adattato.
Il criterio di misurabilita` progressiva appena dimostrato si semplifica ulterior-
mente sotto l’ipotesi che il processo sia continuo a destra:
6(1.3.3) Proposizione. Assegnata una filtrazione F , sia X un processo reale su
(Ω,A, P ) avente R+ come insieme dei tempi e continuo a destra. Le condizioni che
seguono sono, allora, equivalenti:
(a) X e` progressivo.
(b) X e` adattato.
Dimostrazione. Grazie alla proposizione precedente, tutto e` ridotto a mostrare che,
se X e` un processo adattato, allora e` progressivamente misurabile in senso largo.
Fissato, a questo proposito, un numero reale strettamente positivo t, una volta
posto, per ogni coppia n, k d’interi strettamente positivi,
Xn,k(s, ω) =
{
X(k2−n, ω) per (k − 1)2−n ≤ s < k2−n
0 altrimenti,
si consideri la successione (Xn) definita, per ogni intero n strettamente positivo,
come
Xn(t, ω) =
∑
k≥1, k2−n<tX
n,k(t, ω).
Poiche´ le traiettorie di X sono continue a destra, la successione (Xn) converge
puntualmente verso X su [[0, t[[. Inoltre, ciascuno dei processi Xn,k ha restrizione a
[[0, t[[ misurabile rispetto alla tribu` B([0, t[)⊗ Ft. Lo stesso si puo` allora dire per il
processo X.
Applicando il risultato precedente alla filtrazione deterministica si ottiene il corol-
lario seguente:
(1.3.4) Corollario. Ogni processo continuo a destra e` misurabile.
La proposizione seguente permette di riportare la nozione di processo progressivo
in senso largo a quella di processo progressivo: essa in particolare, mostra che, se
una filtrazione e` continua a destra, allora le due nozioni coincidono.
(1.3.5) Proposizione. Assegnata una filtrazione F , sia X un processo reale su
(Ω,A, P ) avente R+ come insieme dei tempi e continuo a destra. Le condizioni che
seguono sono, allora, equivalenti:
(a) X e` un processo progressivo in senso largo rispetto alla filtrazione F .
(b) X e` un processo progressivo rispetto alla filtrazione F+.
Dimostrazione. Per quanto riguarda l’implicazione (a) ⇒ (b): si supponga che il
processo X sia progressivo in senso largo (rispetto a F e, di conseguenza, rispetto
a F+). Applicando la proposizione (1.3.2) alla filtrazione F+ basta provare che X e`
adattato alla filtrazione F+. Fissato, a questo proposito, un numero reale positivo t,
per ogni numero reale u > t, per ipotesi, la restrizione di X a [[0, u[[ e` misurabile
rispetto alla tribu` B([0, u[) ⊗ Fu. Ne segue, in particolare, che Xt e` misurabile
rispetto a Fu. Poiche´ questa conclusione vale per ciascun numero reale u > t, essa
mostra che Xt e` misurabile rispetto a F+t .
7Viceversa, per provare l’implicazione (b) ⇒ (a): fissato un numero reale stret-
tamente positivo t e scelta una successione crescente (tn) convergente verso t, si
ha:
[[0, t[[=
⋃
n∈N[[0, tn]].
Per l’ipotesi (b), la restrizione di X all’intervallo stocastico [[0, tn]] e` misurabile
rispetto alla tribu` B([0, tn])⊗F+tn e quindi anche rispetto alla tribu` B([0, tn])⊗Ft. Ne
segue necessariamente che la restrizione di X all’insieme [[0, t[[ e` misurabile rispetto
alla tribu` B([0, t[)⊗Ftn e cio` conclude la dimostrazione.
1.4 Processi prevedibili
Si chiama processo misurabile elementare il processo ottenuto come la somma di un
numero finito di processi della forma
(1.4.1) I]s,t] ⊗ V,
dove s, t sono numeri reali positivi, con s < t e V e` una variabile aleatoria reale e
limitata.
Data una filtrazione F su (Ω,A, P ), avente R+ come insieme dei tempi, si chiama
processo prevedibile elementare il processo ottenuto come la somma di un numero
finito di processi della forma (1.4.1), dove s, t sono numeri reali positivi, con s < t, e
V e` una variabile aleatoria reale e limitata, misurabile rispetto a Fs. Questa nozione
si riduce a quella di processo elementare quando F sia la filtrazione deterministica.
E` immediato verificare che ogni processo prevedibile elementare e`, in particolare,
un processo progressivamente misurabile e, quindi, adattato.
(1.4.2) Definizione. Si chiama tribu` prevedibile la tribu` generata su ]]0,∞[[ da tutti
i processi prevedibili elementari, e si chiamano insiemi prevedibili tutti gli elementi
di tale tribu`.
E` immediato mostrare che la tribu` prevedibile e` generata da tutte le parti di
]]0,∞[[ della forma ]s, t]×A, con s, t numeri reali positivi, con s < t e A appartenente
a Fs. Tali sottoinsiemi di ]]0,∞[[ vengono detti rettangoli prevedibili : essi sono degli
intervalli stocastici, potendo scrivere ogni ]s, t]×A, attraverso la notazione (1.2.1),
nella forma ]]sA, tA]]. Inoltre, e` immediato verificare che ogni rettangolo prevedibile
e` un insieme progressivo, ossia tale e` la sua funzione indicatrice.
In particolare, una volta osservato che l’insieme di tutte le parti progressive di
]]0,∞[[ costituisce una tribu`, risulta evidente che ogni insieme prevedibile e` pro-
gressivo, ossia, la tribu` prevedibile risulta una sottotribu` della tribu` progressiva.
Ne segue che, tutte le applicazioni X da ]]0,∞[[ a R, misurabili rispetto alla tribu`
prevedibile sono processi progressivi (e quindi adattati) aventi ]0,∞[ come insieme
dei tempi.
8(1.4.3) Definizione. Un processo X si dice prevedibile se X0 e` misurabile rispetto
alla tribu` F0 e se la restrizione di X a ]]0,∞[[ e` misurabile rispetto alla tribu` preve-
dibile.
Una classe molto importante di processi prevedibili e` fornita dalla proposizione
seguente.
(1.4.4) Proposizione. Ogni processo reale X su (Ω,A, P ), adattato e continuo a
sinistra e` prevedibile.
Dimostrazione. Poiche´X e` adattato, basta dimostrare l’asserzione per processi nulli
in 0. Si ponga, per ogni intero positivo n, Xn =
∑
k≥1X
n,k dove Xn,k designa il
processo definito come
Xn,k(t, ω) =
{
X
(
(k − 1)2−n, ω) se (k − 1)2−n < t ≤ k2−n
0 altrimenti.
Poiche´ ogni traiettoria di X e` continua a sinistra, la successione (Xn) converge pun-
tualmente verso X. Per concludere basta osservare che ogni processo elementare Xn
e` prevedibile, quindi tale dev’essere il processo X.
Osserviamo che e` possibile caratterizzare la tribu` prevedibile come quella gene-
rata su ]]0,∞[[ dalla restrizione a ]]0,∞[[ dei processi del tipo descritto nella propo-
sizione precedente perche´ la classe di questi processi contiene le funzioni indicatrici
dei rettangoli prevedibili. Inoltre, affinche´ un processo continuo a sinistra, avente
]0,∞[ come insieme dei tempi, sia adattato a F occorre e basta che esso sia adat-
tato a F+ (si veda a tal proposito l’asserzione (b) della proposizione (1.1.11)) e
quindi la tribu` prevedibile relativa alla filtrazione F+ coincide con quella relativa
alla filtrazione F .
Una volta fissato uno spazio probabilizzato (Ω,A, P ), accanto alla filtrazione F
puo` essere utile considerare una filtrazione G = (Gt)t∈[0,∞] piu` fine (detta ingrossa-
mento di F). Si puo` considerare, per esempio, la filtrazione G definita, per ciascun
indice t, come Gt = Ft ∨ N , dove N denota la tribu` costituita da tutti gli eventi
degeneri secondo P . Tale filtrazione verifica evidentemente la seconda delle “con-
dizioni abituali” (si veda (1.1.7)). Dunque, la filtrazione G+ verifica entrambe le
condizioni abituali: tale filtrazione prende il nome di ingrossamento abituale di F .
La seguente proposizione lega la nozione di prevedibilita` relativa ad un’assegnata
filtrazione F a quella relativa al proprio ingrossamento abituale.
(1.4.5) Proposizione. Su uno spazio probabilizzato (Ω,A, P ), sia F una fissata
filtrazione avente R+ come insieme dei tempi. Si denoti con G la filtrazione definita,
per ciascun t, come Gt = Ft ∨ N , dove N denota la tribu` degli eventi degeneri
secondo P . Allora:
(a) Per ogni rettangolo prevedibileG relativo alla filtrazione G esiste un rettangolo
prevedibile G′ relativo alla filtrazione F tale che la differenza simmetrica G∆G′ sia
evanescente.
9(b) Per ogni processo limitato H, prevedibile rispetto a G (o cio` ch’e` lo stesso
rispetto all’ingrossamento abituale G+ di F), esiste un processo limitato H ′, preve-
dibile rispetto a F e indistinguibile da H.
Dimostrazione. La prima condizione e` conseguenza immediata della definizione di G.
L’altra condizione si ottiene, attraverso il teorema delle classi monotone, osservando
che la classe costituita da tutti i processoH limitati e prevedibili rispetto a G tali che
la desiderata proprieta` sia soddisfatta e` uno spazio vettoriale monotono contenente
la classe delle indicatrici dei rettangoli prevedibili.
1.5 Tempi d’arresto
Sia fissato uno spazio probabilizzato (Ω,A, P ) e, su di esso, una filtrazione F
avente R+ come insieme dei tempi.
(1.5.1) Definizione. Una funzione T da Ω a valori in [0,∞] si dice un tempo
d’arresto se l’intervallo stocastico [[T,∞[[ e` adattato (cioe` se tale e` la sua indicatrice),
ovvero se, per ogni numero reale positivo t, si ha:
{T ≤ t} ∈ Ft.
Se T e` un tempo d’arresto, la funzione indicatrice dell’intervallo stocastico [[T,∞[[
e` un processo adattato e continuo a destra; quindi, per la proposizione (1.3.3), e`
un processo progressivo. Dunque la definizione di tempo d’arresto non cambia se si
richiede che T sia una variabile aleatoria a valori in [0,∞] tale che l’intervallo stocas-
tico [[T,∞[[ sia progressivo. Quest’osservazione suggerisce la definizione seguente:
(1.5.2) Definizione. Si chiama tempo d’arresto largo una funzione T da Ω a valori
in [0,∞] tale che l’intervallo stocastico [[T,∞[[ sia progressivo in senso largo, ossia
(per la proposizione (1.3.5)) se T e` un tempo d’arresto per la filtrazione F+.
E` chiaro che, quando la filtrazione F e` continua a destra, allora la nozione di
tempo d’arresto largo coincide con quella di tempo d’arresto. In generale, pero`, le
due nozioni appena introdotte si possono caratterizzare anche nel modo seguente:
(1.5.3) Proposizione. Sia T una funzione da Ω a valori in [0,∞]. Le condizioni
che seguono sono, allora, equivalenti:
(a) T e` un tempo d’arresto largo (ossia un tempo d’arresto per la filtrazione F+).
(b) L’intervallo stocastico ]]T,∞[[ e` prevedibile.
(c) L’intervallo stocastico ]]T,∞[[ e` adattato (cioe`, per ciascun numero reale stret-
tamente positivo t, si ha {T < t} ∈ Ft).
Dimostrazione. Cominciamo con l’implicazione (a) ⇒ (b): si ponga X = I[[T,∞[[.
L’ipotesi (a) significa che X e` un processo adattato a F+: attraverso la proposizione
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(1.1.11), ne segue che il processo X− = I]]T,∞[[ e` continuo a sinistra e adattato e,
dunque, prevedibile per la proposizione (1.4.4). L’implicazione (b)⇒ (c) segue dal
fatto che tutti gli insiemi prevedibili sono adattati. Infine, per quanto riguarda
l’implicazione (c) ⇒ (a): si ponga Y = I]]T,∞[[. L’ipotesi (c) significa che Y e` un
processo adattato e, dalla proposizione (1.1.11), ne segue che il processo Y+ = I[[T,∞[[
e` adattato a F+.
(1.5.4) Proposizione. Affinche´ una funzione T , da Ω a valori in [0,∞], sia un
tempo d’arresto largo, e` necessario e sufficiente che per ogni numero reale positivo t,
la funzione T ∧ t sia Ft-misurabile.
Dimostrazione. La condizione e` chiaramente necessaria perche´, se T e` un tempo
d’arresto largo, per ogni coppia s, t di numeri reali positivi, con s ≤ t, si ha:
{T ∧ t ≤ s} = {T < s} ∈ Fs ⊂ Ft.
D’altra parte la condizione e` anche sufficiente: infatti, per ogni numero reale posi-
tivo t, si ha
{T < t} = {T ∧ t < t} ∈ Ft.
Le proprieta` principali di stabilita` della classe dei tempi d’arresto sono riassunte
nella proposizione seguente:
(1.5.5) Proposizione. (a) La classe dei tempi d’arresto e` stabile per le operazioni
di inviluppo superiore numerabile e inviluppo inferiore finito.
(b) La classe dei tempi d’arresto larghi e` stabile per le operazioni di inviluppo
superiore numerabile e inviluppo inferiore numerabile.
Dimostrazione. (a) Nelle ipotesi della proposizione (1.2.2), si supponga che Ti siano
tempi d’arresto e che I sia numerabile. La seconda relazione di (1.2.3) mostra allora
che la funzione U = supi Ti e` un tempo d’arresto. Nel caso in cui I sia finito, la
prima relazione di (1.2.4) mostra che la funzione S = infi Ti e` un tempo d’arresto.
(b) Nelle ipotesi della proposizione (1.2.2), si supponga, adesso, che Ti siano
tempi d’arresto larghi e che I sia numerabile. La prima relazione di (1.2.3) mostra
allora che la funzione S = infi Ti e` un tempo d’arresto largo. Inoltre, applicando
alla filtrazione F+ la parte (a) appena provata, si vede che U = supi Ti e` un tempo
d’arresto relativo alla filtrazione F+.
(1.5.6) Proposizione. Sia T un tempo d’arresto largo. Allora esiste una succes-
sione decrescente di tempi d’arresto discreti tali che si abbia T = infn Tn e, per ogni
intero positivo n, {T < Tn} = {T <∞}.
Dimostrazione. Per ogni intero strettamente positivo n, si denoti con Dn l’insieme
costituito da tutti i numeri diadici di stadio n-esimo(cioe` della forma k2−n al variare
di k in N) e si ponga (con la convenzione che inf ∅ =∞):
Tn(ω) = inf{s ∈ Dn : T (ω) < s}.
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La funzione Tn cos`ı definita e` certamente una variabile aleatoria discreta (l’insieme
dei suoi valori e` contenuto in Dn ∪ {∞}). Inoltre, per ogni n, Tn e` minorata da T
e inoltre T < Tn ≤ T + 2−n su {T <∞}. Infine, per ogni numero reale positivo t,
si ha:
{Tn ≤ t} =
⋃
s∈Dn, s≤t{T < s} ∈ Ft,
che prova che Tn e` un tempo d’arresto.
(1.5.7) Corollario. Nelle stesse ipotesi della proposizione (1.5.6), si supponga
per giunta che F e` una filtrazione continua a destra. Per ogni tempo d’arresto T
esiste allora una successione decrescente di tempi d’arresto discreti (Tn), tale che si
abbia infn Tn = T .
(1.5.8) Proposizione. Sia T un tempo d’arresto. Il grafico di T e` allora un insieme
progressivo. Inoltre, ogni parte progressiva di [[T ]] e` a sua volta il grafico di un tempo
d’arresto.
Dimostrazione. E` chiaro che si ha [[T ]] = [[T,∞[[∩(]]T,∞[[)c. D’altra parte l’insieme
[[T,∞[[ e` progressivo e l’insieme ]]T,∞[[ e` prevedibile e, dunque, progressivo. Ne
segue necessariamente che [[T ]] dev’essere esso stesso progressivo.
Sia, adesso, G una parte progressiva di [[T ]]. Si denoti con A la sua proiezione
su Ω. Si ha allora, con la notazione (1.2.1), G = [[TA]]. Basta, dunque, dimostrare
che TA e` un tempo d’arresto. Difatti, per ogni numero reale positivo t,
(1.5.9)
{TA ≤ t} = A ∩ {T ≤ t} = {T ≤ t} ∩
{
ω :
(
T (ω), ω
) ∈ G}
= {T ≤ t} ∩ {ω : (T (ω) ∧ t, ω) ∈ G ∩ [[0, t]]}.
Inoltre, l’applicazione ω 7→ (T (ω)∧ t, ω), dallo spazio misurabile (Ω,Ft) allo spazio
misurabile ([[0, t]],B([0, t]) ⊗ Ft), risulta misurabile grazie alla proposizione (1.5.6),
e l’insieme G ∩ [[0, t]] appartiene alla tribu` B([0, t])⊗Ft perche´ G e` progressivo. Ne
risulta che l’ultimo membro di (1.5.9) e` un elemento di Ft e cio` basta per concludere.
Si supponga fissato uno spazio probabilizzato (Ω,A, P ) e, su di esso, si sup-
ponga fissata una filtrazione F avente R+ come insieme dei tempi. Sia T un tempo
d’arresto per F .
(1.5.10) Definizione. Si chiama tribu` degli eventi anteriori a T , e si denota con
FT , la tribu` costituita da tutti gli elementi A di F∞ tale che la funzione TA definita
in (1.2.1) sia un tempo d’arresto, ossia per ogni numero reale positivo t, si abbia
{TA ≤ t} = A ∩ {T ≤ t} ∈ Ft.
E` del tutto evidente che, se A e` un evento contenuto in {T < ∞}, allora esso
appartiene certamente a FT non appena la funzione TA e` un tempo d’arresto: in
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effetti, se questa condizione e` verificata, l’appartenenza di A alla tribu` F∞ e` auto-
maticamente assicurata dalla relazione
A = {TA <∞} =
⋃
n{TA ≤ n}.
E` anche chiaro che, se A e` una parte qualunque di Ω, affinche´ la funzione TA sia
un tempo d’arresto occorre e basta che il suo grafico sia progressivo grazie alla
proposizione (1.5.8). E` chiaro, inoltre, che se t e` un numero reale positivo e T e` il
tempo d’arresto che assume t come unico valore costante, si ha FT = Ft. Inoltre:
(1.5.11) Proposizione. Per ogni coppia S, T di tempi d’arresto, con S ≤ T , si ha
FS ⊂ FT .
Dimostrazione. Sia A un elemento di FS , ossia un elemento della tribu` F∞ tale che
la funzione SA sia un tempo d’arresto. La relazione TA = SA ∨ T mostra allora che
anche la funzione TA e` un tempo d’arresto. Ne segue che A e` un elemento di FT .
(1.5.12) Proposizione. Per ogni coppia S, T di tempi d’arresto, si ha
FS∧T = FS ∩ FT .
Dimostrazione. In effetti, dalla proposizione precedente segue che FS∧T e` contenuta
dentro ciascuna delle due tribu` FS e FT . Di conseguenza essa e` contenuta nella loro
intersezione. Per provare l’altra inclusione, si consideri un elemento A di FS ∩ FT ,
cioe` un elemento A di F∞ tale che ciascuna delle due funzioni SA e TA sia un tempo
d’arresto. La relazione
(S ∧ T )A = SA ∧ TA
mostra allora che la funzione (S ∧ T )A e` anch’essa un tempo d’arresto: di con-
seguenza A appartiene alla tribu` FS∧T .
(1.5.13) Proposizione. Per ogni coppia S, T di tempi d’arresto, gli insiemi
{S < T}, {S > T}, {S = T}
appartengono a FT∧S e quindi appartengono a ciascuna delle due tribu` FS ,FT .
Dimostrazione. Occupiamoci dell’insieme A = {S < T}: le altre due dimostrazioni
sono identiche. Poiche´ quest’insieme e` contenuto in {S ∧ T < ∞}, e` sufficiente
verificare che la funzione (S ∧ T )A e` un tempo d’arresto, ossia che il suo grafico e`
progressivo. Questo segue infatti dall’uguaglianza seguente:
[[(S ∧ T )A]] = [[S ∧ T ]] ∩ [[T ]]c.
13
(1.5.14) Corollario. Ogni tempo d’arresto T e` misurabile rispetto alla tribu` FT .
Dimostrazione. E` sufficiente ricordare che, per ogni numero reale positivo t, la re-
lazione {T < t} ∈ FT segue dalla proposizione precedente.
Sia data una funzione T da Ω a valori in [0,∞]. Si consideri l’applicazione
biiettiva τ dell’insieme {T <∞} sul grafico di T , definita come
(1.5.15) τ(ω) =
(
T (ω), ω
)
.
Per ogni parte A di {T <∞} si ha chiaramente
τ(A) = [[TA]].
Supponiamo, inoltre, che T sia un tempo d’arresto. E` allora chiaro che, affinche´
una parte A di {T < ∞} appartenga a FT e` necessario e sufficiente che [[TA]] sia
progressivo. In altri termini:
(1.5.16) Proposizione. Sia T un tempo d’arresto, la biiezione τ di {T < ∞} su
[[T ]] definita da (1.5.15) e` bimisurabile considerando su {T <∞} la traccia di FT e
su [[T ]] la traccia della tribu` progressiva.
Siano dati un processo X e una funzione T da Ω a valori in [0,∞]: si denota
con XT la funzione definita sull’insieme {T <∞} dalla relazione
(1.5.17) XT (ω) = X
(
T (ω), ω
)
.
La funzione XT e` dunque la composizione della biiezione τ da {T < ∞} su [[T ]]
(definita da (1.5.15)) e la restrizione di X a [[T ]].
(1.5.18) Proposizione. La funzione XT definita da (1.5.17) sull’insieme {T <∞}
e` misurabile rispetto alla traccia di FT su quest’insieme in ciascuno dei casi seguenti:
(a) quando X e` un processo progressivo e T un tempo d’arresto;
(b) quando X e` un processo adattato e T e` un tempo d’arresto discreto.
Dimostrazione. Nel caso (a), la conclusione segue immediatamente dalla propo-
sizione precedente. Nel caso (b), si ponga D = T (Ω) ∪ {0} e, per ciascun numero
reale positivo t, si denoti con σ(t) il piu` grande elemento dell’insieme D ∩ [0, t]. Il
processo Y definito come
Y (t, ω) = X
(
σ(t), ω
)
e` allora un processo adattato, continuo a destra e quindi progressivo. Esso coincide,
inoltre, con X sul grafico di T e quindi si ha XT = YT . Il caso (b) e` cos`ı ricondotto
al caso (a).
Applicando il risultato appena provato alla filtrazione deterministica si ottiene il
corollario seguente:
14
(1.5.19) Corollario. La funzione XT e` misurabile rispetto alla traccia di A su
{T <∞} in ciascuno dei casi seguenti:
(a) quando X e` un processo misurabile e T e` una variabile aleatoria positiva;
(b) quando X e` un arbitrario processo e T e` una variabile aleatoria positiva e
discreta.
Sullo spazio probabilizzato (Ω,A, P ), sia X un processo reale e T una variabile
aleatoria a valori in [0,∞]. Si denota con X |T l’applicazione da R+×Ω a R definita
dalla relazione
X |T (t, ω) = X
(
t ∧ T (ω), ω).
Si dice, inoltre, che tale applicazione e` ottenuta arrestando il processo X all’istan-
te T .
(1.5.20) Proposizione. (a) Se X e` un processo adattato e T e` un tempo d’arresto
discreto, allora X |T risulta un processo adattato.
(b) Se X e` un processo progressivo e T e` un tempo d’arresto, allora X |T risulta
un processo progressivo.
(c) Se X e` un processo nullo in 0 e prevedibile e se T e` un tempo d’arresto
qualunque, allora X |T risulta un processo nullo in 0 e prevedibile.
Dimostrazione. Cominciamo col provare che, in ciascuno dei tre casi, X |T e` un
processo adattato. Per fare questo e` sufficiente ricordare che, per ogni numero reale
positivo t, la funzione
(X |T )t = Xt∧T
e` misurabile rispetto alla tribu` Ft∧T (si veda a questo proposito la proposizione
(1.5.18)) e quindi anche rispetto alla tribu` Ft.
Per concludere basta scrivere X |T nella forma
X |T = XI[[0,T ]] + (XT )I]]T,∞[[.
Difatti, il primo termine di questa decomposizione e` un processo progressivo nel
caso (b) e prevedibile nel caso (c) (potendolo scrivere in quest’ultimo caso nella
forma XI]]0,T ]]). Il secondo termine e` in entrambi i casi un processo prevedibile e
nullo in 0 (essendo un processo adattato la cui restrizione a ]]0,∞[[ e` un processo
continuo a sinistra).
Applicando il risultato appena dimostrato alla filtrazione deterministica si ottiene
immediatamente il corollario seguente:
(1.5.21) Corollario. Se X e` un processo misurabile e T e` una variabile aleatoria
positiva, X |T e` un processo misurabile.
II
Martingale
2.1 La nozione di martingala
Sia fissato uno spazio probabilizzato (Ω,A, P ) e, su di esso, una filtrazione F avente
come insieme dei tempi un arbitrario insieme ordinato I.
(2.1.1) Definizione. Un processo reale X su (Ω,A, P ), avente come insieme dei
tempi una parte J di I, e` detto unamartingala (relativa a F) se valgono le condizioni
seguenti:
(a) X e` adattato a F ;
(b) per ciascun elemento t di J , la variabile aleatoria Xt e` integrabile;
(c) per ogni coppia s, t di elementi di J , con s ≤ t, la variabile aleatoria Xs e`
una versione della speranza condizionale di Xt rispetto a Fs, cosa che si esprime
tramite la relazione
Xs ∈ P [Xt | Fs],
o, piu` impropriamente, se si conviene di denotare conXs la classe in L1(P ) aventeXs
come rappresentante, Xs = P [Xt | Fs].
Attraverso le proprieta` elementari della speranza condizionale e` immediato verificare
che la condizione (c) della definizione (2.1.1) e` equivalente alla condizione:
(c′) Per ogni coppia s, t di elementi di I, con s ≤ t, si ha
P [Xt −Xs | Fs] = 0.
Quest’ultima condizione suggerisce la seguente definizione:
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(2.1.2) Definizione. Un processo reale X su (Ω,A, P ), avente come insieme dei
tempi una parte J di I, e` detto una sottomartingala (risp. sopramartingala) se
valgono le condizioni (a) e (b) della definizione (2.1.1) e se vale inoltre la condizione:
(c′′) Per ogni coppia s, t di elementi di J , con s ≤ t, si ha:
P [Xt −Xs | Fs] ≥ 0 (risp. P [Xt −Xs | Fs] ≤ 0).
E` chiaro che un processo reale X su (Ω,A, P ) avente come insieme dei tempi
una parte J di I e` una sopramartingala se, e soltanto se, il processo −X e` una sot-
tomartingala. E` altrettanto chiaro che il processo X e` una martingala se, e soltanto
se, esso risulta contemporaneamente una sottomartingala e una sopramartingala.
Inoltre, e` facile riconoscere che, affinche´ X sia una martingala (risp. una sot-
tomartingala) e` necessario che la funzione t 7→ P [Xt] sia costante (risp. crescente).
Siano X,Y due martingale (rispetto alla medesima filtrazione F). Si riconosce
allora facilmente che anche aX+bY e` una martingala per ogni coppia a, b di numeri
reali. Dunque, l’insieme costituito da tutte le martingale su (Ω,A, P ) (rispetto a F)
forma uno spazio vettoriale. Un risultato analogo vale per le sottomartingale, per
ogni coppia a, b di numeri reali positivi. Inoltre, se X,Y sono sottomartingale, tale
e` X ∨ Y . Infine, se X e` un martingala (risp. sottomartingala) e f e` una funzione
convessa (risp. convessa e crescente), dalla disuguaglianza di Jensen condizionale
segue che f(X) e` una sottomartingala. Di conseguenza, se X e` una martingala,
ciascuno dei processi |X|, X+, X− risulta essere una sottomartingala; se X e` una
sottomartingala, tale e` X+.
L’esempio che segue offre un metodo molto comodo per costruire martingale a
partire da una variabile aleatoria integrabile fissata.
(2.1.3) Esempio. Sia Z una variabile aleatoria reale ed integrabile sullo spazio
probabilizzato (Ω,A, P ) e sia F una filtrazione su di esso, avente un insieme ordi-
nato I come insieme dei tempi. Per ciascun indice t, si denoti con Xt una versione
di P [Z | Ft]. Allora il processo X e` chiaramente una martingala rispetto all’asse-
gnata filtrazione F .
Questo esempio suggerisce anche la seguente definizione.
(2.1.4) Definizione. Sia X una martingala (risp. sottomartingala) su (Ω,A, P )
avente un arbitrario insieme I come insieme dei tempi. Si supponga che I non
contenga un elemento massimale. Si dice allora che X e` chiusa da una variabile
aleatoria Z se essa e` integrabile e se, per ciascun indice t, e` verificata la relazione
Xt ∈ P [Z | Ft]
(
risp. Xt ≤ P [Z | Ft]
)
.
In tal caso si dice anche che Z chiude la martingala X.
La nozione di martingala chiusa puo` essere cos`ı interpretata: aggiungiamo a I
un elemento piu` grande di ogni suo elemento (che denoteremo con ∞), e si ponga
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I¯ = I ∪{∞}. Si denoti con F∞ la minima tribu` contenente ciascuna delle Ft, e tale
che Z sia misurabile rispetto ad essa. Allora la relazione Xt = P [Z | Ft] significa
che il processo (Xt)t∈I¯ ottenuto ponendo X∞ = Z e` una martingala.
2.2 Martingale a tempi discreti
Nel resto di questa sezione supporremo sempre che, sullo spazio probabilizzato
(Ω,A, P ), sia fissata una filtrazione F = (Ft)t≥0. Diremo che un processo e` discreto
se esso ha come insieme dei tempi una parte numerabile di R+.
Sotto queste ipotesi, un processo discreto (Vn)n≥0 si dice prevedibile se, per cias-
cun intero positivo n, Vn e` misurabile rispetto alla tribu` Fn−1. Si tratta eviden-
temente della nozione corrispondente, nel caso discreto, alla nozione di processo
prevedibile gia` incontrata nel capitolo precedente. Se X e` un processo discreto e
adattato, e se V e` prevedibile, si denota con V ·X il processo cos`ı definito
(V ·X)n = X0 + V1(X1 −X0) + · · ·+ Vn(Xn −Xn−1).
Chiameremo questo processo trasformata di Burkholder di X rispetto a V ; in ef-
fetti si tratta di una forma molto semplice della nozione di integrale stocastico che
studieremo nei capitoli successivi.
(2.2.1) Proposizione. Sia X una martingala (risp. sottomartingala) discreta, e
sia V un processo prevedibile (risp. prevedibile e positivo) discreto. Se, per ciascun
intero positivo n, (V · X)n e` integrabile, allora V · X e` anch’essa una martingala
(risp. sottomartingala).
Dimostrazione. Nel caso in cui X sia una sottomartingala, basta verificare che, per
ciascun intero positivo n, si ha
P [(V ·X)n+1 − (V ·X)n | Fn] ≥ 0.
In effetti, si ha
P [(V ·X)n+1 − (V ·X)n | Fn] = P [Vn+1(Xn+1 −Xn) | Fn]
= Vn+1P [Xn+1 −Xn | Fn] ≥ 0.
Il caso in cui X sia una martingala e` analogo.
Osserviamo che la definizione precedente ha senso anche quando V sia un processo
discreto avente un arbitrario insieme discreto I (non necessariamente eguale a N)
come insieme dei tempi.
Ricordiamo che si chiama tempo d’arresto discreto un tempo d’arresto T a valori
in un insiene deiscreto I. Nel caso particolare in cui il processo V sia definito da
Vi = I{i≤T}, per ogni i ∈ I
con T tempo d’arresto discreto, e` facile riconoscere che il processo V · X coincide
con X |T cosicche´ anche quest’ultimo processo risulta essere una martingala. Abbia-
mo cos`ı provato il corollario seguente:
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(2.2.2) Corollario. Sia X una sottomartingala (risp. martingala) discreta, e sia T
un tempo d’arresto discreto. Allora X |T e` anch’essa una sottomartingala (risp.
martingala) discreta.
(2.2.3) Teorema (d’arresto discreto). Sia assegnata una sottomartingala di-
screta X (avente I come insieme dei tempi) e siano S, T una coppia di tempi
d’arresto discreti e limitati (a valori in I), con S ≤ T . Allora XS e XT sono
integrabili e si ha
XS ≤ P [XT | FS ].
Nel caso particolare in cui X sia per giunta una martingala, la relazione precedente
diviene un’uguaglianza.
Dimostrazione. Per semplicitia` supporremo che sia I = N. Sia k un intero maggiore
o eguale a T . Allora |XS | e |XT | sono maggiorate da |X0|+ · · ·+ |Xk|, per cui XS
e XT sono integrabili. Sia adesso A un elemento della tribu` FS ; per ogni intero
positivo j inferiore o eguale a k, l’insieme A ∩ {S = j} appartiene a Fj , e dunque∫
A∩{S=j}(Xk −XS) dP =
∫
A∩{S=j}(Xk −Xj) dP ≥ 0.
Sommando per ciascun indice j, per arbitrarieta` dell’insieme A appartenente a FS ,
si ottiene la relazione P [Xk −XS | FS ] ≥ 0. Per concludere basta applicare questo
risultato al processo arrestato X |T .
(2.2.4) Lemma massimale discreto. Siano assegnate una sottomartingala di-
screta X (avente I come insieme dei tempi), un elemento t in I, una parte finita D
di [0, t] ∩ I, e la variabile aleatoria U definita da
U = supr∈DXr.
Si ha allora, per ciascun numero reale positivo x,
xP{U ≥ x} ≤ ∫{U>x}Xt dP.
Dimostrazione. Fissato un numero reale positivo x, si ponga, per ciascun elemento ω
di Ω,
S(ω) = inf{r ∈ D : Xr(ω) > x}.
Si ha allora, per ogni numero reale positivo s,
{S ≤ s} = ⋃r∈D, r≤s{Xr > x}.
Questo basta per concludere che S e` un tempo d’arresto (a valori in D ∪ {∞}). La
relazione precedente fornisce inoltre, per s = t,
{S ≤ t} = ⋃r∈D{Xr > x},
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cioe`
{S <∞} = {U > x}.
Ne segue, dal fatto che X e` una sottomartingala,
xP{U > x} = xP{S <∞}
≤ ∫{S<∞}XS dP
=
∑
r∈D
∫
{S=r}Xr dP
≤∑r∈D ∫{S=r}Xt dP = ∫{S<∞}Xt dP,
e cio` basta per concludere.
(2.2.5) Teorema (disuguaglianza di Doob sul numero di discese). SianoX
una sottomartingala discreta (avente I come insieme dei tempi), t un numero reale
positivo in I, D una parte finita di [0, t] ∩ I, a, b una coppia di numeri reali, con
a < b. Si ponga, per ogni ω,
S1(ω) = inf{s ∈ D : Xs(ω) ≥ b},
T1(ω) = inf{s ∈ D : s > S1(ω), Xs(ω) ≤ a},
Sk(ω) = inf{s ∈ D : s > Tk−1(ω), Xs(ω) ≥ b},
Tk(ω) = inf{s ∈ D : s > Sk−1(ω), Xs(ω) ≤ a}.
Le funzioni Sk e Tk sono allora tempi d’arresto e, se si pone
J = J(a, b,D) =
∑
k≥1 I{Tk<∞},
si ha
P [J ] ≤ (b− a)−1P [(Xt − b)+].
Dimostrazione. Innanzitutto si riconosce facilmente, ragionando per induzione, che
Sk e Tk sono tempi d’arresto, con
Sk ≤ Tk ≤ Sk+1 ≤ Tk+1.
Per ogni coppia di tempi d’arresto discreti S, T , con S ≤ T , il teorema d’arresto
discreto (2.2.3) mostra che, se A e` un elemento di FS e B e` una parte FS–misurabile
di A, allora
0 ≤ ∫
A
(XT −XS) dP =
∫
A\B(XT −XS) dP +
∫
B
(XT −XS) dP,
da cui segue ∫
B
(XS −XT ) dP ≤
∫
A\B(XT −XS) dP.
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Per ogni fissato intero positivo k, e` facile riconoscere che
(2.2.6)
∫
{Tk<∞}(XSk −XTk) dP ≥ (b− a)P{Tk <∞}.
Applicando la relazione (2.2.6) alla coppia di tempi d’arresto Sk e Tk ∧ t e ponendo
A = {Sk <∞} e B = {Tk <∞}, si ha
(b− a)P{Tk <∞} ≤
∫
{Sk<∞,Tk=∞}(Xt −XSk) dP ≤
∫
{Sk<∞,Tk=∞}(Xt − b) dP.
Sommando la relazione precedente, al variare di k, e denotato con C la riunione
degli insiemi {Sk <∞, Tk =∞} (che sono a due a due disgiunti), si ottiene:
(b− a)P [J ] ≤ ∫
C
(Xt − b) dP ≤ P [(Xt − b)+].
2.3 Martingale a tempi continui
D’ora in poi, sullo spazio probabilizzato (Ω,A, P ), sara` sempre fissata una fil-
trazione F avente R+ come insieme dei tempi. Inoltre, salvo avviso contrario,
ogni processo avra` R+ come insieme dei tempi. Osserviamo che, se D e` una parte
numerabile di R+, e (Xt)t≥0 e` una sottomartingala, e` facile riconoscere che (Xt)t∈D
e` una sottomartingala discreta, avente D come insieme dei tempi.
(2.3.1) Lemma. Sia X una sottomartingala e sia (Sn) una successione decrescente
di tempi d’arresto discreti e limitati. La successione (XSn) e` allora uniformemente
integrabile.
Dimostrazione. Cominciamo con l’osservare che le successioni
(
P [XSn ]
)
e
(
P [X+Sn ]
)
sono decrescenti e minorate rispettivamente dai numeri P [X0] e P [X+0 ]. Pertanto
anche la successione
(
P [X−Sn ]
)
e` limitata (essendo differenza di due successioni li-
mitate).
Per ogni numero reale positivo ε, e` possibile trovare un intero positivo k tale che,
per ogni intero positivo n, con n ≥ k, si abbia
0 ≤ P [XSk ]− P [XSn ] ≤ ε.
Sia ora c una costante reale positiva tale che, per ogni n con n < k, si abbia
(2.3.2)
∫
{|XSn |>c} |XSn |dP < ε.
Poiche´ X e` una sottomartingala, denotato con Dn l’insieme (numerabile) dei valori
di Sn, e denotato con D la riunione dei Dn, e` possibile applicare il teorema d’arresto
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discreto (2.2.3) alla sottomartingala discreta (XSn) e, osservando che la tribu` FSn
risulta contenuta in FSk per ciascun intero positivo n con n ≥ k, si ha∫
{|XSn |>c} |XSn |dP =
∫
{XSn>c}XSn dP −
∫
{XSn<−c}XSn dP
=
∫
{XSn>c}XSn dP +
∫
{XSn≥−c}XSn dP − P [XSn ]
≤ ∫{XSn>c}XSk dP + ∫{XSn≥−c}XSk dP − P [XSn ]
≤ ∫{XSn>c}XSk dP + ∫{XSn≥−c}XSk dP − P [XSk ] + ε
=
∫
{|XSn |>c} |XSk |dP + ε.
Inoltre, per la disuguaglianza di Markov, per ciascun intero n, si ha
P{|XSn | > c} ≤ c−1 supn P [|XSn |]
e l’ultimo termine converge verso 0 al tendere di c all’infinito perche´ la successione(
P [|XSn |]
)
e` limitata. Dunque, mettendo insieme quest’osservazione con (2.3.2),
per c sufficientemente grande, e per ciascun intero positivo n, e` verificata la relazione∫
{|XSn |>c} |XSn |dP ≤ 2ε.
Questo completa la dimostrazione.
(2.3.3) Teorema (d’arresto). Sia X una sottomartingala continua a destra. Sia
S, T una coppia di tempi d’arresto limitati, con S ≤ T . Allora XS e XT sono
integrabili e si ha
XS ≤ P [XT | FS ].
Nel caso particolare in cui X sia per giunta una martingala, la relazione precedente
diviene un’uguaglianza.
Dimostrazione. Sia Dn l’insieme dei numeri diadici di stadio n-esimo (ossia dei
numeri della forma k2−n, con k intero positivo). Si ponga, per ciascun intero
positivo n,
Sn(ω) = inf{t ∈ Dn : S(ω) ≤ t}.
Chiaramente, per ciascun intero positivo n, Sn e` un tempo d’arresto rispetto alla
filtrazione (Ft)t∈Dn . Inoltre, la successione (Sn) e` decrescente e ammette S come
inviluppo inferiore. Di conseguenza (XSn) e` una successione uniformemente integra-
bile (si veda (2.3.1)). Poiche´ essa converge puntualmente verso XS , si vede che XS
e` integrabile, e che la convergenza di XSn verso XS ha luogo in L1. Si ragiona
in modo analogo per costruire una successione decrescente (Tn) di tempi d’arresto,
con Sn ≤ Tn, aventi T come inviluppo inferiore, in modo tale che XTn converga
in L1 verso XT . Sia poi A un elemento della tribu` FS . Siccome S e` maggiorata da
ciascuna delle Sn, A appartiene a ciascuna delle tribu` FSn . Applicando dunque il
teorema d’arresto discreto (2.2.3) si ottiene∫
A
XSn dP ≤
∫
A
XTn dP.
Per concludere basta passare al limite ed utilizzare la convergenza in L1.
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(2.3.4) Corollario. SiaX una martingala e sia T un tempo d’arresto. Allora anche
il processo arrestato X |T e` una martingala.
Dimostrazione. Sia s, t una coppia di numeri reali positivi, con s ≤ t. Per concludere
basta osservare che, per il teorema d’arresto (2.3.3), si ha
P [Xt∧T −Xs∧T | Fs] = 0.
(2.3.5) Lemma massimale. Sia X una martingala continua a destra, chiusa dalla
variabile aleatoria Z. Si ponga
X∗∞ = supt∈R+ |Xt|.
Si ha allora, per ciascun numero reale e positivo x, e ciascun numero reale stretta-
mente positivo λ,
xλP{X∗∞ > x} ≤
∫
{X∗∞>x} |Z|
λ dP.
Dimostrazione. Sia D una parte numerabile e densa di R+, e sia (Dn) una succes-
sione crescente di parti finite di D, avente D come riunione. Si ponga, per ogni n,
Un = sups∈Dn |Xs|,
e denotiamo con tn il piu` grande elemento di Dn. Applicando il lemma massimale
discreto (2.2.4) alla sottomartingala |X|λ, si trova
(2.3.6) xλP{Un > x} ≤
∫
{Un>x} |Xtn |λ dP ≤
∫
{Un>x} |Z|λ dP.
D’altra parte si ha
supn Un = supt∈D |Xt| = X∗∞,
e la successione (Un) e` crescente. La conclusione si ottiene dunque passando al
limite in (2.3.6).
Allo scopo di caratterizzare le martingale chiuse mediante l’uniforme integra-
bilita`, occorre premettere il seguente lemma relativo alla regolarita` delle traiettorie
di una martingala continua a destra.
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(2.3.7) Lemma. Sia X una martingala continua a destra. Allora quasi ogni trai-
ettoria di X e` regolare. Supponiamo inoltre che X sia limitata in L1, cioe` tale che
si abbia
supt P [|Xt|] <∞.
Allora quasi ogni traiettoria di X e` limitata e dotata di limite all’infinito.
Dimostrazione. La decomposizione X = X+−X− permette di ricondurci al caso in
cui X sia una martingala positiva. Inoltre, per ogni fissato ω in Ω, se la restrizione
di X( ·, ω) a Q+ e` regolare (risp. limitata e dotata di limite all’infinito), tale e`
anche l’intera traiettoria X( ·, ω). Basta dunque provare che, per quasi ogni ω in Ω,
la restrizione di X( ·, ω) a una parte numerabile e non limitata D di R+ e` regolare
(risp. limitata e dotata di limite all’infinito, nel caso particolare in cui X sia limitata
in L1).
A questo scopo sia (Dn) una successione crescente di parti finite di D, la cui
riunione coincida con D, e denotiamo con tn il piu` grande elemento di Dn. Si
ponga inoltre
Un = sups∈Dn Xs.
La successione (Un) e` allora crescente, e il suo inviluppo superiore e` la variabile
aleatoria
U = sups∈DXs.
Proviamo che questa variabile aleatoria e` quasi certamente finita. Il lemma massi-
male (2.2.4) fornisce, per ogni intero positivo n, e ogni numero reale x > 0,
P{Un > x} ≤ 1x
∫
Xtn dP ≤ cx .
Ne segue P{Un > x} ≤ c/x, da cui P{U = ∞} = 0. Poniamo dunque (con le
notazioni utilizzate in (2.2.5))
Jn(a, b) = J(a, b,Dn),
e denotiamo con J(a, b) l’inviluppo superiore della successione crescente (Jn(a, b)).
Si ha allora, per il teorema (2.2.5),
P [Jn(a, b)] ≤ (b− a)−1P [(Xtn − b)+],
dunque anche
P [J(a, b)] ≤ (b− a)−1 sups∈D P [(Xs − b)+] <∞.
Di conseguenza l’insieme
A =
⋃
a,b∈Q+, a<b{J(a, b) =∞}
e` trascurabile.
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Sia ω un elemento di Ω, tale che la restrizione della traiettoria X( ·, ω) all’insieme
D sia limitata, ma non regolare a sinistra (oppure priva di limite all’infinito). Esiste
allora un elemento t di ]0,∞] verificante la relazione
lim infs↑↑t, s∈DXs(ω) < lim sups↑↑t, s∈DXs(ω).
Si puo` dunque scegliere una coppia a, b di numeri reali positivi, con a < b, e una
successione strettamente crescente (sk) di elementi diD, con limk sk = t, dimodoche´
si abbia, per ogni intero positivo h,
Xs2h(ω) ≥ b, Xs2h+1(ω) ≤ a.
Per ogni intero h, esiste un intero nh tale che i numeri s1, . . . , s2h appartengano tutti
a Dnh . Si ha allora Jnh(a, b)(ω) ≥ h e, di conseguenza, J(a, b)(ω) = ∞. Questo
prova che ω appartiene all’insieme trascurabile A. Allo stesso modo si dimostra
che A contiene l’insieme degli elementi ω di Ω tali che la traiettoria X( ·, ω) sia
limitata, ma non regolare a destra. Il lemma e` cos`ı dimostrato.
Veniamo ora all’attesa caratterizzazione delle martingale chiuse.
(2.3.8) Proposizione. Sia X una martingala continua a destra. Le condizioni che
seguono sono allora equivalenti:
(a) X e` chiusa.
(b) La famiglia (Xt)t∈R+ e` uniformemente integrabile.
Inoltre, se le due condizioni sono verificate, Xt converge quasi certamente e in L1
(quando t tende verso l’infinito) verso una variabile aleatoria reale e misurabile
rispetto alla tribu` F∞ che la chiude.
Dimostrazione. (a) ⇒ (b): Supponiamo che la martingala X sia chiusa dalla vari-
abile aleatoria Z. Per ogni t, Xt e` allora una versione della speranza condizionale
P [Z | Ft]. Grazie all’uguaglianza P [Z | Ft] = P [Z+ | Ft] − P [Z− | Ft], possiamo ri-
condurci al caso in cui le variabili aleatorie Z e Xt sono tutte positive. Fissiamo
allora un numero reale e positivo ε, e scegliamo un numero reale positivo δ tale che,
per ogni elemento A di A, con P (A) < δ, risulti ∫
A
Z dP < ε. Scegliamo, poi, un
numero reale e positivo c tale che si abbia c−1P [Z] < δ. Per la disuguaglianza di
Markov, si ha allora, per ogni numero reale e positivo t,
P{Xt > c} ≤ c−1P [Xt] = c−1P [Z] < δ,
e quindi ∫
{Xt>c}Xt dP =
∫
{Xt>c} Z dP < ε.
Questo prova che la famiglia (Xt) e` uniformemente integrabile.
(b) ⇒ (a): Si supponga che la famiglia (Xt) sia uniformemente integrabile, e
dunque limitata in L1. Ne segue allora (si veda (2.3.7)) che quasi ogni traietto-
ria X( ·, ω) e` limitata e dotata di limite all’infinito. Di conseguenza, se si denota
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con V la variabile aleatoria coincidente con la variabile aleatoria (misurabile rispetto
a F∞)
V = lim supt→∞, t∈Q+ Xt
laddove questo limite e` finito, e con 0 altrove, si vede facilmente che V e` misurabile
rispetto a F∞, e che Xt converge verso V (quando t tende verso l’infinito), non solo
quasi certamente, ma anche nel senso della convergenza in L1. Resta soltanto da
provare che V chiude la martingala X. Consideriamo a questo scopo un numero
reale positivo s e un elemento A di Fs. Si ha allora∫
A
Xs dP =
∫
A
Xs+t dP,
dalla quale si deduce (grazie alla convergenza di Xt in L1)∫
A
Xs dP =
∫
A
V dP.
La proposizione e` cos`ı dimostrata.
Data una variabile aleatoria integrabile Z, ci domandiamo se esiste una martin-
gala che sia chiusa da Z e che sia per giunta continua a destra. Quanto la filtrazione
verifica le condizioni abituali la risposta e` affermativa, come mostra la proposizione
seguente:
(2.3.9) Proposizione. Supponiamo che la filtrazione F verifichi le condizioni abit-
uali. Esiste allora, per ogni variabile aleatoria Z integrabile, una martingala X
chiusa da Z e continua a destra. Inoltre, si puo` fare in modo che X sia a traiettorie
limitate, regolari e dotate di limite all’infinito (e che X sia limitata se tale e` Z).
Dimostrazione. La decomposizione Z = Z+ −Z− permette di ricondurci al caso in
cui Z sia positiva.
Cominciamo con il costruire una martingala Y chiusa rispetto a Z: e` sufficiente
per questo scegliere, per ciascun t, una versione Y di P [Z | Ft] che sia ovunque
positiva. Consideriamo poi una parte numerabile D di R+, densa in R+. Allo
stesso modo della dimostrazione di (2.3.7), si prova che, quasi ogni traiettoria di Y
ha una restrizione a D che e` limitata, regolare e dotata di limite all’infinito. A
meno di modificare Yt, con t ∈ D, su di un insieme trascurabile (appartenente a F0
per ipotesi), si potra` supporre che la proprieta` precedente sia verificata per tutte le
traiettorie di Y . Si ponga allora, per ogni elemento (s, ω) di R+ × Ω:
X(s, ω) = limt↓↓s, t∈D Y (t, ω).
Si definisce cos`ı un processo X, le cui traiettorie sono limitate, continue a destra,
limitate, e dotate di limite all’infinito.
E` chiaro che, per ogni s, la variabile aleatoria Xs e` misurabile rispetto alla
tribu` F+s , che, per ipotesi, coincide con Fs. Il processo X e` dunque adattato. Resta
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da provare che X e` una martingala. A questo scopo fissiamo un numero reale e
positivo s e un elemento A di Fs. Si ha allora, per ogni numero reale t, con t ≥ s,∫
A
Yt dP =
∫
A
Z dP.
Inoltre, la famiglia (Yt) e` uniformemente integrabile (si veda (2.3.8)), e dunque, per
definizione, si ha
limt↓↓s, t∈D Yt = Xs.
Ne segue che ∫
A
Xs dP =
∫
A
Z dP,
e cio` basta per concludere.
Osserviamo che, se U e` una funzione numerica positiva e misurabile sullo spazio
misurabile (Ω,A), e se µ e` una misura positiva e σ-finita sullo stesso spazio, per
ogni numero reale p ≥ 1, si ha
(2.3.10)
∫
Up dµ =
∫∞
0
pxp−1µ{U > x}dx.
Per ottenere questa formula, basta scrivere Up nella forma∫ U(ω)
0
pxp−1 dx
e applicare il teorema di Fubini:∫
Up(ω)µ(dω) =
∫
µ(dω)
∫ U(ω)
0
pxp−1 dx =
∫
pxp−1µ{ω : U(ω) > x}dx.
La formula (2.3.10) permette di dimostrare facilmente il seguente lemma.
(2.3.11) Lemma. Si consideri, sullo spazio probabilizzato (Ω,A, P ), una coppia
U, V di variabili aleatorie positive, con V quasi certamente finita, e si supponga che
si abbia
(2.3.12) xP{U > x} ≤ ∫{U>x} V dP
per quasi ogni numero reale positivo x. Si ha allora
P [U2] ≤ 2P [UV ],
P [U2] ≤ 4P [V 2].(2.3.13)
Dimostrazione. Si denoti con ν la misura V · P . L’ipotesi (2.3.12) si traduce nella
disuguaglianza
xP{U > x} ≤ ν{U > x}.
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Integrando i due membri di questa relazione, si trova
∫∞
0
xP{U > x}dx ≤ ∫∞
0
ν{U > x}dx.
Ora, la relazione (2.3.10) (ove si sia posto p = 2 e µ = P ) mostra che l’integrale
a primo membro della relazione precedente e` uguale a 12P [U
2]. La stessa relazione
(ove si sia posto p = 1 e µ = ν) mostra che l’integrale che figura a secondo membro
di (2.3.13) e` uguale a
∫
U dν, cioe` a
∫
UV dP . La prima disuguaglianza e` allora
provata. Se adesso si applica, per ogni numero reale e positivo c, il risultato ottenuto
alla variabile aleatoria U ∧ c (che verifica ancora le ipotesi (2.3.12)), si trova
P [(U ∧ c)2] ≤ 2P [(U ∧ c)V ] ≤ 2√P [(U ∧ c)2]√P [V 2],
dalla quale si deduce
P [(U ∧ c)2] ≤ 4P [V 2].
Non resta che fare tendere c verso l’infinito per ottenere (2.3.13).
Il lemma appena dimostrato permette di dedurre immediatamente dal lemma
massimale (2.3.5) la disuguaglianza di Doob:
(2.3.14) Teorema (disuguaglianza di Doob). Sia X una martingala continua
a destra, chiusa dalla variabile aleatoria Z. Si ponga
(2.3.15) X∗∞ = supt∈R+ |Xt|.
Si ha allora
P [(X∗∞)
2] ≤ 4P [Z2].
2.4 Martingale di quadrato integrabile
La disuguaglianza di Doob (2.3.14) permette di dimostrare una caratterizzazione
importante della classe delle martingale continue a destra che sono chiuse da una
variabile aleatoria di quadrato integrabile.
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(2.4.1) Proposizione. Sia X una martingala continua a destra. Le condizioni che
seguono sono allora equivalenti:
(a) X e` chiusa da una variabile aleatoria di quadrato integrabile;
(b) La famiglia (Xt) e` dominata in L2 (ossia la variabile aleatoria X∗∞, definita
da (2.3.15), e` di quadrato integrabile);
(c) La famiglia (Xt) e` limitata in L2 (ossia supt∈R+ P [X2t ] <∞).
Inoltre, se queste condizioni sono verificate, (Xt) converge quasi certamente e
in L2 (al tendere di t verso l’infinito) verso una variabile aleatoria V , misurabile
rispetto a F∞, e di quadrato integrabile, che chiude la martingala e che verifica la
relazione
(2.4.2) P [V 2] = limt→∞ P [X2t ] = supt∈R+ P [X
2
t ].
Dimostrazione. L’implicazione (a) ⇒ (b) segue da (2.3.14). L’implicazione (b) ⇒
(c) e` evidente. Basta dunque dimostrare l’implicazione (c) ⇒ (a) e l’asserzione
finale: a questo scopo supponiamo che la famiglia (Xt) sia limitata in L2. Essa
e` allora uniformemente integrabile. Ne risulta dunque da (2.3.8) che, al tendere
di t verso l’infinito, Xt converge quasi certamente verso una variabile aleatoria V ,
misurabile rispetto a F∞ che chiude la martingala. Inoltre, grazie al lemma di
Fatou, si ha
P [V 2] ≤ lim inft→∞ P [X2t ] <∞,
per cui V e` di quadrato integrabile, e l’asserzione (a) e` provata. D’altronde, in virtu`
della condizione (b), la convergenza di Xt verso V ha luogo in L2. Questo prova
la relazione (2.4.2), dove l’ultima uguaglianza e` dovuta al fatto che t 7→ P [X2t ] e`
crescente, essendo X2 una sottomartingala.
(2.4.3) Definizione. Si chiama martingala di quadrato integrabile ogni martingala
X continua a destra e regolare, verificante le condizioni equivalenti (a), (b), (c) della
proposizione precedente.
(2.4.4) Osservazione. Se supponiamo verificate le condizioni abituali, allora, per
ogni variabile aleatoria Z di quadrato integrabile, esiste una martingala di quadrato
integrabile X (unica a meno di processi indistinguibili) chiusa da Z (si veda (2.3.9)).
Inoltre, questa martingala ammette come variabile aleatoria che la chiude una ver-
sione della speranza condizionale P [Z | F∞].
L’osservazione precedente si puo` riassumere nel risultato seguente:
(2.4.5) Proposizione. Per ogni variabile aleatoria V , misurabile rispetto a F∞ e
di quadrato integrabile, esiste un’unica martingala di quadrato integrabile (unica a
meno di processi indistinguibili) chiusa da V .
III
Il processo di Wiener
3.1 Variabili aleatorie gaussiane reali
(3.1.1) Definizione. Si chiama legge normale ridotta e si denota con N (0, 1) la
legge sullo spazio misurabile (R,B(R)) avente come densita` la funzione
x 7→ 1√
2pi
exp
(−x2/2) .
La legge normale ridotta e` simmetrica e dunque ha momento del prim’ordine
nullo. Inoltre, essa ha momento del secondo ordine eguale a 1 (come si riconosce
facilmente con una semplice integrazione per parti). Osservato che la funzione
x 7→ xk exp(−x2/2) e` integrabile per ogni intero k, e` facile provare che la legge
normale ridotta ha momento di qualunque ordine finito. Si riconosce facilmente,
inoltre, che la sua funzione caratteristica e` la funzione cos`ı definita su R:
ϕ(t) = exp
(−t2/2) .
(3.1.2) Definizione. Assegnata una coppia m,σ di numeri reali, con σ ≥ 0, si
denota con N (m,σ2) l’immagine di N (0, 1) mediante l’applicazione lineare affine
x 7→ σx + m da R in R. Se X e` una variabile aleatoria reale avente come legge
N (0, 1), allora la variabile aleatoria Y = σX +m ha come legge N (m,σ2), e si ha:
P [Y ] = m, Var[Y ] = σ2.
E` quindi naturale chiamare N (m,σ2) la legge normale di media m e varianza σ2.
La variabile aleatoria Y si chiama, invece, variabile aleatoria gaussiana (di media m
e varianza σ2).
Per σ = 0, la legge normale si riduce alla legge della costante m (ossia alla misura
di Dirac εm); per σ > 0, essa ammette come densita` la funzione
y 7→ 1√
2piσ2
exp
[
− 12
(
y−m
σ
)2]
.
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In ogni caso, la funzione caratteristica della legge N (m,σ2) e` la funzione:
ϕ(t) = exp
(
itm− σ2t2/2) .
Come immediata conseguenza delle proprieta` delle funzioni caratteristiche, in-
oltre, si ottiene che
N (m1, σ21) ?N (m2, σ22) = N (m1 +m2, σ21 + σ22).
Da questa formula si deduce che la combinazione lineare di un numero finito di varia-
bili aleatorie indipendenti e gaussiane e` essa stessa una variabile aleatoria gaussiana.
Quest’osservazione suggerisce la seguente definizione:
(3.1.3) Definizione. Una famiglia (Xi)i∈I di variabili aleatorie reali su (Ω,A, P )
si dice una famiglia gaussiana se ogni Xi e` gaussiana e se ogni combinazione lineare
finita delle Xi e` una variabile aleatoria gaussiana. Si dice poi che (Xi)i∈I e` una
famiglia gaussiana centrata se, per giunta, tutte le Xi sono centrate.
Per una famiglia gaussiana la nozione di indipendenza si riduce a quella di non
correlazione. Piu` precisamente:
(3.1.4) Proposizione. Su (Ω,A, P ) sia (Xi)i∈I una famiglia gaussiana di variabili
aleatorie. I fatti seguenti sono, allora, equivalenti:
(a) (Xi)i∈I e` una famiglia di variabili aleatorie indipendenti.
(b) (Xi)i∈I e` una famiglia di variabili aleatorie a due a due non correlate.
Dimostrazione. L’implicazione (a)⇒ (b) e` ovvia. Per quanto riguarda l’implicazio-
ne (b)⇒ (a): senza ledere la generalita` possiamo supporre che ogni Xi sia centrata.
Inoltre, per il criterio fondamentale d’indipendenza, basta provare che, per ogni
parte finita J di I, la famiglia (Xi)i∈J e` indipendente. Per fare questo, supponiamo
fissata una parte finita J di I: basta dimostrare che la funzione caratteristica del
blocco [Xi]i∈J coincide con il prodotto tensore delle funzioni caratteristiche delleXi.
In effetti, fissato un elemento t in RJ , poiche´ (Xi)i∈J e` una famiglia gaussiana, la
variabile aleatoria 〈t,X〉 ha legge normale e, denotata con σ2i la varianza della
variabile aleatoria Xi, poiche´ le variabili aleatorie Xi sono non correlate, essa ha
come varianza il numero:
τ2 =
∑
i∈J t
2
iσ
2
i .
La tesi segue, dunque, dall’uguaglianza seguente:
ϕX(t) = ϕ〈t,X〉(1) = exp
(−τ2/2) =∏i∈J exp (−t2iσ2i /2) =∏i∈J ϕXi(ti).
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(3.1.5) Proposizione. Sia (Xn)n≥1 una successione di variabili aleatorie gaussiane
sullo spazio probabilizzato (Ω,A, P ). Per ciascun intero positivo n, sia N (mn, σ2n)
la legge di Xn. Se la successione Xn converge in L2 verso una variabile aleatoria X,
allora X e` gaussiana.
Dimostrazione. Si ponga:
m = limnmn, σ2 = limn σ2n.
Per ipotesi e` chiaro che la successione
ϕXn(t) = P [e
itXn ] = exp
(
itmn − σ2nt2/2
)
converge puntualmente verso la funzione
ϕX(t) = exp
(
itm− σ2t2/2) .
Cio` basta per concludere che la successione (Xn) converge in legge verso una va-
riabile aleatoria gaussiana di legge N (m,σ2). Ora, poiche´ (Xn) converge verso X
in L2, la convergenza avviene anche in legge e dunque X ha necessariamente legge
gaussiana N (m,σ2).
3.2 Definizione di processo di Wiener
Sia assegnato uno spazio probabilizzato (Ω,A, P ) e, su di esso, una filtrazione F
avente R+ come insieme dei tempi.
(3.2.1) Definizione. Un processo X su (Ω,A, P ), avente R+ come insieme dei
tempi, e` detto additivo (rispetto alla filtrazione F) se e` adattato a F , e se, per
ciascun numero reale positivo s, il blocco [Xs+t − Xs]t∈R+ e` indipendente dalla
tribu` Fs.
Il seguente risultato e` un utile criterio per verificare quando un processo adattato
sia additivo.
(3.2.2) Proposizione. Su (Ω,A, P ), sia X un processo adattato alla filtrazione F ,
avente R+ come insieme dei tempi. Affinche´ X sia additivo e` (necessario e) suffi-
ciente che, per ogni coppia s, t di numeri reali positivi, sia indipendente da Fs la
variabile aleatoria Xt+s −Xs.
Dimostrazione. Si supponga fissato un numero reale positivo s. Si scelga una par-
tizione finita
0 = t0 < t1 < . . . < tn <∞
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e si consideri, per ogni fissato intero j compreso tra 1 e n, la variabile aleatoria
∆j = Xs+tj −Xs+tj−1 .
Comunque preso un elemento H in Fs, e` facile dimostrare, per induzione, che il
blocco [IH ,∆1, . . . ,∆j−1] e` indipendente dalla variabile aleatoria ∆j . Per il criterio
d’indipendenza per successioni e` allora chiaro che (IH ,∆1, . . . ,∆n) e` una famigli
finita di variabili aleatorie indipendenti. In particolare, la variabile aleatoria IH
risulta indipendente dal blocco [∆1, . . . ,∆n] e, per il principio della composizione,
essa e` indipendente dal blocco
[∆1,∆1 +∆2, . . . ,∆1 + · · ·+∆n].
Cio` significa che la tribu` Fs e` indipendente dal blocco [Xs+tj −Xs]1≤j≤n e quindi,
per il criterio fondamentale d’indipendenza, essa risulta indipendente dal blocco
[Xs+t −Xs]t∈R+ .
(3.2.3) Definizione. Un processo B su (Ω,A, P ), avente R+ come insieme dei
tempi e nullo in 0, e` detto un processo di Wiener (o moto browniano) relativo alla
filtrazione F se e` un processo additivo (rispetto a F) con traiettorie continue e, per
ogni coppia s, t di numeri reali positivi, Bs+t −Bs ha legge N (0, t), ossia
(Bs+t −Bs)(P ) = N (0, t).
Osserviamo, innanzitutto, che l’ipotesi che B sia nullo in 0 e` inessenziale: in effetti
le proprieta` alle quali deve sottostare un processo di Wiener riguardano soltanto gli
incrementi e dunque non dipendono dalla variabile aleatoria iniziale. Inoltre, se B e`
un processo di Wiener, allora, per ogni coppia s, t di numeri reali positivi, la variabile
aleatoria Bt+s−Bs e` indipendente da Bs. Piu` in generale, per ogni partizione finita
0 ≤ t1 < t2 < · · · < tn,
(Bt1 , Bt2 −Bt1 , . . . , Btn −Btn−1)
e` una famiglia finita di variabili aleatorie gaussiane e indipendenti. In realta` questa
proprieta` vale anche quando si considerino dei tempi d’arresto. Piu` precisamente:
(3.2.4) Proposizione. Sia B un processo di Wiener rispetto alla filtrazione F .
Allora (Bt)t≥0 e` una martingala. Inoltre tale e` il processo (B2t − t)t∈R+ .
Dimostrazione. La prima affermazione e` conseguenza delle proprieta` elementari
della speranza condizionale: si ha infatti, per ogni coppia s, t di numeri reali positivi,
P [Bt+s −Bs | Fs] = P [Bt+s −Bs] = 0.
Per quanto riguarda l’altra affermazione, innanzitutto osserviamo che, per ogni
coppia s, t di numeri reali positivi, si ha:
P [(Bt+s −Bs)2 | Fs] = P [B2t+s +B2s | Fs]− 2BsP [Bs+t | Fs] = P [B2t+s −B2s | Fs].
Ne segue, dunque, sfruttando il fatto che Bt+s −Bs e` indipendente dalla tribu` Fs,
che ha legge N (0, t), e le proprieta` dell’indipendenza condizionale,
P [(B2t+s−(t+s))−(B2s−s) | Fs] = P [(Bt+s−Bs)2 | Fs]−t = P [(Bt+s−Bs)2]−t = 0
e anche la seconda affermazione e` cos`ı provata.
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(3.2.5) Proposizione. Supponiamo fissato uno spazio probabilizzato (Ω,A, P ) e,
su di esso, un processo B nullo in 0 e con traiettorie continue. Le condizioni che
seguono sono allora equivalenti:
(a) B e` un processo di Wiener rispetto alla filtrazione naturale.
(b) B e` una famiglia gaussiana centrata e, per ogni coppia s, t di numeri reali
positivi, si ha:
(3.2.6) P [BsBt] = s ∧ t.
Dimostrazione. Se B e` un processo di Wiener, con un semplice ragionamento per
induzione si prova che B e` una famiglia gaussiana. Inoltre, per ogni coppia s, t di
numeri reali positivi, si ha:
P [Bt+sBs] = P [(Bt+s −Bs)Bs] + P [B2s ] = P [Bt+s −Bs]P [Bs] + Var[Bs] = s.
Viceversa, si supponga che B sia una famiglia gaussiana e centrata di variabili
aleatorie verificanti la relazione (3.2.6). Allora, per ogni coppia s, t di numeri reali
positivi, la variabile aleatoria Bt+s −Bs e` gaussiana e centrata; inoltre, poiche´
P [(Bt+s −Bs)2] = P [B2t+s] + P [B2s ]− 2P [Bt+sBs] = t+ s+ s− 2s = t,
la variabile aleatoria Bt+s − Bs ha legge N (0, t). Per concludere basta, dunque,
verificare che, per ogni coppia s, t di numeri reali positivi, Bt+s−Bs e` indipendente
dalla tribu` T (Bu : u ≤ s). Per vedere questo basta osservare (si veda (3.1.4)) che
le variabili aleatorie Bt+s − Bs e Bu sono non correlate, per ciascun numero reale
u, con u ≤ s. In effetti, vale la relazione:
Cov(Bt+s −Bs, Bu) = P [(Bt+s −Bs)Bu] = (t+ s) ∧ u− s ∧ u = 0
e cio` basta per concludere.
(3.2.7) Esempio. Sia B un assegnato processo di Wiener sullo spazio probabi-
lizzato (Ω,A, P ) (relativo alla propria filtrazione naturale F). Fissato un numero
reale positivo s, e` facile riconoscere allora che il processo B˜, definito da
B˜t = Bt+s −Bs
e` un processo di Wiener relativo alla propria filtrazione naturale F˜ . Inoltre, non e`
difficile verificare che, per ogni numero reale positivo t, la tribu` F˜t e` indipendente
dalla tribu` Fs.
Non e` difficile poi provare che, se T e` un tempo d’arresto finito allora il processo B˜,
definito da
B˜t = BT+t −BT
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e` un processo di Wiener indipendente dalla tribu` FS . A questo scopo, osserviamo in-
nanzitutto che, senza ledere la generalita`, possiamo supporre che T sia discreto. Nel
caso generale bastera` considerare una successione crescente (Tn) di tempi d’arresto
discreti, ammettenti T come inviluppo superiore e ragionare su ciascun Tn. In
queste ipotesi, osserviamo che, per ogni coppia α, β di numeri reali, denotata con D
la parte numerabile di R+ costituita dai valori di T , si ha, tramite la formula di
disintegrazione, e posto Hs = {T = s},
P{BT+t −BT > α,BT > β} =
∑
s∈D PHs{Bt+s −Bs > α,Bs > β}P (Hs)
=
∑
s∈D PHs{Bt+s −Bs > α}PHs{Bs > β}P (Hs).
Ora, osservato che Bt+s − Bs e` indipendente da Hs, e denotata con Φ la funzione
di ripartizione della legge N (0, 1), si ha
P{BT+t −BT > α,BT > β} =
(
1− Φ(α/√t))∑s∈D PHs{Bs > β}P (Hs)
= P{BT+t −BT > α}P{BT > β},
dove l’ultima eguaglianza segue dal fatto che la variabile aleatoria BT+t − BT ha
legge N (0, t) (come si riconosce facilmente utilizzando ancora la disintegrazione).
(3.2.8) Osservazione. Denotiamo con W lo spazio C(R+,R) (costituito da tutte
le funzioni continue di R+ in R), e con [ξt]t≥0 il processo canonico su W , definito
da ξt(ω) = ω(t), per ogni numero reale positivo t, e ogni elemento ω di W . Inoltre,
porremo
W = T (ξt : t ∈ R+).
Lo spazio misurabile (W,W) e` detto lo spazio canonico di Wiener . Un processo
reale X, definito su un’opportuno spazio probabilizzato (Ω,A, P ), avente traiettorie
appartenenti a W , si puo` identificare con il blocco [Xt]t≥0, pensato come variabile
aleatoria a valori in (W,W). Pertanto la sua legge sara` una misura di probabilita`
sulla tribu` W.
Se B e` un processo di Wiener, su uno spazio probabilizzato (Ω,A, P ), relativo
alla propria filtrazione naturale, la sua legge si chiama misura di Wiener (sullo
spazio (W,W)), la quale non dipende dal particolare processo di Wiener scelto. La
si denoti con Pw.
Giova forse osservare che, se µ e` una misura di probabilita` su B(R), allora µ?Pw
e` l’unica misura di probabilita` secondo la quale il processo canonico sia un processo
di Wiener avente µ come legge iniziale.
Da quest’osservazione segue che, per dimostrare l’effettiva esistenza della misura
di Wiener, basta costruire, su di un opportuno spazio probabilizzato (Ω,A, P ), un
processo di Wiener rispetto alla propria filtrazione naturale.
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3.3 Costruzione del processo di Wiener
Sia (ek)k≥1 una base ortonormale dello spazio di Hilbert L2(λ), dove λ denota la
misura di Borel-Lebesgue sullo spazio misurabile (R,B(R)). Per ciascun indice k, si
denoti con Ek un rappresentante di ek. Si ponga:
Gk(t) =
∫ t
0
Ek(s) ds.
Fissato uno spazio probabilizzato (Ω,A, P ), sia (Xk)k≥1 una successione di variabili
aleatorie reali e indipendenti, isonome di leggeN (0, 1). Per ciascun intero positivo n,
si ponga
B(n)(t, ω) =
∑n
k=1Gk(t)Xk(ω).
Poiche´ (ek) e` una base ortonormale di L2(λ), la funzione I[0,t] e` equivalente (modu-
lo λ) alla serie
∑
k≥1(I˜[0,t], ek)Ek (dove si denota con (·, ·) il prodotto scalare dello
spazio di Hilbert L2(λ), e con f˜ denota la classe di equivalenza, in L2(λ), avente f
come rappresentante) e quindi si ha:
(3.3.1)
∑
k≥1Gk(t)
2 =
∑
k≥1(I˜[0,t], ek)
2 = (I˜[0,t], I˜[0,t]) = t.
Inoltre, poiche´ (Xk)k≥1 e` una successione di variabili aleatorie indipendenti ed iso-
nome di legge N (0, 1), detto xk un elemento di L2(P ) avente come rappresentante
la variabile aleatoria Xk, la successione (xk) e` una base ortonormale in L2(P ). Ne
segue che la successione ∑n
k=1Gk(t)xk(ω)
converge in norma L2 (poiche´ converge la serie (3.3.1) dei coefficienti di Fourier)
verso un elemento dello spazio L2(P ) avente come rappresentante la variabile aleato-
ria
(3.3.2) B(t, ω) =
∑
k≥1Gk(t)Xk(ω).
In particolare, la famiglia (Bt)t∈R+ e` una famiglia gaussiana e centrata di variabili
aleatorie (si veda (3.1.5)). Inoltre, per ogni coppia s, t di numeri reali positivi, per
l’uguaglianza di Parseval, si ha:
P [BsBt] =
∑
k≥1Gk(t)Gk(s)
=
∑
k≥1(I˜[0,t], ek)(I˜[0,s], ek)
=
∑
k≥1(I˜[0,t], I˜[0,s]) = t ∧ s.
Per costruire un processo di Wiener, basta costruire, a partire da B, una mo-
dificazione Bˆ di B avente traiettorie continue (si veda a questo proposito (3.2.5)).
Questo segue come corollario di un celebre risultato dovuto a Kolmogorov.
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(3.3.3) Teorema (di ho¨lderianita` di Kolmogorov). Su un fissato spazio pro-
babilizzato (Ω,A, P ) sia dato un processo reale X avente R+ come insieme dei
tempi. Si supponga che esistano α, δ, C costanti reali strettamente positive, tali
che, per ogni coppia s, t di numeri reali positivi, abbia luogo la relazione
P
[|Xs −Xt|α] ≤ C|s− t|1+δ.
Allora esiste una modificazione di X con traiettorie localmente ho¨lderiane di
esponente γ, non appena γ sia minore di δ/α.
Allo scopo di provare questo teorema occorre premettere un lemma. Si denoti
con D l’insieme costituito da tutti i numeri diadici, ossia da tutti i numeri della
forma k2−n, con k e n interi positivi. Fissato un intero positivo n, si denoti con Dn
l’insieme dei numeri diadici di stadio n-esimo.
(3.3.4) Lemma. Siano m un numero reale positivo, f una funzione reale definita
su D ∩ [0,m] e γ un numero reale strettamente positivo. Si supponga che esista un
intero positivo n0 tale che, per ogni intero n superiore o eguale a n0, e ogni coppia
s, t di elementi consecutivi di Dn ∩ [0,m], si abbia |f(t)− f(s)| ≤ 2−nγ .
Allora f e` ho¨lderiana di esponente γ, ossia f e` prolungabile ad una funzione
ho¨lderiana di esponente γ definita su [0,m].
Dimostrazione. Mostriamo dapprima che esiste una costante reale C tale che, co-
munque si prendano un intero n superiore o eguale a n0, una coppia a, b di elementi
consecutivi di Dn ∩ [0,m] e un elemento x di D tra essi compreso, risulti
|f(x)− f(a)| ≤ C2−nγ , |f(x)− f(b)| ≤ C2−nγ .
A questo scopo, osserviamo che si ha:
x = a+
∑
h≥1 εh2
−(n+h),
dove (εh)h≥1 e` una successione di elementi di {0, 1} definitivamente nulla. Dunque,
ponendo, per ciascun intero strettamente positivo h,
s0 = a, sh = sh−1 + εhe−(n+h),
si definisce una successione crescente (sh)h≥0 di elementi di D i cui termini coinci-
dono definitivamente con x. Inoltre, per ogni intero strettamente positivo h, i due
termini sh−1 e sh o coincidono o sono elementi consecutivi di Dn+h. Si ha, pertanto,
|f(x)− f(a)| ≤∑h≥1 |f(sh)− f(sh−1)| ≤∑h≥1 2−(n+h)γ = C2−nγ ,
con C costante reale. Un ragionamento analogo si applica a |f(x)− f(b)|.
Presi ora due elementi x, y di D ∩ [0,m], con
x < y, |x− y| < 2−n0 ,
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si consideri l’intero n (superiore o eguale a n0) caratterizzato dalla relazione
2−(n+1) ≤ |x− y| ≤ 2−n.
Esistono allora in Dn ∩ [0,m] due punti consecutivi a, b, con a ≤ x ≤ y ≤ b, oppure
tre punti consecutivi a, b, c, con a ≤ x ≤ b ≤ y ≤ c. In entrambi i casi, tuttavia,
risulta
|f(x)− f(y)| ≤ |f(x)− f(b)|+ |f(b)− f(y)|
≤ 2C2−nγ = K2−(n+1)γ
≤ K|x− y|γ ,
con K costante. La funzione f e` dunque uniformemente continua, ossia univoca-
mente prolungabile in una funzione g continua su [0,m]. Inoltre, tale prolungamento
e` una funzione ho¨lderiana di esponente γ perche´ verifica la relazione
|g(x)− g(y)| ≤ K|x− y|γ
per ogni coppia x, y di elementi di [0,m] con |x− y| ≤ 2−n0 .
Veniamo ora alla dimostrazione del teorema. Per ogni intero positivo n, si denoti
con Zn l’inviluppo superiore di tutte le variabili aleatorie della forma |Xt − Xs|,
con s, t coppia di elementi consecutivi di Dn ∩ [0,m]. Denotato con Am,γ l’evento
costituito dagli elementi ω in Ω tali che la restrizione della traiettoria X( ·, ω) a
[0,m] sia ho¨lderiana di esponente γ, l’insieme lim infn{Zn ≤ 2−nγ}, grazie al lemma
precedente, e` contenuto in Am,γ . Cominciamo col provare che lim infn{Zn ≤ 2−nγ}
e` quasi certo, ossia che l’evento lim supn{Zn > 2−nγ} e` trascurabile. Per il primo
lemma di Borel–Cantelli, basta provare che la serie
(3.3.5)
∑
n≥0{Zn > 2−nγ}
e` convergente. In effetti, per ogni coppia s, t di elementi consecutivi di Dn ∩ [0,m],
si ha (grazie alla disuguaglianza di Markov):
P{|Xt −Xs| > 2−nγ} ≤ 2nγαP
[|Xt −Xs|α] ≤ 2nγαC2−n(1+δ).
Ne segue che
P{Zn > 2−nγ} ≤ m2n2nγαC2n(1−δ) = mC2n(γα−δ)
e dunque, poiche´ risulta γ < δ/α, la serie (3.3.5) deve necessariamente convergere,
per cui lim supn{Zn > 2−nγ} e` un evento trascurabile e, di conseguenza, Am,γ e`
quasi certo.
Si denoti con A l’intersezione di tutti gli eventi Am,γ , con m intero positivo e γ
numero razionale strettamente compreso tra 0 e δ/α. E` chiaro che A e` un evento
quasi certo. Si ponga, pertanto,
X˜t = IA lim infs→t, s∈DXs.
Il processo (X˜t)t∈R+ ha traiettorie localmente ho¨lderiane, per γ inferiore a δ/α, ed
e` una modificazione di X. Cio` conclude la dimostrazione.
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(3.3.6) Corollario. Il processo B definito in (3.3.2) ammette una modificazione
Bˆ con traiettorie ho¨lderiane di esponente γ, per ciascun numero reale γ inferiore a
1/2. Di conseguenza, Bˆ e` un processo di Wiener.
Dimostrazione. Fissati un numero reale α strettamente positivo e una coppia s, t di
numeri reali positivi, si ha:
P
[|Bt −Bs|α] = Cα|t− s|α/2,
dove Cα denota il momento assoluto di ordine α della legge normale N (0, 1). Percio`,
supposto α/2 > 1, ossia α > 2, se si applica il teorema (3.3.3) con δ = α2 − 1, si
osserva che, per ogni numero reale γ verificante la relazione
0 < γ < 12 − 1α ,
esiste una modificazione Bˆ di B con traiettorie ho¨lderiane di esponente γ. Osser-
vando che i numeri γ, tali ch’esista α maggiore di 2 per i quali valga la relazione
precedente, sono tutti i numeri γ strettamente compresi tra 0 e 1/2, si deduce che
e` possibile trovare una modificazione Bˆ di B con traiettorie localmente ho¨lderiane
di esponente γ strettamente compreso tra 0 e 1/2. Per concludere basta osservare
che Bˆ verifica la condizione (b) di (3.2.5) e dunque e` un processo di Wiener.
3.4 Proprieta` delle traiettorie di un processo di Wiener
(3.4.1) Teorema. Sia B un processo di Wiener definito sullo spazio probabilizzato
(Ω,A, P ). Allora l’insieme costituito dagli elementi ω di Ω per i quali la traiettoria
B( ·, ω) ammette in qualche punto di R+ derivata destra inferiore e derivata destra
superiore entrambe finite e` contenuto in un evento trascurabile.
Allo scopo di dimostrare questo teorema, cominciamo con la seguente semplice
osservazione.
(3.4.2) Osservazione. Se, sullo spazio (Ω,A, P ), e` data una variabile aleatoria
reale Z con legge normale N (0, 1) e se, per ogni numero reale positivo, si pone
F (x) = P{|Z| ≤ x} = 2(2pi)−1/2 ∫ x
0
exp(−z2/2) dz,
allora, al tendere di x a zero, si ha F (x) ∼ F ′(0)x = 2(2pi)−1/2x, e quindi F (x) ≈ x.
Sfruttando questo risultato elementare, proviamo il lemma seguente.
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(3.4.3) Lemma (di Erdo˝s). Nelle ipotesi del teorema, poniamo, per ogni coppia
n, k d’interi strettamente positivi,
Jnk =
[
(k − 1)/n, k/n[, ∆nk = ∣∣Bk/n −B(k−1)/n∣∣.
Inoltre, fissata una costante reale positiva c, poniamo
Cn =
⋃n
k=1
{
∆nk+1 ∨∆nk+2 ∨∆nk+3 ≤ c/n
}
.
Allora l’evento lim infn Cn e` trascurabile.
Dimostrazione. Grazie al lemma di Fatou, bastera` provare la relazione
(3.4.4) limn P (Cn) = 0.
A questo scopo, osserviamo che, per ogni coppia n, k d’interi strettamente positivi,
(∆nk+1,∆
n
k+2,∆
n
k+3) e` una terna di variabili aleatorie indipendenti, tutte isonome a
∆n1 . Si puo` dunque scrivere (tenendo conto dell’osservazione (3.4.2))
P (Cn) ≤
∑n
k=1 P
{
∆nk+1 ∨∆nk+2 ∨∆nk+3 ≤ c/n
}
= n(P{∆n1 ≤ c/n})3
= n
(
P
{√
n∆n1 ≤ c/
√
n
})3 ≈ n(1/√n)3 = 1/√n.
La relazione (3.4.4) e` cos`ı dimostrata.
Veniamo ora alla dimostrazione del teorema. Bastera` provare che, per ogni
costante reale positiva c, l’insieme
(3.4.5) A =
⋃
s∈[0,1[
{
lim supt→s, t>s |Bt −Bs|/(t− s) < c
}
e` contenuto in un evento trascurabile. Infatti, facendo variare c in N se ne potra`
dedurre che l’insieme costituito dagli ω di Ω per i quali la traiettoria B( ·, ω) am-
mette in qualche punti di [0, 1[ derivata destra inferiore e derivata destra superiore
entrambe finite e` contenuto in un evento trascurabile. Applicando poi questo risul-
tato, per ogni intero positivo m, al processo di Wiener (Bm+t − Bm)t≥0, si potra`
ottenere la tesi del teorema.
Poniamo, per ogni elemento s di [0, 1[, e ogni intero n strettamente positivo,
As =
{
lim supt→s, t>s |Bt −Bs|/(t− s) < c
}
,
Dn,s =
⋂
t∈[s,s+(4/n)]
{|Bt −Bs| < c(t− s)}.
Osserviamo che, per ogni elemento ω diDn,s, la traiettoria B( ·, ω) ha, sull’intervallo
[s, s+ (4/n)], un’oscillazione non superiore a (8c)/n. Poniamo inoltre
(3.4.6) Dn =
⋃
s∈[0,1[Dn,s.
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Si ha allora, per ogni s,
As ⊂ lim infnDn,s ⊂ lim infnDn.
Dalla relazione (3.4.5) discende dunque
(3.4.7) A =
⋃
s∈[0,1[As ⊂ lim infnDn.
D’altra parte, grazie alla relazione (3.4.6) di Dn, si ha, con le notazioni del lemma,
Dn =
⋃n
k=1
⋃
s∈Jn
k
Dn,s ⊂
⋃n
k=1 P
{
∆nk+1 ∨∆nk+2 ∨∆nk+3 ≤ (8c)/n
}
,
dove l’inclusione finale e` dovuta al fatto che, se ω e` un elemento di Dn,s, con s ∈ Jnk ,
allora ciascuno dei tre intervalli Jnk+1, J
n
k+2, J
n
k+3 risulta contenuto nell’intervallo
[s, s + (4/n)], sul quale la traiettoria B( ·, ω) ha un’oscillazione non superiore a
(8c)/n. Dalla relazione (3.4.7) discende dunque che l’insieme A e` contenuto nell’e-
vento
lim infn
⋃n
k=1 P
{
∆nk+1 ∨∆nk+2 ∨∆nk+3 ≤ (8c)/n
}
.
Poiche´ questo, grazie al lemma precedente, e` un evento trascurabile, il teorema e`
dimostrato.
(3.4.8) Teorema. Sia B un processo di Wiener definito sullo spazio probabilizzato
(Ω,A, P ). Allora:
(a) Per quasi ogni ω, la traiettoria B( ·, ω) non e` monotona su alcun intervallo
proprio (e quindi possiede un insieme denso di punti di massimo locale).
(b) Per quasi ogni ω, la traiettoria B( ·, ω) assume massimi diversi su ogni coppia
d’intervalli proprˆı, compatti e disgiunti, con estremi razionali (e quindi non possiede
alcun punto di massimo locale che sia stretto).
Dimostrazione. L’affermazione (a) e` una conseguenza del teorema precedente. In
effetti, se una traiettoria di B fosse monotona su un intervallo proprio, allora essa
sarebbe dotata di derivata finita in quasi ogni punto di questo intervallo. Per
provare l’affermazione (b) basta provare che, dati due intervalli compatti H = [a, b]
e K = [c, d], con 0 ≤ a < b < c < d <∞, e posto
MH = supt∈H Bt, MK = supt∈K Bt,
l’evento {MH =MK} e` trascurabile. Per questo, basta scrivere l’evento in questione
nella forma {MH −Bb =MK −Bb} e osservare che la variabile aleatoria MK −Bb
e` indipendente dal blocco [Bt]0≤t≤b (dunque da MH − Bb) e dotata di densita`, in
quanto puo` esser messa nella forma
MK −Bb = (Bc −Bb) + supc≤t≤d(Bt −Bc)
e il primo termine e` dotato di densita` (legge della variabile aleatoria in questione
sara` dunque il prodotto di convoluzione delle leggi delle variabili aleatorie di cui
e` somma). Ora, poiche´ l’evento {MH = MK} corrisponde a dire che il blocco
[MH − Bb,MK − Bb] sta sulla diagonale, la tesi segue dal fatto che la diagonale e`
trascurabile secondo la misura di Lebesgue.
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3.5 Il processo di Wiener multidimensionale
Supponiamo assegnato uno spazio probabilizzato (Ω,A, P ) e, su di esso, una filtra-
zione (Ft)t≥0.
(3.5.1) Definizione. Siano B1, . . . , Bd processi di Wiener relativi alla filtrazione
(Ft)t≥0. Si supponga che i blocchi [B1t ]t≥0, . . . , [Bdt ]t≥0 siano variabili aleatorie
indipendenti. Si dice allora che il processo B (sullo spazio (Ω,A, P ), a valori in
(Rd,B(Rd))), definito da,
Bt = [B1t , . . . , B
d
t ],
e` un processo di Wiener d-dimensionale (relativo alla filtrazione (Ft)t≥0).
(3.5.2) Osservazione. Grazie all’indipendenza delle “componenti” del processo B,
e` immediato riconoscere che il processo B verifica le proprieta` seguenti:
(a) Il processo B e` adattato a (Ft)t≥0, e per ogni coppia s, t di numeri reali
positivi, la variabile aleatoria Bs+t −Bs e` indipendente dalla tribu` Fs.
(b) Per ogni coppia s, t di numeri reali positivi, la legge su (Rd,B(Rd)), della
variabile aleatoria Bs+t − Bs coincide con la misura prodotto N (0, t)⊗d. In parti-
colare questa legge e` dotata di densita` (rispetto alla misura di Borel-Lebesgue) nt,
definita da,
nt(x) = (2pit)−n/2 exp
(− |x|2/(2t)).
(c) Il processo B ha traiettorie continue.
E` facile riconoscere che queste tre proprieta` caratterizzano completamente un pro-
cesso di Wiener di dimensione d, nel senso che, se B e` un processo a valori nello
spazio misurabile (Rd,B(Rd)), e verifica le proprieta` (a), (b), (c) dell’osservazione
precedente, allora esso e` un processo di Wiener d-dimensionale.

IV
L’integrale stocastico
4.1 Convergenze negli spazˆı dei processi
Fissiamo uno spazio probabilizzato (Ω,A, P ) e, su di esso, una filtrazione F avente
come insieme dei tempi R+ e verificante le condizioni abituali.
Denotiamo con R lo spazio vettoriale costituito da tutti i processi regolari, con-
tinui a destra e adattati. Si denoti inoltre con R0 il sottospazio vettoriale di R
costituito da tutti i processi in R nulli in 0. Denotiamo inoltre con R˜ (risp. R˜0)
lo spazio quoziente di R (risp. R0) rispetto alla relazione d’indistinguibilita` (cioe`
lo spazio quoziente di R rispetto al sottospazio vettoriale costituito da tutti gli
elementi evanescenti di R).
(4.1.1) Osservazione. E` facile riconoscere che ogni processo X in R si puo` de-
comporre come somma di un processo nullo in 0 (ossia appartenente a R0) e di un
processo “costante”. Basta osservare, a questo scopo, che si ha
(4.1.2) X = X¯ +X0,
dove
X¯(t, ω) = X(t, ω)−X(0, ω), X0(t, ω) = X(0, ω).
Se X appartiene a R, denotiamo con X∗ il processo definito come:
X∗t = sup0≤s≤t |Xs| = supr∈Q+,r≤1 |Xrt|.
Si vede facilmente che X∗ e` un processo regolare, continuo a destra e adattato,
cioe` X∗ appartiene a R.
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(4.1.3) Definizione. Sia X un elemento di R e sia (Xn) una successione di ele-
menti di R. Si dice allora che (Xn) converge verso X in R se, per ogni numero
reale positivo t, la successione di variabili aleatorie (Xn −X)∗t converge verso 0 in
probabilita`.
Nel seguito considereremo sempre lo spazio R come munito della nozione di con-
vergenza appena introdotta; tale nozione puo` essere chiamata convergenza compatta
in probabilita`. Essa induce, tramite passaggio al quoziente, una nozione di conver-
genza sullo spazio R˜.
E` facile riconoscere che, affinche´ una successione (Xn) di elementi di R converga
verso un elemento X di R nel senso della definizione (4.1.3), e` sufficiente che la
convergenza in probabilita` di (Xn − X)∗t abbia luogo per ciascun t appartenente
a N. Ne discende il seguente criterio di convergenza.
(4.1.4) Proposizione. Sia X un elemento di R e sia (Xn) una successione di
elementi di R. Le condizioni che seguono sono, allora, equivalenti:
(a)La successione (Xn) converge verso X in R.
(b) Da tutte le successioni estratte da (Xn −X)∗ e` possibile estrarre una sotto-
successione che converge puntualmente verso 0 fuori da un insieme evanescente.
Da questa proposizione risultano i due corollarˆı seguenti:
(4.1.5) Corollario. Sia (Xn) una successione di elementi di R e sia (Tk) una
successione di tempi d’arresto, con supk Tk = ∞. Si supponga che, per ciascun k
fissato, la successione (Xn|Tk)n converga verso 0 in R. Anche la successione (Xn)
converge allora verso 0 in R.
Dimostrazione. A meno di passare ad una sottosuccessione, si puo` supporre che es-
ista un insieme evanescente G tale che, per ogni k fissato, la successione ((Xn|Tk)∗)n
converga puntualmente verso 0 sul complementare di G; la stessa cosa vale allora
per la successione ((Xn)∗).
(4.1.6) Corollario. Sia (Xn) una successione di elementi diR convergente verso 0
in R. Allora, per ogni variabile aleatoria reale e positiva T , la successione (XnT )
converge verso 0 in probabilita`.
Dimostrazione. Fissati, a questo proposito, una coppia di ε, δ di numeri reali stret-
tamente positivi, ed una variabile aleatoria reale e positiva T , esiste, per ipotesi, un
intero positivo nε, tale che, per ogni intero n superiore a nε, si abbia
P{|XnT | > δ} = limk P{|XnT | > δ, T ≤ k} ≤ P{(Xn)∗k > δ} ≤ ε.
La proposizione che segue mostra che la convergenza introdotta in (4.1.3) pro-
viene da una topologia di spazio metrico completo.
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(4.1.7) Proposizione. Lo spazio R, munito della nozione di convergenza in-
trodotta in (4.1.3), e` uno spazio metrico completo.
Dimostrazione. Dati due processi X,Y in R, si ponga
d(X,Y ) =
∑
k≥0 2
−kP [1 ∧ (X − Y )∗k].
E` chiaro che d e` una distanza su R. La nozione di convergenza introdotta da d
equivale a quella definita in (4.1.3). Infatti, se (Xn) converge verso 0 in R, allora,
a meno di passare ad una sottosuccessione, possiamo supporre che (Xn)∗ converga
verso 0 puntualmente al di fuori di un insieme evanescente G. Inoltre, a meno di
sostituire Xn con IGXn, possiamo supporre G = ∅. Si ha allora
limn d(Xn, 0) = limn
∑
k≥0 2
−kP [1 ∧ (Xn)∗k] = 0
per il teorema di convergenza dominata. Viceversa, si supponga che (Xn) converga
verso 0 nella topologia indotta da d: si ha allora
limn
∑
k≥0 2
−kP [1 ∧ (Xn)∗k] = 0
e, dunque, la successione numerica
(
P [1 ∧ (Xn)∗k]
)
converge verso 0. Ne segue che,
per ogni numero reale strettamente positivo δ, per la disuguaglianza di Markov, si
ha
P{(Xn)∗k > δ} ≤ δ−1P [1 ∧ (Xn)∗k]
ed il secondo membro converge verso 0 al tendere di k all’infinito. Dunque
(
(Xn)∗k
)
converge verso 0 in probabilita` o, cio` ch’e´ lo stesso, (Xn) converge verso 0 in R.
Per concludere basta dimostrare la distanza d rende lo spazio R completo. A
questo scopo, sia (Xn) una successione di Cauchy di elementi di R. Si puo` estrarre
allora una sottosuccessione (Xns) tale che, per ciascun intero positivo s si abbia
d(Xns , Xns+1) =
∑
k≥0 2
−kP [1 ∧ (Xns −Xns+1)∗k] < 2−s.
Si ponga inoltre
X = Xn0 +
∑
s≥0(X
ns −Xns+1).
E` chiaro che la successione (Xns) converge in R verso X. La conclusione segue
dunque dal fatto che (Xn) e` una successione di Cauchy avente una sottosuccessione
convergente.
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(4.1.8) Teorema (principio di rincollamento). Sia (Xk) una successione di
elementi di R, e sia (Tk) una successione di tempi d’arresto, con supk Tk = ∞. Si
supponga che, per ciascun k, il processo Xk sia indistinguibile da Xk+1|Tk . Esiste
allora un elemento Y (unico a meno di elementi indistinguibili) di R tale che, per
ciascun k, Y |Tk sia indistinguibile da Xk. In particolare, tale Y e` prevedibile se
tutti i processi Xk lo sono.
Dimostrazione. Per ipotesi esiste un elemento A di A, trascurabile secondo P , tale
che, per ciascun k, i due processi Xk e Xk+1|Tk coincidono sul complementare
dell’insieme (prevedibile ed evanescente):
G =]0,∞[×A.
A meno di sostituire Xk con XkIGc possiamo supporre che l’insieme A sia vuoto.
Dunque, posto T0 = 0, il processo
Y =
∑
k≥1X
kI]]Tk−1,Tk]]
verifica la desiderata proprieta`.
Introduciamo ora un secondo spazio di processi. Per fare questo occorre premet-
tere la definizione seguente:
(4.1.9) Definizione. Un processo X si dice localmente limitato se esiste una suc-
cessione crescente (Tk) di tempi d’arresto, con supk Tk = ∞, tale che ciascuno dei
processi XI[[0,Tk]] sia limitato.
Denotiamo con Pb (risp. con P) lo spazio vettoriale costituito da tutti i processi
prevedibili e limitati (risp. localmente limitati). Denotiamo poi con P0 il sottospazio
vettoriale di P costituito da tutti i processi in P nulli in 0.
(4.1.10) Osservazione. Analogamente a quanto visto per i processi in R, ogni
processo H appartenente a P si puo` decomporre in un processo nullo in 0 (ossia
appartenente a P0) ed un processo costante. Con le notazioni introdotte in (4.1.1),
tale decomposizione si puo` scrivere come
H = H¯ +H0, con H¯ ∈ P0.
E` facile riconoscere che lo spazio P contiene tutti i processi della forma I[[0,T ]],
con T tempo d’arresto. Inoltre esso contiene tutti i processi prevedibili elementari
(non necessariamente nulli in 0), ossia quei processi della forma
V0 +
∑k
i=1 I]si,ti] ⊗ Vi,
dove si, ti sono coppie numeri reali positivi, con si < ti, Vi sono variabili aleatorie
reali limitate e misurabili rispetto a Fsi e V0 e` misurabile rispetto a F0.
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(4.1.11) Proposizione. Sia H un processo continuo a sinistra e adattato. Si sup-
ponga che H abbia traiettorie localmente limitate (ossia limitate su ogni intervallo
limitato). Allora H appartiene a P.
Dimostrazione. Senza ledere la generalita` possiamo supporre che H sia nullo in 0.
Basta provare allora che H e` un processo prevedibile. Si denoti con H∗ il processo
(avente ]0,∞[ come insieme dei tempi) definito da
H∗t = sup0<s≤t |Hs|.
Poiche´ il processo H e` prevedibile, tale e` il processo H∗. Si ponga, per ciascun
intero positivo k,
Tk(ω) = inf{t : H∗t (ω) > k}.
E` facile riconoscere che si tratta di un tempo d’arresto; inoltre, Tk e` caratterizzato
dalla relazione
]]Tk,∞[[= {H∗ > k}
per ciascun intero positivo k. Tale relazione mostra che la successione (Tk) e` cres-
cente e che si ha supk Tk =∞. Inoltre, il processo
HI]]0,Tk]] = HI{H∗<k}
e` limitato. Ne segue che il processo H e` localmente limitato e quindi appartiene
a P0.
(4.1.12) Corollario. Sia X un processo appartenente a R. Allora il processo X−
appartiene a P.
(4.1.13) Definizione. Sia H un elemento di P e sia (Hn) una successione di
elementi di P. Si dice che (Hn) converge verso H in P se valgono le due condizioni
seguenti:
(a) (Hn) converge verso H puntualmente al di fuori di un insieme evanescente.
(b) Esiste un elemento K di P verificante la relazione supn |Hn| ≤ K al di fuori
di un insieme evanescente.
Nel seguito considereremo sempre lo spazio P come munito della nozione di
convergenza appena introdotta.
(4.1.14) Proposizione. Sia X un elemento di R e sia (Xn) una successione di
elementi di R convergente verso X in R. La successione (Xn−) (di elementi di P)
ammette allora una sottosuccessione convergente verso X− in P.
Dimostrazione. Senza ledere la generalita` possiamo supporre X = 0. Inoltre, a
meno di passare ad una sottosuccessione, possiamo supporre che esista un elemento
A di A, trascurabile secondo P , tale che la successione ((Xn)∗) converga puntual-
mente verso 0 sul complementare dell’insieme (prevedibile ed evanescente):
G =]0,∞[×A.
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A meno di sostituire Xn con XnIGc possiamo supporre che l’insieme A sia vuoto.
La successione (Xn−) converge allora verso 0 in ogni punto di ]]0,∞[[. Inoltre, il
processo
Y = supn(Xn)∗
e` un processo appartenente a R e tale che, per ogni intero positivo n, si abbia
|Xn−| ≤ Y−. Osservato che il processo Y− appartiene allo spazio P, questo basta per
concludere.
4.2 La nozione di semimartingala e d’integrale stocastico
(4.2.1) Definizione. Un elemento X appartenente a R0 si chiama una semi-
martingala (nulla in 0) se esiste un’applicazione lineare f da P a R˜0 che verifica le
seguenti proprieta`:
(a) per ogni tempo d’arresto T , il processo X |T e` un rappresentante di f(I[[0,T ]]);
(b) (proprieta` di continuita`) per ogni successione (Hn) di elementi di P con-
vergente verso 0 in P, la successione (f(Hn)) converge verso 0 in R˜0 o, cio` ch’e` lo
stesso, in R˜.
(4.2.2) Lemma. Sia f un’applicazione lineare da P a R˜0 che verifica la proprieta`
di continuita` (4.2.1) (b) e che si annulla sulle indicatrici degli insiemi della forma
[[0, T ]], con T tempo d’arresto. L’applicazione f e` allora identicamente nulla.
Dimostrazione. Il nucleo di f e` uno spazio vettoriale monotono. Poiche´ esso contiene
la classe delle indicatrici degli insiemi della forma [[0, T ]], con T tempo d’arresto, esso
contiene (per il teorema delle classi monotone) anche lo spazio Pb di tutti i processi
prevedibili e limitati. E` sufficiente, dunque, ricordare che, per definizione, tutti gli
elementi positivi H di P sono inviluppo superiore di una successione crescente di
elementi positivi di Pb (della forma HI[[0,Tk]]). Cio` basta per concludere che il nucleo
di f coincide con P.
(4.2.3) Definizione. Sia X una semimartingala nulla in 0. Esiste allora, per il
lemma precedente, un’unica applicazione lineare f da P a R˜0 che verifica le proprieta`
(a) e (b) della definizione (4.2.1): tale applicazione e` chiamata integrale stocastico
associato alla semimartingala X. Il suo valore nel punto H e` denotato con H •X
(oppure con
∫
H dX o anche
∫
Ht dXt) e si chiama integrale stocastico di H rispetto
alla semimartingala X.
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(4.2.4) Definizione. Un elemento X = X¯ +X0 appartenente a R si chiama una
semimartingala, se il processo X¯ (appartenente a R0) e` una semimartingala nulla
in 0. In questo caso, si chiama integrale stocastico associato alla semimartingala X
l’applicazione lineare (da P a R˜) definita da
(4.2.5) H •X = H0X0 + H¯ •X¯.
In questo caso, poi, si denota con
∫
H dX la classe H¯ •X¯.
Applicando il lemma (4.2.2), e` immediato provare il risultato seguente:
(4.2.6) Proposizione. Sia X una semimartingala. Allora l’applicazione f : H 7→
H•X, definita da (4.2.5), e` l’unica applicazione lineare, da P a R˜ che verifica le due
proprieta` seguenti:
(a) Per ogni tempo d’arresto T , il processo X |T e` un rappresentante di f(I[[0,T ]]).
(b) (proprieta` di continuita`) Per ogni successione (Hn) di elementi di P con-
vergente verso 0 in P, la successione (f(Hn)) converge verso 0 in R˜.
(4.2.7) Osservazioni. Innanzitutto osserviamo che l’insieme costituito da tutte le
semimartingale e` un sottospazio vettoriale di R e che l’applicazione (H,X) 7→ H•X
e` bilineare.
Inoltre, se X e` un elemento evanescente di R, allora X e` una semimartingala
e l’integrale stocastico ad essa associato e` l’applicazione identicamente nulla. Per
questo, due semimartingale indistinguibili definiscono lo stesso integrale stocastico.
Di conseguenza, se Z e` una classe di semimartingale a due a due indistinguibili,
e H e` un elemento di P, si potra` denotare con H •Z (senza rischio di confusione)
l’integrale stocastico di H rispetto ad un qualunque rappresentante della classe Z.
Infine, sia X una semimartingala. Allora, per ogni elemento H evanescente di P,
si ha H•X = 0. Per provarlo basta, infatti, applicare la proprieta` di continuita` alla
successione costante Hn = 0.
Sia X una semimartingala e sia H un elemento di P. Siano S, T una coppia di
tempi d’arresto finiti, con S ≤ T . Si denota, allora, con∫ T
S
H dX oppure
∫ T
S
Ht dXt
la classe d’equivalenza determinata dalle variabili aleatorie della forma YT − YS
dove Y e` un rappresentante di H •X.
(4.2.8) Proposizione (proprieta` associativa). Sia X una semimartingala e sia
H un elemento di P. Allora, ogni rappresentante della classeH•X e` una semimartin-
gala e si ha
K •(H •X) = (KH)•X
per ogni elemento K di P.
Allo scopo di provare la proposizione dimostriamo prima un caso particolare:
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(4.2.9) Lemma. Sia X una semimartingala e sia T un tempo d’arresto. Allora,
per ogni elemento H di P,
(4.2.10) (H •X)|T = (I[[0,T ]]H)•X,
dove il primo membro denota l’elemento di R˜ determinato dai processi della forma
Y |T , con Y rappresentante di H •X.
Dimostrazione. Innanzitutto osserviamo che, senza ledere la generalita`, possiamo
supporre che X sia una semimartingala nulla in 0. Consideriamo l’applicazione g
che, ad ogni elemento H di P associa la differenza tra il primo membro e il secondo
membro di (4.2.10). Si riconosce facilmente che, per ogni tempo d’arresto S, in
virtu` di (4.2.1)(a), si ha
g(I[[0,S]]) = (X |S)|T −X |S∧T = 0.
E` chiaro, inoltre, che g verifica la condizione (b) di (4.2.1). Ne segue dunque, dal
lemma (4.2.2), che g e` identicamente nulla e cio` basta per concludere.
Veniamo ora alla dimostrazione della proposizione: anche in questo caso ci si
puo` ricondurre a considerare una semimartingala X nulla in 0. Consideriamo
l’applicazione lineare f da P a R˜ definita da
f(K) = (KH)•X.
Essa possiede chiaramente la proprieta` di continuita` (4.2.1) (b). Inoltre, se si denota
con Y un rappresentante di H•X, il lemma precedente mostra che, per ogni tempo
d’arresto T , il processo Y |T e` un rappresentante di
(I[[0,T ]]H)•X = f(I[[0,T ]]).
Per le definizioni (4.2.1) e (4.2.3) cio` significa che Y e` una semimartingala e che f
e` l’integrale stocastico associato a Y . La proposizione e` dunque dimostrata.
La proposizione seguente esprime il carattere locale della nozione di semimartin-
gala.
(4.2.11) Proposizione. Sia X un processo appartenente a R. Si supponga che
esista una successione crescente (Tk) di tempi d’arresto, con supk Tk =∞, tali che,
per ogni k, il processo arrestato X |Tk sia una semimartingala. Il processo X e` allora
una semimartingala.
Dimostrazione. Sia dato un elemento H di P. Si scelga, per ciascun k, una ver-
sione Y k dell’integrale stocastico H •(X |Tk). Utilizzando la relazione
X |Tk = (X |Tk+1)|Tk
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e la proprieta` associativa (4.2.8), si vede facilmente che, per ogni k, il processo Y k
e` indistinguibile da Y k+1|Tk : in effetti, ragionando “per classi monotone”, basta
provarlo per H della forma I[[0,S]], con S tempo d’arresto. In questo caso si ha
(I[[0,S]]•(X |Tk+1))|Tk = (X |Tk+1∧S)|Tk = X |Tk∧S .
Il principio di rincollamento (4.1.8) mostra allora ch’esiste un elemento Z di R
tale che, per ogni k, il processo Z|Tk sia indistinguibile da Y k (e dunque, sia un
rappresentante di H • (X |Tk)). La classe di equivalenza di R˜ della quale Z e` un
rappresentante non dipende che da H: la denoteremo, dunque, con f(H). Abbiamo
quindi definito un’applicazione lineare f da P a R˜. Questa applicazione possiede
la proprieta` (4.2.6)(a) poiche´, per ogni tempo d’arresto T , e ogni intero positivo k,
si ha
f(I[[0,T ]])|Tk = I[[0,T ]]•(X |Tk) = X |Tk∧T ,
da cui, passando al limite per k tendente all’infinito, si trae f(I[[0,T ]]) = X |T . Pro-
viamo che f possiede anche la proprieta` (b). Sia (Hn) una successione di elementi
di P convergente verso 0 in P. Per ciascun n sia Zn un rappresentante di f(Hn).
Fissato k, il processo Zn|Tk e` allora un rappresentante diHn•(X |Tk). Di conseguenza,
la successione (Zn|Tk) converge verso 0 in R. Poiche´ tale conclusione e` vera per
ogni k, ne segue da (4.1.5) che la successione (Zn) converge verso 0 in R e questo
basta per concludere che f e` l’integrale stocastico associato alla semimartingala X.
La proposizione seguente mostra che, se si sostituisce P con Pb nella definizione
di semimartingala, si ottiene una definizione equivalente.
(4.2.12) Proposizione. Sia X un processo appartenente a R. Si supponga che
esista un’applicazione lineare f da Pb a R˜, verificante le proprieta` seguenti:
(a) Per ogni tempo d’arresto limitato T , X |T e` un rappresentante di f(I[[0,T ]]).
(b) Per ogni successione (Hn) di elementi di Pb, convergente puntualmente
verso 0 fuori da un insieme evanescente, e tale ch’esista una costante reale pos-
itiva c verificante la relazione supn |Hn| ≤ c fuori da un insieme evanescente, la
successione f(Hn) converge verso 0 in R˜.
Il processo X e` allora una semimartingala, e si ha f(H) = H •X per ogni ele-
mento H di Pb.
Dimostrazione. Innanzitutto osserviamo che l’ipotesi (b) implica che f si annulla su
tutti gli elementi evanescenti di Pb. La stessa ipotesi mostra inoltre che la proprieta`
(a) ha luogo anche per un tempo d’arresto T non limitato: basta applicare (b) alla
successione (Hn) definita da Hn = I[[0,T ]]−I[[0,T∧n]]. Ricordiamo che, dato un tempo
d’arresto S qualunque, ogni elemento H di Pb possiede la proprieta` seguente: Se Y
e` un rappresentante di f(H), Y |S e` un rappresentante di f(I[[0,S]]H). Infatti, se si
denota con L lo spazio vettoriale costituito dagli elementi H di Pb per i quali valga
la desiderata proprieta`, si vede facilmente che L e` uno spazio vettoriale monotono
contenente le indicatrici degli intervalli stocastici della forma [[0, T ]], con T tempo
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d’arresto (non necessariamente limitato): L coincide allora con Pb per il teorema
delle classi monotone.
Sia H un elemento di P, e sia (Tk) una successione crescente di tempi d’arresto,
con supk Tk =∞, tale che il processoHI[[0,Tk]] sia limitato. Scegliamo, per ciascun k,
un rappresentante Y k di f(HI[[0,Tk]]). Utilizzando la proprieta` appena dimostrata
per gli elementi di Pb (e il principio di rincollamento (4.1.8)), si vede ch’esiste un
elemento Z di R, tale che, per ciascun k, il processo Z|Tk sia indistinguibile da Y k
(e sia dunque un rappresentante per f(HI[[0,Tk]])).
Inoltre, la classe d’equivalenza in R˜ determinata da Z non dipende ne´ dalla
scelta della successione (Tk) ne´ dalla scelta del rappresentante Y k. Se allora si
denota con g(H) questa classe d’equivalenza, si definisce un’applicazione g da P
a R˜. Quest’applicazione prolunga f , e` lineare e s’annulla su tutti gli elementi
evanescenti di P. Resta da provare ch’essa possiede la proprieta` (b) di (4.2.1).
Consideriamo a questo scopo una successione (Hn) di elementi di P convergente
verso 0 in P. Esiste allora un elemento K di P tale che si abbia
(4.2.13) supn |Hn| ≤ K
fuori da un insieme evanescente. A meno di sostituire Hn con HnI{|Hn|≤K}, pos-
siamo supporre che la relazione (4.2.13) sia verificata dappertutto. Scegliamo una
successione crescente (Tk) di tempi d’arresto, con supk Tk = ∞, tale che ciascuno
dei processi KI[[0,Tk]] sia limitato, e denotiamo con Z
n un rappresentante di g(Hn),
cioe` un elemento di R tale che, per ciascun k, Zn|Tk sia un rappresentante di
f(HnI[[0,Tk]]). Grazie all’ipotesi (b), ciascuna delle successioni (Z
n|Tk)n (con k fis-
sato) converge verso 0 in R: ne segue che, per (4.1.5), anche la successione (Zn)
converge verso 0 in R. Questo completa la dimostrazione.
Dato un processo X, appartenente a R, si denoti con ∆X il processo X −X−.
Tale processo viene chiamato processo dei salti di X. E` del tutto evidente che,
affinche´ X sia un processo con quasi tutte le traiettorie continue (nel senso che il
processo e` indistinguibile da un processo a traiettorie continue), occorre e basta
che ∆X sia un processo evanescente.
(4.2.14) Proposizione. Siano X una semimartingala, H un elemento di P, Y un
rappresentante di H •X. Allora:
(a) ∆Y e` indistinguibile da H∆X.
(b) Di conseguenza, se la semimartingala X ha quasi tutte le traiettorie continue,
la stessa cosa accade anche per Y .
Dimostrazione. Si denoti con L lo spazio vettoriale costituito da tutti gli elementi H
di P tali che, per ogni rappresentante Y di H•X, il processo ∆Y sia indistinguibile
da H∆X. Si vede facilmente che L contiene le indicatrici degli insiemi della forma
[[0, T ]], con T tempo d’arresto. Basta dunque provare che, se un elemento H di P
e` inviluppo superiore di una successione (Hn) di elementi di L, esso appartiene
a L. A questo scopo, si scelga un rappresentante Y di H •X e, per ciascun intero
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positivo n, un rappresentante Y n di Hn •X. La successione (Y n) converge allora
verso Y in R. A meno di passare ad una sottosuccessione si potra` supporre che (Y n)
converga verso Y puntualmente, al di fuori di un insieme evanescente. D’altra parte,
poiche´ Hn appartiene a L, ∆Y n e` indistinguibile da Hn∆X. Si ha dunque, fuori
da un insieme evanescente,
∆Y = limn∆Y n = limnHn∆X = H∆X,
che prova che H appartiene a L. La conclusione segue dunque attraverso il teorema
delle classi monotone. L’asserzione (b) e` immediata conseguenza di (a).
4.3 Approssimazione di un integrale stocastico
(4.3.1) Proposizione. Siano S, T due tempi d’arresto, con S ≤ T e sia V una
variabile aleatoria reale, misurabile rispetto a FS . Sia, inoltre, H il processo con-
tinuo a sinistra definito da
H(t, ω) = V (ω)I]]S,T ]](t, ω).
Allora, il processo H e` adattato e, dunque, appartiene a P ed inoltre, per ogni semi-
martingala X, l’integrale stocastico H•X ammette come rappresentante il processo
(t, ω) 7→ V (ω)[Xt∧T (ω)−Xt∧S(ω)].
Dimostrazione. Senza ledere la generalita`, possiamo supporre che V sia positiva.
Essa e` allora inviluppo superiore d’una successione crescente di variabili aleatorie
semplici, misurabili rispetto a FS . Questo permette di ricondurci al caso in cui V
sia la funzione indicatrice di un elemento A di FS . In questo caso, il processo H,
che si puo` scrivere come I]]SA,TA]], e` chiaramente adattato. Per concludere basta
osservare che la classe H•X ammette come rappresentante il processo X |TA −X |SA ,
cioe`:
(t, ω) 7→ IA(ω)[Xt∧T (ω)−Xt∧S(ω)].
(4.3.2) Proposizione. Sia H un processo della forma
H(t, ω) =
∑
k≥1 Vk−1(ω)I]]Tk−1,Tk]](t, ω),
dove (Tk) e` una successione crescente di tempi d’arresto e, per ciascun k, Vk e`
una variabile aleatoria reale misurabile rispetto a FTk . Si supponga che, per ogni
elemento (t, ω) di R+ × Ω, l’insieme
{Tk(ω) ∧ t : k ≥ 0}
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sia finito. Allora il processo H appartiene a P e, per ogni semimartingala X,
l’integrale stocastico H •X ammette come rappresentante il processo
(t, ω) 7→∑k≥1 Vk−1(ω)[Xt∧Tk(ω)−Xt∧Tk−1(ω)].
Dimostrazione. Per ciascun intero k ≥ 1, il processo Hk definito come
Hk(t, ω) = Vk−1(ω)I]]Tk−1,Tk]](t, ω)
appartiene a P per la proposizione precedente. Inoltre, H coincide con il processo∑
k≥1H
k. Di conseguenza H e` adattato e, per le proprieta` della successione (Tk),
esso e` anche continuo a sinistra ed e` localmente limitato. Dunque, cheH appartenga
a P segue dalla proposizione (4.1.11). Per concludere, osservato che, per ogni n ≥ 1,
l’integrale stocastico (∑n
k=1H
k
)
•X =
∑n
k=1(H
k •X)
ammette come rappresentante (per la proposizione precedente) il processo
(t, ω) 7→∑nk=1 Vk−1(ω)[Xt∧Tk(ω)−Xt∧Tk−1(ω)],
la desiderata proprieta` segue dal fatto che la successione
(∑n
k=1H
k
)
converge pun-
tualmente verso H e che, per ogni n, si ha∣∣∑n
k=1H
k
∣∣ =∑nk=1 |Hk| ≤∑∞k=1 |Hk| = |H|.
(4.3.3) Teorema. Sia X una semimartingala, sia Y un processo appartenente a
R e sia S, T una coppia di tempi d’arresto, con S ≤ T . Per ciascun intero positivo
n, si scelga una successione crescente (Tnk ) di tempi d’arresto, verificanti le relazioni
seguenti:
Tn0 = S, limn supk T
n
k = T,
e tale che la successione (Dn) definita da
Dn = supk(Tnk − Tnk−1)
converga verso 0 puntualmente. Si consideri, per ciascun intero positivo n, il pro-
cesso Zn definito da
Zn(t, ω) =
∑
k≥1 YTnk−1(ω)
(
Xt∧Tn
k
(ω)−Xt∧Tn
k−1(ω)
)
Detta Z una versione dell’integrale stocastico Y− •X, la successione (Zn) converge
allora in R verso il processo Z|T − Z|S .
Dimostrazione. Senza ledere la generalita` possiamo supporre che X sia una semi-
martingala nulla in 0. Si ponga, per ogni intero positivo n,
Hn(t, ω) =
∑
k≥1 YTnk−1(ω)I]]Tnk−1,Tnk ]](t, ω).
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La successione (Hn) converge puntualmente verso I]]S,T ]]Y− e, siccome il processoHn
appartiene a P e vale la relazione |Hn| ≤ (Y ∗)−, la convergenza ha luogo in P. Ne
risulta (si veda (4.3.2)) che l’integrale stocastico Hn •X ammette come rappresen-
tante il processo Zn. Di conseguenza, la successione (Zn) converge in R verso un
rappresentante dell’integrale stocastico
(I]]S,T ]]Y−)•X = I[[S,T ]]•Z,
cioe` verso il processo Z |T − Z|S .
(4.3.4) Corollario. Nelle stesse ipotesi di (4.3.3), si ponga, per ciascun intero
positivo n,
Σn =
∑
k≥1 YTnk−1(XTnk −XTnk−1).
La successione (Σn) converge allora in probabilita` verso un rappresentante dell’in-
tegrale stocastico
∫ T
S
Y− dX.
Dimostrazione. Per concludere basta osservare che, per (4.3.3), la variabile aleatoria
(Z |T − Z|S)T = ZT − ZS
e` limite, nel senso della convergenza in probabilita`, della successione (ZnT ) che co-
incide con la successione (Σn).
4.4 Un esempio di integrazione stocastica: l’integrale di Stieltjes
Un processo X si dice di Stieltjes (o processo a variazione finita) se e` continuo a
destra e tale che il processo W definito da
(4.4.1) Wt = supn≥1
∑2n
k=1 |Xtk2−n −Xt(k−1)2−n |
sia finito. In tal caso, il processo W prende il nome di variazione totale di X.
E` chiaro che un processo di Stieltjes X e` regolare e, essendo continuo a destra,
esso e` progressivo se e soltanto se e` adattato.
Dato un processo di Stieltjes X, si puo` considerare, per ciascun elemento ω di Ω,
la misura con segno di Radon αω su ]0,∞[ la cui funzione di ripartizione sia la
funzione X( ·, ω)−X(0, ω), ossia la misura determinata dalla relazione
αω(]0, t]) = X(t, ω)−X(0, ω)
per ciascun numero reale positivo t. Cio` e` possibile perche´ le traiettorie sono con-
tinue a destra e ammettono, per ogni intervallo limitato e chiuso [0, t] una variazione
totale finita (uguale a W (t, ω)).
E` chiaro che il processo X e` completamente determinato dalla famiglia (αω)ω∈Ω.
Inoltre, le misure αω sono positive se e soltanto se le traiettorie di X sono crescenti:
in tal caso diremo che il processo X e` crescente; in tal caso, inoltre, si ha αω(]0, t]) =
Wt(ω).
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(4.4.2) Esempio. Si consideri il processo “deterministico” X definito da
X(t, ω) = t.
E` immediato riconoscere che si tratta di un processo di Stieltjes: in effetti, per
ciascun numero reale e positivo t, si ha
Wt = supn
∑2n
k=1 |Xtk2−n −Xt(k−1)2−n | = t.
Si riconosce facilmente inoltre che, per ciascun elemento ω di Ω, la misura di
Radon αω associata a X coincide con la misura di Borel-Lebesgue su R+.
Osserviamo che, se X e` un processo di Stieltjes, tale e` la sua variazione totale,
ossia il processo W : in effetti, per ciascun elemento ω in Ω, la traiettoria W ( ·, ω)
e` la funzione di ripartizione della misura |αω| = αω ∨ (−αω). Da questa semplice
osservazione discende il seguente risultato:
(4.4.3) Proposizione. Lo spazio vettoriale costituito da tutti i processi di Stieltjes
e` uno spazio di Riesz: per ogni processo di Stieltjes X, l’inviluppo superiore dei
processi X e −X e` il processo W (variazione totale di X, definita da (4.4.1)).
Inoltre il processo X e` somma di due processi crescenti U e V (detti variazione
positiva e variazione negativa di X) definiti dalle relazioni
U − V = X, U + V =W.
Sia X un processo di Stieltjes e sia H un processo misurabile. Si supponga che,
in ogni intervallo limitato contenuto in R+, la funzione s 7→ H(s, ω) sia integrabile
rispetto alla misura αω. Allora, possiamo porre, per ogni elemento (t, ω) in R+×Ω,
(4.4.4) H ·X(t, ω) = H0(ω)X0(ω) +
∫ t
0
H(s, ω)αω(ds),
dove il secondo membro denota l’integrale della funzione s 7→ H(s, ω) sull’intervallo
]0, t] rispetto alla misura αω.
(4.4.5) Proposizione. Sotto le ipotesi precedenti, il processo H · X definito da
(4.4.4) e` un processo di Stieltjes. Per di piu` questo processo e`:
(a) crescente, se X e` crescente e H e` positivo;
(b) progressivo (risp. prevedibile), se X e H sono progressivi (risp. prevedibili);
(c) identico al processo arrestato X |T , se H coincide con il processo I[[0,T ]], dove T
e` un tempo d’arresto positivo.
Dimostrazione. La proprieta` (c) e` immediata. Grazie alla decomposizione data da
(4.4.3), per provare le altre proprieta` possiamo supporre che X sia crescente e H
positivo. In questo caso la funzione t 7→ (H ·X)(t, ω) −H0X0(ω) e` la funzione di
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ripartizione di una misura di Radon positiva su ]0,∞[ (avente H( ·, ω) come densita`
rispetto alla misura αω). E` immediato provare che H ·X e` un processo di Stieltjes
crescente.
Per provare che H ·X e` un processo progressivo se X e H lo sono, ci si riconduce
al caso precedente osservando che, per ciascun numero reale positivo t, il processo
arrestato (H ·X)|t coincide con il processo (HI[[0,t]]) · (X |t).
Ancora con un ragionamento “per classi monotone”, si prova che H · X e` un
processo prevedibile se tali sono H e X: in effetti, poiche´ la proprieta` e` vera nel
caso in cui H sia l’indicatrice di un intervallo stocastico della forma [[0, T ]], con
T tempo d’arresto positivo, e` sufficiente osservare che gli insiemi di questo tipo
formano una classe stabile per intersezione finita e generano la tribu` prevedibile.
Nelle ipotesi precedenti, il processo H · X, definito in (4.4.4), e` detto integrale
stocastico “di Stieltjes” di H rispetto a X.
(4.4.6) Teorema. Sia X un processo di Stieltjes adattato. Allora X e` una semi-
martingala. Inoltre, per ogni elemento H di P, l’integrale stocastico “di Stieltjes”
di H rispetto a X (cioe` il processo H ·X definito in (4.4.4)) e` un rappresentante di
H •X.
Dimostrazione. Consideriamo l’applicazione lineare f da P a R˜ che, ad ogni ele-
mento H di P, associa l’elemento di R˜ avente H ·X come rappresentante. Si tratta
di provare che quest’applicazione possiede le proprieta` (a) e (b) della definizione
(4.2.1). In effetti, la proprieta` (a) e` banalmente verificata grazie all’affermazione
(c) di (4.4.5). Resta da verificare la proprieta` (b). Questa, pero`, e` un’immediata
conseguenza del teorema di convergenza dominata applicato, per ciascun ω, alla
misura di Radon αω.
4.5 Un esempio di integrazione stocastica: l’integrale di Itoˆ
Si denoti con M2 lo spazio vettoriale costituito da tutte le martingale di quadrato
integrabile. Evidentemente si tratta di un sottospazio vettoriale di R, saturo per la
relazione d’indistinguibilita`. Si denoti con M˜2 lo spazio quoziente di M2 rispetto
a questa relazione d’equivalenza.
Ricordiamo che ogni elemento diM2 e` chiuso da una variabile aleatoria apparte-
nente a L2(P ). Inversamente, per ogni elemento Z di L2(P ) e` possibile trovare una
martingala di quadrato integrabile da essa chiusa: basta prendere, a questo scopo, il
processo X definito prendendo, per ciascun t, una versione Xt di P [Z|Ft]. Ne segue
ch’esiste una corrispondenza biunivoca tra lo spazio M˜2 e un sottospazio chiuso V
di L2(P ), la quale permette di trasportare la struttura di spazio di Hilbert indotta
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su V da L2(P ) sull’insieme M˜2. Il prodotto scalare in M˜2 e` dunque dato dalla
(2.4.2):
(X |Y )M˜2 = P [X∞Y∞],
dove X∞, Y∞ sono variabili aleatorie che chiudono X,Y rispettivamente.
In particolare, con l’ausilio della disuguaglianza di Doob (si veda (2.3.14)) e` im-
mediato verificare il risultato seguente.
(4.5.1) Proposizione. Se una successione di elementi di M˜2 converge verso 0
in M˜2, allora converge verso 0 anche in R˜.
Si denoti con λ la misura di Borel-Lebesgue su (R+,B(R+)) e si ponga µ = λ⊗P .
E` chiaro che si tratta di una misura sullo spazio R+ × Ω.
(4.5.2) Teorema. SiaB un processo di Wiener su (Ω,A, P ). Esiste allora un’unica
applicazione lineare e continua Φ da L2(µ) a M˜2, tale che, per ciascun tempo
d’arresto limitato T , Φ(I[[0,T ]]) ammetta B|T come rappresentante. Inoltre Φ e`
un’isometria.
Allo scopo di provare questo teorema, cominciamo col provare il lemma seguente.
(4.5.3) Lemma. Siano µ una misura positiva su (E, E), p un numero reale positivo
maggiore di 1 eH un sottospazio di Riesz di Lp(µ) che generi la tribu` E . Si supponga
che esista una successione crescente (gn) di elementi di H+, tale che supn gn = 1.
Allora H e` denso in Lp(µ).
Dimostrazione. Si denoti con H la chiusura di H in Lp(µ). E` facile verificare che
si tratti di uno spazio di Riesz monotono. Per il teorema delle classi monotone, H
contiene allora tutte le funzioni misurabili su (E, E) comprese tra due elementi di H.
Sia f un elemento di Lp(µ). Allora H deve contenere la successione (f ∧ (ngn))
e quindi anche f essendo limite di questa successione in Lp(µ). Cio` basta per
concludere che H coincide con Lp(µ).
Veniamo ora alla dimostrazione del teorema. Si consideri il sottospazio vettori-
ale H di L2(µ) costituito da tutti i processi H della forma
(4.5.4) H =
∑n
k=1 ckI]]Tk−1,Tk]],
dove (Tk) e` una successione crescente e finita di tempi d’arresto limitati e (ck) una
successione finita di numeri reali. E` facile riconoscere che si tratta di un elemento
di L2(µ): infatti, si ha
P
[∫∞
0
H2s ds
]
=
∑n
k=1 c
2
k(P [Tk]− P [Tk−1]) <∞.
Per il lemma precedente e` chiaro che H e` denso in L2(µ). Dunque l’unicita` di Φ e`
evidente. Per provare l’esistenza cominciamo con l’associare, ad ogni elemento H
di H della forma (4.5.4), il processo
Φ(H) =
∑n
k=1 ck(B
|Tk −B|Tk−1).
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E` facile riconoscere che si tratta di una martingala di quadrato integrabile chiusa
dalla variabile aleatoria
V =
∑n
k=1 ck(BTk −BTk−1).
Mediante il teorema d’arresto (si veda (2.3.3)) alle martingale (Bt)t≥0 e (B2t − t)t≥0
e` facile verificare che le variabili aleatorie BTk−BTk−1 sono a due a due non correlate
e che si ha P [(BTk −BTk−1)2] = P [Tk − Tk−1]. Pertanto, si ha
P [V 2] =
∑n
k=1 c
2
kP [(BTk −BTk−1)2] =
∑n
k=1 c
2
k(P [Tk]−P [Tk−1]) = P
[∫∞
0
H2s ds
]
.
Cio` significa che l’applicazione lineare H 7→ Φ(H) induce, passando al quoziente,
un’isometria daH a M˜2, la quale puo` essere prolungata, per densita`, ad un’isometria
Φ da L2(µ) a M˜2 e cio` completa la dimostrazione.
(4.5.5) Definizione. Nelle ipotesi del teorema (4.5.2), l’isometria Φ da L2(µ)
a M˜2 e` chiamata isometria di Itoˆ associata al processo di Wiener B. Inoltre, per
ogni elemento H di L2(µ), la classe Φ(H) si chiama l’integrale stocastico di Itoˆ di H
(rispetto a B).
(4.5.6) Teorema. Sia B un processo di Wiener. Allora:
(a) B e` una semimartingala;
(b) per ogni elemento H di P ∩ L2(µ), l’integrale stocastico H •B coincide con
l’integrale stocastico di Itoˆ di H rispetto a B.
Dimostrazione. Si denoti con Φ l’isometria di Itoˆ associata a B e si denoti con (Tk)
la successione “deterministica” di tempi d’arresto definita da Tk = k. Sia H un
elemento di Pb. E` chiaro che, per ciascun k, I[[0,Tk]]H appartiene a L2(µ); si scelga
allora un rappresentante Y k di Φ(I[[0,Tk]]H). Attraverso un ragionamento analogo a
quello impiegato in (4.2.9), e` facile verificare che Y k+1|Tk e` indistinguibile da Y k.
Il principio di rincollamento (4.1.8) mostra allora ch’esiste un elemento Z di R
tale che, per ciascun k, il processo Z |Tk sia indistinguibile da Y k, e dunque sia un
rappresentante di Φ(I[[0,Tk]]H). La classe di equivalenza di R˜ della quale Z e` un rap-
presentante non dipende che da H: la denoteremo dunque con f(H). Abbiamo cos`ı
definito un’applicazione lineare f da Pb a R˜. E` chiaro che f verifica le condizioni di
(4.2.12): in effetti, la condizione (a) e` evidente; per la condizione (b), basta osser-
vare che, se Hn converge verso 0 puntualmente al di fuori di un insieme evanescente,
e tale che si abbia supn |Hn| ≤ c, allora, per ogni t, Φ(I[[0,t]]Hn) converge verso 0
in M˜2 e quindi in R˜ per (4.5.1). In particolare allora f(Hn) converge verso 0 in R˜.
Ne segue dunque, dalla proposizione (4.2.12), che B e` una semimartingala e che,
per ciascun elemento H di Pb∩L2(µ), l’integrale stocastico H•B coincide con Φ(H).
Sia ora H un elemento di P ∩ L2(µ). Ricordiamo che H e` limite (in P) d’una
successione (Hn) di elementi di Pb ∩ L2(µ). Questa successione converge verso H
anche in L2(µ). Dunque, la successione (Hn •B) converge allo stesso tempo verso
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H •B (in R˜) e verso Φ(H) (in M˜2 e quindi, per (4.5.1), in R˜). Ne segue che H •B
e Φ(H) coincidono. Il teorema e` cos`ı provato.
La proposizione che segue riassume le proprieta` dell’integrale di Itoˆ.
(4.5.7) Proposizione. Siano B un processo di Wiener, H un elemento di P e Y
un rappresentante di H •B. Allora:
(a) Se H appartiene a L2(µ), Y e` una martingala di quadrato integrabile, e si ha
(4.5.8) P
[(∫ t
0
Hs dBs
)2]
= P
[∫ t
0
H2s ds
]
.
(b) Per ogni elemento H in L2(µ), Y e` una famiglia gaussiana centrata, ed ogni
Yt ha come varianza il numero
P
[∫ t
0
H2s ds
]
.
(c) Y ha quasi ogni traiettoria continua.
Dimostrazione. L’affermazione (a) segue dal fatto che ristretta a L2(µ), l’applica-
zione H 7→ H •B coincide con l’isometria di Itoˆ. La formula (4.5.2) segue dunque
applicando l’isometria di Itoˆ al processo H˜ = I[[0,t]]H.
Per quanto riguarda l’affermazione (b): per ogni coppia n, k d’interi positivi, e
ogni numero reale positivo t, si ponga tnk = tk2
−n. Senza ledere la generalita` si
potra` supporre che H sia un elemento di L2(µ) limitato. Nel caso generale bastera`
considerare una successione crescente (Hn) di elementi limitati di L2(µ) (si potra`
prendere ad esempio la successione definita da Hn = H ∧ n ∨ (−n)) e ragionare su
ciascun Hn. Allora la successione di processi (Hn) definita da
Hn =
∑
k≥1Htnk−1(B
|tnk −B|tnk−1)
converge verso H in L2(µ) e dunque la successione (Hn •B) converge verso H •B
in M˜2 perche´ Φ e` un’isometria e, a fortiori, ogni variabile aleatoria Σn (definita
in (4.3.4)) converge verso Yt in L2. Ne segue che Yt e` gaussiana e centrata perche´
tale e` ciascuna delle Σn. Per concludere basta dunque osservare che, grazie a (4.5.8)
si ha:
Var[Yt] = P
[(∫ t
0
Hs dBs
)2]
= P
[∫ t
0
H2s ds
]
.
L’affermazione (c) segue infine dal fatto che B e` un processo a traiettorie continue
e dalla proposizione (4.2.14).
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(4.5.9) Esempio. Sia B un processo di Wiener, e sia T un numero reale positivo.
Vogliamo calcolare l’integrale stocastico di Itoˆ
(4.5.10)
∫ T
0
Bt dBt.
Poiche´ il processo B ha traiettorie continue, una versione di quest’integrale stocas-
tico si trova attraverso il corollario (4.3.4). A questo scopo si ponga, per ogni coppia
n, k d’interi positivi, Tnk = Tk2
−n. Dal corollario (4.3.4) segue che una versione di
(4.5.10) e` data dal limite (in probabilita`)
limn Σn = limn
∑
k≥1BTnk−1(BTnk −BTnk−1)
= limn
∑
k≥1
[
1
2 (B
2
Tn
k
−B2Tn
k−1
)− 12 (BTnk −BTnk−1)2
]
= 12B
2
T − 12 limn
∑
k≥1(BTnk −BTnk−1)2
= 12B
2
T − 12T,
dove l’ultima uguaglianza segue dal fatto che il limite converge in L2 (e quindi in
probabilita`) verso T : in effetti, posto,
Sn =
∑
k≥1(BTnk −BTnk−1)2,
poiche´ le variabili aleatorie (BTn
k
−BTn
k−1)
2− (Tnk −Tnk−1) sono a due a due indipen-
denti e centrate, si ha
P [(Sn − T )2] =
∑
k≥0 P
[
[(BTn
k
−BTn
k−1)
2 − (Tnk − Tnk−1)]2
]
=
∑
k≥1(T
n
k − Tnk−1)2P
[(
(BTn
k
−BTn
k−1)
2/(Tnk − Tnk−1)− 1
)2]
.
Osservato poi che, per ogni intero positivo k, (BTn
k
− BTn
k−1)
2/
√
Tnk − Tnk−1 e` una
variabile aleatoria gaussiana di legge N (0, 1), la costante reale
C = P
[(
(BTn
k
−BTn
k−1)
2/(Tnk − Tnk−1)− 1
)2]
non dipende da k, e dunque
P [(Sn − T )2] = C
∑
k≥0(T
n
k − Tnk−1)2 = CT2−n
converge puntualmente verso 0 al tendere di n all’infinito.
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(4.5.11) Esempio. Nelle stesse ipotesi dell’esempio precedente, vogliamo calcolare
ora l’integrale stocastico di Itoˆ:
(4.5.12)
∫ T
0
tdBt +
∫ T
0
Bt dt.
Dal teorema (4.3.4), con le stesse notazioni di (4.5.9), una versione di questo inte-
grale stocastico e` data dal limite in probabilita`
limn Σn = limn
∑
k≥1
[
Tnk−1(BTnk −BTnk−1) +BTnk−1(Tnk − Tnk−1)
]
= limn
∑
k≥1
[
Tnk BTnk − Tnk−1BTnk−1
]
− limn
∑
k≥1(T
n
k − Tnk−1)(BTnk −BTnk−1)
= TBT ,
dove l’ultima eguaglianza segue dal fatto che che il limite e` 0: in effetti, per
definizione di Tnk , si ha
limn
∑
k≥1(T
n
k − Tnk−1)(BTnk −BTnk−1) = limn T2−nBT = 0.
4.6 Variazione quadratica di una semimartingala
(4.6.1) Definizione. Siano X e Y due semimartingale. Si ponga,
(4.6.2) [X,Y ] = XY − ∫ X− dY − ∫ Y− dX,
Si chiama allora variazione quadratica di X la classe [X,X].
Si osservi che in realta` la notazione (4.6.2) e` ambigua perche´ XY e` un processo
mentre
∫
X− dY e
∫
Y− dX sono elementi di R˜. In realta`: in effetti il secondo
membro di (4.6.2) va inteso come l’elemento di R˜ costituito da tutti i processi
della forma XY − U − V , dove U e V sono rappresentanti degli integrali stocastici∫
X− dY e
∫
Y− dX.
La relazione (4.6.2), diviene, per X = Y ,
[X,X] = X2 − 2 ∫ X− dX.
Poiche´ l’applicazione (X,Y ) 7→ [X,Y ] e` un’applicazione bilineare e simmetrica,
essa possiede un’identita` di polarizzazione:
[X,Y ] = 12
(
[X + Y,X + Y ]− [X,X]− [Y, Y ]).
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(4.6.3) Esempio. Sia B un processo di Wiener su (Ω,A, P ). Dall’esempio (4.5.9)
segue che un rappresentante di [B,B] e` dato dal processo deterministico Z definito
come
Z(t, ω) = t.
Per convincersene basta osservare che ogni rappresentante di [B,B] e` un processo
della forma Z = B2 − 2U , dove U e` un rappresentante di ∫ B dB; poiche´, per
quanto visto in (4.5.9), possiamo prendere il processo U definito da Ut = 12B
2
t − 12 t,
e dunque si ha
Zt = B2t − 2
(
1
2B
2
t − 12 t
)
= t.
Inoltre, dall’esempio (4.5.11), segue anche che [B,Z] e` la classe costituita da tutti
i processi evanescenti. Basta osservare, infatti, che [B,Z] e` costituito dai processi
della forma Y = BZ−U , dove U e` un rappresentante di (4.5.12); poiche´, per quanto
visto in (4.5.11), possiamo prendere il processo U definito da Ut = tBt, si ha Yt = 0.
(4.6.4) Esempio. Sia B un processo di Wiener di dimensione 2: denotiamo con
B1, B2 le sue componenti. Vogliamo trovare [B1, B2]. Osserviamo che, essendo
B1, B2 indipendenti, il processo W = (B1 + B2)/
√
2 e` anch’esso un processo di
Wiener. Dunque [W,W ] ha come rappresentante il processo Z (definito in (4.6.3)).
Ne segue che 2Z e` un rappresentante di [B1 + B2, B1 + B2] e dunque, applicando
la fromula di polarizzazione, si trae
[B1, B2] = 12
(
[B1 +B2, B1 +B2]− [B1, B1]− [B2, B2]) = 0.
(4.6.5) Proposizione. Siano X,Y due semimartingale, e sia S, T una coppia di
tempi d’arresto, con S ≤ T . Per ciascun intero positivo n, sia (Tnk ) una successione
crescente di tempi d’arresto, tale che
Tn0 = S, limn supk T
n
k = T,
e tale che il processo D, definito da
Dn = supk(Tnk − Tnk−1)
converga puntualmente verso 0. Posto Z un rappresentante di [X,Y ], il processo
(4.6.6)
∑
k≥1(X
|Tnk −X |Tnk−1)(Y |Tnk − Y |Tnk−1)
converge in R verso il processo Z |T − Z|S . In particolare, posto S = 0 e T =∞, il
processo (4.6.6) converge verso Z. Infine [X,Y ] ha come rappresentante un processo
di Stieltjes adattato, crescente se Y = X.
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Dimostrazione. Grazie a (4.3.3), Z|T − Z|S e` limite in R di
V n = (XY )|T − (XY )|S
−∑k≥1XTnk−1(Y |Tnk − Y |Tnk−1)
−∑k≥1 YTnk−1(X |Tnk −X |Tnk−1)
=
∑
k≥1
[
(XY )|T
n
k − (XY )|Tnk−1
−X |Tnk−1(Y |Tnk − Y |Tnk−1)
− Y |Tnk−1(X |Tnk −X |Tnk−1)]
=
∑
k≥1(X
|Tnk −X |Tnk−1)(Y |Tnk − Y |Tnk−1).
In particolare, quando Y = X, e` evidente che ogni V n e` crescente e dunque tale e`
Z; in generale, grazie alla formula di polarizzazione, Z e` differenza di due processi
crescenti e continui a destra e quindi e` un processo di Stieltjes. Infine, che Z sia
adattato segue dal fatto che [X,Y ] e` un elemento di R˜.
(4.6.7) Corollario. Nelle stesse ipotesi della proposizione (4.6.5), si ponga, per
ciascun intero positivo n,
Vn =
∑
k≥1(XTnk −XTnk−1)(YTnk − YTnk−1).
La successione (Vn) converge allora in probabilita` verso ZT − ZS .
Dimostrazione. Con le notazioni della dimostrazione di (4.6.5), per concludere basta
osserevare che la variabile aleatoria
(Z|T − Z|S)T = ZT − ZS
e` limite, nel senso della convergenza in probabilita`, della successione Vn.
(4.6.8) Esempio. Come immediata conseguenza della proposizione precedente
segue che seX e` un processo di Stieltjes continuo, allora [X,X] coincide con la classe
costituita da tutti i processi evanescenti: in effetti, scelta la successione tnk = tk2
−n,
da (4.6.7) si ha
Vn =
∑
k≥1(Xtnk −Xtnk−1)2
≤ supk |Xtnk −Xtnk−1 |
∑
k≥1 |Xtnk −Xtnk−1 |
≤ (supk |Xtnk −Xtnk−1 |)Wt,
dove W coincide con la variazione totale di X. E` allora immediato riconoscere che
la successione (Vn) converge verso 0 in probabilita`. In particolare, da questo segue
che, se B e` un processo di Wiener, allora esso non puo` essere un processo di Stieltjes
dato che la sua variazione quadratica [B,B] dovrebbe essere la classe dei processi
evanescenti.
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(4.6.9) Proposizione. Siano X,Y due semimartingale. Allora [X,Y ] e` una semi-
martingala e, per ogni elemento H di P, si ha
H •[X,Y ] = [H •X,Y ].
Dimostrazione. Senza ledere la generalita` possiamo supporre che entrambe le semi-
martingale X,Y siano nulle in zero. Si denoti con Z un rappresentante di [X,Y ], e
si ponga, per ciascun elemento H di P,
f(H) = (H •X)Y − (H •X)−•Y − Y−•(H •X)
= (H •X)Y − (H •X)−•Y − (Y−H)•X.
Si tratta di provare che l’applicazione lineare f da P a R˜ appena definita coincide
con l’integrale stocastico H 7→ H •Z, ossia che valgono le condizioni seguenti:
(a) Per ogni tempo d’arresto T , Z |T e` un rappresentante di f(I[[0,T ]]).
(b) f possiede la proprieta` di continuita` (4.2.6) (b).
Cominciamo col dimostrare la proprieta` (a): si denoti con W un rappresentante
di f(I[[0,T ]]) = [X |T , Y ], e mostriamo che W e` indistinguibile da Z|T , cioe` che, per
ciascun numero reale positivo t, Wt e` equivalente modulo P a Zt∧T . Si ponga
tnk = tk2
−n (per ogni coppia n, k d’interi positivi). Il corollario (4.6.7), applicato
alla coppia di semimartingale X,Y e alla coppia di tempi d’arresto 0, t ∧ T (con
Tnk = t
n
k ∧ t ∧ T ), mostra che Zt∧T e` limite in probabilita` della successione (Vn)
definita da
Vn =
∑2n
k=1(Xtnk∧T −Xtnk−1∧T )(Ytnk∧T − Ytnk−1∧T ).
Lo stesso corollario, applicato alla coppia di semimartingale X |T , Y e alla coppia di
tempi d’arresto 0, t (con Tnk = t
n
k ∧ t), mostra che Wt e` limite in probabilita` per la
successione (V ′n) definita da
V ′n =
∑2n
k=1(Xtnk∧T −Xtnk−1∧T )(Ytnk − Ytnk−1).
Basta allora osservare che si ha Vn = V ′n per ciascun intero positivo n.
Infine, per provare la condizione (b), basta osservare che la proprieta` (4.2.6) (b)
ha luogo separatamente per ciascuna delle tre applicazioni lineari
H 7→ (H •X)Y, H 7→ (H •X)−•Y, H 7→ (Y−H)•X.
Ora, questo e` immediato per la prima e l’ultima di queste applicazioni; per la
seconda, basta applicare (4.1.14).
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(4.6.10) Corollario. Nelle ipotesi della proposizione precedente, se H e K ap-
partengono a P, allora si ha
[H •X,K •Y ] = HK •[X,Y ].
Dimostrazione. Applicando (4.6.9) e la proprieta` associativa (4.2.8), si ha
[H •X,K •Y ] = H •[X,K •Y ] = H •(K •[X,Y ]) = (HK)•[X,Y ].
(4.6.11) Corollario. Siano X,Y due semimartingale. Allora XY e` anch’essa una
semimartingala. In particolare, lo spazio vettoriale di tutte le semimartingale su
(Ω,A, P ) costituisce un’algebra.
Dimostrazione. La tesi segue infatti da (4.6.9) utilizzando (4.2.8) e (4.6.2).
(4.6.12) Corollario. Nelle stesse ipotesi di (4.6.5), per ciascun elemento H di R,
detto Z un rappresentante dell’integrale stocastico H−•[X,Y ], il processo
V n =
∑
k≥1HTnk−1(X
|Tnk −X |Tnk−1)(Y |Tnk − Y |Tnk−1)
converge in R verso il processo Z|T − Z|S .
Dimostrazione. Si osservi che, per le proprieta` dell’integrale stocastico,
H−•[X,Y ] = H−•(XY )−H−•(X−•Y )−H−•(Y−•X) = H−•(XY )−(HX)−•Y −(HY )−•X.
Grazie a (4.3.3), Z|T − Z|S e` limite in R di
V n =
∑
k≥1HTnk−1((XY )
|Tnk − (XY )|Tnk−1)−∑k≥1HTnk−1XTnk−1(Y |Tnk − Y |Tnk−1)
−∑k≥1HTnk−1YTnk−1(X |Tnk −X |Tnk−1)
=
∑
k≥1HTnk−1
[
(XY )|T
n
k − (XY )|Tnk−1 −XTn
k−1(Y
|Tnk − Y |Tnk−1)
− YTn
k−1(X
|Tnk −X |Tnk−1)]
=
∑
k≥1HTnk−1(X
|Tnk −X |Tnk−1)(Y |Tnk − Y |Tnk−1).
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4.7 La formula di Itoˆ
Nel seguito, per semplificare la notazione, se X e` un processo appartenente a R,
denoteremo con lo stesso simbolo la classe in R˜ avente X come rappresentante. Le
uguaglianze, dunque, dovranno intendersi in R˜ piuttosto che in R.
Se X e` un processo di Stieltjes crescente, e se H e` un elemento di P, l’integrale
stocastico di H rispetto a X coincide con l’integrale di Lebesgue-Stieltjes
∫
HsdXs.
In particolare, se f e` una funzione di classe C1, e` facile verificare che si ha, per ogni
coppia s, t di numeri reali positivi, con s ≤ t,
(4.7.1) f(Xt)− f(Xs) =
∫ t
s
f ′(Xu) dXu.
D’altra parte, seB e` un processo di Wiener, come abbiamo visto nell’esempio (4.5.9),∫ t
s
Bu dBu = 12 (B
2
t −B2s )− 12 (t− s).
Posto f(x) = x2/2, la formula precedente equivale a
(4.7.2) f(Bt)− f(Bs) =
∫ t
s
f ′(Bu) dBu + 12
∫ t
s
f ′′(Bu) du,
che sembra non coincidere con la formula valida nel caso di un processo di Stieltjes
ma invece, come vedremo, la generalizza. Nel seguito vogliamo dimostrare una
formula valida per tutte le semimartingale continue (una formula analoga ma piu`
complicata e` valida per le semimartingale qualsiasi).
(4.7.3) Teorema (formula di Itoˆ). Sia X una semimartingala e sia f una fun-
zione reale di classe C2. Allora f(X) e` anch’essa una semimartingala e vale l’egua-
glianza seguente
(4.7.4) f(Xt)− f(Xs) =
∫ t
s
f ′(X) dX + 12
∫ t
s
f ′′(X) d[X,X]
Dimostrazione. Supposta vera la formula (4.7.4), e` chiaro che f(X) e` una semi-
martingala perche´ somma delle due semimartingale
∫
f ′(X) dX e 12
∫
f ′′(X) d[X,X]
(si veda (4.2.8)). Basta dunque dimostrare la formula (4.7.4). A questo scopo, in-
nanzitutto, per l’additivita` dell’integrale stocastico, basta provarla per s = 0. Per
la formula di Taylor, per ogni coppia x, y di numeri reali, si ha
f(y)− f(x) = f ′(x)(y − x) + 12f ′′(x)(y − x)2 +R(x, y),
dove |R(x, y)| ≤ r(|y−x|)(y−x)2, e r e` una funzione positiva tale che limu↓0 r(u) = 0.
Si consideri, per ciascun intero positivo m, il tempo d’arresto
Sm(ω) = inf{t : |Xt(ω)| ≥ m}.
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Allora, il processo arrestato X |Sm e` limitato da m e, se la formula (4.7.4) e` valida
per ciascuno dei processi X |Sm essa deve valere anche per X. Possiamo dunque
supporre che X sia limitato. Fissiamo un numero reale positivo t e consideriamo,
per ogni intero positivo n, una successione crescente (Tnk ) di tempi d’arresto tali che
Tn0 = 0, limn supk T
n
k = t,
e tale che la successione (Dn), definita da
Dn = supk(Tnk − Tnk−1)
converga puntualmente verso 0. Allora
f(Xt)− f(X0) =
∑
k≥1
[
f(XTn
k
)− f(XTn
k−1)
]
=
∑
k≥1
[
f ′(XTn
k−1)(XTnk −XTnk−1) + 12f ′′(XTnk−1)(XTnk −XTnk−1)2
]
+
∑
k≥0R(XTnk , XTnk−1).
Poiche´ X e` continua, si ha f ′(X)− = f ′(X) e anche f ′′(X)− = f ′′(X). Dunque,
il primo termine converge in probabilita` verso un rappresentante dell’integrale sto-
castico
∫ t
0
f ′(X) dX per (4.3.4) mentre il secondo termine converge in probabilita`
verso un rappresentante dell’integrale stocastico 12
∫ t
0
f ′′(X) d[X,X] per (4.6.12).
Per concludere basta dunque dimostrare che il terzo termine converge verso 0.
In effetti, esso e` maggiorato in modulo da
supk r(|XTnk −XTnk−1 |)
(∑
k≥1(XTnk −XTnk−1)2
)
;
ora, osserviamo che la successione
∑
k≥1(XTnk − XTnk−1)2 converge in probabilita`
verso un rappresentante di [X,X]t (si veda (4.6.5)), e d’altronde la successione
supk r(|XTnk −XTnk−1 |) converge puntualmente verso 0 in virtu` del fatto che X ha
traiettorie continue e che la successione (Dn) converge puntualmente verso 0. La
formula (4.7.4), segue dunque per ogni numero reale positivo t, e cio` conclude la
dimostrazione.
(4.7.5) Osservazione. Effettivamente, la formula di Itoˆ fornisce la generaliz-
zazione della formula (4.7.1). Quando la semimartingala continua X e` un processo
di Stieltjes, infatti, si ha [X,X] = 0, e dunque la formula (4.7.4) si riduce a (4.7.1).
Analogamente, quando X coincide con un processo di Wiener B, la formula (4.7.4)
si riduce a (4.7.2) (si veda (4.6.3)).
4.8 I processi di Itoˆ
Sia assegnato un processo di Wiener B, sullo spazio (Ω,A, P ), munito della fil-
trazione F .
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(4.8.1) Definizione. Si chiama un processo di Itoˆ un processo X appartenente
a R, tale ch’esistano due processi H,K appartenenti a P, verificanti la relazione
(4.8.2) X = X0 +
∫
Hs ds+
∫
Ks dBs,
dove X0 e` il processo “costante” definito da X0(t, ω) = X(0, ω).
(4.8.3) Lemma. Sia X un processo di Itoˆ. I processi H,K verificanti la relazione
(4.8.2) sono allora unici (a meno di processi indistinguibili).
Dimostrazione. Si supponga che esistano due coppie (H,K), (H ′,K ′) di elementi
di P, tali che si abbia
X −X0 =
∫
Hs ds+
∫
Ks dBs =
∫
H ′s ds+
∫
K ′s dBs.
I due processi
Y 1 =
∫
(Hs −H ′s) ds, Y 2 =
∫
(K ′s −Ks) dBs,
devono allora essere uguali. Tuttavia, Y 1 e` un processo di Stieltjes, quindi tale e`
anche Y 2. Ma allora, da (4.6.3), (4.6.8) e (4.6.10), si ha
0 = [Y 2, Y 2] = (K ′ −K)2•[B,B] = ∫ (K ′s −Ks)2 ds.
Dunque, necessariamente K ′ e` indistinguibile da K, e quindi Y 2 = Y 1 = 0, cosicche´
anche H ′ e` indistinguibile da H.
E` chiaro (in virtu` di (4.2.8)) che un processo di Itoˆ e` una semimartingala (con-
tinua); inoltre, affinche´ esso sia di Stieltjes, occorre e basta che il processo K (che
compare in (4.8.2)) sia evanescente. In ogni caso, tuttavia, e` facile riconoscere (uti-
lizzando (4.6.10), la bilinearita` dell’applicazione (X,Y ) 7→ [X,Y ], (4.6.8) e (4.6.3))
che vale la formula
[X,X] = X20 +
∫
K2s ds.
4.9 Cenno sull’integrale stocastico multidimensionale
Sia X un processo a valori in (Rd,B(Rd)). Allora, per ogni numero reale e positivo t,
si avra` Xt = [X1t , . . . , X
d
t ], per un’opportuna d-upla di processi reali (X
1, . . . , Xd).
Esprimeremo questo fatto dicendo che X e` il blocco dei processi X1, . . . , Xd (e
scriveremo semplicemente X = (X1, . . . , Xd)).
Si denota con P(d) (o semplicemente con P, quando non vi sia rischio d’ambiguita`
con le dimensioni) lo spazio vettoriale costituito da tutti i processi prevedibili, a va-
lori in (Rd,B(Rd)), localmente limitati. E` chiaro che, affinche´ H = (H1, . . . ,Hd)
appartenga a P(d), occorre e basta che ogni Hi appartenga a P(1), per ogni in-
dice i. La nozione di convergenza definita su P(1) si estende dunque, senza nessun
cambiamento, allo spazio P(d).
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(4.9.1) Definizione. Sia Z = (Z1, . . . , Zd) un processo regolare, continuo a destra
e nullo in 0. Si dice che Z e` una d-semimartingala, se ciascuna delle Zi e` una
semimartingala.
Quando Z e` una d-semimartingala, resta definita, a partire dall’integrale stocas-
tico di ciascuna delle Zi, un’applicazione lineare F da P(d) a R˜ nel modo seguente:
per ogni elemento H di P(d), si definisce
(4.9.2) F (H) = H1•Z1 + · · ·+Hd•Zd.
E` chiaro che F (H) godra` di proprieta` analoghe a quelle dell’integrale stocastico.
In effetti, e` immediato provare la proposizione seguente:
(4.9.3) Lemma. F e` l’unica applicazione lineare, da P(d) a R˜, che verifichi le
due proprieta` seguenti:
(a) Per ogni processo H appartenente a P(d), ed ogni tempo d’arresto T , si ha
F (HI[[0,T ]]) = F (H)|T e F (1) = Z,
dove 1 denota il processo costante 1(t, ω) = (1, . . . , 1).
(b) (proprieta` di continuita`) Per ogni successione (Hn) di elementi di P(d) con-
vergente verso 0 in P(d), la successione (F (Hn)) converge verso 0 in R˜.
(4.9.4) Definizione. La funzione F definita da (4.9.2), si chiama integrale sto-
castico (vettoriale) associato alla d-semimartingala Z. Il suo valore nel punto H e`
denotato con H•Z (oppure con
∫
H dZ, o anche
∫
Ht dZt quando s’intenda la classe
dei processi nulli in 0) e si chiama integrale stocastico (vettoriale) di H rispetto a Z.
La teoria di questo integrale stocastico si riconduce alla teoria studiata nelle
sezioni precedenti, senza bisogno di nessuna modifica nelle dimostrazioni. Un’altra
estensione, invece, merita di essere citata.
Sia H = (H1, . . . ,Hn), con H1, . . . ,Hn appartenenti a P(d), e sia Z una d-semi-
martingala. Si definisce, allora, l’integrale stocastico
H •Z = (H1•Z, . . . ,Hn•Z).
Anche questa nozione di integrale stocastico si riconduce all’integrale stocastico
“vettoriale” gia` studiato (basta per questo ragionare “componente per compo-
nente”).
Con la stessa dimostrazione utilizzata nel caso unidimensionale (teorema (4.7.3)),
si puo` dimostrare la seguente generalizzazione della formula di Itoˆ nel caso multi-
dimensionale:
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(4.9.5) Teorema (formula di Itoˆ multidimensionale). Siano X1, . . . , Xd se-
mimartingale, e sia f una funzione da Rd a R di classe C2. Si denoti con X il blocco
delle Xi. Allora f(X) e` anch’essa una semimartingala e vale l’uguaglianza seguente
(4.9.6) f(Xt)− f(X0) =
∫ t
0
d∑
i=1
∂f
∂xi
(X) dXi +
1
2
∫ t
0
d∑
i,j=1
∂2f
∂xi∂xj
(X) d[Xi, Xj ].
(4.9.7) Esempio. Applicando (4.9.5) alla funzione (x, y) 7→ xy, si ottiene che, se
X,Y sono due semimartingale continue, allora il prodottoXY e` una semimartingala
(continua), e inoltre, la formula (4.9.6) si riduce alla formula di integrazione per
parti :
XY =
∫
X dY +
∫
Y dX + [X,Y ],
che si poteva dedurre direttamente dalla definizione di [X,Y ].
(4.9.8) Esempio. Applicando (4.9.5) alla coppia di semimartingale (reali) X,Y ,
dove Y e` il processo definito da Y (t, ω) = t, si ottiene, in virtu` di (4.6.3),
f(t,Xt)− f(0, X0) =
∫ t
0
∂f
∂t
(s,Xs) ds
+
∫ t
0
∂f
∂x
(s,Xs) dXs
+
1
2
∫ t
0
∂2f
∂x2
(s,Xs) d[X,X]s.
In particolare, se X coincide con un processo di Wiener B, la formula si semplifica
ulteriormente: si ha infatti
f(t, Bt)− f(0, 0) =
∫ t
0
[
∂f
∂t
(s,Bs) +
1
2
∂2f
∂x2
(s,Bs)
]
ds+
∫ t
0
∂f
∂x
(s,Bs) dBs.

VEquazioni differenziali stocastiche
5.1 Definizione e prime proprieta`
Nel seguito supponiamo fissato uno spazio probabilizzato (Ω,A, P ) e, su di esso, una
filtrazione (Ft)t≥0 verificante le condizioni abituali. Supponiamo fissato, inoltre, un
processo di Wiener B = (B1, . . . , Bd) di dimensione d.
(5.1.1) Definizione. Siano assegnate le funzioni reali bi, σij , sullo spazio misura-
bile (R+ × Rn,B(R+)⊗ B(Rn)) (dove i, j sono una coppia d’interi, con i compreso
tra 1 e n e j compreso tra 1 e d), ed una variabile aleatoria Z (a valori in Rn)
indipendente dalla tribu` F∞. Si denotino rispettivamente con b e con σ i blocchi
relativi alle bi e alle σij e con U la tribu` generata da Z. Sia inoltre s un fissato
numero reale positivo. Si dice che un processo (Xt)t≥s (a valori in (Rn,B(Rn)) e`
una soluzione forte dell’equazione differenziale stocastica
(5.1.2)
{
dXt = b(t,Xt) dt+ σ(t,Xt) dBt,
Xs = Z,
se, detto (Gt)t≥0 l’ingrossamento di (Ft)t≥0 definito, per ciascun t, da
Gt = Ft ∨ U ,
valgono le seguenti proprieta`:
(a) il processo X e` adattato alla filtrazione (Gt)t≥s;
(b) i processi bi(X), σij(X) sono prevedibili (rispetto alla filtrazione (Gt)t≥s) e
localmente limitati (nel senso della definizione (4.1.9));
(c) il processo X verifica la seguente equazione integrale stocastica
(5.1.3) Xit = Zi +
∫ t
s
bi(u,Xu) du+
∑d
j=1
∫ t
s
σij(u,Xu) dBju
per ciascun numero reale positivo t superiore o eguale a s.
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Tramite la notazione “vettoriale”, la (5.1.3) puo` essere scritta nella seguente
forma contratta
Xt = Z +
∫ t
s
b(u,Xu) du+
∫ t
s
σ(u,Xu) dBu.
E` facile riconoscere che, se X e` una soluzione di (5.1.2), allora essa e` un processo
di Itoˆ e, dunque, una semimartingala continua (rispetto alla filtrazione G). Inoltre
esso e` per giunta un processo di Stieltjes quando ciascuna delle σij coincida con la
costante 0. Osserviamo poi che la condizione che Z, e quindi U , sia indipendente da
F∞ e` necessaria se vogliamo che B continui ad essere un processo di Wiener anche
rispetto alla filtrazione (Gt).
(5.1.4) Esempio (moto browniano geometrico). Si consideri un processo di
Wiener unidimensionale B sullo spazio probabilizzato (Ω,A, P ), munito della fil-
trazione (Ft). Sia Z una variabile aleatoria positiva e indipendente dalla tribu` F∞.
L’equazione differenziale stocastica{
dXt = λXt dt+ µXt dBt,
X0 = Z,
ammette allora soluzione, per ogni coppia (λ, µ) di numeri reali positivi. In ef-
fetti, basta osservare che questa equazione equivale (grazie alla proprieta` associativa
dell’integrale) alla relazione
(5.1.5)
∫ t
0
1/Xt dXt = λt+ µBt,
e applicare la formula di Itoˆ alla funzione f(x) = log x. Si ottiene, cos`ı, dopo aver
osservato che vale l’uguaglianza [X,X] = Z2 +
∫
µ2X2t dt,
log(Xt/Z) =
∫ t
0
1/Xs dXs − µ2t/2,
e di qui, sostituendo nella relazione (5.1.5), si trae
log(Xt/Z) =
(
(λ− µ2/2)t+ µBt
)
,
o, cio` ch’e` lo stesso,
Xt = Z exp
(
(λ− µ2/2)t+ µBt
)
.
Il processo X cos`ı definito si chiama moto browniano geometrico.
(5.1.6) Esempio (equazione di Ornstein-Uhlenbeck). Si consideri ancora un
processo di Wiener B unidimensionale. Fissato un numero reale x, l’equazione
differenziale stocastica {
dXt = −λXt dt+ µdBt
X0 = x
ha soluzione per ogni coppia (λ, µ) di numeri reali. Per riconoscerlo basta osservare
che, in base alla (4.9.7), l’equazione differenziale equivale alla relazione integrale
seguente:
eλtXt = x+
∫ t
0
eλs dXs +
∫ t
0
Xsλe
λs ds = x+
∫ t
0
µeλs dBs.
Ne segue
Xt = e−λtx+ e−λt
∫ t
0
µeλs dBs.
Il processo cos`ı costruito si chiama processo di Ornstein-Uhlenbeck .
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(5.1.7) Definizione. Nelle ipotesi della definizione (5.1.1), si dice che (5.1.2) ha
soluzione fortemente unica se due arbitrarie soluzioni X e X˜ di (5.1.2) sono processi
indistinguibili, o, cio` ch’e` lo stesso, se e` quasi certo l’evento
(5.1.8) C =
⋂
t≥s{Xt = X˜t} =
⋂
t≥s, t∈Q{Xt = X˜t}.
5.2 Un risultato di esistenza ed unicita`
Nelle ipotesi della definizione (5.1.1), e` evidente che, se ciascuna delle funzioni σij
coincide con la costante 0, allora l’equazione (5.1.2) si riduce ad un’equazione dif-
ferenziale ordinaria del prim’ordine: la nozione di equazione differenziale stocastica
si puo` dunque pensare come a una generalizzazione di quella di equazione differen-
ziale ordinaria. Com’e` noto, per quest’ultima classe di equazioni vale il celebre
teorema di esistenza ed unicita` di Cauchy-Lipschitz. E` dunque naturale aspettarsi
che una generalizzazione di questo teorema valga per le equazioni differenziali sto-
castiche.
(5.2.1) Teorema (di esistenza ed unicita`). Nelle stesse ipotesi della definizio-
ne (5.1.1) sia T un fissato numero reale positivo. Si supponga che le funzioni b e σ
verifichino le condizioni seguenti:
(a) Esiste un numero reale e positivo C tale che si abbia, per ogni x in Rn e ogni
numero reale positivo t inferiore o eguale a T ,
|b(t, x)|+ |σ(t, x)| ≤ C(1 + |x|).
(b) Esiste un numero reale positivo D tale che si abbia, per ogni coppia x, y di
elementi di Rn e ogni numero reale positivo t inferiore o eguale a T ,
|b(t, x)− b(t, y)|+ |σ(t, x)− σ(t, y)| ≤ D|x− y|.
Per ogni vettore aleatorio Z in L2(P ), esiste allora un’unica soluzione forte (Xt)
dell’equazione differenziale (5.1.2), per ciascun numero reale positivo t compreso
tra s e T . Tale soluzione appartiene inoltre allo spazio L2(λ⊗P ), dove λ denota la
misura di Borel-Lebesgue su ([s, T ],B([s, T ])).
Dimostrazione. Senza ledere la generalita` possiamo suppore che sia s = 0. Per ogni
elemento Y di L2(λ⊗ P ), e ogni numero reale positivo t, si ponga
Φ(Y )t = Z +
∫ t
0
b(u, Yu) du+
∫ t
0
σ(u, Yu) dBu.
Si definisce cos`ı un’applicazione Φ da L2(λ ⊗ P ) in R˜. Affinche´ (5.1.2) abbia
soluzione occorre e basta che l’applicazione Φ sia una contrazione. Incominciamo
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col provare che, per ogni elemento Y di L2(λ ⊗ P ), il processo Φ(Y ) appartiene
a L2(λ ⊗ P ). In effetti, se si denota con ‖ · ‖ la norma in L2(λ ⊗ P ), utilizzando
la convessita` della funzione x 7→ |x|2, la proprieta` (4.5.8), la disuguaglianza di
Schwarz-Ho¨lder, e il teorema di Fubini, si ha
‖Φ(Y )‖2 = P
[∫ T
0
|Φ(Y )t|2 dt
]
≤ 3P
[
T |Z|2 + ∫ T
0
∣∣∣∫ t0 b(s, Ys) ds∣∣∣2 dt+ ∫ T0 ∣∣∣∫ t0 σ(s, Ys) dBs∣∣∣2 dt]
≤ 3TP [|Z|2] + 3 ∫ T
0
tP
[∫ t
0
|b(s, Ys)|2ds
]
dt+ 3
∫ T
0
P
[∫ t
0
|σ(s, Ys)|2 ds
]
dt
≤ 3TP [|Z|2] + 6C2(1 + T ) ∫ T
0
dt
∫ t
0
ds
[
1 + P [|Ys|2]
]
≤ 3TP [|Z|2] + 6C2(1 + T )(T 2/2 + T‖Y ‖2).
Resta da provare che Φ e` una contrazione, ossia che e` lipschitziana di costante
inferiore a 1. A questo scopo, supponiamo fissata una coppia Y, Y¯ di elementi di
L2(λ⊗ P ). Si ha allora
‖Φ(Y )− Φ(Y¯ )‖2 = ∫ T
0
P
[∣∣Φ(Y )t − Φ(Y¯ )t∣∣2] dt
≤ 2 ∫ T
0
P
[∣∣∣∫ t0 (b(s, Ys)− b(s, Y¯s)) ds∣∣∣2]dt
+ 2
∫ T
0
P
[∣∣∣∫ t0 (σ(s, Ys)− σ(s, Y¯s)) dBs∣∣∣2]dt
≤ 2 ∫ T
0
t P
[∫ t
0
|b(s, Ys)− b(s, Y¯s)|2 ds
]
dt
+ 2
∫ T
0
P
[∫ t
0
|σ(s, Ys)− σ(s, Y¯s)|2 ds
]
dt
≤ 2(1 + T )D2 ∫ T
0
(∫ t
0
P [|Ys − Y¯s|2] ds
)
dt
≤ 2(1 + T )TD2‖Y − Y¯ ‖2.
Ne segue che Φ e` una contrazione quando si sostituisca T con un numero reale
positivo T0, verificante la relazione
0 < T0 < (4D2)−1 ∧ 1.
Fissato un siffatto T0, per il teorema delle contrazioni (si veda (A.4.2)) esiste un
unico elemento X di L2(λ⊗ P ), tale che si abbia
Φ(X) = X,
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ossia tale che, per ogni numero reale t, compreso tra 0 e T0, si abbia
Xt = Z +
∫ t
0
b(s,Xs) ds+
∫ t
0
σ(s,Xs) dBs.
Resta da provare che X puo` essere estesa a tutto [0, T ]; si consideri a questo scopo
l’equazione differenziale {
dYt = b(Yt) dt+ σ(Yt) dBt
YT0 = Z1,
dove Z1 = XT0 . Con un ragionamento analogo al precedente si ottiene una soluzione
(Yt)t∈[T0,2T0] definita per t compreso tra T0 e 2T0. Induttivamente si trovano un
numero finito N = [T0/T ] + 1 intervalli della forma [hT0, (h + 1)T0], sul quale ha
soluzione l’equazione differenziale stocastica
(5.2.2)
{
dYt = b(Yt) dt+ σ(Yt) dBt
YhT0 = Zh,
dove Zh = XhT0 . Per concludere basta considerare il processo (Xt)t∈[0,T ] che coin-
cide (su [hT0, (h+ 1)T0]) con la soluzione dell’equazione differenziale (5.2.2).
(5.2.3) Corollario. Nelle stesse ipotesi del teorema (5.2.1), si denoti con Xx
l’unica soluzione dell’equazione differenziale stocastica{
dXxt = b(X
x
t ) dt+ σ(X
x
t ) dBt
Xx0 = x.
Allora, per ogni elemento ω in Ω, l’applicazione x 7→ Xxt (ω) e` continua.
Dimostrazione. Basta osservare che la contrazione Φx definita, per ogni numero
reale positivo t inferiore o eguale a T , da
Φx(Y )t = x+
∫ t
0
b(s, Ys) ds+
∫ t
0
σ(s, Ys) dBs
verifica le ipotesi del teorema delle contrazioni con parametro (si veda (A.4.3)), la
conclusione segue dal fatto che, la soluzione Xx e` il punto fisso di Φx.
(5.2.4) Esempio. Come corollario del teorema appena dimostrato segue che l’e-
quazione del moto browniano geometrico ammette come unica soluzione il processo
definito in (5.1.5). Analogamente, l’equazione di Ornstein-Uhlenbeck ammette come
unica soluzione il processo definito in (5.1.8).
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(5.2.5) Osservazione. Nelle stesse ipotesi del teorema (5.2.1), si supponga che le
ipotesi (a) e (b) valgano per ogni numero reale positivo t (o cio` ch’e` lo stesso che T
coincida con la costante ∞). Allora e` facile riconoscere che il ragionamento fatto
nella dimostrazione puo` essere applicato per trovare una soluzione avente R+ come
insieme dei tempi (o piu` in generale avente [s,∞[ come insieme dei tempi).
Nel caso particolare in cui b e σ non dipendano dalla variabile t, cioe` quando si
ha ∂b/∂t = 0 e ∂σ/∂t = 0, allora l’ipotesi (a) e` conseguenza dell’ipotesi (b).
Per ogni numero reale positivo s e ogni elemento x di Rn, si denoti con (Xs,xt )
l’unica soluzione dell’equazione differenziale stocastica
(5.2.6)
{
dXs,xt = b(t,X
s,x
t ) dt+ σ(t,X
s,x
t ) dBt
Xs,xs = x,
con b e σ verificanti le condizioni (5.2.1)(a) e (5.2.1)(b), e si ponga
X(t, s, x, ω) = Xs,xt (ω).
E` immediato riconoscere allora che si ha:
(5.2.7) Corollario. Data una coppia s1, s2 di numeri reali positivi, con s1 < s2,
per ogni numero reale positivo t inferiore o eguale a T , si ha:
X(t, s1, x, ω) = X
(
t, s2, X(s2, s1, x, ω), ω
)
.
5.3 Unicita` debole delle soluzioni
(5.3.1) Definizione. Nelle stesse ipotesi di (5.1.1), si supponga che esista un altro
spazio probabilizzato (Ω′,A′, P ′) e, su di esso, una filtrazione (F ′t)t≥0 ed un processo
di Wiener B′ in modo tale che abbia soluzione l’equazione differenziale stocastica{dX ′t = b(X ′t) dt+ σ(X ′t) dB′t
X ′k = Z
′,
dove Z ′ e` una qualunque variabile aleatoria a valori in (Rn,B(Rn)), isonoma a Z
(cioe` tale che si abbia Z(P ) = Z ′(P ′)). Si dice allora che (5.1.2) ha soluzione debole.
E` chiaro che una soluzione forte e`, in particolare, una soluzione debole. In ge-
nerale pero` si puo` dimostrare (si veda a questo proposito il celebre “esempio di
Tanaka” in [28]) che esistono equazioni differenziali stocastiche dotate di soluzioni
deboli ma non di soluzioni forti. (Chiaramente, per il teorema (5.2.1) i coefficienti
b, σ non potranno verificare le condizioni (5.2.1)(a) e (5.2.1)(b) perche´ in tal caso
la soluzione forte e` garantita.)
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(5.3.2) Definizione. Nelle stesse ipotesi di (5.1.1), si dice che (5.1.2) ha soluzione
debolmente unica se, comunque prese due arbitrarie soluzioni deboli X,X ′ (defi-
nite su due opportuni spazˆı probabilizzati), hanno la stessa legge i blocchi [Xt]t≥k,
[X ′t]t≥k.
In generale non e` detto che un’equazione differenziale stocastica abbia soluzione
debolmente unica. Il fatto importante e` pero` che, l’unicita` forte assicura quella
debole. Piu` precisamente:
(5.3.3) Teorema. Nelle ipotesi del teorema (5.2.1), l’equazione differenziale sto-
castica (5.1.2) ha soluzione debolmente unica.
Dimostrazione. Basta osservare che, su ciascuno spazio probabilizzato, la soluzione
dell’equazione differenziale e` limite (in R) della successione di processi
(5.3.4) X(0)t = Z, X
(n+1)
t = Z +
∫ t
0
b(s,X(n)s ) ds+
∫ t
0
σ(s,X(n)s ) dBs.
La tesi segue dunque osservando che, per induzione su n, hanno la stessa legge i
processi (definiti sui rispettivi spazˆı probabilizzati) della successione (5.3.4).
Il risultato appena provato permette di stabilire che le soluzioni di un’equazione
differenziale stocastica, quando i coefficienti b, σ verificano le proprieta` (5.2.1)(a) e
(5.2.1)(b), non dipendono dallo spazio probabilizzato scelto: in effetti che si scelga
uno spazio probabilizzato piuttosto di un altro, la soluzione forte trovata avra` sem-
pre la stessa legge.
(5.3.5) Osservazione. Mettiamoci nelle ipotesi dell’osservazione (5.2.5), ossia
supponiamo che le funzioni b e σ non dipendano dalla variabile t. Si denoti ancora
con (Xs,xt ) la soluzione dell’equazione differenziale stocastica (5.2.6). Si verifica
allora facilmente, tramite il cambiamento di variabile u = s+ v, che si ha
Xs,xs+t = x+
∫ s+t
s
b(Xs,xu ) du+
∫ s+t
s
σ(Xs,xu ) dBu
= x+
∫ s+t
s
b(Xs,xs+v) dv +
∫ s+t
s
σ(Xs,xs+v) dB˜v,
dove B˜ denota il processo di Wiener definito da B˜t = Bt+s − Bs (si veda (3.2.7)).
Posto allora Yt = X
s,x
s+t, si trae
Yt = x+
∫ t
0
b(Yv) dv +
∫ t
0
σ(Yv) dB˜v,
e quindi, per l’unicita` debole della soluzione, i blocchi [Yt]t≥0 e [X
s,x
t+s]t≥0 sono
isonomi. Si esprime questo fatto dicendo che X e` omogenea nel tempo. Inoltre,
essendo Yt misurabile rispetto alla tribu` F˜t, ne segue che essa e` anche indipen-
dente dalla tribu` Fs, dato che tale e` la tribu` F˜t. Cio` basta per concludere che il
blocco [Yt]t≥0 (e dunque [X
s,x
t+s]t≥0) e` indipendente dal blocco Fs.

VI
Processi di diffusione
6.1 Natura markoviana delle soluzioni
Nel seguito supporremo sempre assegnato uno spazio probabilizzato (Ω,A, P ) e,
su di esso, un fissato processo di Wiener B di dimensione d (rispetto alla propria
filtrazione naturale). Si denota poi con (Ft)t≥0 l’ingrossamento abituale della fil-
trazione naturale di B (si veda (1.1.7)).
(6.1.1) Definizione. Assegnate le funzioni reali bi, σij , misurabili su (Rn,B(Rn)),
supporremo sempre che i rispettivi blocchi b, σ verifichino le condizioni (a) e (b) del
teorema (5.2.1). Per ogni elemento x in Rn, si chiama diffusione di istante iniziale x
l’unica soluzione (Xxt )t≥0 dell’equazione differenziale stocastica
(6.1.2)
{
dXxt = b(X
x
t ) dt+ σ(X
x
t ) dBt,
Xx0 = x.
In queste ipotesi, b si chiama drift e σ si chiama coefficiente di diffusione. Si chiama
poi diffusione la funzione che ad ogni elemento x di Rn associa la diffusione di istante
iniziale x, cioe` il processo (Xxt )t≥0. Si denota infine con X
x il blocco [Xxt ]t≥0.
Siccome i coefficienti b e σ non dipendono dalla variabile t, ogni diffusione e` in
particolare omogenea nel tempo.
(6.1.3) Notazioni. In modo analogo a quanto fatto in (3.2.8), si denoti con W lo
spazio C(R+,Rn), e con [ξt]t≥0 il processo canonico su W , definito da ξt(ω) = ω(t),
per ogni numero reale positivo t, e ogni elemento ω in W . Si ponga, poi,
W = T (ξt : t ≥ 0).
Ogni diffusione Xx si puo` pensare come una variabile aleatoria a valori nello
spazio misurabile (W,W), identificandola con il blocco [Xxt ]t≥0. Pertanto la sua
legge sara` una misura di probabilita` su (W,W). La si denoti con Qx. E` facile
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riconoscere che la famiglia (Qx)x∈Rn forma un nucleo markoviano da (Rn,B(Rn))
a (W,W), il quale non dipende ne´ dallo spazio probabilizzato (Ω,A, P ) sul quale
e` definita la diffusione X, ne´ dal processo di Wiener B. In effetti, basta osservare
che, per (5.2.3), l’applicazione
x 7→ ∫ f dQx = P [f(Xx)]
e` continua per ogni funzione reale f continua, e quindi misurabile su (W,W). Inoltre,
dall’unicita` debole della soluzione dell’equazione differenziale stocastica (6.1.2),
segue che Qx non dipende ne´ da (Ω,A, P ), ne´ da B.
Il nucleo markoviano (Qx)x∈Rn si denota con Q e si chiama realizzazione canonica
della diffusione X.
(6.1.4) Notazione. Per ogni numero reale positivo t, ogni elemento x di Rn, e
ogni elemento A di B(Rn), si ponga
(6.1.5) Pt(x,A) = Qx{ξt ∈ A} = P{Xxt ∈ A}.
E` chiaro che, per ogni t, la famiglia di misure di probabilita` (Pt(x, ·))x∈Rn forma
un nucleo markoviano su (Rn,B(Rn)). Si riconosce facilmente che la trasformata di
una funzione g, limitata e misurabile su (Rn,B(Rn)), tramite tale nucleo e` data da
(6.1.6) Ptg(x) = Qx[g(ξt)] = P [g(Xxt )].
(6.1.7) Osservazione. Sia ϕ una funzione misurabile da uno spazio misurabile
(E, E) in (Rn,B(Rn)). Si denoti con ϕˆ il nucleo, da (E, E) a (Rn,B(Rn)) definito
da
ϕˆf = f ◦ ϕ per ogni funzione f limitata e misurabile su (Rn,B(Rn)).
Con questa notazione e` chiaro che, per ogni numero reale positivo t, il nucleo marko-
viano Pt coincide con Qξ̂t (si veda (A.3.10)). In effetti, per ogni elemento x di Rn
e ogni elemento A di B(Rn), si ha (per (A.3.7))
Qξ̂tIA(x) = 〈εx,Qξ̂tIA〉 = 〈Qx, IA ◦ ξt〉 = Qx{ξt ∈ A}.
D’altra parte, per ogni tempo d’arresto T , sullo spazio probabilizzabile (W,W),
rispetto alla filtrazione naturale del processo canonico, il nucleo Qξ̂T e` ben definito
e dunque si puo` definire (senza rischio d’ambiguita`) il nucleo
PT = Qξ̂T .
Denotiamo con X un’arbitraria diffusione. Fissato un numero reale positivo s, si
denoti con Θs il blocco [Xt+s]t≥0, pensato come variabile aleatoria su (Ω,A, P ), a
valori in (W,W). Si denoti poi con QXs il nucleo markoviano, da (Ω,A) a (W,W),
definito da
QXs(ω, ·) = QXs(ω) per ogni ω ∈ Ω.
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(6.1.8) Teorema (Proprieta` di Markov). Per numero reale positivo s, e ogni
funzione f , limitata e misurabile su (W,W), si ha
P [f(Θs) | Fs] = QXsf.
Dimostrazione. Siano s, t una coppia di numeri reali positivi, e sia f una fun-
zione reale, limitata e misurabile su (W,W). Si denoti con (Xs,xt ) l’unica soluzione
dell’equazione differenziale stocastica{
dXt = b(Xt) dt+ σ(Xt) dBt
Xs = x,
e si ponga Φs(x) = [X
s,x
t+s]t≥0. E` chiaro allora, per (5.3.5), che la variabile aleato-
ria Φs(x) e` indipendente dalla tribu` Fs. Inoltre, dal corollario (5.2.7), segue l’ugua-
glianza
Θs = [Xt+s]t≥0 = Φs(Xs).
Pertanto, denotata con g la funzione che, ad ogni coppia (x, ϕ), costituita da un ele-
mento x di Rn e una funzione ϕ misurabile da (Rn,B(Rn)) in (W,W), associa il nu-
mero reale f(ϕ(x)), la variabile aleatoria f(Θs) coincide con f(Φs(Xs)) = g(Xs,Φs),
ossia f(Xt+s) e` funzione di Xs e di una variabile aleatoria Φs(x) indipendente dalla
tribu` Fs. Ne segue (grazie a (A.2.7)) l’uguaglianza
P [f(Xt+s) | Fs] = G(Xs),
dove G denota la funzione x 7→ P [g(x,Φs)] = P [f(Φs(x))]. Ora, osservato che, per
omogeneita` nel tempo, la variabile aleatoria Φs(x) e` isonoma al blocco [Xxt ]t≥0, si
trae P [g(x,Φs)] = P [f([Xt]t≥0)] = QXsf , e cio` basta per concludere.
Qualche volta, con il termine “proprieta` di Markov” s’intende una formulazione
piu` debole di quella presente nel teorema (6.1.8), la quale coinvolge la famiglia (Pt)
anziche´ il nucleo QXs . Piu` precisamente:
(6.1.9) Teorema. Nelle stesse ipotesi del teorema (6.1.8), per ogni coppia s, t di
numeri reali positivi, ed ogni funzione f , limitata e misurabile su (Rn,B(Rn)), si ha
P [f(Xt+s) | Fs] = Ptf(Xs).
Utilizzando la proprieta` di Markov nella forma appena dimostrata, si conclude
che la famiglia (Pt) e` in realta` un semigruppo.
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(6.1.10) Corollario. La famiglia (Pt) di nuclei markoviani definita in (6.1.5)
forma un semigruppo sullo spazio delle funzioni limitate e misurabili su (Rn,B(Rn))
(detto semigruppo di transizione). Esso e`, in particolare, un semigruppo felle-
riano (o, cio` ch’e` lo stesso, che verifica la proprieta` di Feller), nel senso che, per
ogni funzione reale f in C(Rn), la funzione Ptf appartiene a C(Rn) ed inoltre, la
famiglia (Ptf) converge puntualmente verso f , per t ↓ 0.
Dimostrazione. Dobbiamo dimostrare che la famiglia (Pt)t≥0 verifica l’equazione di
Chapman-Kolmogorov, ossia che si ha
Pt+sf = PsPtf per ogni f limitata e misurabile su (Rn,B(Rn)).
A questo scopo, fissiamo una funzione reale f limitata e misurabile su Rn, dalla pro-
prieta` di Markov discende che Ptf(Xxs ) e` una versione della speranza condizionale
di P [f(Xxt+s) | Fs] e dunque le due variabili aleatorie Ptf(Xxs ) e f(Xxt+s) hanno la
stessa speranza (secondo P ). Ne segue
(6.1.11) Ps+tf(x) = P [f(Xxt+s)] = P [Ptf(X
x
s )].
Per concludere basta dunque applicare la (6.1.6) alla funzione g = Ptf ed utilizzare
la (6.1.11).
Resta da verificare che (Pt) e` felleriano: osserviamo, a questo scopo, che basta
provare che, per ogni funzione f continua su Rn, sono continue le funzioni
t 7→ Ptf(x) = P [f(Xxt )], x 7→ Ptf(x) = P [f(Xxt )].
D’altra parte la prima di queste funzioni e` continua perche´ Xx e` un processo a
traiettorie continue; per quanto riguarda la seconda, basta applicare (5.2.3).
Come semplice applicazione della proprieta` di Markov si dimostra la cosiddetta
dicotomia di Blumenthal:
(6.1.12) Teorema (dicotomia di Blumenthal). La tribu` F0 e` degenere secon-
do Qx, per ogni elemento x in Rn.
Dimostrazione. Sia A un elemento di F0. Basta verificare che la funzione IA e`
indipendente da se stessa. A questo scopo osserviamo che, per il lemma di mi-
surabilita` di Doob (si veda (A.1.16)) esiste una funzione f , limitata e misurabile
su (Rn,B(Rn)), tale che si abbia IA = f(ξ0). Per la proprieta` di Markov, si ha
allora
IA = Qx
[
IA | F0
]
= Qx
[
f(ξ0) | F0
]
= Qx
[
f(ξ0)
]
= Qx[IA],
e cio` basta per concludere che A e` un evento degenere.
Le soluzioni delle equazioni differenziali stocastiche godono in realta` di una pro-
prieta` piu` generale della (6.1.8). A questo scopo, per ogni tempo d’arresto T ,
denotiamo con QXT il nucleo markoviano, da (Ω,A) a (W,W) definito da
QXT (ω, ·) = QXT (ω) per ogni ω ∈ {T <∞}.
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(6.1.13) Teorema (Proprieta` forte di Markov). Nelle ipotesi di (6.1.8), sia T
un tempo d’arresto relativo alla filtrazione (Ft)t≥0, non equivalente alla costante∞.
Si denoti con ΘT il blocco [XT+t]t≥0, definito su {T <∞}. Si ponga
Q = P ( · |{T <∞}).
Per ogni funzione f , limitata e misurabile su (W,W), si ha allora:
Q[f(ΘT ) | FT ] = QXT f.
Dimostrazione. Ragionando “per classi monotone”, possiamo ricondurci al caso in
cui f appartenga a Cb(Rn). Osserviamo innanzitutto che basta dimostrare la pro-
prieta` per un tempo d’arresto discreto. Nel caso generale, infatti, bastera` conside-
rare una successione crescente (Tn) di tempi d’arresto discreti, ammettenti T come
proprio inviluppo superiore e osservare che, posto Hn = {Tn <∞}, dalla relazione
PHn [f(ΘTn) | FTn ] = QXTn f
la tesi segue passando al limite al tendere di n all’infinito. Supponiamo dunque
che T sia discreto. Si tratta di provare che, per ogni evento A in FT , si ha∫
A
f(ΘT ) dQ =
∫
A
QXT f dQ.
D’altra parte, se D ∪ {∞} denota l’insieme numerabile costituito dai valori in T , la
tesi equivale a provare che, per ogni evento A in FT , e ogni elemento s in D, si ha∫
A∩{T=s} f(Θs) dP =
∫
A∩{T=s}QXsf dP,
e quest’ultima condizione e` verificata, grazie alla proprieta` di Markov (6.1.8), perche´
l’evento A ∩ {T = s} appartiene alla tribu` Fs.
Anche in questo caso si puo` enunciare una forma piu` debole della “proprieta` forte
di Markov”.
(6.1.14) Teorema. Nelle stesse ipotesi del teorema (6.1.13), per ogni numero reale
e positivo t, si ha
Q[f(Xt+T ) | Ft] = Ptf(XT ).
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(6.1.15) Osservazione. Come abbiamo gia` osservato, ad ogni diffusione e` possi-
bile associare un nucleo markoviano Q, da (Rn,B(Rn)) a (W,W). Questo nucleo
permette di trasmettere la proprieta` di Markov e la proprieta` di Markov forte sullo
spazio canonico. Piu` precisamente, sullo spazio canonico (W,W), si ponga, per ogni
numero reale positivo t,
Gt = T (ξs : s ≤ t)+.
Per ogni tempo d’arresto T , relativo alla filtrazione (Gt)t≥0, si denoti con θT il
processo [ξT+t]t≥0 definito su {T <∞}. Si denoti poi con QξT la seguente famiglia
di misure di probabilita` su W:
(
QξT (ω)
)
ω∈{T<∞} .
Si ha allora il risultato seguente:
(6.1.16) Teorema (proprieta` forte di Markov). Dato un elemento x di Rn, e
dato un tempo d’arresto T non equivalente alla costante ∞ modulo Qx, si ponga
Q = Qx( · |{T <∞}).
Per ogni funzione reale f , limitata e misurabile su (W,W), si ha allora
Q
[
f(θT ) | GT
]
= QξT f.
Come immediato corollario del teorema precedente si ha:
(6.1.17) Corollario. Sia x un elemento di Rn, e sia T un tempo d’arresto quasi
certamente finito secondo Qx. Si ha allora, per ogni variabile aleatoria Z limitata
su (W,W),
Qx[Z ◦ θT ] = Qx
[
QξT [Z]
]
,
ossia
Qx[Z ◦ θT ] =
∫
λ(dy)Qy[Z],
dove λ denota la legge di ξT secondo Qx.
La proprieta` di Feller (si veda (6.1.10)) del semigruppo di transizione (Pt) per-
mette di dimostrare il risultato seguente.
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(6.1.18) Teorema. Sia A un dominio in Rn per il quale la funzione
TA(ω) = inf{t > 0 : ξt(ω) ∈ Ac}
sia un tempo d’arresto limitato. Allora, per ogni numero reale ε strettamente posi-
tivo, la funzione
T εA = ε+ TA ◦ θε
e` un tempo d’arresto. Inoltre, si ha
T εA(ω) = inf{t > ε : ξt ∈ Ac},
e quindi, al tendere di ε verso 0, T εA converge decrescendo verso TA in modo puntuale.
Dimostrazione. Ci limiteremo a provare che T εA e` un tempo d’arresto, ossia che, per
ogni istante t maggiore di ε, risulta
{T εA < t} ∈ Gt.
A questo scopo, osserviamo che dalla definizione di T εA discende
I{T ε
A
<t} = I{TA<t−ε} ◦ θε.
D’altra parte, essendo TA un tempo d’arresto, la funzione I{TA<t−ε} e` misurabile
rispetto alla tribu` Ft−ε, cioe` si puo` mettere nella forma f ◦ [ξs]0≤s≤t−ε (con f
funzione misurabile rispetto allo spazio d’arrivo di [ξs]0≤s≤t−ε). Dalla relazione
precedente discende dunque
I{T ε
A
<t} = f ◦ [ξs]0≤s≤t−ε ◦ θε = f ◦ [ξs]ε≤s≤t,
e quindi la tesi.
(6.1.19) Corollario. Nelle stesse ipotesi del teorema precedente, valgono le due
affermazioni seguenti:
(a) Per ogni numero reale positivo ε, la funzione x 7→ Qx[T εA] e` limitata e continua
su Rn.
(b) La funzione x 7→ Qx[TA] e` limitata e semicontinua superiormente su Rn (e
quindi continua in ciascun punto in cui si annulla).
Dimostrazione. Basta provare la prima affermazione: la seconda ne discende imme-
diatamente, grazie al fatto che la funzione considerata in (b) e` l’inviluppo inferiore
di una successione descrescente di funzioni del tipo considerato in (a).
Per provare l’affermazione (a), osserviamo che, grazie alla definizione di T εA, e
alla proprieta` di Markov, si ha
Qx[T εA] = ε+Qx[TA ◦ θε] = ε+Qx
[
Qξε [TA]
]
= ε+Qx[f ◦ ξε],
dove f denota la funzione cos`ı definita: f(y) = Qy[TA]. Poiche´, per ipotesi, TA e`
limitato, la conclusione si ottiene applicando la proprieta` di Feller (si veda (6.1.10)).
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(6.1.20) Esempio. Si consideri la diffusione di equazione
dXt = dBt,
ossia dove ciascuno dei processi (Xxt ) e` un processo di Wiener di legge iniziale εx.
In questo caso possiamo scrivere esplicitamente sia la realizzazione canonica, sia
il semigruppo (Pt) in termini della misura di Wiener, che denotiamo con Pw. In
effetti, per quanto riguarda la realizzazione canonica, basta osservare che, per ogni
misura di probabilita` µ sulla tribu` B(Rn), la trasformata µQ di µ mediante Q
e` data da µ ? Pw (si veda a questo proposito (3.2.8)). In particolare, per ogni
elemento x in Rn, si ha Qx = εx ? Pw. Inoltre, per ogni funzione f misurabile e
limitata su (Rn,B(Rn)), che sia un omomorfismo di gruppi dal gruppo additivo Rn
al gruppo moltiplicativo R \ {0}, si ha
Ptf(x) = P [f(Xxt )] = f(x)P [f(X
x
t − x)].
Ora, osservato che la variabile aleatoria Xxt − x ha legge N (0, t), denotato con nt
la densita` di probabilita` di N (0, t), si ha
Ptf(x) = f(x)
∫
f(y)N (0, t)(dy) =
∫
f(x+ y)nt(y) dy = (f ? nt)(x).
In conclusione, si ha Ptf = f ? nt. Per estendere quest’uguaglianza ad ogni fun-
zione f , limitata e misurabile su (Rn,B(Rn)), basta applicare il teorema delle classi
monotone.
6.2 Generatore di una diffusione
Sia X una diffusione su Rn avente b come drift e σ come coefficiente di diffusione.
Si denoti con D(A) l’insieme costituito da tutte le funzioni reali f , definite su Rn,
tali che, per ciascun elemento x di Rn, esista finito il limite
(6.2.1) lim
t↓0
Ptf(x)− f(x)
t
= lim
t↓0
Qx[f(ξt)]− f(x)
t
.
Si denoti con A l’operatore definito su D(A), che associa, ad ogni elemento f di
D(A), la funzione definita in (6.2.1).
(6.2.2) Definizione. L’operatore A prende il nome di generatore (infinitesimale)
della diffusione X.
Il seguente teorema caratterizza l’operatore A e permette di legarlo ad un’e-
quazione differenziale. Ricordiamo che si denota con C2c (Rn) lo spazio vettoriale
costituito da tutte le funzioni reali, definite su Rn, due volte differenziabili con
continuita` e aventi supporto compatto (anche se ovvio, e` forse utile ricordare che
per supporto di una funzione f s’intende la chiusura (in Rn) dell’insieme {f 6= 0}).
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(6.2.3) Teorema. Nelle stesse ipotesi di (6.1.1), lo spazio vettoriale C2c (Rn) e`
contenuto in D(A), e si ha
Af =
n∑
i=1
bi
∂f
∂xi
+
1
2
n∑
i,j=1
(σσ?)ij
∂2f
∂xi∂xj
per ogni f ∈ C2c (Rn).
Dimostrazione. Fissata f in C2c (Rn), applicando la formula di Itoˆ multidimensionale
(si veda (4.9.5)) alla semimartingala Xx, si ha:
f(Xxt )− f(x) =
n∑
i=1
∫ t
0
∂f
∂xi
(Xxs )bi(X
x
s ) ds
+
n∑
i=1
d∑
j=1
∫ t
0
∂f
∂xi
(Xxs )σij(X
x
s ) dB
j
s
+
1
2
n∑
i,j=1
∫ t
0
∂2f
∂xi∂xj
(Xxs ) d[X
i, Xj ]s.
Ora, e` facile riconoscere (si veda (4.6.3) e (4.6.4)) che si ha
[Xi, Xj ] =
[∑
α σiαB
α,
∑
β σjβB
β
]
=
∑
α,β σiασjβ [B
α, Bβ ] = (σσ?)ijZ,
dove Z e` il processo deterministico definito da Z(t, ω) = t. Si ottiene cos`ı
f(Xxt )− f(x) =
n∑
i=1
∫ t
0
∂f
∂xi
(Xxs )bi(X
x
s ) ds
+
1
2
n∑
i,j=1
∫ t
0
∂2f
∂xi∂xj
(Xxs )(σσ
?)ij(Xxs ) ds+Rt,
ove si sia posto
Rt =
n∑
i=1
d∑
j=1
∫ t
0
∂f
∂xi
(Xxs )σij(X
x
s ) dB
j
s .
Osserviamo che Rt e` una variabile aleatoria centrata, cioe` P [Rt] = 0: in effetti,
poiche´ f appartiene allo spazio C2c (Rn), il processo ∂f∂xi (Xx)σij(Xx) appartiene allo
spazio L2(λ⊗ P ), ed il processo Y definito da
(6.2.4) Yt =
∫ t
0
∂f
∂xi
(Xxs )σij(X
x
s ) dB
j
s
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e` una martingala nulla in 0, e dunque si ha P [Rt] = 0. Ne segue, grazie al teorema
di Fubini,
(6.2.5)
P [f(Xxt )]− f(x) =
n∑
i=1
∫ t
0
P
[
∂f
∂xi
(Xxs )bi(X
x
s )
]
ds
+
1
2
n∑
i,j=1
∫ t
0
P
[
∂2f
∂xi∂xj
(Xxs )(σσ
?)ij(Xxs )
]
ds,
ossia
Ptf(x)− f(x)
t
=
n∑
i=1
1
t
∫ t
0
P
[
∂f
∂xi
(Xxs )bi(X
x
s )
]
ds
+
1
2
n∑
i,j=1
1
t
∫ t
0
P
[
∂2f
∂xi∂xj
(Xxs )(σσ
?)ij(Xxs )
]
ds.
La conclusione segue passando al limite per t ↓ 0, e applicando la proprieta` di
continuita` dell’integrale.
(6.2.6) Corollario (formula di Dynkin). Sia f una funzione appartenente allo
spazio C2c (Rn), e sia T un tempo d’arresto integrabile. Si ha allora
P [f(XxT )] = f(x) + P
[∫ T
0
Af(Xxs ) ds
]
,
Dimostrazione. Basta osservare che la relazione (6.2.5) si estende banalmente al caso
in cui si sostituisca t con un arbitrario tempo d’arresto T ed applicare il teorema
(6.2.3).
(6.2.7) Osservazione. Se T e` il primo istante di uscita di Xx da un insieme
limitato U , ed e` un tempo d’arresto integrabile (secondo P ), allora la formula di
Dynkin vale per ogni funzione f appartenente a C2(Rn). Basta osservare, a questo
scopo, che se Uε denota l’ε-involucro di U (ossia l’insieme costituito da tutti i punti
di Rn distanti per meno di ε da U), allora nulla cambia nella formula di Dynkin se
si utilizza f oppure una funzione f˜ che coincide con f su U e con 0 su U cε .
(6.2.8) Esempio. Supponiamo che il processo di Wiener B abbia dimensione n.
Il generatore associato alla diffusione di equazione
dXt = dBt
e` l’operatore
Af = 12∆f con f ∈ C2c (Rn),
dove ∆ denota l’operatore di Laplace definito da ∆f =
∑n
i=1 ∂
2f/∂x2i .
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(6.2.9) Esempio. Si consideri l’equazione del moto browniano geometrico (si veda
(5.1.4)): si tratta chiaramente di una diffusione. In particolare e` immediato ri-
conoscere che il suo generatore e` dato dall’operatore differenziale
Af(x) = λxf ′(x) + 12µ
2x2f ′′(x).
Analogamente, nel caso dell’equazione di Ornstein-Uhlenbeck (si veda (5.1.6)), si
tratta di una diffusione il cui generatore coincide con l’operatore differenziale se-
guente:
Af(x) = −λxf ′(x) + 12µ2f ′′(x).
(6.2.10) Esempio. Sia B un processo di Wiener di dimensione n. Denotiamo
con TR il primo istante di uscita di B dalla palla B(0, R) di centro 0 e raggio R,
ossia TR e` il tempo d’arresto definito da
TR(ω) = inf{t > 0 : |Bt(ω)| > R}.
Vogliamo calcolare la speranza di TR. A questo scopo, fissato un numero intero
positivo k, applichiamo la formula di Dynkin al tempo d’arresto TR ∧ k. Si ha
(6.2.11) P [f(BTR∧k)] = f(0) + P
[∫ TR∧k
0
1
2∆f(Bs) ds
]
.
Consideriamo una funzione reale f , appartenente a C2c (Rn), tale che, per ogni x,
con |x| < R, si abbia f(x) = |x|2. La (6.2.11) diviene allora
P
[|BTR∧k|2] = P [∫ TR∧k0 n ds] = nP [TR ∧ k].
Si ha dunque
P [TR ∧ k] = n−1P
[|BTR∧k|2] ≤ n−1R2.
Di conseguenza, osservato che, al tendere di k all’infinito, TR ∧ k converge puntual-
mente verso TR, e ricordato che TR coincide con il primo istante in cui Bt esce da
B(0, R), si trae
P [TR] = n−1R2.
Fissiamo una diffusione X e denotiamo con A il suo generatore. Si denoti
con D(A) l’insieme costituito da tutte le funzioni reali f , definite su Rn, tal che,
per ciascun elemento x di Rn, esista finito il limite
(6.2.12) lim
U∈Ux
Qx[f(ξTU )]− f(x)
Qx[TU ]
,
dove il limite e` inteso rispetto al filtro delle sezioni dell’insieme Ux costituito da
tutti gli intorni aperti di x e TU denota il primo istante di uscita di ξ da U . Si
denoti con A l’operatore, definito su D(A), che associa, ad ogni elemento f di D(A),
la funzione definita in (6.2.12).
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(6.2.13) Definizione. L’operatore A prende il nome di operatore caratteristico
di X.
Sfruttando il fatto che la famiglia filtrata (TU )U∈Ux e` monotona decrescente, e`
facile riconoscere che D(A) e` contenuto in D(A). E` chiaro inoltre che in questo caso
si abbia
Af = Af per ogni f ∈ D(A).
Quello che caratterizza l’operatore caratteristico e` che esso coincide con l’operatore
differenziale definito in (6.2.3) su C2(Rn). Per dimostrarlo occorre il lemma seguente.
(6.2.14) Definizione. Un elemento x di Rn si dice assorbente se
Qx
(⋂
t≥0{ξt = x}
)
= 1.
E` chiaro che x e` assorbente se, e soltanto se, il tempo d’arresto T{x} (definito
come il primo istante d’uscita da {x}) coincide quasi certamente (secondo Qx) con
la costante ∞.
(6.2.15) Lemma. Se un elemento x di Rn non e` assorbente (per la diffusione X),
allora esiste un intorno aperto U di x, tale che il tempo d’arresto TU sia integrabile
(secondo Qx).
Dimostrazione. Per ogni numero reale positivo β, si ponga
Kβ = {y : |x− y| ≤ β}.
Chiaramente la famiglia filtrata (Kβ) e` decrescente ed ammette il singoletto {x}
come inviluppo inferiore (per β ↓ 0). In particolare, per ogni numero reale positivo t,
per β ↓ 0, si ha
Pt(x,Kβ) = Qx{ξt ∈ Kβ} → Pt(x, {x}) = Qx{ξt = x}.
Ora, poiche´ x non e` un punto assorbente, per ogni numero reale positivo ε e` possibile
trovare una coppia di numeri reali positivi t, β, tali che si abbia
Qx{ξt ∈ Kβ} = Pt(x,Kβ) < 1− ε.
Inoltre, essendo Kβ compatto e (Pt) un semigruppo felleriano, l’insieme
G = {y : Pt(y,Kβ) < 1− ε/2}
e` aperto. Allora l’insieme U = G ∩ K˚β e` un intorno aperto di x relativamente
compatto. Inoltre, per ogni elemento y di U , si ha
Qy{TU > t} ≤ Pt(y,Kβ) < 1− ε/2
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mentre, per ogni elemento y in U c, si ha
Qy{TU > t} = 0.
Ne segue allora
α = supy∈Rn Qy{TU > t} ≤ 1− ε/2.
Osservato (per mezzo della proprieta` di Markov) che si ha
Qx{TU > t+ s} =
∫
{TU>s}Qξs{TU > t}dQx ≤ αQx{TU > s},
si trae, per induzione,
Qx{TU > kt} ≤ αk.
Ne segue, dalle proprieta` dell’integrale,
Qx[TU ] ≤
∑
k≥1 tkQx{t(k − 1) < TU ≤ kt} ≤ t
∑
k≥1 α
k−1 = t(1− α)−1.
Pertanto si ottiene la maggiorazione Qx[TU ] ≤ 2tε−1 e quindi la tesi.
(6.2.16) Teorema. Nelle ipotesi del teorema (6.2.3), D(A) contiene lo spazio vet-
toriale C2(Rn), e si ha
Af =
n∑
i=1
bi
∂f
∂xi
+
1
2
n∑
i,j=1
(σσ?)ij
∂2f
∂xi∂xj
per ogni f ∈ C2(Rn).
Dimostrazione. Si denoti con L l’operatore differenziale definito sopra. Innanzi-
tutto si supponga che x sia un punto assorbente. Chiaramente allora Af = 0;
d’altra parte, fissato un intorno aperto e limitato U di x, sia f˜ una funzione reale,
appartenente a C2c (Rn), tale che si abbia
f˜(x) = f(x) per ogni x ∈ U .
Si ha allora grazie al teorema (6.2.3) e all’osservazione precedente,
Lf(x) = Lf˜(x) = Af˜(x) = Af˜(x) = 0.
Si supponga adesso che x non sia assorbente: esiste allora, per il lemma (6.2.15), un
intorno aperto U di x, tale che il tempo d’arresto TU sia integrabile. Dalla formula
di Dynkin si ottiene∣∣∣∣Qx[f(ξTU )]− f(x)Qx[TU ] − Lf(x)
∣∣∣∣ =
∣∣∣Qx [∫ TU0 (Lf(ξs)− Lf(x)) ds]∣∣∣
Qx[TU ]
≤ supy∈U |Lf(x)− Lf(y)|
e di qui, facendo il limite rispetto al filtro delle sezioni dell’insime Ux degli intorni
di x, si trae Af(x) = Lf(x).
94
6.3 Formula di Feynman-Kacˇ
La formula di Feynman-Kacˇ e` la prima applicazione della teoria delle equazioni
differenziali stocastiche alla risoluzione di equazioni alle derivate parziali. Precisa-
mente, si ha il risultato seguente:
(6.3.1) Teorema. Nelle ipotesi della definizione (6.1.1), siano f una funzione reale
appartenente a C2c (Rn), e sia q una funzione reale continua su Rn. Si supponga che q
sia limitata dal basso. Si ponga
(6.3.2) v(t, x) = P
[
f(Xxt ) exp
(
− ∫ t
0
q(Xxs ) ds
)]
.
L’applicazione t 7→ v(t, x) e` allora differenziabile e si ha
(6.3.3)
{
∂v
∂t = Av − qv,
v(0, x) = f(x).
Inoltre, se w e` una soluzione di (6.3.3) di classe C2, limitata su ogni insieme della
forma K × Rn, con K compatto di R+, allora w e` della forma (6.3.2).
Dimostrazione. Per ogni numero reale positivo t, si ponga
(6.3.4) Y xt = f(X
x
t ) Z
x
t = exp
(
− ∫ t
0
q(Xxs ) ds
)
.
E` chiaro che Y x e Zx sono semimartingale (rispetto alla filtrazione naturale (Ft)t≥0
del processo di Wiener B). In particolare Zx e` un processo di Stieltjes, definito
dall’equazione differenziale stocastica{
dZxt = −Zxt q(Xxt ) dt
Zx0 = 1.
Ne segue che si ha [Y x, Zx] = 0 e, di conseguenza, per (4.9.7), si ha
Y xt Z
x
t = f(x) +
∫ t
0
Y xs dZ
x
s +
∫ t
0
Zxs dY
x
s .
Ora, essendo Y xZx un processo di Itoˆ, la funzione t 7→ P [Y xt Zxt ] = v(t, x) e` dif-
ferenziabile: segue infatti dalla formula di Dynkin che si ha
P [Y xt Z
x
t ]− P [Y xs Zxs ] =
∫ t
s
P
[
A(Y xu Z
x
u)
]
du,
e di qui, dividendo entrambi i membri per t− s, e facendo tendere s verso t, si trae
∂v
∂t
(t, x) = P
[
A(Y xt Z
x
t )
]
.
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Fissato allora un numero reale positivo r, applicando la proprieta` di Markov, si ha
P
[
f(Xxt+r) exp
(− ∫ r
0
q(Xxs+r) ds
) | Fr] = g(Xxr ),
dove g denota la funzione definita da g(y) = f(Xyt ) exp
(
− ∫ t
0
q(Xys ) ds
)
. Passando
dunque alle speranze (secondo P ), ricordate le notazioni (6.3.4), ed osservato che si
ha P [g(Xxr )] = P [v(t,X
x
r )], si trae
P [v(t,Xxr )] = P
[
Y xt+r exp
(
− ∫ t
0
q(Xxs+r) ds
)]
.
Di qui, osservato che si ha
P
[
Y xt+r exp
(
− ∫ t
0
q(Xxs+r) ds
)]
= P
[
Y xt+r exp
(
− ∫ t+r
r
q(Xxu) du
)]
= P
[
Y xt+rZ
x
t+r exp
(∫ r
0
q(Xxu) du
)]
= P [Y xt+rZ
x
t+r]
+ P
[
Y xt+r
(
exp
(∫ t+r
r
q(Xxu) du
)
− 1
)]
.
Si ottiene cos`ı l’eguaglianza
r−1
(
P [v(t,Xxt )− v(t, x)
)
= r−1
(
P [Y xt+rZ
x
t+r]− P [Y xt Zxt ]
)
+ P
[
Y xt+r
(
exp
(∫ t+r
r
q(Xxu) du
)
− 1
)]
,
e di qui, facendo tendere r verso 0, si trae
Av(t, x) =
∂v
∂t
(t, x) + q(x)v(t, x).
Resta da provare la seconda parte della tesi. Fissiamo, a questo scopo, una
funzione w che verifichi l’equazione (6.3.3) e che sia limitata su ogni insieme della
forma K × Rn, con K compatto di R+. E` facile riconoscere allora che w verifica
anche l’equazione differenziale{
Aˆw = −∂w∂t +Aw − qw = 0 su R+ × Rn,
w(0, x) = f(x) per ogni x ∈ Rn.
Fissata una terna (s, x, z) in R+×Rn×Rn, si denoti con Z la semimartingala (sullo
spazio probabilizzato (Ω,A, P )) definita da
Zxt = z +
∫ t
0
q(Xxu) du.
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E` chiaro allora che il processo tridimensionale H definito da
Ht = [s− t,Xxt , Zxt ]
e` una diffusione di generatore
AHφ = −∂φ∂s +Aφ+ q ∂φ∂z con φ ∈ C2c (R× Rn × Rn).
Si denoti con P la realizzazione canonica di questa diffusione. Applicando la formula
di Dynkin alla funzione φ(s, x, z) = exp(−z)w(s, x) si ha, per ogni numero reale
positivo t, e ogni numero reale strettamente positivo R,
Ps,x,z[φ(ξt∧TR)] = φ(s, x, z) + Ps,x,z
[∫ t∧TR
0
AHφ(ξr) dr
]
,
dove Ps,x,z denota la misura di probabilita` ε(s,x,z)P e TR denota il primo istante di
uscita da B(0, R) del processo canonico ξ, ossia il tempo d’arresto
TR(ω) = inf{t ≥ 0 : |ξt(ω)| > R}.
E` chiaro che, per com’e` stata scelta φ, si ha
AHφ(s, x, z) = exp(−z)
[−∂w∂s (s, x) +Aw(s, x)− q(x)w(s, x)] = 0,
da cui
w(s, x) = φ(s, x, 0)
= Ps,x,0[φ(ξt∧TR)]
= P
[
exp
(
− ∫ t∧TR
0
q(Xxr ) dr
)
w(s− t ∧ TR, Xxt∧TR)
]
.
Di qui, facendo tendere R all’infinito, poiche´ w e` limitata su ogni insieme della
forma K × Rn, con K compatto di R+, si trae
w(s, x) = P
[
exp
(
− ∫ t
0
q(Xxr ) dr
)
w(s− t,Xxt )
]
.
In particolare, scegliendo t = s, si deduce w(s, x) = v(s, x) come desiderato.
VII
Il problema di Dirichlet-Poisson
7.1 Introduzione al problema di Dirichlet-Poisson
Per prima cosa occorre richiamare alcune definizioni della teoria classica delle equa-
zioni differenziali.
(7.1.1) Definizione. Un aperto connesso e relativamente compatto D di Rn si
chiama un dominio.
Sia D un fissato dominio in Rn, e sia L un operatore differenziale lineare del
second’ordine su D della forma
(7.1.2) L =
n∑
i=1
bi
∂
∂xi
+
n∑
i,j=1
aij
∂2
∂xi∂xj
,
dove bi, aij sono funzioni reali definite su D. Supporremo sempre che la matrice [aij ]
sia simmetrica.
(7.1.3) Definizione. L’operatore differenziale L si dice ellittico in un punto x
di D, se la matrice [aij(x)] ha tutti gli autovalori strettamente positivi, ossia se,
danotati con λ(x) e Λ(x) il piu` piccolo ed il piu` grande degli autovalori della ma-
trice [aij(x)], si ha
0 < λ(x)|ξ|2 ≤ 〈a(x)ξ, ξ〉 ≤ Λ(x)|ξ|2 per ogni ξ ∈ Rn \ {0}.
In particolare, nel caso in cui sia λ(x) > 0 per ogni elemento x in D, allora si dice
che L e` ellittico in D.
Si dice, poi, che l’operatore L e` strettamente ellittico, se esiste una costante
reale λ0 strettamente positiva, tale che si abbia λ > λ0 su D, ovvero se, per ogni x
in D, e` verificata la relazione
〈a(x)ξ, ξ〉 ≥ λ0|ξ|2 per ogni ξ ∈ Rn \ {0}.
Fissato un operatore ellittico L della forma (7.1.2) vogliamo studiare la risolu-
bilita` del problema seguente.
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(7.1.4) Problema di Dirichlet-Poisson. Siano assegnate una funzione reale g
continua su D e una funzione reale φ continua su ∂D. Trovare (se esiste) una
funzione u continua su D, e di classe C2 su D, tale che si abbia
(7.1.5)
{
Lu = −g su D
u(x) = φ(x) per ogni x ∈ ∂D.
Per trovare una soluzione di questo problema, fissiamo uno spazio probabilizzato
(Ω,A, P ) e, su di esso, un processo di Wiener B di dimensione n (relativo alla
propria filtrazione naturale). Si denoti con (Ft)t≥0 l’ingrossamento abituale della
filtrazione naturale di B. Sia σ una matrice tale che
(7.1.6) a = 12σσ
?.
Una tale matrice esiste sempre ed e` per giunta unica se si richiede che essa sia
simmetrica e definita positiva. Denoteremo dunque con σ l’unica matrice simmet-
rica verificante la relazione (7.1.6). Supporremo poi che b e a (e dunque anche σ)
verifichino le condizioni (a) e (b) del teorema (5.2.1). Inolte e` possibile prolungare
queste due funzioni a tutto Rn, in modo tale ch’esse continuino a verificare le con-
dizioni (a) e (b) del teorema (5.2.1). E` chiaro allora che l’operatore differenziale L
coincide con il generatore della diffusione di equazione
dXt = b(Xt) dt+ σ(Xt) dBt.
Si denoti con X tale diffusione. Il resto di questo capitolo e` dedicato alla ricerca di
una formula che leghi la soluzione u del problema (7.1.5) alla diffusione X.
Anche se ovvio, giova forse osservare che lo studio del problema di Dirichlet-
Poisson si divide in due parti distinte:
(a) esistenza della soluzione;
(b) unicita` della soluzione.
La questione dell’esistenza della soluzione e` un problema classico, la cui soluzione
e` stata negli anni ampiamente discussa (si veda ad esempio il testo di D. Gilbarg
e N.S. Trudinger [20], oppure E. Giusti [21]). Nel seguito ci interesseremo in-
vece al problema dell’unicita`, la cui risoluzione (col metodo stocastico) porta alla
costruzione di una formula esplicita per la rappresentazione della soluzione u del
problema.
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7.2 Teoremi di esistenza ed unicita` della soluzione
Nelle stesse ipotesi del problema di Dirichlet-Poisson (7.1.4), e in accordo con le
notazioni (6.1.3) e (6.1.4), si denoti con (W,W) lo spazio canonico, con (ξt)t≥0 il
processo canonico, con Q la realizzazione canonica della diffusione X, e con (Pt) il
semigruppo di transizione definito da (6.1.5). Fissato un dominio U in D, si denoti
poi con TU il primo istante d’uscita da U del processo (ξt), cioe` il tempo d’arresto
(sullo spazio canonico) definito da
TU (ω) = inf{t > 0 : ξt(ω) ∈ U c}.
(7.2.1) Lemma. Nelle ipotesi del problema di Dirichlet-Poisson, si considerino le
condizioni seguenti:
(a) Esiste una funzione reale Φ, definita su Rn, positiva su D e di classe C2, tale
che si abbia
LΦ ≤ −1.
(b) Esistono due costanti reali e positive λ0, c ed un indice i, compreso tra 1 e n,
tale che si abbia
aii ≥ λ0, bi ≥ −c.
(c) La funzione b e` limitata su D e l’operatore L e` strettamente ellittico.
Si ha allora (c)⇒ (b)⇒ (a).
Dimostrazione. L’implicazione (c)⇒ (b) e` ovvia: basta osservare che si ha
aii = 〈aei, ei〉 ≥ λ0|ei|2 = λ0,
dove ei denota il vettore unitario nella direzione d’indice i. Resta da verificare
l’implicazione (b) ⇒ (a): si osservi, a questo scopo, che, essendo il dominio D
relativamente compatto, esiste un numero reale positivo R, e un elemento y di Rn
tale che valga l’inclusione D ⊂ B(y,R). Si ponga, per ogni coppia α, β di numeri
reali positivi, e ogni elemento x di Rn,
Φα,β(x) = β(eαR − eαxi).
E` chiaro allora che si ha Φα,β > 0 su D e che Φα,β e` di classe C2 su Rn. Si ha inoltre
LΦα,β(x) = −βeαxi
(
α2aii(x)+αbi(x)
) ≤ −βeαxi(α2λ0−αc) ≤ −αβe−αR(αλ0−c).
Per concludere basta osservare che, per α, β abbastanza grandi, il secondo membro
e` inferiore o eguale a −1.
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(7.2.2) Teorema. Nelle ipotesi di (7.1.4), si supponga che sia verificata la con-
dizione (a) del lemma (7.2.1). Allora il tempo d’arresto TD e` integrabile secondo Qx,
per ogni x ∈ D.
Dimostrazione. Fissata una coppia s, t di numeri reali positivi, con s < t, e fissato
un elemento x in D, per la formula di Dynkin (si veda (6.2.6)), si ha
Qx[Φ(ξt∧TD )]− Φ(x) = Qx
[∫ t∧TD
0
(LΦ)(ξu) du
]
≤ −Qx[(t ∧ TD)].
Poiche´ Φ e` positiva su D, si ha Φ(x) ≥ Qx[t ∧ TD]. Per concludere basta allora
passare al limite per t ↑ ∞, ed applicare il lemma di Fatou.
Prima di poter scrivere la formula di rappresentazione della soluzione del proble-
ma di Dirichlet-Poisson, occorre stabilire sotto quali condizioni (sull’operatore L e
sul dominio D) la soluzione del problema di Dirichlet-Poisson esista veramente. A
questo scopo occorre premettere la definizione seguente:
(7.2.3) Definizione. Sia D un dominio in Rn. Si dice che esso verifica la con-
dizione della sfera esterna se, per ogni punto x appartenente a ∂D, esiste una
palla B = B(y, r) tale che si abbia B ∩D = {x}.
E` ben noto il seguente risultato di esistenza ed unicita` (per la cui dimostrazione
si rimanda a [20], p. 101).
(7.2.4) Teorema (di esistenza ed unicita`). Sia D un dominio e sia L un ope-
ratore differenziale strettamente ellittico su D della forma (7.1.2). Si supponga che
i coefficienti aij , bi appartengano allo spazio Cγ(D) (costituito da tutte le funzioni
reali su D, ho¨lderiane di esponente γ) e siano limitati, e che D soddisfi la condizione
della sfera esterna (si veda (7.2.3)). Siano poi g una funzione reale e limitata,
appartenente a Cγ(D), e φ una funzione continua su ∂D. Allora il problema di
Dirichlet-Poisson {
Lu = −g su D
u(x) = φ(x) per ogni x ∈ ∂D
ha un’unica soluzione u appartenente allo spazio C(D) ∩ C2,γ(D).
(Anche se ovvio, ricordiamo che si denota con Ck,γ(D) il sottospazio vettoriale
di Ck(D), costituito da tutte le funzioni reali, le cui derivate di ordine k siano
ho¨lderiane di esponente γ.)
Veniamo adesso all’attesa formula di rappresentazione. Piu` precisamente, vale il
teorema seguente:
101
(7.2.5) Teorema (formula di rappresentazione). Nelle stesse ipotesi del teo-
rema (7.2.4), si ha, per ogni elemento x in D,
(7.2.6) u(x) = Qx[φ(ξTD )] +Qx
[∫ TD
0
g(ξt) dt
]
.
Dimostrazione. Sia (Dk) una successione crescente di dominˆı, con Dk ↑ D. Si
ponga Tk = TDk : e` chiaro che TD e` inviluppo superiore della successione crescen-
te (Tk), costituita da tempi d’arresto integrabili secondo Qx, con x in D. Per la
formula di Dynkin (si veda (6.2.6)) si ha allora, per ogni elemento x in Dk,
(7.2.7) u(x) = Qx[u(ξTk)]−Qx
[∫ Tk
0
(Lu)(ξt) dt
]
= Qx[u(ξTk)]+Qx
[∫ Tk
0
g(ξt) dt
]
.
Per ipotesi dunque, passando al limite al tendere di k all’infinito, la successione
numerica (u(ξTk)) converge verso φ(ξTD ). Pertanto si ha
limkQx
[
u(ξTk)
]
= Qx[φ(ξTD )].
Inoltre, e` facile riconoscere che si ha
limkQx
[∫ Tk
0
g(ξt) dt
]
= Qx
[∫ TD
0
g(ξt) dt
]
.
In effetti la successione di variabili aleatorie(∫ Tk
0
g(ξt) dt
)
converge puntualmente verso la variabile aleatoria
∫ TD
0
g(ξt) dt, e dunque, la con-
clusione si ottiene grazie alla diseguaglianza∣∣∣∫ Tk0 g(ξt) dt∣∣∣ ≤ ∫ TD0 |g(ξt)|dt.
Passando dunque al limite in (7.2.7), al tendere di k all’infinito, si trae la conclusione.
Osserviamo che la formula (7.2.6) e` interessante da due punti di vista: se sap-
piamo calcolare le speranze, si ottiene esplicitamente la soluzione del problema di
Dirichlet-Poisson; se, viceversa, si conosce la soluzione del problema, si ricavano le
speranze delle variabili aleatorie che compaiono in (7.2.6).
Nel resto di questa sezione vogliamo scrivere, in una forma equivalente, la formula
di rappresentazione (7.2.6). A questo scopo lavoriamo separatamente nel caso del
problema di Dirichlet (g = 0) e quello di Poisson (φ = 0).
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Nelle ipotesi del teorema (7.2.5), si supponga di avere g = 0. La soluzione del
problema di Dirichlet si scrive allora nella forma
u(x) = Qx[φ(ξTD )].
Con le notazioni introdotte in (6.1.7), la funzione u corriponde alla trasformata della
funzione φ mediante il nucleo PTD = Qξ̂TD . Tale nucleo si denota anche con HD
e si chiama nucleo armonico associato al dominio D: e` chiaro che si tratta di un
nucleo markoviano da (D,B(D)) a (∂D,B(∂D)), il quale trasforma una funzione f
limitata e misurabile su ∂D nella funzione HDf cos`ı definita:
HDf(x) =
∫
{ξ0=x,TD<∞} f(ξTD ) dQx;
incidentalmente osserviamo che, per ogni elemento x di D, la misura HD(x, ·) coin-
cide con la legge della variabile aleatoria ξTD rispetto alla misura di probabilita` Qx,
cioe` ξTD (Qx). Inoltre, osservato che u coincide con φ su ∂D, ne discende il seguente
criterio: affinche´ una funzione u sia soluzione del problema di Dirichlet, occorre e
basta che si abbia
u = HDφ.
Sempre nelle ipotesi del teorema (7.2.5), si supponga di avere φ = 0. La soluzione
del problema di Poisson si scrive allora nella forma
u(x) = Qx
[∫ TD
0
g(ξt) dt
]
.
Per ogni elemento x di D, e ogni elemento A di B(D), si ponga
GD(x,A) = Qx
[∫ TD
0
IA(ξt) dt
]
.
E` facile riconoscere che si tratta di un nucleo su (D,B(D)): esso prende il nome di
nucleo di Green associato al dominio D. In termini di questo nucleo, la funzione u
corrisponde alla trasformata della funzione g mediante GD.
Denotato con G∞ il nucleo di Green associato al problema con dominio Rn, si puo`
scrivere questo in termini il semigruppo di transizione (Pt), utilizzando il teorema
di Fubini: si ha cioe`
G∞f(x) =
∫∞
0
Ptf(x) dt.
Questa relazione permette anche di scrivere piu` esplicitamente il nucleo di Green
associato ad un dominio D. Si ha infatti, utilizzando la proprieta` forte di Markov,
G∞f(x) = Qx
[∫ TD
0
f(ξt) dt
]
+Qx
[∫∞
TD
f(ξt) dt
]
= GDf(x) +Qx
[∫∞
0
f(ξt+TD ) dt
]
= GDf(x) +
∫∞
0
Pt+TDf(x) dt
= GDf(x) +
∫∞
0
PTDPtf(x) dt
= GDf(x) + PTDG∞f(x).
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E di qui si trae
(7.2.8) GDf(x) =
∫∞
0
Ptf(x) dt−HDG∞f(x).
(7.2.9) Esempio. Supponiamo che L coincida con l’operatore di Laplace: in
questo caso il nucleo di Green si puo` scrivere ancora piu` esplicitamente. Per quanto
osservato in (6.1.20), si ha
G∞(x,A) =
∫∞
0
(IA ? nt)(x) dt =
∫∞
0
dt
∫
A
nt(x− y) dy =
∫
A
1/(2pi|x− y|) dy.
Inoltre, con un calcolo identico si ottiene
HDG∞(x,A) = Qx
[
G∞f(ξTD )
]
= Qx
[∫∞
0
dt
∫
A
nt(ξTD − y) dy
]
= Qx
[∫
A
1/(2pi|ξTD − y|) dy
]
=
∫
A
dy
∫
H(x,dz)1/(2pi|z − y|).
Ne segue, utilizzando la formula (7.2.8), che il nucleo di Green GD si scrive come
un nucleo densita`, cioe` nella forma
GD(x,A) =
∫
A
G(x, y) dy,
ove si sia posto
(7.2.10) G(x, y) = 1/(2pi|x− y|)− ∫ HD(x,dz)1/(2pi|z − y|).
Osserviamo che la funzione G coincide con la classica funzione di Green associata
al problema. In questo senso, la (7.2.10) si puo` considerare come una formula
di rappresentazione per la funzione di Green, a patto pero` di conoscere il nucleo
armonico HD relativo all’operatore di Laplace.
Nel caso generale del problema di Dirichlet-Poisson, abbiamo osservato dunque
che il problema {
Lu = −g su D
u(x) = φ(x) per ogni x ∈ ∂D
ha come unica soluzione la funzione
u = HDφ+GDg.
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7.3 Costruzione della soluzione per l’operatore di Laplace
Fissato un dominio D in Rn, e fissata una funzione reale φ, continua su ∂D, con-
sideriamo il problema di Dirichlet
(7.3.1)
{∆u = 0 su D,
u(x) = φ(x) per ogni x ∈ ∂D.
Senza ricorrere al teorema (7.2.4) costruiremo una soluzione di questo problema.
In particolare vedremo a quali ipotesi deve soddisfare il bordo ∂D affinche´ ci sia la
soluzione.
Per quanto osservato precedentemente, la diffusione associata all’operatore di
Laplace e` il processo di Wiener di dimensione n, pertanto la sua realizzazione cano-
nica e` il nucleo (Qx)x∈Rn definito daQx = εx?P , dove P denota la misura di Wiener.
Si denoti con T il primo istante d’uscita del processo canonico [ξt]t≥0 da D. Si ha
allora
(7.3.2) Teorema. Per ogni funzione φ, limitata e misurabile su (∂D,B(∂D)), la
funzione HDφ e` armonica su D.
Allo scopo di dimostrare questo risultato occorre premettere il lemma seguente:
(7.3.3) Lemma. Sia B una palla di centro x. Allora la misura HD(x, ·) e` la
ripartizione uniforme sulla sfera ∂B.
Dimostrazione. Senza ledere la generalita` possiamo supporre che si abbia x = 0.
Inoltre denoteremo con S il primo istante d’uscita da B. Allora l’evento
(7.3.4) {ξ0 = 0, S <∞}
e` quasi certo secondo P e, per ogni elemento ω di questo evento, ξS(ω) e` il punto
nel quale la traiettoria ω incontra per la prima volta la sfera ∂B. La legge di ξS
secondo P , ossia HD(0, ·), e` una legge su ∂B. Si tratta di provare che essa e`
invariante rispetto ad ogni rotazione di Rn intorno all’origine. Fissata una tale
rotazione ρ, si denoti con ρ˜ l’applicazione di W in W cos`ı definita:
ρ˜(ω) = ρ ◦ ω.
Questa applicazione puo` essere considerata come un processo, con traiettorie con-
tinue, sullo spazio probabilizzato (W,W, P ). Piu` precisamente, si tratta di un
processo di Wiener uscente dall’origine, ossia la cui legge (sullo spazio (W,W)) e` la
legge di Wiener. Ne risulta la seguente semplice eguaglianza
(7.3.5) P = ρ˜(P ).
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D’altra parte, per ogni elemento ω dell’evento (7.3.4), l’istante
min
{
t ≥ 0 : ξt
(
ρ˜(ω)
) ∈ ∂B}
coincide con S(ω) (come facilmente si riconosce osservando che la rotazione ρ
conserva le distanze dall’origine). Dunque, se ω (e quindi ρ˜(ω)) e` un elemento
dell’evento (7.3.4), allora ξS
(
ρ˜(ω)
)
e` il punto nel quale la traiettoria ρ˜(ω) incontra
per la prima volta ∂B. Percio` esso e` identico a ρ
(
ξS(ω)
)
:
ρ
(
ξS(ω)
)
= ξS
(
ρ˜(ω)
)
.
Da questa eguaglianza, passando alle leggi, si trae
ρ
(
ξS(P )
)
= ξS
(
ρ˜(P )
)
= ξS(P )
(dove l’ultima eguaglianza e` dovuta a (7.3.5)). E` cos`ı provata l’asserita invarianza
di ξS(P ) rispetto alla rotazione ρ.
Veniamo ora alla dimostrazione del teorema (7.3.2). Consideriamo un punto x
in D ed una palla aperta B, di centro x, con chiusura contenuta in D. Denotiamo
inoltre con S il primo istante d’uscita da B. Allora l’evento
{ξ0 = x, S < T <∞}
e` quasi certo secondo Qx. Inoltre, su di esso, ξT coincide con ξT ◦ θS . Se dunque
si denota con λ la legge di ξS secondo Qx (identica, in virtu` del lemma precedente,
alla ripartizione uniforme su ∂B) e si applica la proprieta` di Markov, si trae
HDφ(x) = Qx[φ ◦ ξT ]
= Qx[φ ◦ ξT ◦ θS ]
=
∫
∂B
λ(dy)Qy[φ ◦ ξT ]
=
∫
∂B
λ(dy)HDφ(y).
E` cos`ı provato che la restrizione di HDφ a D possiede la proprieta` della media sulle
sfere, ossia e` armonica.
Osserviamo che l’evento {T = 0} appartiene alla tribu` G0, la quale, grazie alla
dicotomia di Blumenthal, e` degenere secondo ciascuna delle misure Qx. E` dunque
giustificata la definizione seguente:
(7.3.6) Definizione. Dato un punto x della frontiera di D, si dice che esso e`,
per l’insieme D, un punto di uscita regolare se l’evento {T = 0} e` quasi certo
secondo Qx. Nell’altro caso, cioe` se l’evento {T = 0} e` trascurabile secondo Qx, si
dice che x e`, per l’insieme D, un punto di uscita irregolare.
Denoteremo con ∂rD la parte di ∂D costituita dai punti che sono, per l’insiemeD,
punti di uscita regolari.
Il teorema che segue mostra l’importanza della precedente definizione.
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(7.3.7) Teorema. Sia φ una funzione limitata e misurabile su ∂D. Allora la
funzione HDφ coincide con φ su ∂rD. Inoltre, essa e` continua in ciascun punto
di ∂rD nel quale sia continua la funzione φ.
Dimostrazione. La prima affermazione e` conseguenza immediata della definizione
di ∂rD. Per provare la seconda affermazione, fissiamo un punto z di ∂rD nel quale
la funzione φ sia continua, e mostriamo che HDφ(x) converge verso φ(x) al tendere
di x verso z. A questo scopo, cominciamo con l’introdurre una notazione: per ogni
punto x di D, denotiamo con Tx il tempo d’uscita dall’insieme aperto D− x. Si ha
allora, per ogni ω,
Tx(ω) = inf{t > 0 : ξt(ω) /∈ D − x}
= inf{t > 0 : x+ ξt(ω) /∈ D}
= T
(
x+ ξt(ω)
)
.
Si puo` percio` scrivere:
(7.3.8) Tx = T ◦ (x+ ξ), x+ ξTx = ξT ◦ (x+ ξ).
D’altra parte, il processo x + ξ e`, secondo P , un processo di Wiener uscente da x,
ossia verifica la relazione (x+ ξ)(P ) = Qx. Le relazioni (7.3.8) implicano dunque
Tx(P ) = T
(
(x+ ξ)(P )
)
= T (Qx), (x+ ξTx)(P ) = ξT
(
(x+ ξ)(P )
)
= ξT (Qx)
e, in particolare,
P [Tx] = Qx[T ].
ed anche
(7.3.9)
∫
{ξ0=0,Tx<∞} φ(x+ ξTx) dP =
∫
{ξ0=x,T<∞} φ(ξT ) dQx = HDφ(x).
Si vede allora che la funzione x 7→ P [Tx], essendo identica alla funzione x 7→ Qx[T ],
si annulla sull’insieme ∂rD ed e` quindi continua in ciascun punto di questo insieme
(si veda a questo proposito (6.1.19)(b)). In altri termini, l’applicazione x 7→ Tx,
considerata come applicazione di D in L1(P ), e` nulla, e continua, in ciascun punto
di ∂rD. Percio`, comunque si assegni una successione di punti di D convergente
verso z, e` possibile estrarne una sottosuccessione (xk) tale che, su un opportuno
eventoH quasi certo secondo P , la successione (Txk) converga puntualmente verso 0.
Sull’evento H ∩ {ξ0 = 0} (anch’esso quasi certo secondo P ), anche la succes-
sione (ξTxk ) converge puntualmente verso 0. Dal teorema di Lebesgue sulla con-
vergenza dominata segue dunque la relazione
limk
∫
{ξ0=0,Txk<∞}
φ(xk + ξTxk ) dP = φ(z),
che, grazie a (7.3.9), si puo` anche scrivere nella forma
limkHDφ(xk) = φ(z).
Il teorema e` cos`ı dimostrato.
Il teorema seguente fornisce una condizione sufficiente ad assicurare che un as-
segnato punto di frontiera di D sia, per l’insieme D, un punto di uscita regolare.
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(7.3.10) Teorema. Affinche´ un punto x di ∂D appartenga a ∂rD, e` sufficiente
che esistano un insieme boreliano K di Rn, non trascurabile secondo Lebesgue, una
successione (ck) di numeri reali strettamente positivi, convergente verso 0, ed una
successione (ρk) di rotazioni di Rn intorno all’origine, tali che si abbia⋃
k
(
x+ ckρk(K)
) ⊂ Dc.
Dimostrazione. Senza ledere la generalita` si puo` supporre che sia x = 0. Si ponga
tk = c2k, Ak = {ξtk ∈ ckρk(K)} = {ξtk/
√
tk ∈ ρk(K)}.
Si ha allora
lim supk Ak ⊂ lim supk{ξtk ∈ Dc} ⊂ {T = 0}.
Inoltre gli eventi An hanno, secondo P , una medesima probabilita` non nulla. Ne
segue P{T = 0} > 0, ossia, P{T = 0} = 1.
(7.3.11) Osservazione. Se un punto x della frontiera di D verifica la classica
“condizione del cono” (cioe` se esiste un cono non degenere, di vertice x, la cui in-
tersezione con un opportuno intorno di x sia contenuta in Dc), allora x verifica
banalmente la condizione del criterio precedente. Di conseguenza, affinche´ la fun-
zione HDφ sia soluzione del problema di Dirichlet (7.3.1), basta che D verifichi, in
ogni suo punto della frontiera, la proprieta` del cono. In particolare, quando D e` un
dominio convesso, esso verifica sempre la proprieta` del cono (si puo` persino pren-
dere come cono un semipiano intero) e quindi il problema di Dirichlet ha sempre
soluzione per ogni funzione reale φ, continua su ∂D.

ARichiami di Analisi e Probabilita`
A.1 Spazˆı di Riesz e classi monotone
Supponiamo fissato un insieme non vuoto E. Si denota con RE lo spazio vettoriale
ordinato costituito da tutte le funzioni da E in R.
(A.1.1) Definizione. Una parte R di RE sara` detta uno spazio di Riesz (o spazio
vettoriale reticolato) se e` un sottospazio vettoriale di RE stabile per le due “opera-
zioni reticolari”:
(f, g) 7→ f ∧ g, (f, g) 7→ f ∨ g.
Ricordiamo che, data una funzione f definita su E, la parte positiva di f e` la
funzione f+ = f ∨ 0 mentre la parte negativa di f e` la parte positiva di −f , ossia
la funzione f− = (−f) ∨ 0.
Ricordiamo le seguenti formule (valide in ogni spazio di Riesz):
(A.1.2) f = f+ − f−, |f | = f+ + f−,
(A.1.3) f ∨ g = f + (g − f)+ = 12
(
f + g + |g − f |),
(A.1.4) f ∧ g = −[(−f) ∨ (−g)], f− = (−f)+.
Utilizzando queste relazioni si riconosce facilmente che, affinche´ un sottospazio vet-
toriale di RE sia uno spazio di Riesz, e` necessario e sufficiente ch’esso sia stabile per
una qualsiasi delle tre operazioni seguenti:
f 7→ f+, f 7→ f−, f 7→ |f |.
(A.1.5) Definizione. Quando uno spazio di Riesz R, su un insieme E, e` stabile
per l’operazione f 7→ f ∧ 1, si dice ch’esso possiede la proprieta` di Stone.
Vale il risultato seguente, la cui dimostrazione si trova in G. Letta [31].
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(A.1.6) Proposizione. Sia I un insieme di parti di E, stabile per intersezione
binaria, e si denoti con R lo spazio vettoriale generato da {IA : A ∈ I}. Allora R
e` uno spazio di Riesz verificante la proprieta` di Stone.
(A.1.7) Definizione. Una parte M di RE si dice monotona (o anche una classe
monotona) se essa e` stabile per la “convergenza dominata delle successioni mono-
tone”, nel senso che essa possiede le proprieta` seguenti:
(a) Per ogni successione crescente (fn) di elementi diM, maggiorati da un mede-
simo elemento di M, si ha supn fn ∈M.
(b) Per ogni successione decrescente (fn) di elementi diM, minorati da un mede-
simo elemento di M, si ha infn fn ∈M.
(A.1.8) Osservazione. SeM e` una classe monotona stabile per le operazioni reti-
colari, essa e` numerabilmente reticolata, nel senso che contiene l’inviluppo superiore
(risp. inferiore) di una qualsiasi successione (fn) di elementi diM, tutti maggiorati
(risp. minorati) da un medesimo elemento diM. Cio` discende dalle ovvie relazioni:
supn fn = supn(f1 ∨ · · · ∨ fn), infn fn = infn(f1 ∧ · · · ∧ fn).
(A.1.9) Definizione. Data una classe H di funzioni reali definite su E, la minima
tra tutte le parti monotone di RE contenenti H si chiama classe monotona generata
da H.
(A.1.10) Osservazione. Si osservi che, se M e` una classe monotona generata
da H, ogni elemento di M e` compreso tra due elementi di H. In effetti, la classe
delle funzioni che possiedono questa proprieta` e` monotona e contiene H, dunque
contiene M.
Utilizzando la definizione di classe monotona generata, e` facile verificare la propo-
sizione seguente:
(A.1.11) Proposizione. Se H e` un sottospazio vettoriale (risp. spazio di Riesz)
di RE , tale e` la classe monotona M generata da H.
Enunciamo di seguito i quattro teoremi delle classi monotone, per una dimostra-
zione si veda G. Letta [31].
(A.1.12) Teorema (elementare delle classi monotone). SiaM uno spazio di
Riesz monotono, contenente le costanti e costituito da funzioni limitate, definite
sull’insieme E. Si denoti con E la classe costituita da tutte le parti di E la cui
funzione indicatrice appartenga a M. Allora:
(a) E e` una tribu` su E.
(b) M coincide con la classe di tutte le funzioni limitate e misurabili su (E, E).
(c) E coincide con la tribu` T (M) generata daM (ossia la minima tribu` che rende
misurabili tutte le funzioni di M).
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(A.1.13) Teorema (delle classi monotone). Siano dati uno spazio misurabile
(E, E) e una classe H di funzioni limitate su E, dotate delle proprieta` seguenti:
(a) La tribu` T (H) generata da H coincide con l’intera tribu` E .
(b) H contiene la costante 1 ed e` stabile per la moltiplicazione, ossia per l’ope-
razione (f, g) 7→ fg.
Allora ogni spazio vettoriale monotono L (di funzioni reali su E), il quale con-
tenga H, contiene la classe di tutte le funzioni limitate e misurabili su (E, E).
(A.1.14) Teorema (secondo, delle classi monotone). Nello spazio misurabi-
le (E, E), sia assegnato un sistema di generatori I per la tribu` E , stabile per
l’operazione di intersezione di due insiemi. Sia poi L un sottospazio vettoriale e
monotono di RE , contenente le indicatrici degli insiemi di I. Allora L contiene ogni
funzione della forma
fIA1∪···∪An ,
con f funzione misurabile e limitata su (E, E) e (Ai) n-upla di elementi di I. (In
altri termini: L contiene ogni funzione misurabile e limitata su (E, E) che sia nulla
fuori di una riunione numerabile di elementi di I).
(A.1.15) Teorema (terzo, delle classi monotone). Siano assegnati uno spa-
zio misurabile (E, E) e uno spazio di Riesz R (di funzioni reali definite su E) il quale
possieda la proprieta` di Stone e generi la tribu` E . Sia poi L una parte monotona
di RE contenente R. Allora L contiene ogni funzione misurabile su (E, E) che sia
compresa tra due funzioni di R.
Come corollario del teorema delle classi monotone (A.1.13), si prova facilmente
il risultato seguente:
(A.1.16) Lemma di misurabilita` di Doob. Dati due spazˆı misurabili (E, E)
e (F,F), sia f un’applicazione da E a F , tale che la tribu` E sia la minima che rende
misurabile la funzione f . Allora, ogni funzione numerica g, misurabile su (E, E), e`
della forma h ◦ f , con h opportuna funzione numerica e misurabile su (F,F).
Similmente, tramite il teorema delle classi monotone (A.1.14), deduce il criterio
seguente (per la cui dimostrazione si veda G. Letta [31]).
(A.1.17) Criterio per la coincidenza di due misure. Dato uno spazio misu-
rabile (E, E), sia I un insieme di parti di E che generi la tribu` E , stabile per
l’operazione di intersezione binaria, e tale che l’intero spazio sia unione numerabile
di elementi di I. Siano µ, ν due misure su (E, E) tali che si abbia
µ(A) = ν(A) <∞ per ogni A ∈ I.
Allora risulta µ = ν.
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A.2 La nozione di speranza condizionale
Supponiamo fissato uno spazio probabilizzato (Ω,A, P ), e supponiamo fissata una
sottotribu` F di A. Si denoti con Q la restrizione di P alla sottotribu` F .
(A.2.1) Definizione. Data una variabile aleatoria reale integrabile X sullo spazio
probabilizzato (Ω,A, P ), si dice che una variabile aleatoria reale V , misurabile se-
condo F , e integrabile secondo Q, e` una versione della speranza condizionale di X
rispetto a F , se risulta∫
A
X dP =
∫
A
V dP per ogni A ∈ F .
(A.2.2) Teorema. Sia X una variabile aleatoria reale su (Ω,A, P ), integrabile
secondo P . Allora esiste sempre un’unica (a meno di equivalenza moduloQ) versione
della speranza condizionale di X rispetto ad una sottotribu` F di A. In particolare
si puo` scegliere una versione positiva se tale e` la variabile aleatoria X.
Dimostrazione. Basta dimostrare il teorema nel caso in cuiX e` positiva. In generale,
infatti, bastera` ragionare separatamente su X+ e X−. Osserviamo che la misura µ,
definita da
(A.2.3) µ(A) =
∫
A
X dP per ogni A ∈ A,
e` una misura assolutamente continua rispetto a P perche´ ha densita` X secondo P .
Si denoti con ν la restrizione di µ alla sottotribu` F . Si riconosce facilmente che
la misura ν e` assolutamente continua rispetto a Q, e dunque, per il teorema di
Radon-Nikody´m, esiste una densita` V di ν rispetto a Q. Ne segue l’uguaglianza∫
A
X dP =
∫
A
V dQ per ogni A ∈ F .
Per concludere basta osservare che, se U e` una variabile aleatoria misurabile rispetto
alla sottotribu` F , allora essa e` integrabile secondo Q se, e soltanto se, lo e` secondo P ,
e quando queste condizioni equivalenti sono verificate, si ha∫
U dQ =
∫
U dP.
Per quanto riguarda l’unicita`, osserviamo che, se V1, V2 sono due versioni della
speranza condizionale di X rispetto a F , allora le misure
ν1(A) =
∫
A
V1 dP, ν2(A) =
∫
A
V2 dP
coincidono sulla tribu` F essendo eguali alla misura ν: le due densita` devono dunque
essere necessariamente equivalenti modulo Q.
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(A.2.4) Definizione. Nelle stesse ipotesi di (A.2.1), si chiama speranza con-
dizionale di X rispetto a F , e si denota con P [X | F], la classe d’equivalenza
(in L1(Q)) costituita da tutte le versioni della speranza condizionale di X rispetto
a F .
Riassumiamo, nella proposizione seguente, le proprieta` elementari della speranza
condizionale. Per una dimostrazione si rimanda all’appendice di B. Øksendal [37]
oppure al libro di J. Jacod e P. Protter [27].
(A.2.5) Proposizione. Siano X,Y una coppia di variabili aleatorie reali e inte-
grabili sullo spazio probabilizzato (Ω,A, P ), e siano a, b una coppia di numeri reali.
Allora:
(a) si ha P
[
aX + bY | F] = aP [X | F]+ bP [Y | F].
(b) Se si denota con V una versione di P
[
X | F], allora P [V ] = P [X].
(c) Se X e` misurabile rispetto alla tribu` F , allora X e` una versione di P [X | F].
(d) Se X e` indipendente dalla tribu` F , allora la costante P [X] e` una versione
di P
[
X | F].
(e) Se Y e` misurabile rispetto alla tribu` F , allora P [XY | F] = Y P [X | F].
E` facile provare, inoltre, le seguenti versioni condizionali delle proprieta` dell’in-
tegrazione.
(A.2.6) Proposizione. Valgono i fatti seguenti:
(a) (Teorema di Beppo Levi condizionale) Sia X un elemento di L1(P ), e sia
(Xn) una successione crescente di elementi di L1(P ) ammettenti X come inviluppo
superiore. Sussiste allora la relazione
P
[
X | F] = supn P [Xn | F].
(b) (Lemma di Fatou condizionale) Sia X un elemento di L1(P ), e sia (Xn) una
successione di elementi di L1(P ) tutti minorati da un medesimo elemento di L1(P ),
e ammettenti X come limite inferiore. Sussiste allora la relazione
P
[
X | F] ≤ lim infn P [Xn | F].
(c) (Disuguaglianza di Jensen condizionale) Sia X una variabile aleatoria inte-
grabile, e sia ϕ una funzione reale convessa su R. Si denoti con V una versione
di P
[
X | F], e con W una versione di P [ϕ(X) | F]. L’evento {ϕ(V ) ≤ W} e` allora
quasi certo.
(d) (Proprieta` della tribu` intermedia) Sia G una sottotribu` di A. Supponiamo
che si abbia F ⊂ G. Sia inoltre X una variabile aleatoria reale integrabile, e si
denoti con Y una versione di P
[
X | G]. Si ha allora
P
[
X | F] = P [Y | F].
La proposizione seguente fornisce un utile strumento per il calcolo della speranza
condizionale.
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(A.2.7) Proposizione. Siano X,Y una coppia di variabili aleatorie a valori negli
spazˆı misurabili (E, E), (F,F). Sia g una funzione reale, limitata e misurabile sullo
spazio (E × F, E ⊗ F). Si supponga che X sia misurabile rispetto alla tribu` F e
che Y sia indipendente da F . Si ponga
G(x) = P [g(x, Y )].
La variabile aleatoria G(X) e` allora una versione di P
[
g(X,Y ) | F].
Dimostrazione. Osserviamo innanzitutto che, se g e` della forma g1 ⊗ g2, con g1, g2
funzioni reali, misurabili e limitate su (E, E) e (F,F) rispettivamente, allora la tesi
e` ovvia perche´ si ha
P
[
g1(X)g2(Y ) | F
]
= g1(X)P
[
g2(Y ) | F
]
= g1(X)P [g2(Y )].
Ora, denotato con L l’insieme costituito da tutte le funzioni reali e limitate g, misu-
rabili su (E×F, E ⊗F) e verificanti la proprieta` desiderata, osserviamo che si tratta
di uno spazio vettoriale monotono che, per giunta, contiene la classe H costituita da
tutte le funzioni g della forma g1⊗ g2, con g1, g2 opportune funzioni reali e limitate
su (E, E) e (F,F) rispettivamente. La tesi segue dunque per il teorema delle classi
monotone (A.1.13).
A.3 La nozione di nucleo
Siano dati due spazˆı misurabili (E, E), (F,F) e una famiglia
(A.3.1) N =
(
N(x, ·))
x∈E
di misure su F , avente E come insieme degli indici. In queste condizioni, se g e` una
funzione misurabile positiva su (F,F), denoteremo con Ng la funzione cos`ı definita
su E:
(A.3.2) Ng(x) = 〈N(x, ·), g〉 = ∫ N(x,dy) g(y).
Quando g sia l’indicatrice di un elemento B di F , avremo dunque, in particolare,
(A.3.3) NIB(x) = N(x,B).
Osserviamo che, per ogni successione (gn) di funzioni positive e misurabili su (F,F),
valgono le due proprieta` seguenti:
(A.3.4) gn ↑ g ⇒ Ngn ↑ Ng, g =
∑
n gn ⇒ Ng =
∑
nNgn.
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(A.3.5) Definizione. Nelle ipotesi sopra precisate, si dice che la famiglia di misure
(A.3.1) e` un nucleo, relativo alla coppia di spazˆı misurabili (E, E), (F,F) (o anche
un nucleo da (E, E) a (F,F)) se, per ogni funzione g misurabile e positiva su (F,F),
la funzione positiva Ng definita su E da (A.3.2) e` misurabile su (E, E). Si dice, poi,
che un nucleo N e` markoviano se, per ogni elemento x in E, la misura N(x, ·) e` di
probabilita`.
Osserviamo che se N e` un nucleo markoviano, tutte le proprieta` dei nuclei che
coinvolgono funzioni misurabili e positive si possono estendere a funzioni misurabili
e limitate ponendo Nf = Nf+ −Nf−.
(A.3.6) Osservazione. Nelle ipotesi della definizione precedente, e` immediato
riconoscere che, affinche´ la famiglia di misure (A.3.1) sia un nucleo e` (necessario
e) sufficiente che, per ogni elemento B di F , la funzione NIB definita da (A.3.3)
sia misurabile su (E, E). Infatti, supposto che questa condizione sia soddisfatta,
si riconosce innanzitutto facilmente che, per ogni funzione g positiva e semplice
su (F,F), la funzione Ng e` misurabile su (E, E). In seguito si estende questo
risultato al caso di un’arbitraria funzione misurabile positiva g, esprimendo g come
inviluppo superiore di una successione crescente (gn) di funzioni semplici positive,
e riconducendosi al caso precedente con l’ausilio della proprieta` (A.3.4).
(A.3.7) Proposizione. Sia N un nucleo da (E, E) a (F,F) e sia µ una misura su
(E, E). Allora:
(a) La funzione µN che ad ogni elemento B di F associa il numero µN(B) definito
da
(A.3.8) µN(B) = 〈µ,NIB〉 =
∫
µ(dx)N(x,B)
e` una misura su F .
(b) Per ogni funzione g misurabile e positiva su (F,F), sussiste la seguente “re-
lazione di dualita`”:
(A.3.9) 〈µN, g〉 = 〈µ,Ng〉.
Dimostrazione. Per ogni elemento B di F e ogni successione (Bn) di elementi di F ,
a due a due disgiunti, la cui unione sia eguale a B, l’ovvia relazione IB =
∑
n IBn
implica
NIB =
∑
nNIBn
e quindi 〈µN, IB〉 =
∑
n〈µ,NIBn〉, ossia µN(B) =
∑
n µN(Bn). Cio` prova che µN
e` una misura su F .
Proviamo ora l’affermazione (b). Essa e` immediata nel caso particolare in cui g
sia la funzione indicatrice di un elemento B di F . In questo caso, essa discende
infatti direttamente dalla relazione (A.3.8) che definisce la misura µN . Imme-
diata e` poi l’estensione al caso in cui g sia semplice. Infine, nel caso generale,
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dopo aver espresso g come inviluppo superiore di una successione crescente (gn)
di funzioni semplici positive, basta ricondursi al caso precedente servendosi della
proprieta` (A.3.4) e del teorema di Beppo Levi.
Come risulta dalla proposizione precedente, un nucleoN da (E, E) a (F,F) induce
due distinte operazioni:
• un’operazione µ 7→ µN che trasforma ogni misura µ su E in una misura µN
su F ;
• un’operazione g 7→ Ng che trasforma ogni funzione g positiva e misurabile su
(F,F) in una funzione Ng positiva e misurabile su (E, E).
Queste due operazioni sono tra loro legate dalla fondamentale relazione di dualita`
(A.3.9). Si osservi che la seconda di esse individua completamente il nucleo, grazie
alla relazione N(x,B) = NIB(x). Anche la prima operazione individua il nucleo: si
ha infatti N(x, ·) = εxN , dove εx designa (per ogni x in E) la misura cos`ı definita
su E :
εx(A) = IA(x) per ogni A di E
(misura di Dirac definita da una massa unitaria concentrata nel punto x).
(A.3.10) Osservazione. Siano ora assegnati un nucleo N da (E, E) a (F,F) e un
nucleo Q da (F,F) a un ulteriore spazio misurabile (G,G). E` facile allora riconoscere
che l’applicazione g 7→ NQg (ottenuta componendo la trasformazione indotta da Q
con quella indotta da N) possiede ancora le proprieta` (a), (b), sicche´ e` a sua volta
indotta da un nucleo (relativo alla coppia di spazˆı (E, E), (G,G)). Il nucleo cos`ı
caratterizzato si denota con NQ e si chiama nucleo composto ottenuto componendo
i due nuclei N,Q. Si riconosce immediatamente che, per ogni misura µ su (E, E),
la trasformata di µ mediante il nucleo NQ e` data da
µ(NQ) = (µN)Q,
ossia coincide con la trasformata, mediante Q, della trasformata di µ mediante N .
La proposizione che segue fornisce un criterio (molto utile) per decidere se un’as-
segnata famiglia di misure sia un nucleo.
(A.3.11) Proposizione. Siano dati due spazˆı misurabili (E, E), (F,F) e una fa-
miglia N = (N(x, ·))x∈E di misure su F , avente E come insieme degli indici. Sia J
una base per la tribu` F . Si supponga che, per ogni elemento B di J , la funzione
NIB sia finita e misurabile su (E, E). Allora N e` un nucleo, relativo alla coppia
(E, E), (F,F).
Dimostrazione. Denotiamo con L la classe costituita da tutte le funzioni g, apparte-
nenti a
⋂
x∈E L1(N(x, ·)), tali che la funzioneNg sia misurabile su (E, E). Allora L e`
uno spazio vettoriale monotono e contiene le indicatrici degli insiemi della classe J .
Ne segue, grazie a (A.1.14), che L contiene l’indicatrice di ogni insieme del tipo
B ∩ (B1 ∪ · · · ∪ Bn), con B elemento di F e n ≥ 1. In altri termini: per ogni
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elemento B di F , ciascuna delle funzioni NIB∩(B1∪···∪Bn) e` misurabile su (E, E).
Tale e` dunque anche la funzione
NIB = supnNIB∩(B1∪···∪Bn).
Cio` prova che N e` un nucleo.
A.4 Il teorema delle contrazioni
Supponiamo fissato uno spazio metrico e completo E. Si denoti con d una sua
distanza.
(A.4.1) Definizione. Una funzione f da E in se´ si dice una contrazione su E se
esiste una costante reale strettamente positiva α inferiore a 1, tale che si abbia
d(f(x), f(y)) ≤ αd(x, y) per ogni x, y ∈ E.
Il seguente e` un classico risultato di Analisi reale. Una dimostrazione (ed una espo-
sizione approfondita di questo argomento) si puo` trovare nel testo di M. Abate [1].
(A.4.2) Teorema (delle contrazioni). Sia f una contrazione su E. Allora esiste
un unico punto x in E, tale che si abbia f(x) = x.
Piu` in generale, quando la contrazione f abbia un parametro t, vale la seguente
estensione del teorema precedente (di semplice dimostrazione).
(A.4.3) Teorema (delle contrazioni con parametro). Sia F uno spazio me-
trico. Si denoti con d′ una distanza su F . Sia f una funzione da E × F in E che
verifichi le condizioni seguenti:
(a) Per ogni elemento t in F , la funzione x 7→ f(x, t) e` una contrazione su E.
(b) Per ogni elemento x di E, la funzione t 7→ f(x, t) e` lipschitziana di costante L,
vale cioe` la relazione
d(f(x, t), f(x, s)) ≤ Ld′(s, t) per ogni s, t ∈ F .
Per ogni elemento t in F esiste allora un unico elemento xt in E, tale che si
abbia f(xt, t) = xt. Inoltre la funzione t 7→ xt, di F in E e` lipschitziana di
costante L/(1− α).
Infine ricordiamo che, data una contrazione f su E, e` possibile scrivere esplicita-
mente una successione di elementi di E la quale converga verso il punto fisso. Piu`
precisamente.
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(A.4.4) Corollario. Nelle stesse ipotesi del teorema delle contrazioni, la succes-
sione (xn) definita per ricorrenza da
x0 ∈ E, xn+1 = f(xn),
converge (in E) verso il punto fisso x di f .
A.5 Funzioni armoniche
Sia D un aperto in Rn. Si dice che una funzione u di D in R e` armonica (su D) se
e` di classe C2 e se verifica ∆u = 0, dove ∆ denota l’operatore di Laplace definito da
∆ =
∂2
∂x21
+ · · ·+ ∂
2
∂x2n
.
Richiamiamo le seguenti proprieta` delle funzioni armoniche. Per ulteriori ap-
profondimenti su questo argomento, e per le dimostrazioni di questi teoremi, si
rimanda al classico testo di D. Gilbarg e N.S. Trudinger [20] oppure al Quaderno
di E. Giusti [21].
(A.5.1) Teorema. Sia u una funzione continua su D. Le condizioni che seguono
sono allora equivalenti:
(a) u e` armonica.
(b) u verifica la cosiddetta proprieta` della media sulle sfere, nel senso che, per
ogni palla B, di centro x, che sia contenuta in D, risulta
u(x) =
∫
∂B
u(y)λ(dy),
dove λ denota la ripartizione uniforme su ∂B (ossia l’unica misura di probabilita`
sulla tribu` boreliana di ∂B che sia invariante per rotazioni attorno al centro).
(A.5.2) Teorema (principio del massimo). Sia u una funzione reale, definita
e continua su D e di classe C2 su D. Supponiamo che u sia armonica in D, e che
essa assuma valore massimo in D. Allora u e` costante.
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