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あらまし 本論文では，暗号化ベクトルデータベースにおいて類似ベクトルを検索する際の検索結
果候補を削減するフィルタリング手法を提案する．提案手法では，局所性検知可能ハッシュと白
色化変換を用いる．LSH はベクトル間の類似度を効率的に近似するデータ構造であり，ベクトル
空間をいくつかの部分空間に分割する．本論文では LSH を用いて類似度の小さいベクトルを検索
対象から外すフィルタを提案している．しかし，検索対象となるベクトルが局所的に存在してい
る場合 LSH の近似精度が下がる問題がある．そこで提案手法では白色化変換を用いてベクトル間
の偏りを低減している．その結果，暗号化ベクトルデータベース内のベクトルに偏りがある場合
であっても効率的にフィルタリングを行うことができる．
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Abstract We introduce a ltering methodology based on locality sensitive hashing (LSH) and
whitening transformation to reduce candidate tuples which encrypted vector databases (EVDBs)
must compute similarity between for query processing. LSH is a hashing methodology which is
ecient for estimating similarities between two vectors. It hashes a vector space using randomly
chosen vectors. We can lter vectors which are less similar to the querying vectors by recording
which hashed space each vector belongs to. However, if vectors in EVDBs are found locally,
then most vectors are in a same hashed space and so the lter will not work. Since we can
treat those cases using whitening transformation to distribute the vectors broadly, our proposal
ltering methodology will work eectively on any vector space. We also show that the server's
query processing cost is reduced by our lter.
1 はじめに
暗号化ベクトルデータベースはベクトルデー
タベースをより安全にしたものである．ベクト
ルデータベースは，キーベクトル kと対応する
値 v の組 (k:v) を 1 レコードとして保存する
データベースである．そして，問合せとしてクエ
リベクトルを受け取り，そのクエリベクトルと
の類似しているキーベクトルを持つレコードを
返す機能を提供している．ベクトルデータベー
スの例として，画像データベースや文献データ
ベースが考えられる．各画像の特徴ベクトルを
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キーベクトルとし画像自身を値とするようなタ
プルを保存する画像データベースや，各文献の
特徴ベクトルをキーベクトルとし文献自身を値
とするタプルを保存する文献データベースはベ
クトルデータベースである．データベース所有
者がベクトルデータベースをクラウドサービス
等に公開し共同作業のために同僚と共有しよう
と思ったとすると，ベクトルデータベースのた
めの暗号化が必要となる．一般に，データベース
所有者はクラウドサービスを用いることでデー
タベース管理コストや共有のためのコストを削
減できると期待している．しかし，所有者がク
ラウドサービスを完全には信用しておらずデー
タベース内の情報をクラウドサービスに対して
も秘密にしておきたいという状況は容易に想像
できる．共同作業者すなわちデータベース利用
者も同様にその問合せを秘密にしておきたい場
合もある．サーバに保存するすべてのデータを
クラウドサーバに公開する前に暗号化してしま
い，問合せも復号することなく処理することの
出来る暗号化ベクトルデータベースはこうした
状況で有効である．暗号化ベクトルデータベー
スで用いられる暗号は，暗号化後もキーベクト
ルと問合せベクトル間の類似度が保存するよう
な特別な機能を持っているものが用いられてい
る．そのため，クラウドサービスは利用者から
送られた暗号化問合せベクトルに類似した暗号
化キーベクトルを，それらが暗号化されてない
時と同様に求めることが出来る．
暗号化ベクトルデータベースに保存されるす
べてのキーベクトルは予め暗号化されており，
暗号化前のベクトルが持つ構造が暗号化後にも
保たれているとは期待できない．これは，暗号
化ベクトルデータベースにおいて検索用索引の
構築が困難であることを意味する．特に，R-木
[1] などの構造情報を用いた索引の構築は有効
ではない．実際，既存の暗号化ベクトルデータ
ベースでは問合せ処理のためにすべてのデータ
にアクセスする必要がある．問合せ自身も暗号
化されており，同じ問合せであっても暗号化に
よって異なる問合せへと変換されるため，問合
せ結果を保存し再利用することも難しい．こう
した理由により，暗号化ベクトルデータベース
の問合せ処理は大きな計算コストを必要とする．
本論文では，局所性検知可能ハッシュ (LSH;
locality sensitive hashing) [2] 及び 白色化変換
を用いて暗号化ベクトルデータベースにおいて
サーバが問合せ処理のために調べる必要のある
タプル数を削減するフィルタを提案する．LSH
はベクトルの類似度を基にしたフィルタに適し
たデータ構造であり，また様々な用途で利用さ
れている [3, 4]．LSH はベクトル空間をランダ
ムに選んだ基準ベクトルを基にいくつかの部分
空間へ分割する．これを用いて，問合せベクト
ルとの類似度が小さい部分空間に含まれるキー
ベクトルを検索対象から取り除くことで検索効
率を向上させるフィルタを構築する．しかし，
対象の暗号化ベクトルデータベース内のキーベ
クトルが局所的に存在している場合，多くのベ
クトルが単一の部分空間に含まれてしまうよう
な場合では，LSHは効率的にフィルタリング出
来ない．そこで，ベクトルを空間内に均等に分
散させる白色化変換を用いてこのような状況で
あっても効率的なフィルタを作成する．
2 基本事項
本論文では，データベース所有者が持つベク
トルデータベースを V DB(Key; V alue) と書
く．Key はベクトルからなるキー属性であり，
V alue は各キー属性値に関連つけられる値属性
である．例えば，画像データベースではKeyは
画像の特徴ベクトルであり V alueは画像そのも
のとなる．文献データベースでも Key は各文
献の特徴ベクトルであり V alueは文献そのもの
となる．データベースの利用者は，キー属性に
対してのみ問合せを行うものとし，各問合せは
キー属性値のベクトルが問合せのベクトルと閾
値 以上の類似度を持つようなタプルの検索で
あるとする．言い換えれば，利用者からの問合
せは問合せベクトル q に対して sim(k;q)  
という条件を満足するキーベクトル k を持つ
タプルの検索である．簡単のために，本論文で
は類似度としてコサイン類似度を考え，各ベク
トルは正規化されているのもとする．
上記ベクトルデータベースに対応する暗号化－979－
ベクトルデータベースを EVDB(Keye; V aluee)
と書く．Keyeはキー属性に対応する暗号化キー
属性であり V aluee は暗号化された値属性であ
る．暗号化前のベクトルデータベースにおける
キー属性値 k 2 Key に対応する暗号化キー属
性の値 ke 2 Keye は，キーベクトルに対する暗
号化アルゴリズム Enck を用いて ke = Enck(k)
となる．各値属性値 v 2 V alue を暗号化した
ve 2 V aluee は，暗号化アルゴリズム Encv を
用いて ve = Encv(v) となる．データベース所
有者は，この暗号化ベクトルデータベースをク
ラウドサービスに配置し平文のベクトルデータ
ベースは秘密に管理する．以降では，暗号化ベ
クトルデータベースが配置されたクラウドサー
ビスを単純にデータベースサーバと呼ぶ．暗号
化ベクトルデータベースでは，利用者からの問
合せも暗号化されている．利用者が問合せベク
トル q と閾値  をデータベースサーバに送
ろうとした場合，実際には問合せベクトル用の
暗号化アルゴリズム Encq を用いた暗号化問合
せベクトル qe = Encq(q) と閾値  が送信さ
れることになる．データベースサーバは，条件
sim(ke;qe)  を満足するタプル (ke; ve)の集
合を計算し問合せ結果として利用者に返信する．
この問合せ処理において，データベースサーバ
は k, q及び v を ke, qe 及び ve から計算できな
いことが保証されている．最後に，問合せ結果
としてタプル (ke; ve) の集合を受け取った利用
者は，キーベクトル用の復号アルゴリズム Deck
と値用の復号アルゴリズム Decv を用いて，平
文のキーベクトルと値をそれぞれ k = Deck(ke)
及び v = Decv(ve) により取得する．
この一連のプロトコルを実行するために，デー
タベース所有者は Enck, Encq, Encv, Deck 及
び Decv を用意し，Encq, Deck 及び Decv を
データベースの利用者に通知する．なお，デー
タベースサーバにはこれらの暗号化及び復号ア
ルゴリズムは秘密にしておく．
3 LSH フィルタ
本論文では，暗号化ベクトルデータベースに
おいて，類似ベクトル検索のためのフィルタを
提案する．暗号化ベクトルデータベースでは，
ベクトルは暗号化されておりその構造は平文ベ
クトルのものとは異なる．暗号化ベクトルデー
タベースにおける既存プロトコルでは，暗号化
キーベクトルと暗号化問合せベクトルの類似度
のみ暗号化前と同じを保っており，そのため問
合せ処理が正しく実行できる．しかし，二つの
暗号化キーベクトル間の類似度や二つの暗号化
問合せベクトル間の類似度など，その他の演算
については暗号化前とは異なった値となる．我々
は，暗号化の前後でキーベクトルと問合せベク
トルの類似度は変化しないという特徴を用いて
フィルタを作成する．局所性検知可能ハッシュ
(LSH)は，この目的に適したデータ構造である．
本節では，まず LSH フィルタに用いる LSH
と白色化変換という二つの概念を説明する．そ
の後，LSHフィルタの作成方法と暗号化ベクト
ルデータベースへの適用方法について説明する．
3.1 局所性検知可能ハッシュ
LSH には様々な種類が提案されている [5, 2,
6] が，本論文ではコサイン類似度の計算に適し
ている Charikar の手法 [2] を採用する．この
LSH では m 個の異なるハッシュ関数を使用す
る．それぞれのハッシュ関数 hi は一つの基準
ベクトル bi から生成され，
hi(v) =
8<:1; v  bi  00; otherwise
と定義される．v と bi は同じ次元のベクトル
でなければ成らない．この m 個のハッシュ関
数を用いて，ベクトル v に対する LSH の値
lsh(v) はそれぞれのハッシュ関数の値からなる
タプルとして定義される．すなわち，
lsh(v) = (h1(v);h2(v);    ; hm(v)) : (1)
二つのベクトル u，vに対する LSH値 lsh(u)，
lsh(v)の間には，次のような関係がある．Pr[lsh(u) =
lsh(v)]  1 (u;v)=. Pr[lsh(u) = lsh(v)]は
lsh(u)，lsh(v) の中でいくつ同じハッシュ値が
あるか，すなわち，hi(u) = hi(v) を満足する
i の個数を表している．また，(u;v) は二つの－980－
ベクトルのなす角を表す．この近似式は，二つ
のベクトルのなす角が LSH 値を用いて近似で
きることを表している．よって，二つのベクト
ルのコサイン類似度 cos(u;v) も，
cos(u;v)  cos ((1  Pr[lsh(u) = lsh(v)]))
(2)
と近似的に求めることができる．
LSH は m 個の基準ベクトルを用いてベクト
ル空間を 2m 個の部分空間に分割する．この基
準ベクトルは通常ランダムに選択されるため，
本論文でもランダムに選択し暗号化キーベクト
ルや暗号化問合せベクトルの分布は考慮しない
ものとする．近似式 (2) の正確さは基準ベクト
ルの個数 mと基準ベクトル bi と対象のベクト
ル v との関係に影響される．したがって，LSH
を用いて暗号化ベクトルデータベースのための
フィルタを構築するためには，LSH によって
得られるコサイン類似度の精度が m と暗号化
キーベクトル及び暗号化問合せベクトルの分布
に影響されることを考慮する必要がある．つま
り，暗号化されたベクトルが対象のベクトル空
間中に偏って存在していた場合，LSHはそのベ
クトル空間を効果的な部分空間に分割すること
ができない．そのため，暗号化キーベクトルや
暗号化問合せベクトルをベクトル空間中に分散
させる必要がある．本論文では白色化変換を用
いてこの問題を解決する．
3.2 白色化変換
LSH を用いて効率的に類似ベクトルを発見
するためには，ベクトル空間をランダムベクト
ルを用いて効果的に分割する必要がある．多く
のベクトルが一つの部分空間に偏って含まれる
場合，LSHはベクトルを選別できない．すべて
のベクトルが一つの部分空間に含まれる最悪の
場合では，LSHは何の効果もない．このような
場合を回避するために，ベクトル間の相関を低
減する白色化変換を利用する．
ベクトルの白色化変換に用いる白色化行列を
作成するためには，まず，すべてのベクトルか
ら次の共分散行列  を計算する．
 = E
 
(v   )(v   )T  (3)
 はベクトル v の平均ベクトルである．次に，
この共分散行列  を  =  1 と分解する．
 は i 列目が  の i 番目の固有ベクトルから
なる正方行列であり，は対応する固有値を並
べた対角行列である．白色化行列 Wk は
Wk = 
 1=2: (4)
任意のベクトル v に対して，その白色化され
たベクトル vw は vw =W Tk (v ) である．こ
のようにして計算される白色化ベクトルに対す
る共分散行列は．E(vwvTw) = E(W Tk (v )(v 
)TWk) = E(
 1=2T 1=2) = I であり，
白色化されたベクトルは無相関となる．
本論文では，この白色化変換を用いてキーベ
クトルの空間を偏りの少ない空間へ変換した後，
LSHを構築するために部分空間へ分割する．そ
の結果，キーベクトル間に偏りがあるような場
合であっても，効率的な LSH フィルタが構成
できると期待できる．この白色化変換の効果に
ついては 4 節にて評価する．
3.3 暗号化ベクトルデータベースへの適用
既存の暗号化ベクトルデータベースプロトコ
ルは，第 2 節にて紹介した様に，Enck，Encq，
Encv，Deck 及び Decv という五つの暗号化及び
復号アルゴリズムを定義している．LSHフィル
タでは，これら五つのアルゴリズムは定義済み
であるとする．そして，Enck，Encq 及び Deck
の三アルゴリズムを拡張してフィルタに関する
操作を付け加えた Enck，Encq 及び Deck を定
義する．言い換えれば，LSH フィルタは上記の
アルゴリズムを定義している既存のプロトコル
と共に用いることができる．本節では，先ずこ
れらの拡張された暗号化及び復号アルゴリズム
を説明した後，フィルタについて議論する．
データベースの所有者がベクトルデータベー
ス V DB を管理しているとする．そして，所有
者はこのデータベースを暗号化と我々の LSH
フィルタを用いてクラウドサービス上に公開し
ようとしているとする．データベース所有者
は，先ずすべてのキーベクトル k 2 Key を
暗号化し，暗号化キーベクトルの平均ベクト－981－
ル  を計算する．この平均ベクトルを元に，
所有者は暗号化キーベクトルの共分散行列を
計算する．すなわち，式 (3) を用いて， =
E
 
(Enck(k)  )(Enck(k)  )T

となる．次
に，この共分散行列  を  =  1 と分解
し，式 (4) にて紹介した白色化行列 Wk を計
算する．この白色化行列を用いて，拡張された
キーベクトル用の暗号化アルゴリズム Enck(k)
を Enck(k) = W Tk (Enck(k)   ) とする．そ
の他の拡張されたアルゴリズム， すなわち問
合せベクトル用の暗号化アルゴリズム Encq と
キーベクトル用の復号アルゴリズム Deck も
白色化行列を用いて Encq(q) = W 1k Encq(q),
Deck(ke) = Deck((W
T
k )
 1ke + ) と定める．
データベース所有者は，暗号化前のベクトル
データベース V DB を上記アルゴリズムを用
いて暗号化ベクトルデータベース EVDB へと
変換し公開する．併せて，データベースの利用
者に Encq，Deck，Decv 及び  を通知する．
この拡張されたアルゴリズムを用いた問合せ
は次のようなる．ある利用者が問合せベクトル
q に閾値  で類似しているキーベクトルを持
つタプルを検索する，つまり sim(k;q)   を
満たすキーベクトル k を検索する場合を考え
る．類似度としてコサイン類似度を採用してお
り，各ベクトルは正規化されていると仮定して
いたので，k  q   を考えれば良い．この問
合せは暗号化ベクトルデータベース用に変換さ
れ，ke  qe       Encq(q) を満足する暗
号化キーベクトル ke = Enck(k) の探索とな
る．qe = Encq(q) であるから，利用者はこの
暗号化問合せベクトル q と閾値  =    
Encq(q) を問合せとしてサーバへ送信する．こ
のとき，提案暗号化アルゴリズムによる暗号化
キーベクトルと暗号化問合せベクトルに対する
条件式 ke  qe      Encq(q) は，本来の条
件式 k  q   に満足するタプルを取得する．
LSH フィルタを用いた検索機能を提供する
ために，データベースサーバは m 個のランダ
ムベクトルを作成し，式 (1) で定義されるハッ
シュ関数を用意する．そしてデータベース所有
者が公開したデータベースを次の手順で変換す
る．先ず，サーバは暗号化ベクトルデータベー
ス内の各暗号化キーベクトル ke に対してその
LSH 値 lsh(ke) を計算する．そして，それぞ
れのタプルにその LSH 値を追加する．そのた
め，サーバは EVDB(LSH;Keye; V aluee)と
いうスキーマで所有者が公開したベクトルデー
タベースを保存する．LSH は LSH値を保存し
ている属性である．また，Slsh でサーバが保持
しているタプルに付けられた LSH 値の集合を
表す．サーバはこの集合を簡単に計算できる．
サーバにおける提案フィルタを用いた問合せ
処理は次のようになる．ある利用者がデータ
ベースに問合せを送信すると，サーバは暗号
化問合せベクトル qe と閾値  を受け取る
ことになる．閾値は上で説明したように  =
  Encq(q) となる．次に，サーバはこの問
合せベクトルに対する LSH 値 hq = lsh(qe) を
計算する．この LSH 値を用いて，サーバは次
の条件を満足する Slsh の部分集合 Scand  Slsh
を求める．その条件とは，Scand に含まれるす
べての LSH 値 h 2 Scand が，
cos ((1  Pr[h = hq]))   (5)
を満たすことである．式 (2) より，暗号化問合
せベクトル qe と条件 (5)を満足する LSH値を
持つ暗号化キーベクトルとの類似度は， 以上
であると近似できる．言い換えれば，Scand に
含まれない LSH 値を持つタプルの暗号化キー
ベクトルは暗号化問合せベクトルとの類似度が
閾値未満であると期待される．そのため，サー
バは qe と LSH 属性の値が Scand に含まれ
ていないタプルの暗号化キーベクトルとの内積
を計算せずに済む．これが本提案手法における
フィルタリング効果である．最後に，サーバは
Scand に含まれている LSH 属性値を持つタプ
ルに対し，実際に本来の条件 ke  qe   を満
足しているか否かを調べ問合せ結果を作成する．
問合せ結果は利用者へと返却される．
4 評価実験
提案フィルタの有効性を検証するため評価実
験を行った．ここでは，IPP 法 [7] を適用した
暗号化ベクトルデータベースを用いた．この暗－982－
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図 1: 異なる LSH 値の総数と同じ LSH 値を持
つベクトル個数の最大及び最小値．
号化ベクトルデータベースの総タプル数を nと
書く．そして，1) 暗号化キーベクトルの空間が
LSH によっていくつの部分空間に分割され各
部分空間にはいくつのベクトルが配置されるの
か．2) LSHと問合せ結果の再現率との関係，3)
LSHと問合せ処理速度との関係について評価し
た．実験に用いたプログラムはすべて Python
2.7 で実装し，Intel RCoreTMi7-860 Processor
(8M Cache, 2.80 GHz), 8GB RAM で OS が
Ubuntu 12.04 LTS である計算機上で実行した．
図 1 は，n = 10000 タプルと n = 100000 タ
プルからなる暗号化ベクトルデータベースにお
ける LSH値を示している．各図の横軸は，LSH
における基準ベクトルの個数 m を示している．
size のグラフはそれぞれの暗号化ベクトルデー
タベースにおいて，式 (1)で定義される LSH
値が何種類存在したのかを表している．すなわ
ち，LSH によって暗号化キーベクトルの空間
が何種類の部分空間に分割されたのかを示して
いる．min. と max. のグラフは，その部分空
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図 2: 白色化変換を用いない場合の異なる LSH
値の総数と同じ LSH 値を持つベクトル個数．
間に割り当てられた暗号化キーベクトルの最小
数と最大数を示している．max. の値が大きい
場合，多くの暗号化キーベクトルが一つの部分
空間に割り当てられていることを示しており，
LSH が効果的にベクトル空間を分割 できてい
ない ことを意味する．つまり我々のフィルタも
効果的に動作していないことを示している．一
方，min. の値は，LSH によって識別できるベ
クトルの最小数を意味している．図 1 では，ど
ちらの場合も最小数は 1 であった．図 1 によ
ると，LSH の基準ベクトル数 m が大きい場合
LSH 値の種類も大きく，LSH はキーベクトル
を細かく識別できている．また m が大きけれ
ば各部分空間に属するベクトル数の最大値も小
さくなっている．このことからも，m を大きく
すれば LSH の効果が大きくなることを示して
いる．この傾向は総タプル数 nに関係なかった．
図 2 は，図 1 の場合と同じ条件で白色化変
換を利用しない場合についての結果を示したも
のであり，提案フィルタにおける白色化変換の－983－
有効性を示したものである．白色化変換を用い
ない場合，異なる LSH 値の種類（size）は小
さいく，具体的には基準ベクトルの個数 m と
は無関係にほとんどの場合で 1 であった．こ
れは LSH によってキーベクトルの空間が効果
的に分割されておらず，LSH がキーベクトル
を分類できないことを示している．また，各部
分空間に属するベクトルの最大数（max.） は，
ほとんどの場合で総タプル数と同じ値となって
いる．白色化変換を用いない場合，ほとんどす
べてのキーベクトルが同じ一つの部分空間に属
していることを意味する．実際，m < 64 の場
合では，各部分空間に属するベクトルの最小数
（min.）も総タプル数 n に等しく，この場合す
べてのタプルが単一の部分空間に割り当てられ
ており LSH が機能していないことを意味して
いる．一方，m  64 の場合では，各部分空間
に属するベクトルの最小数（min.）は小さい値
を取り LSH はいくつかのベクトルを区別でき
ている．しかし部分空間の総数及び部分空間に
割り当てられたベクトル数を考えると，識別能
力は不十分である．図 1 と図 2 の比較により，
白色化変換は我々の提案フィルタのベクトル識
別能力を向上させている．
次に，問合せ結果の再現率について評価した．
提案手法では，フィルタによって類似度が小さ
いベクトルを取り除いた後，通常の問合せ評価
を行っている．そのため，問合せに合致しない
タプルは取得しない．一方，フィルタが本来は
問合せに合致していたタプルを取り除いてしま
う場合がある．よって，再現率についてのみ評
価を行った．図 3 は LSH における基準ベクト
ルの個数 m と問合せ範囲の幅を変えて再現率
を評価した結果である．図 3(a) は基準ベクト
ルの個数 m と再現率の関係を示している．図
によれば，基準ベクトルの個数が多ければ再現
率も大きくなることが分かる．図 3(b) は問合
せの幅と再現率の関係を示したものであり，問
合せの幅と再現率には関係がみられないことが
分かる．なお，m = 256 とした．
最後に，サーバにおける問合せ処理時間の評
価を行った．図 4 はその結果である．どちらの
グラフも，横軸は問合せの幅を示しており，縦
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(b) 問合せ幅と再現率の比較 (m = 256)
図 3: 平均再現率 (n = 1000).
軸は問合せ処理に要した時間を対数尺度で記し
ている．なお，このサーバにおける問合せ処理
時間には，サーバ・クライアント間の通信時間
は含まれていない．総タプル数が n = 10000及
び n = 100000 のどちらの場合でも，LSH にお
ける基準ベクトルの個数 m が小さい方が問合
せ処理時間は少なかった．しかし，図 3 と比較
すれば，小さい m の場合は，LSH が本来問合
せ結果に含まれるべきタプルを多く取り除いて
しまっていることから，問合せ処理時間が短縮
されたと考えられる．n = 10000 の場合では，
図 4(a)によれば，m > 128の場合 LSHフィル
タはフィルタを用いない場合より長い時間を要
する．これは，暗号化ベクトルデータベース中
のタプル数が少ない場合は，フィルタを用いて
検索対象を絞り込まなくても，全タプルを調べ
るコストがそれほど大きくないためである．一
方，n = 100000 の場合では，m = 512 の場合
でも，フィルタリングを行わない場合と同等の
時間で問合せが処理できている．そして，m が
小さくなれば，LSHフィルタを用いた場合の方－984－
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図 4: 問合せ処理時間 (sec).
が短い時間で問合せを処理できている．縦軸が
対数尺度であることを考えると，m = 256 の場
合であっても，フィルタを用いない場合に比べ
処理速度の改善が行えたと言える．
5 まとめと今後の課題
暗号化ベクトルデータベースにおける問合せ
処理のためのフィルタリング手法を提案した．
提案手法では，局所性検知可能ハッシュ (LSH)
と白色化変換を用いて，R 木などの索引が利用
できない暗号化ベクトルデータベースにおいて
サーバが計算すべきタプル数を削減することが
できる．第 4 節で議論した評価実験によると，
図 1 及び図 2 は LSH が扱うベクトル空間に偏
りがある場合でも，白色化変換によって効率よ
く分割できることを示している．図 4 は，LSH
における基準ベクトルの個数 m に依るが適切
な m を選択することでサーバにおける問合せ
処理時間を削減できていることを示している．
我々のフィルタは式 (2)の近似を用いている．
そのため，図 3 に示すように問合せ結果には偽
陰性が含まれる．つまり，提案手法は利用者が
偽陰性を許容するような暗号化ベクトルデータ
ベースに対して用いることができる．今後の課
題としては，問合せ結果の再現率を向上するよ
うに提案フィルタを改良することを考えている．
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