Introduction
The impetus for this paper comes mainly from work done in recent years by a number of physicists on a statistical theory of spectra. The book by M. L.
Mehta [10] and the collection of reprints edited by C. E. Porter [14] are excellent references for this work. The discussion in Section 1.1 is an attempt to present a rationale for such investigations. Our interpretation of linear operators as used in quantum mechanics is based largely on the book by T. F. Jordan [8] .
1.1. Statistical theory of spectra. In quantum mechanics knowledge of the value of measurable quantities of a system is expressed in terms of probabilities. A state of the system specifies these probabilities. Measurable quantities are represented by self-adjoint linear operators on a separable Hilbert space. The only possible values of the measurable quantities are those in the spectrum of the self-adjoint operator which represents the measurable quantity.
Experience indicates that energy is represented by the Hamiltonian operator. We are interested in the point spectrum of the Hamiltonian, which is its set of eigenvalues. The eigenvalues E of the Hamiltonian operator H, which are real since H is self-adjoint, are those values of energy for which some state of the system specifies a probability of one that the energy is exactly equal to E [8] . This is expressed in the Schrodinger time independent equation, (1.1.1) HO = E*, where / is an eigenvector associated with E.
In ordinary statistical mechanics, renunciation of exact knowledge of the state of a system is made and only properties of averages are considered. An exact knowledge of the laws governing the system is assumed known; it is the impossibility in practice of observing the state of the system in all its detail that leads to the consideration of properties of averages. An analogous situation exists with respect to the Hamiltonian operator. It is possible to choose an orthonormal basis for the separable Hilbert space in such a way that the matrix representation of the Hamiltonian with respect to this basis is in a form with blocks (finite dimensional square matrices) along the diagonal and zeros elsewhere (see [10] ). Each block corresponds uniquely to each set of values of a certain set of parameters. These parameters are variables which may be used to describe certain aspects of the system, whatever state it may be in. We are interested in the eigenvalues of the very large blocks. There are two difficulties. First. we do not know the Hamiltonian and, second, even if we did, it would be far too complicated to attempt to solve it. These difficulties lead to a renunciation of an exact knowledge of the system itself, that is, of the Hamiltonian. The basic statistical hypothesis is this: the statistical behavior of energy levels in a simple sequence (a simple sequence is one whose levels all have the same set of values of the parameters mentioned above) is identical with the behavior of the eigenvalues of a random matrix. It is desirable, due to our ignorance of the system. that the statistical properties of the eigenvalues be independent of as many of the properties of the distributions of the elements of the matrices as possible. At best the elements of these matrices are random variables whose distributions are restricted only by the general symmetry properties we might impose on the ensemble of operators.
1.2. Outline of contents. There are three basic parts. Section 3 contains the combinatorial arguments which are essential for the proofs of the theorems in the second part, Sections 4, 5, and 6 . These sections all deal with the asymptotic distribution of the empirical distribution function of the eigenvalues of a symmetric random matrix from the points of view of weakening the conditions placed on the distribution of the elements of the matrix and of strengthening the mode of convergence of the empirical distribution functions. The last part, Section 7, discusses results of the same type, that is, asymptotic distributions of the empirical distribution function of the eigenvalues of random matrices, for the Gaussian orthogonal ensemble [10] , a Toeplitz ensemble [5] , and a Wishart ensemble.
2. Notation, definitions and preliminaries 2.1. Random matrices. Let (Q, A, P) denote a probability space, that is, Q2 is a nonempty abstract set, Y is a a-algebra of subsets of Q, and P is a probability measure on Y; and let (R,,, f3,) be A linear random operator defined by the n x n matrix (2.1.1)
where the aij are random variables is called a random matrix. Thus, a random matrix is a linear random operator on Q x R, to R,.
Throughout the paper all random quantities will be assumed to be defined on some fixed probability space (Q, Y, P). A proof of this lemma may be found in K. L. Chung [3] . LEMMA 2.5.3 (Borel-Cantelli). If E' 1 P(Aj) < X, then P(lim supn-,0 An) = 0.
A proof of this may be found in Loeve [9] . Let The following combinatorial lemmas are of central importance in the proofs of the limit theorems to follow. They are slight extensions of results given by E. P. Wigner [17] .
Denote by Ak n, k > 1, n > 1, the class of all finite sequences f: {1, 2, ... , k + 1} -+ {1, 2, ... n}. Any ordered pair of positive integers, (i,j), will be called a step. The step (j, i) will be called the reverse step of (i,j). The condition of the lemma implies at least one step among gf(i), . . . 
PROOF. If f is constant one is through. Assume f is not constant. If f (/) = f(V + 1) for some{, 1 < / < k, a new sequence of steps may be formed from gf(l), gf(2), . * *, gf(k) by omitting all those steps equal to (f(tf),f(V + 1)) (there will be two or more such steps, by condition (i)). The sequence of steps thus formed is associated with a sequence h: {1, 2, * *, i} {1, 2, , n}, 2 . i . k -1, (a lower bound of 2 since f is not constant) which satisfies condition (i) and which is such that dh = df. Lemma 3.1 then gives df = dh .
. This completesthe proof ofLemma 3.2. LEMMA 3.3. Let k be even, say k = 2v. Let fE A2 A, be such that: LEMMA 3.4. Let k be odd, say k = 2v + 1. Let fe A2,+in be such that:
PROOF. Let f e A2V+ 1,n satisfy conditions (i) and (ii) of the lemma. Lemma 3.1 shows df < v + 1. Assume df = v + 1. Then by Lemma 3.2, f(t) # f(t + 1), 1 < ( < 2v + 1. There are #Ff = #Df = df -1 = v different free steps. For each free step there is a repetitive step equal to the free step itself or its reverse. This occupies 2v of the 2v + 1 steps associated with f. By condition (i) the remaining step must equal one of the free steps or its reverse. In other words, #(i, j)f + #(j, i)f = 2 for all (i,j) e {gf(1), g**,f (2v + 1)} except one, say (k, 1'), for which # (k, ')f + #(V, k)f = 3.
All possibilities are now considered. First consider the case #(k, 6)f = 3. (The case # (1, k)f = 3 is the same.) With f is associated a sequence of steps gf(l), . , gf(r), *. *, gf(s), . *. , gf (t), * .. , gf(2v + 1), where gf(r) = gf(s) = gf(t) = (k, t) and s -r > 2, t -s > 2. Let gf*(i) denote the reverse of gf(i).
From the sequence of steps gf(l), gf (2) 
The steps associated with h are gf (1) 
(ii) f (1) #C2k,n = Ej2 (#C~k,j).
Thus, # C2kn is determined for all n by #02k, 1, #C2k,2, *
2kk+ . An unsuccessful attempt to determine these numbers in a closed form was made.
In an attempt to solve the problem, the enumerations found in Table I were made on a computer. It will be pointed out in the next section in what context these numbers may be of interest. It is immediate that EW,, (x) is a distribution function in x. Thus, if it can be established that (4.1.6) f Xk dEW,,(x) Vk as n --oc for all k = 1, 2, * * ,then Lemma 2.5.1 will yield the desired result.
Consider the set T of all ordered (n -1 )n tuples of the numbers + a and -a. (1) In the next section, we shall discuss work of U. Grenander [7] who sketched a proof of convergence in probability of the empirical distribution functions to the semicircle law. We shall also discuss the work of L. Arnold [2] in this connection.
The results of Grenander and Arnold
5.1. Convergence in probability. Grenander [7] sketches a proof leading to the result given in this section. (Grenander [7] 
One has after some manipulation
where B2k+l,n = {f eA2k + 1,n: (i) f (1) = f (k + 1); (ii) f(k + 2) = f(2k + 2);
(iii) f (ij) c {gf (1) 
Since (M)/nk+2 -0 as n xc for j = 1, 2, , k + 1, one has (5. Let An = (ai)i j = 1 be a random matrix such that:
(i) = aji a.s.;
(ii) {aij, i < j} is independent;
(iii) Eaii = 0, 1 < i, j < n;
(iv) Eaj = a2, 1 < i j _ n; Y E(Mk,n -EMk, n)2 < 00,
This is seen as follows. T'he statement EM2v n 22vv!(v + 1)! =2v
as n --cc. This completes the proof of (i). The proof of (ii) follows.
Consider E(Mk, -EMkf)2. ForfeA2k+l l, let E(f) denote
One has (iii) {gf (1) , gf(2), * gf (k)} n {gf(k + 2), * *, gf(2k + 1), g (k + 2), ., gf*(2k + 1)} # 0, where gf*(t) denotes the reverse of gf(t); (iv) E(f) = 0}.
Reasons for conditions (i) and (ii) are obvious. If condition (iii) is not met byf, the term in the summation corresponding to f will be zero, by the independence assumption. Condition (iv) is trivial. It will now be shown that if fe B2k+l then df < k. Using condition (iii), suppose, for the sake of definiteness, that gf(8) = gf(t) for some s, 1 < s < k, and some t, k + 2 < t _ 2k + 1. (The only other case to consider is when gf(s) = g5*(t) for some s, 1 < s < k, and some t, k + 2 < t < 2k + 1, for which the following argument also applies.)
Define a new sequence heA2k+ ,fl as follows: 
It is true that:
Assertion (i) is immediate. To see (ii) one proceeds as follows. If (i, j) equals gh(k + 1) = (f(t),f(t + 1)) or g* (k + 1) = (f(t + 1),f(t)), then #(i,j)h + # (j, i)h _ 2 since gh (1) = gh (k + 1). On the other hand, if (i, j) equals any other step among gh (1), * , gh (k), gh(k + 2), * * * gh(2k + 1), and # (i, j)h + # (j, ')h = 1, then the independence assumption implies
contrary to the assumption that for f e B2k + 1,n this term is nonzero. Hence, h must satisfy condition (ii) above. Lemma 3.4 then applies, giving df = dh < k. Now consider (6.1.32) E(Mk, -Ek,) property of zero expectation of diagonal elements has been eliminated by substitution of condition (iia) for condition (ii). Similar arguments also hold for the proof that E,'= 1 E(Mk,n -EMk,l )2 <°°T hat the off diagonal elements all have second moments equal to a2 is not necessary. An examination of the proof shows that it is sufficient to assume that the ratio of the number of elements of the matrix having the same second moment to the total number of elements of the matrix approach 1 as the dimension becomes arbitrarily large.
It if and only if xii is normal with mean pi and variance 2a2 and xij, i < j. is normal with 0 and variance a2, for some constants pu and a2 > 0.
A proof of this may be found in Olson and Uppuluri [12] .
If one assumes that X is a random matrix such that: (i) X is symmetric; (ii) the set of diagonal and superdiagonal elements of X form an independent set of random variables; and (iii) the distribution of X is invariant under orthogonal similarity transforms, then Theorem 7.1.1 allows one to say that the elements of X are normally distributed as indicated in the theorem. The physicists call this model the Gaussian orthogonal ensemble.
For the particular Gaussian orthogonal ensemble Xii -n(O, 1) and Xjj Then it is claimed by Mehta and Gaudin [11] that U2m(x) is asymptotically equal to v(x), where (7.1.8) o~(x) {!(4m -2)1/2, lxi < (4m) /, 0 O. otherwise.
Indications of why this holds are also outlined in an appendix to Mehta's book [10] . For a different approach to the convergence to the semicircle law for a
Gaussian orthogonal ensemble one may refer to Wigner [17] .
For a normalized Gaussian orthogonal ensemble, Theorem 6.1.1 gives the semicircle law as the almost sure limit of the empirical distribution function of the eigenvalues of the normalized random matrix X/\2n. This, however, does not imply the convergence of the corresponding probability density functions mentioned above.
7.2. A random Toeplitz ensemble. It is of interest to know whether there exist random ensembles whose empirical distribution functions of their eigenvalues converge to limiting distributions other than Wigner's semicircle distribution. Such an ensemble was recently discussed by V. M. Dubner [5] . He considered the random Toeplitz ensemble described below. For this random Toeplitz ensemble, Dubner [5] Stein's result may be stated as follows. Let X = (Xij) be a p x n random matrix such that:
(i) {Xij, 1 < i < p, 1 < j _ n} is an independent set of random variables;
(ii) EXij = 0; (iii) EX2. = 1;
(iv) EJXijk < Ck < cc fork = 1, 2,*. EWp, (x) Fp (x) asp -x oo, n oo in such a way that n/p f/ > 1.
It is interesting to note that when /3 = 1 there is a relation between this result and Wigner's semicircle distribution. If X is a random variable with a semicircle distribution, then Y = 4X2 has the probability density function 7 1 (4 _ y)1/2y-1/2, 0 < y _ 4, (7.3.4) g (y) = 27, (0O elsewhere.
