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Abstract
Scene image or video understanding is a challenging task especially when number of video types increases
drastically with high variations in background and foreground. This paper proposes a new method for
categorizing scene videos into different classes, namely, Animation, Outlet, Sports, e-Learning, Medical,
Weather, Defense, Economics, Animal Planet and Technology, for the performance improvement of text
detection and recognition, which is an effective approach for scene image or video understanding. For
this purpose, at first, we present a new combination of rough and fuzzy concept to study irregular shapes
of edge components in input scene videos, which helps to classify edge components into several groups.
Next, the proposed method explores gradient direction information of each pixel in each edge component
group to extract stroke based features by dividing each group into several intra and inter planes. We
further extract correlation and covariance features to encode semantic features located inside planes or
between planes. Features of intra and inter planes of groups are then concatenated to get a feature matrix.
Finally, the feature matrix is verified with temporal frames and fed to a neural network for categorization.
Experimental results show that the proposed method outperforms the existing state-of-the-art methods, at
the same time, the performances of text detection and recognition methods are also improved significantly
due to categorization.
Keywords: Rough set, Fuzzy set, Video categorization, Scene image classification, Video text detection,
Video text recognition.
1. Introduction
Due to the recent trend of urbanization such as smart city and digital city developments, new devices
are developed for capturing a variety of videos without many constraints [1, 2]. As a result, the explosive
proliferation of multimedia content available on broadcast and internet has led to the increasing need for
its ubiquitous access at any time or any-where. For instance, photo sharing websites (e.g., Flickr) host
billions of images with thousands of uploads every minute, similarly video sharing websites (e.g., YouTube)
host millions of videos with hours of new videos uploaded every minute [3]. Therefore, when we have such
lengthy voluminous video programs, it needs to access interesting parts and skip less interesting parts of
videos to save viewers time and cost of data downloading especially when viewers are in travel [3]. It would
be attractive if viewers can access and view the content based on their own choices. This makes the problem
more challenging and interesting because user interests are often unpredictable. Moreover, one can expect
diversified data collections of large sizes. For example, a large size dataset may contain videos of different
classes like (i) Sports - which contain court scenes of different sports with type text, (ii) Defense - which
contains army vehicle scenes with multi-oriented texts in complex background, (iii) Weather - which contains
reports of different regions with texts of different fonts, (iv) e-Learning - which contains slides, lecture notes
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Figure 1: Text detection results (marked by rectangle) for frames of different scene type videos by the existing method in [6]
(for better visibility of the images see the PDF file.)
or scanned books with large fonts and text appearance variations, (v) Medical - which may contain vehicles
in different background scenes with multi-oriented scene text, (vi) Technology - which contains devices
with different scene backgrounds, (vii) Outlet - which contains shops in different malls or supermarkets
with different types of scene texts, (viii) Animal Planet - which contains animals with caption texts, (ix)
Economics - which contains different charts with different font types, (x) Animation - which contains movies
or stories for kids with lots of fancy and animated texts, etc. Sample video frames of each mentioned class
can be seen in Fig. 1, where one can guess that each video has its own natural scenes and characteristics.
Therefore, labeling particular videos from such diversified and huge databases is challenging [4]. To solve
this problem, many methods have been developed in the field of content based image retrieval (CBIR).
Although these methods work well, they still have inherent limitations to retrieve videos due to the gap
between low level and high level features in generating semantics [2, 5]. To overcome semantic issues, if a
video contains text information, text detection and recognition methods can be used to label it using text
information. However, it is noted from literature that these methods achieve good results for a particular
scene type video but show lower performances for heterogeneous scene type videos. One such example is
shown in Fig. 1, where we can see that text detection results obtained by the method in [6] is robust to text
detection in natural scene images but gives inconsistent results on heterogeneous data due to large variations
in video frames. Fig. 1 also shows that each scene type image has different background complexity, which
affects adversely to study object patterns in images, including text patterns. The same conclusions are true
for recognition results [7, 8].
There are two ways to overcome the above issues: one way is to develop a universal method which
is complex and not advisable for text detection and recognition, and the other way is to identify classes
(different scene type videos) according to the complexity of videos. The latter way can be useful for se-
lecting an appropriate OCR/classifier [8], and then we can modify the existing methods to achieve good
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results. Therefore, inspired by the work proposed in [9] where it is shown that identifying text of different
complexities (scripts) in images helps in achieving better results for recognition, in this work we propose a
new categorization method for identifying different scene type videos to enhance the performance of text
detection and recognition.
2. Related Work
Since the focus of the work is to categorize different scene type images containing text information to
enhance text detection and recognition performance, we review the methods on scene classification, text
detection and recognition in video images here.
When we look at the literature on news video classification [10], we notice that most of the methods
use more than one media, namely, audio, caption text or visual content, for classification. Jasper et al. [4]
proposed a real time visual concept for classification. Ewerth et al. [11] proposed long term incremental web
supervised learning of visual concepts via random savannas. Chen et al. [12] proposed automatic training
image acquisition and effective feature selection from community contributed photos for facial attribute
detection. These methods explore descriptors and classifiers for the classification of images or videos. The
methods require objects in videos or images to achieve better results. Unlike these methods, the proposed
method does not expect objects with specific shapes and explores temporal information for classifying
different scene type videos containing text information.
Recently, some methods explored deep learning and convolutional networks for video classification be-
cause they believe that deep learning framework is capable of solving the complex video classification problem
[13–22]. It is noted from the review of the above methods that most methods focus on particular data types
and deep learning frameworks are designed according to requirements [23, 24]. It is not clear that whether
the classification is useful and whether the methods can work for different scene type videos where one cannot
expect objects with specific shapes. Besides, none of the methods focuses on scene type videos containing
texts for categorization and further uses text information for validating classification through text detection
and recognition.
At the same time, when we look at the literature on text detection and recognition in scene type videos
as mentioned in the Introduction Section 1, most of the methods focus on a particular type of video for
achieving better results. For instance, it is noted from [25–37] that despite these methods address complex
issues such as images with low contrast and complex background with multi-oriented texts, they report
inconsistent results for different scene type videos or images. The same conclusion can be drawn from the
methods developed recently by exploring deep learning and convolutional neural networks, which work well
for the images affected by different causes [38–41] However, setting or predicting a deep learning framework
and its parameters is not so easy when we have different scene type videos with large variations in background
and foreground complexities [23, 24]. In addition, most of the methods expect multiple objects with specific
shapes for feature extraction. This is not necessarily true for the scene type videos considered in this work.
Therefore, in light of above discussions on classification and text detection/recognition, we can conclude
that the considered scene type videos pose open challenges for categorization due to variation in background
complexities and foreground complexities. In addition, it is also noted from text detection and recognition
that none of the methods reports satisfactory results for the considered scene type videos. These factors
motivated us to propose a new method based on rough-fuzzy combination for scene type video categorization
to enhance the performance of text detection and recognition.
The key contributions of the proposed method are as follows. (1) we explore the combination of rough and
fuzzy to classify irregular edge components into particular groups in a new way, (2) we propose a membership
function in a different way to define shapes of edge components that have irregular edge patterns, (3) we
explore gradient directions of pixels across planes, which are given by the directions, to find the relationship
between strokes of edge components, and (4) further, temporal information is used for adding stability to
features.
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Figure 2: Unified frame work of the proposed method.
3. Proposed Method
In this work, we propose a unified system as shown in Fig. 2, where the classification step identifies
video types, the text detection step extracts text lines from video frames, the binarization step extracts
foreground from text lines, and finally OCR recognizes texts. Fig. 2 shows that parameters for respective
steps are derived automatically with the help of training samples. Since the main goal of this work is video
categorization, we focus on the classification method and use text detection and recognition performances
for validating the proposed classification.
For a given scene type video, in this work, we extract key frames and neighboring temporal frames for
classifying scene type videos. For each frame, the proposed method obtains its Canny edge image, which gives
edge components with their structures [34]. The advantage is that it saves a large number of computations
as it helps in extracting features at component level rather at pixel level. In order to classify each input
video frame as a particular class according to the nature of its content, we propose a new combination of
rough set and fuzzy logic to group edge components as Line, Rectangle, Square, Parallelogram, Circle, Loop,
Ellipse and Trapezium based on geometric shapes of edge components to extract local information of the
frame. Since the considered video categorization problem is complex, one can expect uncertainty in defining
shapes of edge components. Therefore, to deal such situations, we introduce rough set to estimate lower
and upper boundary approximations [42], which give boundaries for extracting shapes of edge components.
Due to foreground and background variations, an approximated shape by rough set may overlap with other
shapes of edge components. This leads to confusion or uncertainty. Therefore, motivated by [43] where it is
shown that fuzzy logic for recognizing elementary geometric shapes is useful in improving object recognition,
we introduce fuzzy logic to recognize geometric shapes [43, 44]. This step outputs eight groups according
to the shapes defined by rough set and fuzzy combination for the given video frame. The eight groups are
empirically determined by studying shapes of edge components for different classes.
It is true that gradient directions of edge pixels represent stroke direction distribution, which in turn
provide a vital clue for extracting shapes of edge components [45]. Therefore, we divide each group into
several planes according to the gradient direction of pixels of edge components in each group. For each plane,
we further propose to extract correlation and covariance features using gradient values to encode statistical
and spatial correlation between stroke directions. Features are extracted for all the eight groups by this way.
Furthermore, to add stability to these features, we explore temporal frames. Finally, the feature matrix is
passed to a neural network classifier for frame classification.
3.1. Edge Components Detection
For the sample video frame chosen from sports class as shown in Fig 3a, the proposed method obtains
Canny edge image as shown in Fig. 3b, where we can see edge components preserve the structure of compo-
nents. It is also observed from Fig. 3b that the edge components which represent background and foreground
(text) have different shapes, such as rectangles, loops, ellipses, parallelograms, circles, trapeziums, squares
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(a) Sports frame (b) Canny edge image
Figure 3: Edge component detection for the sample sports input frame.
and lines. Among different shapes, rectangles and lines are more prominent due to the presence of courts.
This observation leads to propose a new method for classifying those components into several groups to find
the relationship among them for video classification.
3.2. Rough-Fuzzy for Components Grouping
As discussed in the earlier part of this section, we explore the combination of rough set and fuzzy logic for
grouping edge components of each frame of each class into different geometric shapes, namely, Rectangle,
Parallelogram, Trapezium, Circle, Ellipse, Loop and Line. The identification of Line is done using the
projection of pixels on the principal component axis, while the identification as Loop is done by checking
whether a component is split into several sub-components after removing a few pixels. Since Square is a
special case of rectangle, we use the same rectangle steps for the identification of Square. The identifications
of Rectangle, Parallelogram, Trapezium, Circle and Ellipse are done as follows: For each edge component C
as shape S, we construct the smallest object of shape S which covers C (we name it the mask of component
C and denote it by MCS). We expect this mask precisely overlaps C for an ideal shape of edge component.
However, this is not always true for real edge components due to irregular shapes and disconnections, where
uncertainties are expected. Therefore, we propose to match the component with the boundary of another
set RCS , such that RCS is an approximation of MCS . Approximation using rough set allows us to ignore
small errors and decide whether the component under consideration belongs to a given class S. However,
even if this component does not belong to S, we may want to decide how similar it is to class S. This is
done by using the proposed fuzzy membership function dicussed below. Fig. 4a shows an ideal component.
In Fig. 4b the boundary of rough set RCS is shown with white color and the interior of RCS is shown with
blue color. Note that the component is marked in green color. Fig. 4c shows the precise overlap of RCS
boundary and component boundary. The advantage of the combination of rough approximation and fuzzy
membership to define irregular shapes of edge components can be seen in Fig. 5, where for the component
in (a) we can see its boundary and interior of RCS in (b). Note that the overlap between RCS and the
component as shown in (c) is partial for this component. From now, we refer to this approximation RCS as
the mask. The boundary of this mask is defined using rough set theory as follows.
Formally, we can define rough set with lower and upper boundaries approximation as follows. Let X be
the reference set (X⊂U is the reference set, i.e., the set we want to approximate, while U is the universe and
refers to all the pixels in the image). Lower approximation of X is the region where all the data definitely
belong to X. Upper approximation is the region such that no point outside this region belongs to X. The
difference between upper and lower approximations is defined as the boundary of the rough set. This is the
region where some points belong to X and some do not. It is illustrated in Fig. 5, where (a) gives the sample
edge component, (b) shows the lower approximation (blue color) and the upper approximation (white color
+ blue color), and (c) is the result of actual overlap between the estimated rough set boundary and the edge
component boundary. Formal definitions of both approximation and boundary region are given by [46] as
follows:
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(a) Edge component (b) Granulation (c) Approximation
Figure 4: Illustrating rough approximation for an ideal edge component, where the component and its mask boundary overlap
completely. (a) represents the edge component, (b) represents its mask boundary estimated as white region, while the interior
of the mask is shown in blue color, and (c) is the overlapping region between the component and its mask boundary in white
color.
R lower approximation of X R∗ (x) =
⋃
x∈U
{R (x) : R (x) ⊆ X}
R upper approximation of X R∗ (x) =
⋃
x∈U
{R (x) : R (x) ∩X 6= ∅} (1)
R boundary of X RNR (x) = R
∗ (x)− R∗ (x)
We define boundary RCS as the set of all the points p such that the neighborhood of p contains some points
belonging to mask MCS and some points belonging to MCS
′
as stated in equation 2.
boundary (RCS) = {p : N (p) ∩ MCS 6= ∅ and N (p) ∩MCS
′ 6= ∅} (2)
where the lower approximation of RCS is RCS∗ = MCS − boundary(RCS) and the upper approximation
is R∗CS = MCS
′−boundary(RCS); Here MCS
′
denotes the complement of the set MCS , while N(p) represents
the neighborhood of point p. The neighborhood is given by the open disc of chosen radius r. Here, the lower
approximation is the set of all the pixels which definitely belong to the estimated shape. This is the interior
of the estimated component as shown in Fig. 5b. The upper approximation is the set of all the pixels which
may belong to the estimated shape. This region is the complement of exterior of the component. Boundary
is the region which is close to both interior and exterior regions of the estimated shape. Rough sets allow
us to identify a component to be of a perfect shape if interior and exterior regions match perfectly. This
is done by using a thicker boundary region rather than actual outline of the component for comparison as
shown in Fig. 5c. To estimate boundary approximation for edge component C, the proposed method checks
weather all the pixels lie in boundary(RCS) and those pixels which are the neighbors of the component. If
a component satisfies both the conditions, it is considered as the component roughly like shape S.
If boundary (RCS) overlaps with component C completely, it is said to be the component that is exactly
like S as shown in Fig. 4. Otherwise, we need to estimate the degree of overlap information to find the
closeness between the boundary and the component as shown in Fig. 5. Let the ratio of component pixels
close to mask boundary and the total number of component pixels be uc, and the ratio of mask boundary
pixels close to component pixels and the total number of mask boundary pixels be um. In order to find the
final value which indicates how close C is to shape S, we apply a Z shaped fuzzy membership function to
1 −min(uc, um) as defined in [47]. Z shape fuzzy membership function is a spline based one as defined in
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equation 3 and illustrated in Fig. 6a.
z(x, s, t) =

1 if x ≤ s
1− 2(x−st−s )2 if s < x ≤ s+t2
2(x−tt−s )
2 if s+t2 < x ≤ t
0 if t < x
(3)
If the membership function gives 1, C is an ideal example of the shape S [47]. Here we irrespective set
the value as 1 for all the values which are less than s, and 0 for all the values which are greater than t.
However, the values always lie between s and t for real edge components. In this work, we determine the
values for s and t experimentally according to the defined geometrical shapes.
(a) Edge component (b) Granulation (c) Approximation
Figure 5: Rough set is defined for the edge component of the sports frame where edge component boundary and mask
boundary does not match completely. (a) is edge component with loss of information, (b) shows mask boundary estimated for
the component as white region and interior of the mask is shown in blue color and (c) Overlapping region between component
and mask boundary in white color.
Apart from s and t required for applying rough set and fuzzy logic, other parameters a, b, r, θ are
required for recognizing shapes of different edge components according to groups as follows:
Rectangle: Let the height and width of the rectangle bounding box be 2a and 2b, respectively, and the
centroid be (x0, y0). Thus Rectangle can be defined as in equation 4:
y ≥ y0 − a, y ≤ y0 + a, x ≥ x0 − b, x≤ x0 + b (4)
Square: If the given component is detected to be rectangle, check whether both the sides of the bounding
box are nearly equal. Parallelogram: A right tilted parallelogram will be defined as in equation 5:
y ≤ tanθ (x− x0 + b) + y0 − a,
y ≥ tanθ (x− x0 − b) + y0 + a, (5)
y ≥ y − a, y≤ y0 + a
Similarly, a left tilted parallelogram is defined as in equation 6:
y ≥ −tanθ (x− x0 + b) + y0 + a,
y≤−tanθ (x− x0 − b) + y0 − a, x ≥ x0 − a, (6)
y ≥ y − a, y≤ y0 + a
Regular trapezium: A regular trapezium can be defined as in equation 7
y ≤ tanθ (x− x0 + b) + y0 − a, y ≤ −tanθ (x− x0 − b) + y0 − a,
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y ≥ y − a, y≤ y0 + a (7)
Circle: The proposed method finds the centroid and the pixel which is the farthest from the centroid.
The distance between the centroid and this pixel gives radius r, and centroid (x0,y0) gives the center of the
edge component. Therefore, the mask given by (x− x0)2 + (y − y0)2 ≤ r2 can be calculated using these
parameters. The points on this mask can be generated as (x0 + rcosθ, y0 + r sinθ ) for varying values of
θ from 0 to 2pi.
Ellipse: Given length 2a and width 2b and the location of centroid (x0, y0) , an ellipse defined by
(x−x0)2
a2 +
(y−y0)2
b2 ≤ 1 gives the required ellipse. The points on this ellipse can be generated as (x0 +
acosθ, y0 + b sinθ ) for varying values of θ from 0 to 2pi.
Loop: Suppose the given component contains n pixels, we choose n/10 equidistant pixels from the
component. For each pixel, we delete those pixels which are at a distance of two pixels or less from the
chosen pixel. After removing these pixels, if the remaining edge component is still a connected component,
then the chosen pixel is a part of a close loop. Otherwise it is a part of an open component. Repeat this
procedure n/10 times, each time on the original image of the component. As long as the resultant edge
component remains a connected component, the proposed method estimates the percentage of pixels which
are a part of a loop. Note that the mask algorithm and Z shaped analysis are not used for loop test.
Line: We plot the principal component axis for an edge component as shown in Fig. 6b, where it can be
seen that the principal axis is given by principal component analysis and its projections. The value of area
obtained is scaled by the square of the length of the principal axis segment corresponding to it. The value
of the area obtained by the above procedure can lie in the interval [0,∞). The values obtained are fed to Z
shape fuzzy membership function.
(a) (b)
Figure 6: Fuzzy membership functions for classification of edge components according to shapes. (a) Z Fuzzy membership
function for classification of edge components according to shapes. X axis denotes the original value calculated and Y axis
shows resulting membership value and (b) Membership function for line and curve shaped edge components.
The values obtained from the mask overlap algorithm and the line function are fed to Z shape fuzzy
membership function. Fig. 6a shows this function with parameter values s = 0.1 and t = 0.5. The values
of parameters s and t used for fuzzy filter are s = 0.075 and t = 0.5 for each of rectangle, parallelogram,
trapezium, circle and ellipse. For line, s = 1e− 3 and = 0.02 are considered.
The above process of recognizing shapes by fixing mask boundary and estimating parameters of edge
components work well for those edge components having zero degree orientations with horizontal. However,
in case of irregular shaped edge components, one cannot expect all the time edge components without any
tilt or orientation. To overcome this problem, we propose to use Principal Component Analysis (PCA)
for estimating angles of edge components with respect to X axis. Edge components are then rotated by
this angle, which results in edge components with zero orientation. In other words, we propose to use
PCA to check the orientation of each input edge component before applying the boundary approximation
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for them. It is true that when an edge component is rotated by an angle, we can expect tiny distortion.
However, the proposed rough set and fuzzy combination takes care of such tiny distortion affected by rotation
conversion. Orientation checking using PCA is good for those shapes like Rectangle, Parallelogram, Ellipse
and Trapezium. Since Square is treated as a special case of rectangle, orientation checking is similar to
rectangle. On the other hand, for Circle, orientation checking is not necessary as this shape does not
affect the above process of recognizing shapes. For Loop and Line, the proposed method uses an iterative
procedure and the projections on the principal axis as presented earlier, respectively. It is noted that these
two procedures are invariant to rotation. Sample illustration of the process of recognizing shapes, which
involves rotating edge components to zero orientation, estimating mask boundary and finding overlapping
region between component boundary and mask boundary for rotated/tilted edge components are shown in
Fig. 7.
(a) Oriented rectangle (b) Converted to zero orientation (c) Mask boundary (d) Approximation
(e) Oriented parallelogram (f) Converted to zero orientation (g) Mask boundary (h) Approximation
Figure 7: Fixing mask boundary and recognizing shapes for rotated or tilt edge components. Note: for the purpose of
visualization, we perform morphological operation for the edge components. In case of mask boundary results, blue color
denotes interior of mask boundary. In case of approximation, green color denote edge component boundary, while the white
region represents the overlapping between edge boundary and mask boundary.
Sample edge components for grouping according to the shapes defined above are shown in Fig. 8, where
we can see that the edge components are classified according to the definitions of geometrical shapes. As
mentioned in Section 3.1, we prefer to use Canny edge detector because it has the ability to preserve
structures of edge components and to generate fine edges for both low contrast and high contrast frames,
which we considered in this work as shown in Fig. 8. From Fig. 8, we can see edge components for all the
groups in spite of low contrast input video frames. To know the effect of Canny edge detector, we compare
it with the Sobel edge detector for the same input frame to classify edge components into respective groups
as shown in Fig. 9, where we can notice that a few pixels are missing in the groups compared to the groups
of Canny edge detector. This shows that Sobel edge detector loses some times edges for low contrast video
frames, which leads to poor performances. Experimental results are provided in Section 4 to support the
statement.
3.3. Intra Plane Feature Extraction
For each group given by the above presented method in the previous section for video frames of every
class, we explore gradient direction and values for extracting distinct features to classify frames. Moti-
vated by the work proposed in [45] for recognizing handwriting characters, where it is shown that stroke
distribution provides the vital clue for recognizing different handwriting styles of characters, we explore the
gradient directions by distributing pixels into a number of planes according to gradient direction to find
local distribution of pixels. It is illustrated in Fig. 10, where (a) shows the sample image of Line group, its
gradient image, and gradient directions, and (b) shows pixel distribution into a number of planes according
to gradient angle, which generally varies from -180 to + 180. This process results in angular planes for
each group. For each angular plane, we apply k-means clustering on the gradient values of pixels to obtain
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Sports frame Canny edge image
Line Rectangle Parallelogram Trapezium
Circle Ellipse Square Loop
Figure 8: Sample components grouping based on shape analysis for the Canny edge image of the sports frame using rough-fuzzy.
different clusters as shown in Fig. 11, where we can see clusters with different colors for P1 plane in Fig. 10b.
This helps in finding the relationship between the pixels in each plane. Here the relationship is defined as
how the pixels are close to each other in terms of contrast. Then the proposed method computes the mean,
median and standard deviations for each cluster, which gives 3 features for each plane. The relationship
among the pixels in each plane, which we call intra plane, is encoded by covariance and correlation as defined
in equation 8 and equation 9. Inspired by the work in [45], we propose the same features for feature vectors
of the planes. This process of feature extraction results in a 3600 dimensional feature matrix for each input
frame.
cov (X,Y ) =
∑n
i=1
(
Xi −X
) (
Yi − Y
)
n
(8)
where X and Y are real valued random variables.
R (X,Y ) =
cov (X,Y )√
cov (X,X) ∗ cov (Y, Y ) (9)
The feature extraction process is formulated as follows. Let the feature matrix (M) be of size of p× 15,
where p is the number of the total angular planes in the frame, while 15 is the dimension of feature vectors
(k = 5 clusters and their 3 features). To apply covariance according to equation 8, we calculate the mean
and deviation for each feature vector. This yields a matrix of size p× 15 using equation 9
mvp×15 = M − II ′M (1/p) (10)
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Sports frame Sobel edge image
Line Rectangle Parallelogram Trapezium
Circle Ellipse Square Loop
Figure 9: Sample components grouping based on shape analysis for Sobel edge of the input sports frame with rough-fuzzy.
where I is a p×1 column vector of ones, and I ′ is the transposed matrix of it. We then transpose mvp×15
and multiply it with the original matrix M using the following equation 11
MV 15×15 = mv
′
p×15 ×mvp×15 (11)
It generates a feature matrix of size 15× 15. And finally, covariance matrix is obtained by dividing with the
number of planes p as defined in equation 12
cov M15×15 = MV 15×15/p (12)
In the same way, the correlation feature matrix of size 15 × 15 is reckoned using matrix multiplication
and division according to equation 9. As a result, for the angular plane P1 in Fig. 10b, the proposed
method gives 5 clusters as shown in Fig. 11. Therefore, the proposed method obtains 225 features using
covariance and 225 features using correlation for each group. For 8 groups given by Section 3.2 of the frame
in Fig. 3a, the proposed method obtains 3,600 features, which we call intra plane features as it uses each
plane separately. Here the value of k is 5 for intra plane features.
In order to find the value for k automatically, we propose the following procedure. We choose 100 samples
from each of the 10 classes randomly, which gives 1,000 frames for determining the value of k automatically.
For each frame, the proposed method obtains a number of planes as discussed above for the Canny edge
image of the frame. For each plane, we apply k-means clustering with k=n, which gives different numbers
of clusters (the value of k) for each plane as shown in Fig. 12a for frame 1 (F1) and frame 2 (F2), where
we can see different k values for different planes. To find the common cluster number which represents the
planes of the frame, we perform histogram operation for k values of planes as shown in Fig. 12b, which we
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(a) Line group, Gradient and Direction image.
(b) Planes division: P1-Angle: 180, P2-Angle: -162, P7-Angle:- 135, P16-Angle:-19, according to gradient directions
(from left to right).
Figure 10: Example of plane generation according to gradient direction to extract structural features (Best viewed in PDF).
call a local histogram. The propsoed method chooses the value which gives the highest peak as k value at
plane level that should be represnted at frame level. In order to find k value at frame level, which reprsents
the whole database, we perform the same histogram operation on k values chosen for each sample frame to
choose the value that contributes to the highest peak as shown in Fig. 12c as k value for intra plane features,
where we can see k=5 gives the highest peak.
Figure 11: Different clusters for plane P1 in Fig. 10b.
3.4. Inter Plane Feature Extraction
We extract intra plane features in the previous section to find the relationship between plane pixels. This
leads to extract features across planes to strengthen feature extraction to solve the complex scene type video
categorization problem. The number of clusters for planes is determined with the predefined samples. For
each plane, we apply k-means clustering to obtain clusters as shown in Fig. 13, where we can see 8 clusters
for plane P1. For the second plane also, the proposed method obtains clusters. To find the relationship
between inter planes, we extract gradient values across the planes corresponding to the edge components
in the clusters. For those gradient values, we plot a histograms to find the value which contributes for the
highest peak as the feature of the particular cluster. This gives a feature vector for one cluster. In the
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(a) Clusters values with k-n for the planes of sample frames, F1, F2 and so on.
(b) Local histogram for choosing k values at plane level in unsupervised clustering.
(c) Global histogram for choosing k values at frame level.
Figure 12: Determination of the value for k automatically for intra plane features.
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same way, the proposed method obtains feature vectors for other clusters, which forms a feature matrix.
The covariance and correlation are estimated for the feature matrix as mentioned in the previous section,
which gives 64 features (8 × 8) for each group given by the method presented in Section 3.3. In total, since
k is 8, the number of features would be 64× 8 = 1024 for the each frame. As discussed in the previous
section, to determine the value for k automatically, we also propose the following procedure using the same
1, 000 samples. The proposed method obtains Canny edge image (C) for the samples as shown in Fig. 14a,
then it applies k-means clustering with k=m for each edge image as shown in Fig. 14a, where we can see
different k values for different frames. To choose the value for k, we perform histogram on k values as
shown in Fig. 14b, where it is noticed 8 is contributing to the highest peak and hence it is considered as
the actual value of k. For the input frame, we extract 3600+1024 = 4624 features for classification. In
summary, algorithmic representation for inter plane feature extraction and determining the value of k are
presented below. The steps in training phase describes how to determine the number of clusters k, which
is the parameter of k-means clustering using predefined samples. For each sample, the proposed method
obtains Canny edge images. Then k-means clustering is applied on all the Canny edge images, which
outputs a number of clusters (the value of k) for each sample. To choose k value which represents the whole
database, we perform histogram on k values obtained for each sample. The value which contributes to the
highest peak is considered as the actual k value of k-means clustering at frame level. Similarly, the steps in
testing phase describe how to extract features for testing samples. For each testing sample, the proposed
method obtains 8 groups using rough-fuzzy combination method presented in Section 3.2. Each group is
divided into angular planes based on gradient direction of components in the group. For each angular plane,
the proposed method employs k-means clustering with k (determined earlier) value on each plane, which
results in k clusters. The proposed method extracts gradient values across the planes corresponding to
edge components in the clusters. For those gradient values, we plot a histogram to find the value which
contributes the highest peak as the feature vector of the particular cluster. The covariance and correlation
features extracted for the feature vectors and this results in a feature matrix for classification.
1 2 3 4
5 6 7 8
Figure 13: Inter-plane feature extraction from 8 clusters for the P1 plane using k-means clustering.
Algorithm 1 Training for video classification
INPUT: Gray color image of input image
A. For each gray image in training database:
a. Apply canny edge operator on gray image.
b. Apply unsupervised clustering on canny image to find clustering number.
B. Find the clustering number kinter having more frequency using maxc
∑c
i=1 hi from all the images, where i represents the unique
cluster obtained from Step A, while hi denotes the total contributed clusters in the ith cluster.
OUTPUT: Cluster number (k inter)
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Algorithm 2 Testing for video classification
INPUT: Testing images in gray color and kInter obtained by Algorithm 1
A. Apply Rough Fuzzy component grouping method on gray image to obtain 8 groups using the steps presented in Section 3.2 and
shown in Fig. 8.
B. For each component group image shown in Fig. 8:
a. For every pixel, calculate θ using tan−1 yx to find angular planes, where all the pixels having the same angle belong to
one angular plane.
b. For each unique angular plane µ, apply k-means clustering, where the number of clusters has been set to kinter obtained
from the training Algorithm (1).
c. For each clustering group l, across all the angular planes, and estimate the maximum frequency (v) of gradient component
using maxµ,l(tan
−1 y
x ) described in Section 3.3 (see Fig. 10).
d. Compute covariance matrix (COV) using 1kinter
∑kinter
l=1 v(v)
T .
e. Compute correlation matrix (COR) using
covi√
1
kinter
∑kinter
l=1
v(v)T
.
OUTPUT: Covariance (COV) and correlation(COR) matrix.
(a) Cluster values of the k-means clustering with k=m for
the 1000 sample frames.
(b) Histogram for choosing k value automatically.
Figure 14: Determination of k value for inter plane feature extraction.
3.5. Feature Extraction from Temporal Frames
Since the input video provides temporal frames, we exploit temporal information to increase the discrim-
inative power of the feature extraction in this work. For the extracted features as discussed in the previous
section, we extract the same the features for the left and right sides of the key frame if available. Otherwise,
the proposed method considers three consecutive frames for feature extraction. It computes the average of
the three feature matrices given by three frames, which gives the final feature matrix for classification. It is
noted from literature that Neural Network (NN) is a nonlinear model and has the ability to identify complex
nonlinear relationships between dependent and independent variables. As a result, it is a non-parametric
model compared to parametric models that require higher statistical calculation. Although there are two
other types of neural networks, namely, Radial Basis Function (RBF) networks and Learning Vector Quan-
tization (LVQ) networks, feedforward perceptron trained with back propagation is used in solving problems
for its higher degree of generalization from training data. It is noted that the feed forward neural network
classifier used in [26] explores the above characteristics of NN for classifying text and non-text pixels in
videos, we thus propose the neural network classifier in the same way for classification in this work [26].
Since the problem is 10 class classification, we consider 10 output nodes, one for each of the ten classes.
Two intermediate layers are used in this classification. Every node on one layer is connected with the nodes
on the previous layer. The output of a node is defined as a function of the weighted sum of the connected
nodes in the previous layer. Here, neural network considers random values as the initial weights, and
then updates the weights automatically during learning stage according to problems. For choosing training
samples, we use a 10-fold cross validation procedure, which automatically provides the number of training
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and testing samples for classification. In this work, we consider 30,000 frames for classification, including
the temporal frames. Out of which 27,000 frames are used for training.
4. Experimental Results
We use YouTube and other internet sources for collecting the dataset for 10 classes, namely, Defense (D),
Economics (Ec), Sports (S), Medical (M), Weather (W), Animation (A), e-learning (e-L), Technology (T),
Outlet (O) and Animal Planet (AP), to evaluate the proposed classification method as there is no standard
datasets available for the categorization of different scene type video in literature. We chose the above 10
classes as they play an important role in smart city and digital city development [1]. Each class consists
of 3,000 frames, which includes three temporal frames for each keyframe. For the 10 classes, we get 30,000
frames for experimentation in this work. We believe the considered huge data are close to generalized data
for the above mentioned 10 classes. As discussed in Introduction Section 1, each dataset poses different
challenges, like low resolution, contrast, font, font size and background variations, multi-oriented texts, etc,
due to different nature and characteristics. For example, the resolution range varies from 480× 360 to 1920×
1080.
The proposed method involves three types of experiments to evaluate the performance of the proposed
method: classification experiments, text detection experiments for validating the effectiveness of the clas-
sification step, and recognition experiment through binarization to show the usefulness of the proposed
classification step. For evaluating the proposed classification step, we calculate standard classification rate
through confusion matrices. For evaluating text detection results of different text detection methods, we
follow the instructions given in [25–34], which use standard measures, namely, Recall (R), Precision (P)
and F-measure (F). For recognition experiments, we calculate Recognition Rate (RR) at character level for
different binarization methods. We also conduct experiments, namely, prior to classification and after classi-
fication for both text detection and recognition to show that the text detection and recognition method gives
poor results for prior to classification and significant improvement after classification. Prior to classification
considers frames of all the 10 classes as the input for experiments, while after classification considers individ-
ual classes as the input for experimentation. In general, after classification, text detection and recognition
performance improves significantly because by considering the advantage of classification, the parameters
are tuned in respective methods with the samples chosen randomly as discussed in Section 3.2.
To show the superiority of the proposed classification method, we implement the state of the art video
classification methods as per the instructions given in these papers and use the same experimental set up as
the proposed method for comparative studies, namely, Bosch et al.s method [14]which explores probabilistic
latent semantic analysis and SIFT features for scene image classification, Dunlops method [15] which pro-
poses scene classification of images and videos through semantic segmentation, and Qin et al.s method [20]
which proposes statistical, structural and spatial features in color space with an SVM classifier for video text
frame classification. The reason to choose the above three methods for comparative studies is that Bosch
et al.s method focuses on scene image classification, Dunlops method focuses on video classification, which
utilizes temporal frames like the proposed method, and Qin et al.s method focuses on video text frames as
the proposed method.
To show the advantage of classification, we implement/use three types of text detection methods: the
methods that use temporal frames for video text detection, namely, Khare et al. [28], Moselh et al.[33], Zhao
et al. [32]and Li et al. [26], the methods that do not use temporal information, namely, Shivakumara et al.
[27, 31], and the methods that are developed for text detection in natural scene images, namely, Yin et al.
[6], Rong et al. [25] and Epshtein et al. [30]. We consider the methods which are developed for text detection
in natural scene images for experimentation because the video contains scene texts in complex background,
which share the same characteristics of text in natural scene images. In the similar way, we also consider
three types of binarization methods for recognition experiments in this work: the method developed for text
binarization in videos, namely, Roy et al. [35], the methods developed for binarizing text in natural scene
images, namely, Milyaev et al. [37], and the methods developed for binarizing text in degraded document
images, namely, Su et al. [36] and Howe [7]. The main reason to choose the three types of text detection
and binarization methods is that as stated in the Introduction Section 1, the considered scene type video
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classification is a complex problem which suffers from different challenges, such as contrast and background
variations. As a result, the challenges influence directly on text in frames.
As discussed in Section 3 about the unified framework for text recognition as shown in Fig. 2, we present
criteria for determining parameter values automatically here. For each class, the proposed method runs
text detection and binarization methods by varying parameter values to calculate text detection rate and
recognition rate, respectively. At some point, text detection or recognition rate reaches the highest score and
starts decreasing as the parameter value changes. The value which reaches the highest score is considered
as the actual parameter value for both text detection and recognition. For example, sample experiments to
derive the parameter for window size defined in text detection method [28] is shown in Fig. 15a, where one
can see lines graphs change as parameter values change according to classes. The peak points are marked by
star for all the lines of classes. Similarly, sample experiments to derive threshold value used for binarization
in [35] are shown in Fig. 15b, where lines graphs are changing as threshold values change according to classes.
(a) Parameter values for the window size defined in the
text detection method [28].
(b) Parameter values for the threshold used for binariza-
tion in [35].
Figure 15: Sample experiments for deriving the parameter values of the text detection and binarization methods automatically
using training samples for all 10 classes.
4.1. Evaluation of Classification Method
It is noted that the proposed method involves the following key steps for the classification of scene
type videos, namely, covariance and correlation feature extraction for classified edge components by the
combination of rough set and fuzzy, the use of intra and inter planes, and the use of Sobel edge images and
Canny edge images. In order to analyze the contributions of the above key steps, we conduct experiments
as follows, (1) covariance + intra + inter + classification, (2) correlation + intra + inter + classification,
(3) covariance + correlation + intra + classification, (4) covariance + correlation + inter + classification,
(5) covariance + correlation + intra + inter + classification using Sobel edges of the input frames, and
(6) covariance + correlation + intra + inter + classification using Canny edge image of the input frame,
which are required to analyze the contributions of covariance, correlation, intra plane features, inter plane
features, Sobel edge detector and Canny edge detector, respectively. For each experiment, confusion matrices
are respectively estimated as reported in Table 1-6 for the above 6 experiments. The average classification
rate, which is the mean of diagonal elements of the confusion matrices for the respective 6 experiments
are 55.6%, 58.9%, 54.0%, 63.0%, 56.3% and 76.0%. This shows that all the 6 key steps contribute almost
equally except the features using inter planes and the proposed method with Canny edge detector. This
indicates the features extracted for the edge components corresponding to clusters across planes have more
discriminative power than intra planes. However, the proposed method with Canny edge detector and
temporal information achieves the best average classification rate (76.0%) compared to the proposed method
with Sobel edge detector and temporal information (56.3%). It is true that Sobel edge detector is good for
high contrast images as it involves the first order derivative with one optimal threshold, while Canny edge
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Table 1: Confusion matrix of covariance+intra+inter+classification (Average of diagonal element is 55.6%).
Class D Ec S M W A E-l T En AP
D 48.1 9 3 11.3 4.1 2.2 3.2 4.1 4.7 10.3
Ec 4.6 56.7 4.2 3.5 7.3 2.6 6.1 6.3 3.6 5.1
S 10.4 1.1 50.6 4.1 7.2 4.9 1.8 13.3 3.9 2.7
M 2.1 3.7 4.2 52.2 1.1 15.2 0.7 2.3 5.6 12.9
W 4.1 2.9 1.4 3.8 55.8 18.8 7.7 2.9 0 2.6
A 11.9 3.7 8.9 4.8 1.2 50.1 5.1 0 0 14.3
E-l 2.1 0 3.7 6.2 12.8 3.5 57.8 5.2 5.1 3.6
T 1.4 19.2 2.6 4.8 3.9 2.8 0.8 54.9 6.1 3.5
En 16.2 3.8 2.4 1.3 0 2.1 4.1 4.8 65.3 0
AP 3.6 5.8 2.8 4.9 5.3 4.3 2.7 2.4 4.1 64.1
Table 2: Confusion matrix of correlation+intra+inter+classification (Average of diagonal element is 58.92%).
Class D Ec S M W A e-L T O AP
D 40.3 1.2 11.4 2.8 1.9 4.1 4.8 13.3 3.9 16.3
Ec 9.1 63.8 0.9 1.2 2.3 6.7 8.1 1.2 4.6 2.1
S 4.2 2.8 66.2 1.1 3.1 1.4 10.8 5.9 2.1 2.4
M 7.3 1.6 3.3 69.2 3.7 4.1 5.2 2.3 2 1.3
W 8.4 3.9 7.1 1.8 61.4 4 1.3 4.7 7.4 1
A 5.8 1.8 3.4 11.3 1.2 56.7 4.9 0.4 1.9 12.6
e-L 5.2 2.1 19.1 0.2 1.1 1.4 54.7 12.4 2.8 1
T 0 12.3 1.5 10.4 2.8 15.3 2.1 50.6 3.3 1.7
O 2.5 4.1 7.1 3.1 1.9 3.9 6.1 5.5 64.5 1.3
AP 11.7 1.2 0.6 1.3 0 2.7 3.1 5.7 11.9 61.8
detector is good for both low and high contrast images as it involves double optimal thresholds. At the
same time, the considered dataset contains images of different contrasts variations. Therefore, the proposed
method with Canny edge detector and temporal information scores better results compared to the proposed
method with Sobel edge detector and temporal information. There is a significant difference when we
compare the average classification rates of covariance, correlation, intra and inter with the proposed method
(76.0%). This is due to the integration of strengths of covariance-correlation among pixels in intra and inter
angular planes given by rough-fuzzy combination, which extracts unique stroke distributions locally and
globally from irregular edge patterns in edge components of frames, and temporal information which adds
stability to features by considering information in neighboring frames. Therefore, we can conclude that the
proposed method aggregates the advantages of a new way of combination of rough-fuzzy for grouping edge
components, covariance-correlation of intra, inter planes, Canny edge detector, and temporal information of
video to achieve better results for the complex classification problem.
Samples of successful classification results of the proposed method are shown in Fig. 16, where one can
see that the proposed method classifies different scene type video frames correctly. It is noted from literature
review on classification that deep learning using convolutional network is popular because it has the ability
to solve complex problems with better performance. It is also noted from the literature review [23, 24], that
a deep learning framework has the following limitations which affect to develop a generalized classification
system for diversified video. They require a large number of training samples, large computational resources
(GPU), high time complexity for learning models, optimization algorithms to adjust network parameters,
the implementation of deep learning algorithms on mobile devices is not simple, the analysis of the stability
of deep neural networks is hard, deep neural network for non-linear networked control systems is still an
issue, etc.
To validate the above analysis, we conduct experiments and compared with the proposed method on
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Table 3: Confusion matrix of covariance+correlation+intra+classification (Average of diagonal element is 54.09%).
Class D Ec S M W A E-I T En AP
D 49.8 3.4 1.3 2 2.5 3.2 13.4 8.3 5.9 10.2
Ec 3.5 42.1 3.8 2.9 14.8 10.3 3.9 12.1 2.8 3.8
S 7.1 2.8 56.7 4.5 3.9 4.6 3.9 9.8 3.1 3.6
M 3.6 3.1 8.2 57.1 3.4 2.8 9.8 4.8 2.3 4.9
W 2.8 1.3 3.8 12.9 59.1 8.5 2.4 1.7 1.7 5.8
A 6.2 1.8 2.8 2.4 4.5 51.2 6.9 1.4 10.2 12.6
E-l 14.9 4.8 2.5 0 1.3 1.7 57.8 2.8 2.8 11.4
T 10.8 6.8 0 1.2 3.2 2.7 2.9 49.8 19.7 2.9
En 0.5 12.5 1.8 4.6 1.2 11.9 3.1 1.4 56.2 6.8
AP 10.9 1.8 2.1 2.5 0.7 3.1 3 3.5 11.3 61.1
Table 4: Confusion matrix of covariance+correlation+inter+classification (Average of diagonal element is 63.08%).
Class D Ec S M W A e-L T O AP
D 60.1 10.3 1.4 2.1 12.6 2.6 1.8 2.1 2.9 4.1
Ec 4.7 66.7 4.7 2.9 1.2 3.3 12 0.2 2.1 2.2
S 0 2.9 69.6 1.3 8.4 1.1 6.2 0.2 7.1 3.2
M 3.7 2.8 3.9 65.5 2.1 2.8 1.9 0.4 10.8 6.1
W 3.1 4.9 4.3 1.6 59.8 0.7 0.4 12.8 5.2 7.2
A 10.1 1.9 3.5 1.7 0.6 62.2 2.8 3.9 10.8 2.5
e-L 3.7 2.8 2.7 0.8 1.8 14.3 56.3 7.2 0.4 10
T 10 4.4 1.8 1.3 2.1 1.7 3.1 64.6 8.9 2.1
O 7.7 3.9 1.7 2.9 9.1 1.1 0.5 3.1 67.4 2.6
AP 13.1 2.6 3.1 13.3 0.5 2.1 3.1 2.4 1.2 58.6
Table 5: Confusion matrix of the proposed method using Sobel edge components with temporal frames (Average of diagonal
element is 56.3%).
Class D Ec S M W A e-L T O AP
D 61.2 2.3 1.2 3.8 11.2 6.3 5.1 4.6 3.1 1.0
Ec 5.3 58.7 1.3 2.3 1.9 4.8 2.9 1.0 7.3 14.2
S 8.0 1.0 52.9 16.0 5.0 2.1 3.3 4.8 2.5 4.0
M 2.5 3.0 5.0 67.0 2.4 3.9 0.3 1.9 11.8 2.9
W 6.3 2.0 8.2 3.0 49.1 2.7 4.0 12.7 6.0 5.5
A 2.1 10.0 15.7 1.2 12.9 44.2 5.3 3.7 2.0 2.5
e-L 5.2 2.4 6.0 4.3 3.0 7.5 55.0 12.0 2.3 1.9
T 11.0 1.2 2.0 7.6 13.0 2.6 5.2 50.0 1.8 5.2
O 4.1 3.2 2.4 6.8 8.0 4.2 1.0 6.0 63.3 0.7
AP 2.1 1.3 5.2 13.0 2.4 3.2 1.9 1.0 7.5 62.0
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Table 6: Confusion matrix of the proposed method using Canny edge components with temporal frames (Average of diagonal
element is 76.0%).
Class D Ec S M W A e-L T O AP
D 83.9 1.03 2.7 1.7 2.23 2.3 1.07 1.6 2.4 1.04
Ec 1.3 75.5 2.04 1.04 1.7 2.67 4.22 1.53 5.8 4.2
S 2.21 6.47 72.7 2.8 4.7 1.05 3.9 2.4 1.05 2.69
M 5.8 1.36 2.8 71.5 4.06 6.53 1.23 2.12 3.07 1.49
W 1.8 2.3 1.32 1.17 80.6 3.5 1.47 2.53 3.71 1.56
A 1.4 3.26 2.51 2.4 1.1 77.7 2.78 4.9 2.41 1.54
e-L 1.4 3.26 2.51 2.4 1.1 1.78 78.7 4.9 2.41 1.54
T 1.83 3.28 6.9 1.07 1.82 1.32 2 75.8 1.78 4.2
O 12.9 1.82 2.96 1.06 1.93 2.45 1.48 3.73 69.5 2.17
AP 1.37 2.78 1.05 2.67 6.58 4.72 2.47 6.48 2.38 69.5
classification using GOOGLE API [16], which is available publicly and uses deep learning, cloud, and a large
number of features for retrieving scene images that contain multiple objects in each image. The purpose
of doing experiments with this system is to show that the performance of the systems which involve deep
learning that depends heavily on a number of labeled samples and setting optimal parameters to achieve good
results. Besides, this set up may not be feasible for the data which consists of a small number of samples,
or when background complexity varies greatly for samples of the same class. We generate confidence scores
for training samples of our data using GOOGLE API. This process gives different labels for each class with
confidence scores. For instance, Animal Planet (AP) class can have agriculture, black bird, branch, nature
labels, etc, while Animation can have amusement park, amusement ride, atmosphere, etc. Labels are given
by GOOGLE API system. In this way, we create feature vectors for all the 10 classes based on training
samples. We set 85% as a cut off threshold to confidence score to generate the final confusion matrix for all
the 10 classes. This 85% cut of is fixed based on the experiments on training samples. It is observed from
experiments that if we increase the cut off value, the method includes irrelevant labels and if we decrease,
it loses relevant labels.
The quantitative results of the proposed method and GOOGLE API are reported in Table 6 and Table 7.
According to our analysis, it is noted that the GOOGLE API system works when it recognizes multiple
objects correctly in images. If the image contains an object which is not trained by the system, GOOGLE
API fails to classify the image correctly, while the proposed method is not trained on specific shapes of
objects, rather it studies the pattern of edge components using Fuzzy and rough set combination, thus it
gives better results for our dataset. However, if we train GOOGLE API with our dataset, it may score better
results than the proposed method. But this is the limitation of the GOOGLE API system as its performance
depends on the number of labeled samples. On the other hand, the proposed method does not require such
large number of samples for achieving good results. In addition, according to website [16] and experiments,
it is noticed that GOOGLE API works based on shapes of multiple objects in scene images. However, in
case of our dataset, one cannot expect particular shapes of objects because scene type images of our dataset
may contain objects or may not. For example, Whether and Economic scene classes do not contain any
object with particular shapes. Therefore, GOOGLE API scores poor results compared to the proposed
method. The quantitative results of Bosch et al.s method [14], Dunlops method [15] and Qin et al.s method
[20] are reported in Table 8-Table 10, respectively. It is observed from Table 8-Table 10 that the proposed
method is better than the existing methods. The reason for the poor results of the existing methods is that
they require multiple objects to train classifiers. On the other hand, the proposed method extracts unique
shapes from irregular edge patterns by exploring rough-fuzzy and distinct relationship among pixels locally
and globally based on covariance-correlation of intra, inter planes and temporal information. Therefore, the
proposed method is the best compared to the existing classification methods.
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Figure 16: Samples of successful classification results of the proposed method.
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Table 7: Confusion matrix of GOOGLE API system [16].
Class D Ec S M W A e-L T O AP
D 72.8 3.1 2.4 3.1 2.9 3.2 2.9 2.4 4.7 2.4
Ec 3.0 73.1 2.4 2.5 2,5 2.7 6.9 2.1 2.1 2.6
S 2.5 2.4 78.6 2.3 2.4 2.2 2.5 2.1 2.9 2.1
M 2.7 2.0 2.7 77.4 2.9 2.6 2.6 2.6 2.1 2.5
W 2.5 2.5 2.2 4.2 72.8 3.6 3.2 2.4 3.8 2.7
A 2.5 2.8 2.1 2.5 3.3 68.7 3.9 3.5 5.7 5.0
e-L 2.5 3.7 2.0 2.5 2.1 2.6 75.6 3.2 3.0 2.7
T 3.1 2.2 2.1 2.9 2.9 4.4 3.4 72.4 4.3 2.3
O 5.5 3.9 4.5 3.7 6.6 5.8 8.2 9.5 48.9 3.4
AP 2.6 2.7 2.5 2.3 2.1 3.2 2.3 2.7 2.8 76.8
Table 8: Confusion matrix of the Bosch et al. [14] classification.
Class D Ec S M W A e-L T O AP
D 60.4 3.7 1.2 12.0 2.9 6.0 1.2 4.0 1.3 7.3
Ec 0.5 90.5 0.0 0.5 0.3 2.4 5.2 0.6 0.0 0.0
S 0.5 1.0 94.4 2.2 0.9 0.5 0.0 0.2 0.2 0.0
M 1.1 1.8 0.2 90.3 1.7 0.8 0.3 0.4 0.4 3.0
W 0.3 0.6 1.4 5.0 81.8 2.1 1.0 0.3 0.4 7.1
A 5.5 5.1 2.3 8.3 2.8 49.2 3.1 5.4 7.8 10.4
e-L 3.1 13.7 1.7 2.5 0.2 4.0 71.8 1.0 1.0 1.0
T 24.4 10.4 4.6 4.9 3.4 7.4 2.5 32.8 7.2 2.5
O 5.6 1.6 5.6 12.6 5.3 13.9 0.7 13.3 32.8 8.6
AP 18.9 0.6 0.7 1.0 10.6 2.1 0.4 0.3 1.0 64.5
4.2. Validating Classification Through Text Detection Methods
As mentioned in Section 4, to show the advantage of the proposed classification, we propose to calculate
text detection and recognition rates of different text detection and binarization methods prior to classification
(which considers all the frames for calculating text detection rates and texts of all the frames for calculating
recognition rates) and after classification (frames of individual class classified by the proposed and the
existing classification methods as input for calculating text detection and recognition rates). To know the
effect of the proposed and the existing classification methods in terms of text detection and recognition
performance after classification, we calculate the averages for Recall (R), Precision (P), F-Measure (F) and
Table 9: Confusion matrix of the Dunlop [15] classification.
Class D Ec S M W A e-L T O AP
D 71.4 5.1 1.0 7.5 4.7 2.1 1.3 1.7 0.8 4.5
Ec 2.1 87.9 0.8 1.2 1.0 2.6 2.0 0.9 0.5 0.9
S 1.0 1.1 90.1 3.1 0.7 0.7 1.2 0.6 1.0 0.6
M 1.4 1.6 1.3 86.3 3.3 1.1 1.4 1.5 0.9 1.0
W 1.2 1.4 1.0 3.9 84.2 0.9 2.6 1.4 0.6 2.9
A 6.5 8.1 7.4 9.1 5.8 46.6 4.1 3.6 3.8 5.1
e-L 3.5 10.5 1.8 1.4 0.5 2.6 77.1 0.9 0.7 0.9
T 15.3 1.7 7.7 5.4 7.1 1.3 4.4 54.0 1.9 1.3
O 9.5 2.2 11.4 14.3 6.3 2.2 1.6 10.1 39.0 3.6
AP 6.8 1.1 2.3 2.8 13.7 0.5 2.9 0.9 0.6 68.6
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Table 10: Confusion matrix of the Qin et al.[20] classification.
Class D Ec S M W A e-L T O AP
D 53.1 15.3 1.8 7.4 8.8 1.1 2.7 0.5 0.3 9.0
Ec 0.0 97.9 0.2 0.0 0.1 1.3 0.0 0.0 0.0 0.5
S 1.5 0.3 85.6 0.5 4.3 2.3 1.9 2.7 0.4 0.4
M 2.3 1.7 1.3 80.1 3.3 2.7 4.2 0.1 0.1 4.2
W 0.9 0.8 0.8 2.1 93.6 0.0 0.0 0.1 1.1 0.6
A 0.6 13.8 2.8 0.5 2.2 74.7 2.2 0.6 0.5 1.9
e-L 2.8 0.5 3.0 2.9 2.9 1.5 80.5 1.8 0.7 3.4
T 6.8 10.1 13.1 14.9 4.4 2.2 2.8 37.5 2.6 5.6
O 5.6 6.7 13.7 11.8 7.2 14.7 13.7 7.4 7.7 11.6
AP 1.1 1.0 1.7 1.7 1.8 0.7 0.1 0.1 0.0 91.7
Recognition Rate (RR) of classes for respective classification methods including the proposed classification
method. Therefore, we report average recall, precision and F-measure of the different text detection methods
for each classification methods on the 10 classes in Table 11. For experiments prior to classification, we use
default parameters used in the text detection methods to calculate recall, precision and F-measure. However,
for the experiments after classification, since classes are known by the classification methods, we tune key
parameters of text detection methods based on training samples of each class to calculate recall, precision and
F-measures according to the complexity of the classes. We determine the parameters, namely, window size,
aspect ratio, window size, aspect ratio for stroke width, threshold for Bayesian classifier outputs, window
size, threshold for features vector, aspect ratio for stroke width and the number of sub-blocks for the text
detection methods listed in Table 11, respectively. It is observed from Table 11 that the recall, precision
and F-measure of all the text detection methods improve significantly compared to the recall, precision and
F-measure prior to classification. This shows that classification is useful for enhancing the performances of
text detection methods especially when we have frames with large variations in background and foreground
complexities. At the same time, when we compare text detection performance for the proposed classification
with the existing classification methods, most of the text detection methods score highest F-measure for
the proposed classification method compared to the existing classification methods. We believe that if the
classification methods classify frames correctly without many misclassification errors, text detection methods
score good results. Therefore, since the proposed classification achieves the best classification rate compared
to the existing classification methods as discussed in Section 4.1, most of the text detection methods perform
better for the proposed classification compared to the existing classification methods. However, Li et al.'s [26]
method scores the best F-measure for Bosch et al.'s [14] classification, Rong et al.'s [25] method scores the
best F-measure for Dunlop's [15] classification, Shivakumara et al.'s method [31] scores the best F-measure
for Qin et al.'s [20] classification, and Zhao et al.'s [32] method scores the best F-measure for GOOGLE API
classification [16].
4.3. Effectiveness of Classification Through Binarization Methods
In the same way of text detection experiment for each classification methods as discussed in the previous
section, we report average Recognition Rate (RR) of the different binarization methods for the classes of
respective classification methods in Table 12. We determine key parameters from each binarization method
listed in Table 12, such as threshold value for Bayesian classifier [35], threshold value for Canny edge image
[7], and window sizes for different binarization algorithms [37]. Since Su et al. [36] provided exe files that
find values automatically, there is no option for tuning. It can be seen from Table 12 that the RR after
classification improve greatly for all the binarization methods of all the classification methods compared to
the RR of prior to classification. This is possible because of tuning the parameters based on samples of
each class by considering advantage of classification step. When we compare the recognition performance
of the proposed classification with the existing classification, most binarization methods achieve the best
recognition rate for the proposed classification compared to the existing classification. However, Milyaev et
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Table 11: Text detection performance of the different existing methods prior to classification and after classification for
proposed and existing classification methods on data of 10 classes. PC denotes ”Prior to classification” and AC denotes ”After
classification”.
Text Detection
Methods
PC
AC
Proposed [14] [15] [20] [16]
[28]
R 32.2 50.3 43.3 50.1 53.3 40.3
P 40.5 55.7 53.2 53.2 47.6 59.7
F 35.8 52.6 47.7 51.6 50.2 48.1
[6]
R 42.3 55 52.6 45.1 47.4 50.4
P 48.4 58.6 46.8 47.7 42.4 53.5
F 45.1 56.5 49.5 46.3 44.7 51.9
[25]
R 33.2 45.5 51.3 55.1 44.1 42.5
P 37.2 55.6 50.4 52.9 50.4 57.2
F 35 50 50.8 52.9 47 48.7
[33]
R 35.4 52 47.2 56.1 52.8 54.2
P 44.1 56.8 56.2 46.1 47.2 50.2
F 39.2 53.7 51.3 50.6 49.8 52.1
[31]
R 33.6 51.3 55.1 55.8 52.5 53.2
P 42.7 51.4 49.9 52.8 58.4 45.4
F 37.6 50.4 52.3 54.2 55.2 48.9
[32]
R 32.6 45.5 40.2 42.9 47.1 43.4
P 39.6 52.6 47.3 48.8 52.3 53.5
F 35.7 47.8 43.4 45.6 59.5 53.5
[27]
R 38.4 50.9 51.8 46.9 43.3 53.2
P 27.2 53.1 38.9 55.2 50.1 40.3
F 31.8 51.6 44.4 50.7 46.5 45.8
[30]
R 31.6 53.1 54.7 50.2 46.2 50.2
P 35.8 59 53.3 52.8 45.8 57
F 33.8 55.7 53.9 51.4 45.9 53.3
[26]
R 31.3 41.9 46.2 40.1 45.7 42.8
P 37.4 53 54.9 56.3 48.2 51.2
F 34 46.4 50.1 46.8 46.9 46.6
al.s method [37] scores the best recognition rate for GOOGLE API classification. The reason for the poor
recognition performances by different binarization methods for the existing classification is the same as the
reason discussed in the previous section. On the other hand, since the proposed classification method is
better than the existing classification in terms of classification rate as discussed in Section 4.1, binarization
methods perform better compared to the existing classification methods.
In summary, we can assert that classification of frames of different complexity helps in enhancing the
performance of text detection and recognition methods. In addition, as classification rate of the classifi-
cation methods increases, one can expect better text detection and recognition performance by different
text detection and binarization methods. In order to test the generic nature and robustness of the pro-
posed classification in terms of text detection and recognition, we choose 5 new classes, namely, Recipes of
Cooking (RC) which contains text as Animal Planet, Craft Making (CM) which contains caption text as
Animal Planet, Indian Classical Musical Concert (ICMC) which contains texts as in Sports, Outlet, Defense,
Teleshopping (TS) which contains caption texts as in Sports, Animal Planet, and Yoga (Y) which contain
caption texts as in Animal Planet. The sample images of new classes with texts are shown in Fig. 17.
For experimentation, we use the same setup that we have used for the 10 classes database to calculate
different measures for text detection and binarization methods. The quantitative results of different text
detection and binarization methods for the proposed and existing classification on the data of 5 new classes
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Recipes Cooking Teleshopping Yoga
Craft Making Indian Classical Music Concert
Figure 17: Samples of video frames of new 5 classes with text detection by [6].
are reported in Table 13 and Table 14, respectively. With the same parameter setup, the results reported in
Table 13 and Table 14 show that the text detection and recognition performance of the text detection and
binarization methods improves significantly after classification compared those of prior to classification with
the similar conclusion we have drawn for the data of 10 classes. In the same way, most of the text detection
methods and binarization methods give better results for the proposed classification compared to existing
classification. Furthermore, it is noted from the results of 10 classes and 5 new classes, the detection and
recognition rates report almost similar patterns after classification. In summary, from the above experimental
analysis, one can confirm that the proposed classification has the ability to extend to a number of new classes,
and the performance of classification is independent from the content of frames in terms of text detection
and recognition rates. Hence, the proposed method is generic and consistent to different classes or different
contents of frames. This is because of the use of flexible rough-fuzzy combination, covariance-correlation for
intra, inter planes and temporal information. Since our aim is to show the effectiveness of the classification
method, we tune parameters of the text detection and binarization methods. As a result, the improved
results after classification is not high as plain document analysis accuracy which usually has more than
90% accuracy. However, this work shows direction that one can modify the existing methods or develop
new methods according to the complexity of individual classes for achieving still better performance of text
detection and recognition by considering the advantage of classification.
Table 12: Average recognition rate (%) of the different binarization methods for the proposed and existing classification methods
on data of 10 classes.
Methods [35] [36] [7] [37]
Prior to classification 15.78 12.21 13.14 10.31
Classification methods Before and after classification
Proposed 32.3 40.1 37.1 37.2
[14] 23.2 28.2 24.7 35.8
[15] 28.9 23 22.2 30.4
[20] 30.9 27 20.2 19.4
[16] 31.8 36.7 35.2 39.3
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Table 13: Text detection performance of the different existing methods prior to classification and after classification for proposed
and existing classification methods on new 5 classes. PC denotes ”Prior to classification” and AC denotes ”After classification”.
Text Detection
Method
PC
AC
Proposed [14] [15] [20] [16]
[28]
R 34.7 48.7 45.2 54.1 51.6 42.1
P 45.4 54 52.5 50.9 46.2 45.4
F 40 51.3 48.5 52.4 48.7 43.6
[6]
R 46.1 54 50.8 52.6 35.4 51.2
P 50.2 56.5 42.5 47.4 39.8 49.1
F 48.1 55.2 46.2 47 38.6 50.1
[25]
R 35.8 45.2 43.5 44.1 47.3 47.2
P 38.9 50.9 51.8 41.5 48.5 54.1
F 37.3 48.04 42.9 43.2 44.7 50.4
[33]
R 37.9 54.9 47.3 50.3 53.1 52.1
P 48.2 58.8 48.5 53.1 45.4 57.5
F 43 56.9 44.7 46 47.2 54.6
[31]
R 38.7 55.9 50.4 54.3 57.2 47.6
P 42.3 59.5 57.1 57.1 44.5 54.2
F 40.2 57.7 46.1 47.6 48.7 50.6
[32]
R 39.7 59.9 41.5 44.1 48.6 47.2
P 42.8 55 43.8 50.2 44.1 57.8
F 41.2 52.4 41.9 43.2 45.3 51.9
[27]
R 42.7 53.2 52.5 50.1 52.5 56.1
P 35.3 56.4 48.4 44.5 48.1 52.2
F 39 54.8 46.9 45.9 46.9 54.1
[30]
R 37.4 49.1 50.2 48.5 51.5 52.6
P 39.9 54.4 43.4 47.5 38.2 54.2
F 38.6 51.7 46 45.3 46.5 53.3
[26]
R 36.1 49.2 48.3 41.7 48.7 42.4
P 39.4 51.4 41.1 42.8 44.5 50.5
F 37.7 49.9 45.2 42 45.3 46
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Table 14: Average recognition rate (%) of the different binarization methods for the proposed and existing classification methods
on data of 5 new classes.
Methods [35] [36] [7] [37]
Prior to classification 19.7 16.7 18.3 17.9
Classification methods Before and after classification
Proposed 35.1 33.1 27.8 36.6
[14] 23.1 34.7 21.4 32.9
[15] 24.4 22.1 24.5 23.1
[20] 20.8 23.4 21.2 30.4
[16] 30.5 33.1 27.8 32.9
5. Conclusion and Future Work
We have proposed a novel method for scene type video categorization of different classes by exploring
rough set and fuzzy logic combination. The combination classifies edge components in each input frame
into different groups to extract local information. For each group, the proposed method extracts covariance
and correlation features for intra and inter planes, which helps us encode unique relationship for each video
class type. Temporal information is used to increase the discriminative power of feature extraction. The
extracted features are then fed to a neural network classifier for the final classification. Experimental results
on classification show that the proposed method works well for different scene type videos compared to the
existing state of the art methods. In addition, the usefulness and effectiveness of the proposed classification
is validated by text detection and recognition experiments with several other methods. However, it is noticed
from experimental results that the text detection and recognition results decreases when misclassification
occurs. Therefore, we have a plan to investigate and introduce an unsupervised method to determine the
number of classes in the near future.
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