In this paper, I introduce an iterative method to solve complex-valued nonlinear elliptic PDE of the form −∆u + F (u) = f on Ω ⊂ R n where F : C → C has global Lipschitz property. I also show the uniqueness of the solution of this PDE using parametrix and standard energy method.
Introduction
In this article, we are trying to develop a method solving nonlinear elliptic PDE of the form − ∆u + F (u) = f, u : Ω → C, u| ∂Ω = 0,
which is a Cauchy problem on the domain Ω ⊂ R n . Here we assume Ω be an open, bounded smooth subset of R n with C 1 boundary, and F : C → C, f : Ω → C to be some complexvalued functions.
With an appropriate choice of Lipschitz constant, we have an existence and uniqueness result of (1), which states as following(Theorem 3.1).
Theorem.
Let Ω ⊂ R n be an open, bounded, subset of n-dimensional Euclidean space with C 1 boundary and symmetric boundary condition. Let C be the optimal Poincaré constant on Ω. Assume that F : C → C is a globally Lipschitz function with Lipschitz constant C 1 such that C 1 C 2 < 1. Then the Cauchy problem of nonlinear elliptic equation −∆u + F (u) = f in Ω, u| ∂Ω = 0, has a unique weak solution u ∈ H 1 0 (Ω), provided that f ∈ L 2 (R n ).
To show existence of solution of (1) we apply some iterative method, that Nash [16] originally introduced in his proof of isometric embedding theorem. It was then called Nash-Moser theorem in order to solve the nonlinear equation iteratively, typically for the case when you will loss a little bit regularity at each iterative step, which is introduce by Moser [14] , [15] . Later Hörmandar [10] revised Moser's method by reducing the loss of regularity, and is closer to Nash's original method. In recent years, Hintz and Vasy in [8] , [9] applied the iterative method in a striking way to show the existence of the solution of nonlinear wave equation at Kerr de-Sitter space. We solve the Cauchy problem (1) by imposing some restriction on the space that u, f sitting in and the property that F should have.
On one hand, we show uniqueness in energy method; on the other hand, we introduce the parametrix of elliptic operators, which provides a new expression of the solution of (1). We utilize this fixed point expression to conclude the uniqueness. Our argument relies heavily on the analysis of optimal constant of Poincaré inequality on Ω.
Review
Some people did this work before in several different methods. For example, Evans [5] introduced the method of finding out solutions of F (D 2 (u)) = 0 in Ω, u| ∂Ω = g by restricting F to be a convex real-valued function. Later on Ekeland and Témam's book [4] they considered nonlinear elliptic equation of the form F (D 2 u, Du, u) = f in Ω, u| ∂Ω = g. They discovered that if the real-valued linear functional J(u) corresponds to the weak version of this PDE is convex on some convex/strictly convex set, then there exists a unique real-valued solution u provided that f, g ∈ L 2 (Ω), Ω ∈ R n . The restriction of above methods is that the convexity, which holds for real-valued functions or functionals, may not be true when we consider the complex-valued functions or solutions of nonlinear elliptic PDE. Recently, Caffarelli, Kenig and others in [3] introduced some powerful methods in solving various versions nonlinear PDEs, such as De Giorgi Theorem in elliptic and parabolic PDEs, concentration-compactness rigidity method in dispersive equations, etc.
Among all methods, the fixed point method plays an important role in solving semilinear and quasilinear elliptic PDEs. in Gilbarg-Trudinger, Evans's books [5] , [7] and others, Schauder's fixed point theorem and Larey-Schaefer's fixed point theorem were introduced and applied to consider the existence of solutions of real-valued semilinear and quasilinear elliptic PDEs with some global growth control of nonlinearity. However, we can obtain the solvability of complex-valued nonlinear PDEs with same restriction of nonlinearity by fixed point methods. People consider uniqueness of solutions of nonlinear PDEs by assuming monotonic operators and other methods, see [5] , [7] , since the fixed point method may not guarantee the uniqueness of fixed point, except in rare situations as requiring the contrac-2 Iterative Method in Elliptic Partial Differential Equation with Globally Lipschitz Nonlinearity tion of the map. In [18] the author showed the existence and uniqueness of the solution of a quasilinear second order elliptic PDE with a real-valued Caratheodory nonlinear function which has both coerciveness and growth conditions.
The iterative method, invented by Sir I. Newton, was designed to solve nonlinear problems. Banach fixed-point theorem and Picard contraction theorem, as well as the uniqueness and existence of local solutions of ODEs, e.g. see [1] , are brilliant applications of iterative method. In nonlinear elliptic PDE this method has a long history, mainly being applied to solve numerical approximation of elliptic PDE by discreticized version (I am lazy to list references since they are in numerical analysis area). People apply iterative method in solving real-valued nonlinear elliptic PDE by assuming the existence of the subsolution and supersolution, see [5] . However, Evans [5] stated in his book that "Warning: ...A plausible plan for constructively solving a qualsilinear elliptic PDE would be to select some u 0 and then iteratively solve the linear boundary-value problems...However, we CANNOT assert that {u k } ∞ k=0 then converges to a solution...Schauder's and Schaefer's fixed point theorems do not say that any sequence converges to a fixed point."
We inspired by the Hintz-Vasy iterative method in [8] and [9] . They applied the iterative method to solve small data quasilinear wave equation in asymptotic de-Sitter space of the form g(u) u = f + q(u, du) where g(0) = g dS is the de-Sitter metric, with some appropriate setup in domain as well as the solution space. We would like to consider the iterative method in nonlinear elliptic PDE. This is different from first solving the linearization of the nonlinear PDE, then perturbing the linearized solution to nonlinear one, with restriction of small boundary conditions or small domain within some appropriate energy space so that the increase of inhomogeneity as well as nonlinearity can be controlled. We only assume global Lipschitz condition for nonlinear terms and release some restriction on domains as well as small data. We also work on standard L 2 -based Sobolev spaces so we anticipate a broader application of our method.
A First Result
Given u : Ω → C, where Ω ⊂ R n is an open, bounded, subset of n-dimensional Euclidean space with C 1 boundary and symmetric boundary condition, we consider the Cauchy problem (1) provided that f ∈ L 2 (R n ) and F : C → C is globally Lipschitz. We show the solvability of (1) with zero trace boundary condition.
Note that we can also define the inner product with respect to complex-valued function on L 2 (Ω) be u, v = Ω uvdx since we can just replace v byv on the usual definition Ω uvdx and it makes no difference when we work on energy estimates.
One example of globally Lipschitz equation is F (z) = √ z 2 + 5, z ∈ C by choosing some single-valued branch. Probably a better nonlinear expression of F that is globally Lipschitz is F (z) = e iℑz , which has globally Lipschitz constant √ 2.
Remark 3.1. This is just for myself temporarily, we should be careful about the potential conflict between the choice of single-valued branch of a complex-valued function as well as its globally Lipschitz property. I believe that we do not need to choose this single-valued branch and the Lipschitz condition works well globally in this situation.
To prove our first theorem related to existence of solution of nonlinear elliptic PDE, we need a proposition corresponding to optimal Poincaré constant for u ∈ H 1 0 (Ω) where Ω is some open, bounded, smooth domain with C 1 boundary. Here since u ∈ H 1 0 (Ω), so we consider u with Dirichlet boundary condition, i.e. u = 0 on ∂Ω. On this domain, we have the following proposition with respect to Poincaré inequality for u ∈ H 1 0 (Ω). 
Here λ 1 is the smallest positive eigenvalue of the following eigenvalue problem of Euclidean Laplacian with Dirichlet boundary condition
Proof. If u ≡ 0, then the Poincaré inequality is trivial. We assume from now on that u ≡ 0.
It is clear that H 1 0 (Ω) is the closure of C ∞ c (Ω) under H 1 -norm. Hence we assume WLOG that u ∈ C ∞ c (Ω) and show that the Poincaré inequality holds with optimal Poincaré constant λ −1/2 1 . The limiting argument guarantees that the Poincaré inequality works equally well for u ∈ H 1 0 (Ω).
First we show that all nonzero eigenvalues of −∆ with Dirichlet boundary condition are positive and hence λ 1 is the smallest nontrivial eigenvalue among all eigenvalues. For any eigenvalue λ = 0 of some eigenfunction u ∈ C ∞ c (Ω), we observe that
Note that ∇u = 0 since otherwise u ≡ 0 on Ω by the fact that u = 0 on ∂Ω. But u ≡ 0 is not an eigenfunction, contradiction. Thus we conclude that λ > 0.
Denote D := {u : u ∈ C ∞ c (Ω), u ≡ 0, u = 0 on ∂Ω}. We define the Rayleigh quotient for all elements in D by
. We claim that if there exists v ∈ D minimize the Rayleigh quotient, then v is the eigenfunction of Euclidean Laplacian with Dirichlet boundary condition on Ω with respect to λ 1 , which is also the Rayleigh quotient of v, i.e.
.
. For any u ∈ D, consider the linear functional
It follows that F ′ (0) = 0 since v minimizes F . We have
Thus we have
Integration by parts with Dirichlet boundary condition implies that
Since it holds for all u ∈ D. It follows that a is an eigenvalue of −∆, associated with eigenfunction v. Lastly we show that a is the smallest nontrivial eigenvalue. Assume w to be another eigenfunction of −∆ with eigenvalue λ, we then have
It then follows that a = λ 1 . Finally, if the minimizer of Rayleigh quotient on D cannot be achieved, we conclude that λ 1 is also the lower bound of Rayleigh quotients since Rayleigh quotients are bounded below and hence has infimum. Therefore it follows from Rayleigh quotient that
In addition, λ −1/2 1 is the optimal estimates in this situation. The general case when u ∈ H 1 0 (Ω) follows, as discussed above.
Remark 3.2. The proposition above also holds when u : Ω → C. The Dirichlet boundary condition implies that ∆u, v = u, ∆v hence the Laplacian is self-adjoint in the sense of Friedrich extension [12] , where the inner product is defined to be u, v = Ω uvdx. An elementary theorem in functional analysis [12] says that self-adjoint operator has real eigenvalues. All other arguments above works equally well if we replace the complex version of inner product on Hilbert space. Now we are good to state our first result, which as follows.
Let Ω ⊂ R n be an open, bounded, subset of n-dimensional Euclidean space with C 1 boundary and symmetric boundary condition. Let C be the optimal Poincaré constant on Ω. Assume that F : C → C is a globally Lipschitz function with Lipschitz constant
Then the Cauchy problem of nonlinear elliptic equation
has at least one weak solution u ∈ H 1 0 (Ω), provided that f ∈ L 2 (R n ). Here C = λ −1/2 1 is the optimal Poincaré constant on Ω in Proposition 3.1. Remark 3.3. In the setup of this theorem, we are really working on semilinear elliptic equations with iterative method. We will discuss the fully nonlinear case later.
Proof. We could assume F (0) = 0, since if F (0) = c = 0, then we chooseF = F − c. It is clear thatF is globally Lipschitz if F is and hence we can useF to substitute F , which will not affect our iterative procedure.
We begin to our iterative set-up. We would like to construct a sequence {u k } ∞ k=0 such that
According to standard linear elliptic theory [6] , the equation (3) has a unique solution with u 0 ∈ H 2 (Ω) due to the Lax-Milgram theorem; In addition, we can get u 0 ∈ H 1 0 (Ω) in the sense of trace class, and it follows that u 0 ∈ H 1 0 (Ω) ∩ H 2 (Ω).
Remark 3.4. Actually due to the same trace class setup, we can conclude that u 0 ∈ H 2 0 (Ω) and by filtration of Sobolev space, it is automatic that u 0 ∈ H 1 0 (Ω). Observe that for each k 1 in (4), if we have already known that u k−1 ∈ H 2 (Ω) ∩ H 1 0 (Ω), then due to Lipschitz property of F , we have
So iteratively, the previous solution u k−1 ∈ H 2 (Ω) guarantees that F (u k−1 ) ∈ L 2 (Ω), as shown in (5).
Thus we can rewrite (4) of the form
And hence for each k 1, The standard linear elliptic theory says that the solution in (7) does exist and is unique; in addition,
At the time being, we obtained a sequence of H 2 (Ω) functions {u k } ∞ k=0 such that each u k , k ∈ N solves (4) and u 0 solves (3) uniquely, respectively. Then we would like to show that there exists u ∈ H 1 0 (Ω) such that
It is a strong convergence with an appropriate choice of Lipschitz constant for F .
To do this, the key step is to pick up two consecutive iterative equations of the form (4), for k 1, k ∈ Z, which are
Take the subtraction (9) -(8), we then obtain
Note that we know that each u k ∈ H 1 0 (Ω) ∩ H 2 (Ω) and hence it follows that we can introduce the weak version of (10) by choosing v ∈ H 1 0 (Ω) such that
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Starting at the equation above, we can compute that
Here C 1 is the Lipschitz constant and C is the optimal Poincaré constant on Ω. It follows from above derivation that
Where D = C 1 C 2 . For the fixed optimal Poincaré constant, we then choose C 1 so that D < 1, then applying (14) iteratively, we can obtain:
Given any two integers m > n > 0, we apply (14):
According to (3) and setting k = 1 in (4), we apply elliptic regularity and (5):
and hence the right hand side of (15) can be arbitrarily small when we choose m, n large enough.
Hence (15) implies that {∇u k } ∞ k=0 is a Cauchy sequence in L 2 (Ω) since D < 1. Furthermore, Poincaré inequality indicates that
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It follows that {u k } ∞ k=0 is a Cauchy sequence in H 1 0 (Ω), using (15) . Since H 1 0 (Ω) is a Hilbert space, we conclude that there exists unique u ∈ H 1 0 (Ω) such that
Here the limit is taking with respect to the H 1 0 (Ω) -norm.
Lastly, we must show that the limit we obtained in (16) solves (2) in the weak sense. The weak version of iterative equation (4) with the choice of v ∈ H 1 0 (Ω) is:
Note that since the limit, u, is an element of H 1 0 (Ω), the integrals in the left hand side of above weak version are convergent when replacing u k , u k−1 by u.
We then consider the smallness of the following expression
For A, we apply Cauchy-Schwarz inequality:
With the smallness of |A| and |B| when j large enough, we conclude using (17) that
The right hand side of the inequality above can be arbitrarily small when we choose k large enough, and it implies that
Hence there exists u ∈ H 1 0 that solves (2) in the weak sense.
Lastly, since each u k solves (4) in the weak sense, we obtain by trace theorem that u k | ∂Ω = T u k = 0 where T is the trace operator
By continuity of T , it follows that T u = 0 in the trace sense.
Remark 3.5. The iterative steps from (3) -(10) work equally well in the weak form, since we can rewrite (3), (4) 
And all other steps follow from this weak iteration.
Remark 3.6. Theorem 3.1 discuss the zero trace class case along ∂Ω, in next section, we generalize our method to non-zero trace class case on C 1 boundary. We may relax the boundary condition to Lipschitz or C 0,1/2 .
A Second Result: Variation of The Model Case
The first extension we can consider is the nonlinear elliptic PDE of the form
Where f, g ∈ L 2 (Ω) while any other setup would be the same as in Theorem 3.1. This says u = g alongside ∂Ω in the trace sense provided that g is the trace of someg ∈ H 1 (Ω). In this case, we setũ = u −g and it follows that the above PDE becomes −∆ũ + F (ũ +g) = f − ∆g, in Ω,ũ = 0 on ∂Ω.
Note that above expression does make sense in the weak form, although we only havẽ g ∈ H 1 . To achieve this, we can rewrite the strong forms in (3) and (4) to weak form. We can, and will check carefully later that all procedures in proof of Theorem 3.1 works equally well in this case, and hence we can obtain a corollary below. Let Ω ⊂ R n be an open, bounded, subset of n-dimensional Euclidean space with C 1 boundary and symmetric boundary condition. Let C be the optimal Poincaré constant on Ω. Assume that F : C → C is a globally Lipschitz function with Lipschitz constant C 1 such that C 1 C 2 < 1. Then the Cauchy problem of nonlinear elliptic equation
has at least one weak solution u ∈ H 1 0 (Ω), provided that f, g ∈ L 2 (R n ) and g =g on ∂Ω in the trace sense whereg ∈ H 1 (Ω).
Proof. As discussed above, solvability of (19) is the same as the solvability of
Starting at the same iterative construction as below:
We conclude that eachũ k , k ∈ Z 0 that solves the iterative equation above satisfies u k ∈ H 1 0 (Ω).
Pick up two consecutive iteration equations and take subtraction, we have
Take v =ũ k+1 −ũ k , we mimic the same procedure in Theorem 3.1 and conclude that
Again setting the Lipschitz constant C 1 such that D := C 1 C 2 < 1, we can get the same estimates in (14) and hence we must have
It follows that {ũ k } is a Cauchy sequence in H 1 0 (Ω) and hence converges to a unique limit u ∈ H 1 0 (Ω).
Apply the same argument in Theorem 3.1, we conclude thatũ ∈ H 1 0 (Ω) solves (20) and hence (19) has a solution u =ũ +g ∈ H 1 (Ω).
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It is not hard to apply the nonlinear elliptic theory we developed above to solve some other types of partial differential equations, such as Schrödinger equation or wave equation, as the next two theorems will show.
First of all, we can have an existence result for nonlinear Schrödinger equation with some specific types of nonlinear terms as well as boundary conditions. 
has at least one stationary-phase weak solution u(t, x) = e iξt Q(x) for some Q ∈ H 1 (Ω) with fixed frequency ξ > 0, provided that g(x) ∈ L 2 (Ω). Here C is the optimal Poincaré constant on Ω.
Remark 4.1. One example for nonlinear F : C → C that satisfies this condition is F (z) = z |z| . Now in this case, we can choose Ω ∩ {0} = ∅ and the theorem holds.
Proof. In order to find a solution of (21) of the form u(t, x) = e iξt Q(x), we plug this into (22) and have i∂ t (e iξt Q(x)) + ∆e iξt Q(x) = F (e iξt Q(x)) ⇒ e iξt (−ξQ(x) + ∆Q(x)) = e iξt F (Q(x)).
So solving (21) is equivalent to solve the following Cauchy problem of nonlinear elliptic equation:
Where F is globally Lipschitz and g ∈ L 2 (Ω). Thus by Corollary 4.1, (22) has at least a weak solution Q ∈ H 1 (Ω). Then we check that (i∂ t + ∆)e iξt Q(x) = e iξt (−ξQ(x) + ∆Q(x)) = e iξt F (Q(x)) = F (e iξt Q(x)),
Similarly, we can obtain an existence result for nonlinear wave equation with specific choices of nonlinear term as well as boundary values. 
constant C 1 such that C 1 C 2 < 1, and satisfies F (e iθ z) = e iθ F (z). Fix some ξ > 0, then the Cauchy problem of nonlinear wave equation
Proof. We write u(t, x) = e iξt Q(x) and plug this into (23), we obtain −ξ 2 e iξt Q(x) + e iξt ∆Q(x) = F (e iξt Q(x)) = e iξt F (Q(x)), e iξt Q(x)| ∂Ω = e iξt g(x).
And we observe that this reduces the problem of nonlinear elliptic equation
According to Corollary 4.1, this equation has a weak solution Q ∈ H 1 (Ω) and by the same procedure as above, we can check that e iξt Q(x) solves (24) if Q(x) solves (24). Let Ω ⊂ R n be an open, bounded, subset of n-dimensional Euclidean space with C 1 boundary and symmetric boundary condition. Let C be the optimal Poincaré constant on Ω. Assume that F 1 : C → C, F 2 : C n → C are globally Lipschitz functions with Lipschitz constants C 1 , C 2 such that C 1 C 2 + C 2 C < 1. Then the Cauchy problem of nonlinear elliptic equation
has at least one weak solution u ∈ H 1 0 (Ω), provided that f ∈ L 2 (R n ).
Proof. We apply the same iterative method as in Theorem 3.1. First of all, as explained in theorem 3.1, we can assume that F 1 (0) = F 2 (0) = 0, without loss of generality. Set up a sequence {u k } such that
13 Iterative Method in Elliptic Partial Differential Equation with Globally Lipschitz Nonlinearity Apply (5) to F 1 and F 2 with respect to u k and ∇u k respectively, we conclude from the standard linear elliptic theory guarantees that u k ∈ H 1 0 (Ω)∩H 2 (Ω). Taking two consecutive iterative equations of the form (27) and subtracting between them in weak version, we have
where we have v ∈ H 1 0 (Ω) arbitrarily chosen. Choosing v = u k+1 − u k , we can compute that
Set D = C 1 C 2 + C 2 C and hence D < 1 by assumption, we then get an iterative inequality says
Applying (27), we get exactly the same estimates in (15) that
And it follows that {∇u k } is a Cauchy sequence in L 2 (Ω), and thus {u k } is Cauchy in H 1 0 (Ω), by the same argument in theorem 3.1.
Therefore {u k } converges to a limit u ∈ H 1 0 (Ω), we show that u solves (25) in the weak sense. The left hand side integrals of the weak form of (27)
are still convergent when we replace u k , u k−1 by u, for any v ∈ H 1 0 (Ω). We compute the smallness of the following quantity
By exactly the same argument in theorem 3.1, we conclude that
For C, we compute that
Lastly, we observe that
By smallness of A, B, C, we conclude that the right hand side of inequality above can be arbitrarily small, provided that k is sufficiently large, it follows that u solves (25) in the weak sense.
Lastly, since each u k solves (27), we obtain by trace theorem that u k | ∂Ω = T u k = 0 where T is the trace operator T : H 1 0 (Ω) → L 2 (∂Ω). By continuity of T , ti follows that T u = 0 in the trace sense.
Similar to the extension of Corollary 4.1 from Theorem 3.1, we can discuss the PDE of the form −∆u + F 1 (u) + F 2 (∇u) = f, u| ∂Ω = g, which has non-zero trace class. We can obtain the solution with appropriate setup, as following corollary. Let Ω ⊂ R n be an open, bounded, subset of n-dimensional Euclidean space with C 1 boundary and symmetric boundary condition. Let C be the optimal Poincaré constant on Ω. Assume that F 1 : C → C, F 2 : C n → C are globally Lipschitz functions with Lipschitz constants C 1 , C 2 such that C 1 C 2 + C 2 C < 1. Then the Cauchy problem of nonlinear elliptic equation
Proof. We setũ = u −g, then (29) is equivalent to
in the weak sense, and the solvability of (30) can be derived by exactly the same method as in Theorem 4.1.
Remark 4.3. The next issue is the uniqueness of the solution obtained by iterative method. In linear elliptic theory, one way to obtain the uniqueness of the solution of linear elliptic PDE is by uniqueness of Riesz representation in Lax-Milgram theorem [5] , but we do not have this bilinear form in nonlinear PDE. We discuss two methods to obtain the uniqueness of solutions of PDEs in (2), (19) . (25), and (29) in next section.
Parametrix of Nonlinear Elliptic Equation and Uniqueness of the Solution
In this section, we introduce two methods to show the uniqueness of the solution of nonlinear elliptic equation −∆u + F (u) = f, u| ∂Ω = 0. One is due to classical energy method and the other is due to the application of parametrix of constant coefficient linear elliptic PDE.
First of all, we discuss what classical method can tell us. Clearly the uniqueness cannot be achieved by uniqueness of Riesz representation of some functional on Hilbert space in Lax-Milgram type setup, we then try to apply the classical energy method.
The existence of the solution of (2) has been shown in Theorem 3.1 with the same assumption. Suppose that we have two solutions u 1 , u 2 that solve (30) in the weak sense
Subtracting one from the other, we have
Taking v = u 1 − u 2 on left hand side, we can check that
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We know that C 1 C 2 < 1 by hypothesis of Theorem 3.1 and hence it follows that the only possibility is ∇u 1 − ∇u 2 L 2 (Ω) = 0. This is the result we can obtain by standard energy methods for linear elliptic equation. It then follows that
For some constant c ∈ C. Note also that we must have u 1 − u 2 = 0 on ∂Ω so it follows there is no such an H 1 0 -function on Ω such that it is equal to c in Ω but vanished alongside its boundary, unless c ≡ 0, and hence we conclude that Theorem 5.1. Let Ω ⊂ R n be an open, bounded, smooth subset of n-dimensional Euclidean space with symmetric boundary condition. Let C be the optimal Poincaré constant on Ω. Assume that F : C → C is a globally Lipschitz function with Lipschitz constant C 1 such that C 1 C 2 < 1. Then the Cauchy problem of nonlinear elliptic equation
has a unique weak solution u ∈ H 1 0 (Ω), provided that f ∈ L 2 (R n ). Remark 5.1. According to Corollary 4.1, the uniqueness result can be extended to the non-zero trace case −∆u + F (u) = f in Ω, u| ∂Ω = g, with the same hypothesis in Corollary 4.1. We omit the proof here since it is the same as above.
We now introduce a method, due to the application of parametrix of elliptic operator, to show the uniqueness of the solution of (2). Due to Hörmander and Melrose [11] , [13] , we have the following theorem for elliptic differential operators with constant coefficients. 
where R and R ′ are properly supported bounded linear smoothing operators.
Remark 5.2. Note that for each s ∈ R, we have H s (Ω) ⊂ H s loc (Ω) and it follows that Theorem 5.2 works well for Q Ω : H s (Ω) → H s+m (Ω). In addition, it is valid when we replace H s loc (Ω) by H s 0 (Ω), one way to see this is observing that H s 0 (R) is the completion of C ∞ c (Ω) in the H s -norm and hence we can apply limiting argument. Remark 5.3. The definition of properly supported operators could be defined as follows. We say that an operator R :
Here K, K ′ are compact subsets of Ω. With this definition, we observe that any properly supported smooth operator acting on H s (Ω) is a compact operator.
Back to iterative equations (4) and (5) , the Euclidean Laplacian −∆ is clearly an elliptic operator with principal simple σ 2 (−∆) = |ξ| 2 . According to Theorem 5.2, there exists a 2sided parametrix Q Ω of −∆ such that Q Ω (−∆) = Id − R ′ , where R ′ is properly supported. Apply Q Ω on both sides of (4) and (5) , we observe that
By (6) as well as the hypothesis of Theorem 3.1, we know that f, F (u k−1 ) ∈ L 2 (Ω). By Theorem 5.2, we conclude that Q Ω f, Q Ω (F (u k−1 )) ∈ H 2 (Ω) and R ′ u k ∈ C ∞ (Ω) and it follows that we can take limit for the sequence {u k } in H 1 0 (Ω). By continuity of operators and F , we take limit on both sides of (33) and have
u ∈ H 1 0 (Ω) also implies that F (u) ∈ L 2 (Ω), by (6) again. We can then embed the equality (34) into L 2 (Ω). Relich-Kondrachov theorem in [6] stated that the inclusion map ı :
is a compact operator. Applying ı to both sides of (34), denoting u :
Standard functional analysis for Hilbert space, e.g. in [12] , states that the space of compact operators in the space of bounded linear operator on Hilbert space H is a two-sided, *closed ideal, and it follows that ı • Q Ω , ı • R ′ : L 2 (Ω) → L 2 (Ω) are compact operators.
(34) or (35) provided us an implicit version of equation that u satisfies. Instead of containing derivatives of u, this version has integrations only. Formally speaking, solving (2) is equivalent to solving (34) by applying Q Ω to both sides of (2) and using Q Ω (−∆) = Id− R ′ described in Theorem 5.2.
Using (34) or (35), we can prove the existence of the solution of (2) also.
Let Ω ⊂ R n be an open, bounded, smooth subset of n-dimensional Euclidean space with symmetric boundary condition. Let C be the optimal Poincaré constant on Ω. Assume that F : C → C is a globally Lipschitz function with Lipschitz constant C 1 such that C 1 C 2 < 1. We assume in addition that C 2 1 ( Q Ω + R ′ ) < 1 with Q Ω and R ′ in (34). Then the Cauchy problem of nonlinear elliptic equation
has a unique weak solution u ∈ H 1 0 (Ω), provided that f ∈ L 2 (R n ).
Proof. The existence of solution of (36) has been given in Theorem 3.1. Assume we have two solutions u, v that solves (36). Using (34), we have
Subtracting two equations in (37), we obtain
By assumption, we have C 2 1 ( R ′ + Q Ω ) < 1 and hence above inequality implies that u − v H 1 0 (Ω) ≡ 0. Therefore the uniqueness of the solution follows naturally.
Remark 5.4. By the same trick we applied in Corollary 4.1, both methods can be applied to show the uniqueness of the solution of PDE with nontrivial boundary condition, as (20).
Remark 5.5. The advantage of parametrix method is that we can naturally extend the same method to discuss the uniqueness of the solution of −∆ g u + F (u) = f on smooth compact Riemannian manifold (M, g), since we can extend the parametrix from Euclidean case to manifolds globally, see [13] , [11] . On the other hand, we can discuss the elliptic PDE Lu + F (u) = f when L ∈ Ψ m (M ) be the elliptic pseudodifferntial operators on some smooth manifold M . We will see this in next section.
Further Discussion
We can improve our result in several directions. Remark 6.1. As observed above, the choice of Lipschitz constant of F is closely related to the optimal Poincaré constant, which depends on the topological and geometrical property of the domain Ω. In Proposition 3.1, we choose Ω to be open, bounded, subset of R n and obtain the Poincaré inequality with the optimal constant
Where λ 1 is the minimal nonzero eigenvalue of geometrical Laplacian with Dirichlet condition. It is a universal Poincaré constant.
In [17] , Payne and Weinberger showed that the constant is d/π when Ω is a bounded, convex, Lipschitz domain with diameter d. There might be some other results related to optimal Poincaré constant. In general, the optimal Poincaré constant is not easy to obtain. 19 Iterative Method in Elliptic Partial Differential Equation with Globally Lipschitz Nonlinearity Remark 6.2. We require the global Lipschitz continuity for the complex-valued functions F, F 1 , F 2 above. As a small generalization of Theorem 4.1 and Corollary 4.4, we may consider the nonlinaerity with F (u, ∇u) instead of the separation F 1 (u) + F 2 (∇u). For the general case F (u, ∇u), we may impose the similar method in [10] , [15] , [16] to deal with the iterative method.
On the other hand, we can require F (u), or more generally, F (u, ∇u), to be analytic, and choose Ω to be open, bounded, convex, subset of R n with enough regularity on ∂Ω.
Once we fix the domain, we fix the optimal Poincaré constant C. In general, the constant C still holds for Poincaré inequality when we shrink the domain Ω, as the first nontrivial eigenvalue will increase when we shrink the domain, due to the expression of Rayleigh quotient. We may be able to choose a convex subset Ω ′ such that |F ′ (z) · C 2 < 1. In this sense, we can consider the existence of solution (2) on Ω ∩ Ω ′ , whereas u = g ∈ L 2 (Ω ∩ Ω ′ ) on ∂(Ω ∩ Ω ′ ) in the trace sense.
One application of above paragraph could be the nonlinear Poisson-Boltzmann equation in subsets of R 3 , one of my works in preparation. Remark 6.3. We may discuss the nonlinearity when F has fully nonlinerity, i.e. F is a function of ∇ 2 u, ∇u and u. For the fully nonlinear elliptic case F (D 2 u, Du, u) = f , it is difficult to develop a general theory. However, Yamabe problem [19] could be a good example for this case, one another significant example for fully nonlinear elliptic PDE is the complex-valued Monge-Ampère equation [2] . Remark 6.4. The next significant extension to our results is to replace −∆ by some general constant or variable coefficient linear elliptic differential or pseudodifferential operator with order m and require F to be a function of lower order terms with some global property, so we are trying to apply iterative method on semilinear elliptic equations with general elliptic operator P u + F (u, Du, . . . , D m−1 u) = f, P ∈ Ψ m (Ω),
where Ω ⊂ R n . In this case, ellipticity is solely determined by the principal symbol of P . This is the generalization of Theorem 3.1 and Theorem 4.1. We anticipate the existence and uniqueness of solution of (39) by applying iterative method, which is another work of mine in preparation.
Note that the techniques in constant and variable coefficient operators are slightly different due to different constructions in parametrix. The methods we may use for differential and pesudodifferential operators could be different also, due to the difference between kernels.
Remark 6.5. The assumption that Ω ∈ R n is a bounded, open subset implies that we may extend our method in solving −∆ g u + F (u) = f, u| ∂M = g when (M, g) is a compact Riemannian manifold with boundary. In general, we can discuss the variable coefficient 20 Iterative Method in Elliptic Partial Differential Equation with Globally Lipschitz Nonlinearity pesodudifferential operator on (M, g) also where F has globally Lipschitz continuity. The methods should be essentially the same.
