Abstract: A multitude of measures have been proposed to quantify the similarity between protein 3-D structure. Among these measures, contact map overlap (CMO) maximization deserved sustained attention during past decade because it offers a fine estimation of the natural homology relation between proteins. Despite this large involvement of the bioinformatics and computer science community, the performance of known algorithms remains modest. Due to the complexity of the problem, they got stuck on relatively small instances and are not applicable for large scale comparison. This paper offers a clear improvement over past methods in this respect. We present a new integer programming model for CMO and propose an exact B&B algorithm with bounds computed by solving Lagrangian relaxation. The efficiency of the approach is demonstrated on a popular small benchmark (Skolnick set, 40 domains). On this set our algorithm significantly outperforms the best existing exact algorithms, and yet provides lower and upper bounds of better quality. Some hard CMO instances have been solved for the first time and within reasonable time limits. From the values of the running time and the relative gap (relative difference between upper and lower bounds), we obtained the right classification for this test. These encouraging result led us to design a harder benchmark to better assess the classification capability of our approach. We constructed a large scale set of 300 protein domains (a subset of ASTRAL database) that we have called Proteus_300. Using the relative gap of any of the 44850 couples as a similarity measure, we obtained a classification in very good agreement with SCOP. Our algorithm provides thus a powerful classification tool for large structure databases. Ce rapport marque une nette amélioration sur ce point par rapport aux méthodes précedentes. Nous présentons un nouveau modèle de programmation linéaire en nombre entier pour CMO, et nous proposons un algorithme exact de séparation et évaluation dont les bornes proviennent de la relaxation lagrangienne de notre modèle. L'efficacité de cette approche est démontrée sur un petit ensemble de test connu (l'ensemble de skolnick, 40 domaines). Sur ce jeu de test, notre algorithme surpasse en rapidité d'exécution les meilleurs algorithmes existants tout en obtenant des bornes de meilleurs qualité. Quelques instances difficiles de CMO ont été résolues pour la première fois, et ce en des temps raisonnnables. À partir des valeurs de temps de calculs et de "gaps" relatifs (la différence relative entre la borne supérieur et inférieure), nous avons obtenu la bonne classification de l'ensemble de skolnick. Ces résultats encourageants nous ont poussés à créer un jeu de test plus difficile pour confirmer les capacités de classification de notre approche. Nous avons construit un ensemble de test contenant 300 domaines de protéines (un sous-ensemble d'ASTRAL) que nous avons appelé Proteus_300. En utilisant le gap relatif des 44850 couples comme une mesure de similarité, nous avons obtenu une classification en très bon accord avec SCOP. Notre algorithme offre donc un outil puissant pour la classification de grandes bases de données de structures.
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Nevertheless the CMO is also known to be NP-hard [13] . Thus the problem of designing efficient algorithms that guarantee the CMO quality is an important one that has eluded researchers so far. The most promising approach for solving CMO seems to be integer programming coupled with either Lagrangian relaxation [5] or B&B reduction technique [21] .
The results in this paper confirm once more the superiority of Lagrangian relaxation to CMO since the algorithm we present belongs to the same class. Our interest in CMO was provoked by its similarity with the protein threading problem. For the later we have presented an approach based on the so called non-crossing matching in bipartite graphs [1] . It yielded a highly efficient algorithm solving the PTP by using the Lagrangian duality [2, 3, 4] .
The contributions of this paper are as follows. We propose a new integer programming formulation of the CMO problem. For this model, we design a B&B algorithm coupled with a new Lagrangian relaxation for bounds computing. We compare our approach with the best existing exact algorithms [5, 21] on a widely used benchmark (the Skolnick set), and we noticed that it outperforms them significantly. New hard Skolnick set instances have been solved. In addition, we observed that our Lagrangian approach produces upper and lower bounds of better quality than in [5, 21] . This suggested us to use the relative gap (a function of these two bounds) as a similarity measure. To the best of our knowledge we are the first ones to propose such criterion for similarity. Our results demonstrated the very good classification potential of our method. Its capacity as classifier was further tested on the Proteus_300 set, a large benchmark of 300 domains that we extracted from ASTRAL-40 [23] . We are not aware of any previous attempt to use a CMO tool on such large database. The obtained classification is in very good agreement with SCOP classification. This clearly demonstrates that our algorithm can be used as a tool for large scale classification.
The mathematical model
We are going to present the CMO problem as a matching problem in a bipartite graph, which in turn will be posed as a longest augmented path problem in a structured graph. Toward this end we need to introduce few notations as follows. The contacts maps of two proteins P1 and P2 are given by graphs G m = (V m , E m ) with V m = {1, 2, . . . , n m } for m = 1, 2. The vertices V m are better seen as ordered points on a line and correspond to the residues of the proteins. The arcs (i, j) correspond to the contacts. The right and left neighbouring of node i are elements of the sets δ
be matched with k ∈ V 2 and j ∈ V 1 be matched with l ∈ V 2 . We will call a matching non-crossing, if i < j implies k < l. A feasible alignment of two proteins P 1 and P 2 is given by a non-crossing matching in the complete bipartite graph B with a vertex set V 1 ∪V 2 .
Let the weight w ik jl of the matching couple (i, k)( j, l) be set as follows
For a given non-crossing matching M in B we define its weight w(M) as a sum over all couples of edges in M. The CMO problem consists then in maximizing w(M), where M belongs to the set of all non-crossing matching in B.
In [1, 2, 3, 4] we have already dealt with non-crossing matching and we have proposed a network flow presentation of similar one-to-one mappings (in fact the mapping INRIA there was many-to-one). The adaptation of this approach to CMO is as follows: The edges of the bipartite graph B are mapped to the points of n 1 × n 2 rectangular grid
Definition. The feasible path is an arbitrary sequence (i 1 , k 1 ), (i 2 , k 2 ), . . . , (i t , k t ) of points in B ′ such that i j < i j+1 and k j < k j+1 for j = 1, 2, . . . ,t − 1.
The correspondence feasible path ↔ non-crossing matching is obvious. This way non-crossing matching problems are converted to problems on feasible paths. We also add arcs (i, k) → ( j, l) ∈ E ′ iff w ik jl = 1. In B ′ , solving CMO corresponds to finding the densest (in terms of arcs) subgraph of B ′ whose node set is a feasible path (see Fig. 1 ). To each node (i, k) ∈ V ′ we associate now a 0/1 variable x ik , and to each arc (i, k) → ( j, l) ∈ E ′ , a 0/1 variable y ik jl . Denote by X the set of feasible paths. The problem can now be stated as follows (see Fig. 2 a) for illustration)
subject to
x ∈ X
Actually, we know how to represent X with linear constraints. Recalling the definition of feasible path, (7) is equivalent to
We recall that from the definition of the feasible paths in B ′ (non-crossing matching in B) the j-th residue from P1 could be matched with at most one residue from P2 and vice-versa. This explains the sums into right hand side of (3) and (5) -for arcs having their tails at vertex (i, k); and (4) and (6)-for arcs heading to (i, k). Any (i, k)( j, l) arc can be activated (y ik jl = 1) iff x ik = 1 and x jl = 1 and in this case the respective constraints are active because of the objective function.
A tighter description of the polytope defined by (3)-(6) and 0 ≤ x ik ≤ 1, 0 ≤ y ik jl could be obtained by lifting the constraints (4) and (6) as it is shown in Fig. 2 b) . The points shown are just the predecessors of (i, k) in graph B ′ and they form a grid of δ 
correspond to pairwise crossing matching and at most one of them could be chosen in any feasible solution x ∈ X (see (6) ). This "all crossing" property will stay even if we add to this set the following two sets:
Denote by col ik (l) the union of these three sets and analogously by row ik ( j) the corresponding union for the j-th row of the grid. When the grid is one column/row only the set row ik ( j)/col ik (l) is empty. Now a tighter LP relaxation of (3)- (6) is obtained by changing (4) with
and (6) with
Remark: Since we are going to apply the Lagrangian technique there is no need neither for an explicit description of the set X neither for lifting the constraints (3) (5).
Lagrangian relaxation approach
Here, we show how the Lagrangian relaxation of constraints (9) and (10) leads to an efficiently solvable problem, yielding upper and lower bounds that are generally better than those found by the best known exact algorithm [5] .
Let λ h ik j ≥ 0 (respectively λ v ik j ≥ 0) be a Lagrangian multiplier assigned to each constraint (9) (respectively (10)). By adding the slacks of these constraints to the objective function with weights λ, we obtain the Lagrangian relaxation of the CMO problem (11) subject to x ∈ X, (3), (5) and y ≥ 0. (10) for l fixed (the set col ik (l)).
corresponds to the indices of y jlik in (9) for j fixed (the set row ik ( j)).
Proposition 1 LR(λ) can be solved in O(|V
, if x ik = 1 then the optimal choice y ik jl amounts to solving the following : The heads of all arcs in E ′ outgoing from
To each point ( j, l) in this table, we assign the profit max{0, c ik jl (λ)}, where c ik jl (λ) is the coefficient of y ik jl in (11) . Each vertex in this table is a head of an arc outgoing from (i, k). Then the subproblem we need to solve consists in finding a subset of these arcs having a maximal sum c ik (λ) of profits(the arcs of negative weight are excluded as a candidates for the optimal solution) and such that their heads lay on a feasible path. This could be done by a dynamic programming approach in O(|δ
Once profits c ik (λ) have been computed for all (i, k) we can find the optimal solution to LR(λ) by using the same DP algorithm but this time on the table of n1 × n2 points with profits for (i, k)-th one given by
where the last two terms are the coefficients of x ik in (11). Remark: The inclusion x ∈ X is explicitly incorporated in the DP algorithm.
The algorithm
In order to find the tightest upper bound on v(CMO) (or eventually to solve the problem), we need to solve in the dual space of the Lagrangian multipliers LD = min λ≥0 LR(λ), whereas LR(λ) is a problem in x, y. A number of methods have been proposed to solve Lagrangian duals: subgradient method, dual ascent methods,constraint generation method, column generation, bundel methods,augmented Lagrangian methods, etc. Here, we choose the subgradient method. It is an iterative method in which at iteration t, given the current multiplier vector λ t , a step is taken along a subgradient of LR(λ), then if necessary, the resulting point is projected onto the nonnegative orthant. It is well known that practical convergence of the subgradient method is unpredictable. For some problems, convergence is quick and fairly reliable, while other problems tend to produce erratic behavior of the multiplier sequence, or the Lagrangian value, or both.
In a "good" case, one usually observe a saw-tooth pattern in the Lagrangian value for the first iterations, followed by a roughly monotonic improvement and asymptotic convergence to a value that is hopefully the optimal Lagrangian bound. The computational runs on a reach set of real-life instances confirm a "good" case belonging of our approach at some expense in the speed of the convergence. In our realization, the update scheme for λ ik j is λ (9) and (10) for the sum definition) is the sub-gradient component (0, 1,or −1), calculated on the optimal solutionx,ȳ of LR(λ t ). The step size
2 where Z lb is a known lower bound for the CMO problem and α is an input parameter. Into this approach the x-components of LR(λ t ) solution provides a feasible solution to CMO and thus a lower bound also. The best one (incumbent) so far obtained is used for fathoming the nodes whose upper bound falls below the incumbent and also in section 4 for reporting the final gap. If LD ≤ v(CMO) then the problem is solved. If LD > v(CMO) holds, in order to obtain the optimal solution, one could pass to a branch&bound algorithm suitably tailored for such an upper bounds generator.
From among various possible nodes splitting rules, the one shown in Fig. 3 gives quite satisfactory results (see section 4). Formally, let the current node be a subproblem of CMO defined over the vertices of Fig. 3 these are the points in-between two broken lines (the white area). Let (rowbest, colbest) be the argmax min (S u 0) . Now, the two descendants of the current node are obtained by discarding from its feasible set the vertices in S d (rowbest, colbest) and S u (rowbest, colbest) respectively. The goal of this strategy is twofold: to create descendants that are balanced in sense of feasible set size and to reduce maximally the parent node's feasible set.
In addition, the following heuristics happened to be very effective during the traverse of the B&B tree nodes. Once the lower and the upper bound are found at the root node, an attempt to improve the lower bound is realized as follows.
Let
be an arbitrary feasible path which activates certain number of arcs (recall that each iteration in the sub-gradient optimization phase generates such path and lower bound as well).
Then for a given strip size sz (an input parameter set by default to 4), the matchings in the original CMO are restricted to fall in a neighborhood of this path, allowing x ik to be non zero only for
The Lagrangian dual of this subproblem is solved and a better lower bound is possibly sought. If the bound improves the incumbent, the same procedure is repeated by changing the strip alongside the new feasible solution.
Finally, the main steps of the B&B algorithm are as follows: Initialization: Set L={original CMO problem, i.e. no restrictions on the feasible paths}. Problem selection and relaxation: Select and delete the problem P i from L having the 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 0000000000000000000 
Numerical results
To evaluate the above algorithm we performed two kinds of experiments. In the first one we compared our approach with the best existing algorithm from literature [5] in term of performance and quality of the bounds. This comparison was done on a set of proteins suggested by Jeffrey Skolnick which was used in various recent papers related to protein structure comparison [5, 18, 21] . This set contains 40 medium size domains from 33 proteins, which number of residues varies from 95 (2b3iA) to 252 (1aw2A).
The maximum number of contacts is 593 (1btmA). We afterwards experimentally evaluated the capability of our algorithm to perform as classifier on the Proteus_300 set, a significantly larger protein set. It contains 300 domains, which number of residues varies from 64 (d15bba_) to 455 (d1po5a_). Its maximum number of contact is 1761 (d1i24a_). We will soon make available all data and results 4 on the URL: http://www.irisa.fr/symbiose/softwares/resources/proteus300
Performance and quality of bounds
The results presented in this section were obtained on machines with AMD Opteron(TM) CPU at 2.4 GHz, 4 Gb Ram, RedHat 9 Linux. The algorithm was implemented in C. According to SCOP classification 5 [19] , the Skolnick set contains five families (see Table 2 in Annexe) 6 . Note that both approaches that we compare use different La-grangian relaxations. Our algorithm is called a_purva 7 , while the other Lagrangian algorithm is denoted by LR.
The Skolnick set requires aligning 780 pairs of domains. We bounded the execution time to 1800 seconds for both algorithms. a_purva succeeded to solve 171 couples in the given time, while LR solved only 157 couples. Note that another exact algorithm called CMOS has been proposed in a very recent paper [21] . CMOS succeeded to solve only 161 instances from the Skolnick set, yet the time limit was 4 hours on a similar workstation. Hence it seems that 171 is the best score ever obtained when exactly solving Skolnick set. To the best of our knowledge, we are the first ones to solve all the 164 instances with couples from the same SCOP folds, as well as the first to solve instances with couples from different folds (the 7 instances of the 6 th class presented in Table 1 ). The interested reader can find our detailed results on the webpage cited before. Figure 4 illustrates LR/a_purva time ratio as a function of solved instances. It is easily seen that a_purva is significantly faster than LR (up to several hundred times in the majority of cases). Table 1 in the Annexe contains more details concerning a subset of 164 pairs of proteins. We observed that this set is a very interesting one. It is characterized by the following properties: a) in all but the 6 last instances the a_purva running time is less than 10 seconds; b) in all instances the relative gap 8 at the root of the B&B is smaller than 4, while in all other instances this gap is much larger (greater than 18 even for couples solved in less than 1800 sec); c) this set contains all instances such that both proteins belong to the same family according to SCOP classification. In other words, each pair such that both proteins belong to the same family is an easily solvable instance for a_purva and this feature can be successfully used as a discriminator. In fact, by virtue of this relation we were able to correctly classify the 40 items in the Skolnick set in 2000 seconds overall running time for all 780 instances. We will go back over this point in the next section. 1rn1 does not belong to the first family as indicated in [5] . Note that this corroborates the results obtained in [5] but the authors considered it as a mistake. 7 Apurva (Sanskrit) = not having existed before, unknown, wonderful, ... 8 We define the relative gap as 100 × U B−LB U B .
INRIA
Our next observation (see Fig. 5 and Fig. 6 in the Annexe) concerns the quality of gaps obtained by both algorithms on the set of unsolved instances. Remember that when a Lagrangian algorithm stops because of time limit (1800 sec. in our case) it provides two bounds: one upper (UB), and one lower (LB). Providing these bounds is a real advantage of a B&B type algorithm compared to any meta-heuristics. These values can be used as a measure for how far is the optimization process from finding the exact optimum. The value UB-LB is usually called absolute gap. Any one of the 609 points (x, y) in Fig. 5 presents the absolute gap for a_purva (x coordinate) and for LR (y coordinate) algorithm. All points are above the y = x line (i.e. the absolute gap for a_purva is always smaller than the absolute gap for LR). On the other hand the entire figure is very asymmetric in a profit of our algorithm since its maximal absolute gap is 33, while it is 183 for LR.
In Fig. 6 we similarly compare lower and upper bounds separately. Any point • has the lower bound computed by a_purva (res. LR) as x (res. y) coordinate, while any point × has the upper bound computed by a_purva (res. LR) as x (res. y) coordinate. We observe that in a large majority the points • are below the y = x line while the points × are above this line. This means that usually a_purva lowers bounds are higher, while its upper bounds are all smaller and therefore a_purva provides bounds with clearly better quality than LR. We don't have much information about the bounds find by CMOS, except that at the root of the B&B tree, it obtains upper bounds of worst quality than the ones of LR. 
A_purva as a classifier
When running a_purva on the Skolnick set, we observed that relative gaps are smaller for similar domains than for dissimilar ones. This became even more obvious when we fixed a small upper bound of iterations and limited the computations only to the root of the B&B tree. The question then was to check if the relative gap can be used as a similarity index (the smaller is the relative gap, the more similar are the domains) which can be given to an automatic classifier in order to quickly provide a classification.
We used the following protocol : the runs of a_purva were limited to the root, with a limit of 500 iterations for the subgradient descent. We used the publicly available hierarchical ascendant classifier Chavl [20] , which proposes a best partition of classified elements based on the derivative of the similarity index and thus requires no similarity threshold. For the Skolnick set, the alignment of all couples was done in less than 1100 seconds (with a mean computation time of 1.39 seconds/couple). The classification returned by Chavl based on the relative gap is exactly the classification at the fold level in SCOP. Taking into account that according to Table 1 , 609 couples ran 1800 seconds without finding the solution, this result pushes to use the relative gap as a classifier. Note also that we succeeded to classify the Skolnick set significantly faster than both previously published exact algorithms [21, 5] that use similarity indexes based on lower bound only. This illustrates the effectiveness of using a similarity based on both upper and lower bounds.
To get a stronger confirmation of a_purva classifier capabilities, we performed the same operation on the Proteus_300 set, presented in Table 3 . The alignment 9 of the 44850 couples required roughly 82 hours (with a mean computation time of 6,58 seconds/couple). Table 4 presents the classification that we obtain. It contains 25 classes denoted by letters A-Y. This classification is almost identical to the SCOP one (at folds level) which contains 24 classes denoted by numbers (presented in Table 3 ). 18 of the 24 SCOP classes correspond perfectly to our classes. Class 15 (resp. 24) contains two families 10 that we classified in M and N (resp. V and W). Classes 9 and 11 were merged into class I and are indeed similar, with some domains (like d1jgca_ and d1b0b__) having more than 75% of common contacts 11 . Class 18 was split into its two families (X and Y), but Y was merged with class 10. Again, some of the corresponding domains (e.g. d1b00a_ and d1wb1a4) are very similar, with more than 75% of common contacts.
Conclusion
In this paper, we give an efficient exact B&B algorithm for contact map overlap problem. The bounds are found by using Lagrangian relaxation and the dual problem is solved by sub-gradient approach. The efficiency of the algorithm is demonstrated on a benchmark set of 40 domains and the dominance over the existing algorithms is total. In addition,its capacity as classifier (and this was the primary goal) was tested on a large data set of 300 protein domains. We were able to obtain in a short time a classification in very good agreement to the well known SCOP database.
We are curently working on the integration of biological information into the contact maps, such as the secondary structure type of the residues (alpha helix or beta strand). Aligning only residues from the same type will reduce the research space and thus speed up the algorithm. 9 Detailed results of the runs will be available in our web page. 10 In the SCOP classification, Families are sub-sub-classes of Folds. 11 The percentage of common contacts between domains i and j is
where C i (resp C j ) denotes the number of contacts in domain i (resp j), and CMO(i, j) is the number of common contacts between i and j found by a_purva. We are thankful to Professor Giuseppe Lancia for numerous discussions and for kindly providing us with the source code and the contact map graphs for the Skolnick set.
All computations were done on the Ouest-genopole bioinformatics platform (http://genouest.org). 
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