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Abstract
We study the nonlinear elliptic problem −u = χ{u>0}(logu+λf (x,u)) in Ω ⊂ Rn with u = 0 on ∂Ω .
The function f :Ω × [0,∞) → [0,∞) is nondecreasing, sublinear and fu is continuous. For every λ > 0,
we obtain a maximal solution uλ  0 and prove its global regularity C1,γ (Ω). There is a constant λ∗ such
that uλ vanishes on a set of positive measure for 0 < λ < λ∗, and uλ > 0 for λ > λ∗. If f is concave, for
λ > λ∗ we characterize uλ by its stability.
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1. Introduction
We study the singular boundary value problem
⎧⎨
⎩
−u = χ{u>0}
(
logu + λf (x,u)) in Ω,
u 0 in Ω,
u = 0 on ∂Ω,
(1)
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gλ(x,u) = χ{u>0}
(
logu + λf (x,u)), (2)
where χ{u>0} denotes the characteristic function of the set {x ∈ Ω | u(x) > 0} and by convention
gλ(x,0) = 0 a.e. in x. We assume that
f :Ω × [0,∞) → [0,∞) is measurable in x ∈ Ω with fu continuous, (3)
f is nondecreasing, f ≡ 0, (4)
and
lim
s→∞
f (x, s)
s
= 0 uniformly in x ∈ Ω. (5)
A standard example is f (x,u) = up , with 0 < p < 1. Problems involving singular nonlinearities
arise as limit of some equations modeling physical and chemical phenomena as for example,
catalytic reactions, see [1,7]. Problems with logarithmic nonlinearity are studied in a few pa-
pers. In [2] the authors show existence and uniqueness of solutions to the nonlinear Schrödinger
equation and Klein–Gordon equation. The parabolic problem in dimension one with logarithmic
nonlinearity related to (1) was studied in [12] with positive boundary condition.
A problem with some features in common to ours is
⎧⎨
⎩
−u = χ{u>0}
(−u−β + λf (x,u)) in Ω,
u 0 in Ω,
u = 0 on ∂Ω,
(6)
where 0 < β < 1. Equations of type (6) have been studied by several authors with different
approaches. In [6] the authors studied the maximal solution uλ of (6). They obtained results
on existence, regularity and stability. Concerning the parameter λ, there is a constant λ∗ > 0
such that for 0 < λ < λ∗, the maximal solution uλ vanishes on a set of positive measure and
possesses a free boundary. For λ > λ∗, uλ > 0 in Ω and for λ = λ∗, uλ∗ > 0 almost everywhere.
But if the dimension n  6, then uλ∗ > 0 in Ω , not only a.e. In [3] and [8] the authors studied
the case where f is bounded and depends only on x ∈ Ω . They also establish the existence,
uniqueness and stability of a solution. In [11] a regularity result was proved for minimizers of
the functional related to problem (6) for λ = 0. In [14] the authors studied the equation −u =
−K(x)u−β + λup for large λ, 0 < p < 1 and K possibly changing sign, but bounded.
Let δ(x) := dist(x, ∂Ω). By a solution of (1) we mean a function u ∈ H 10 (Ω), u  0, such
that
χ{u>0}
(
logu + λf (·, u))δ ∈ L1(Ω)
and ∫
∇u · ∇ϕ dx =
∫ (
logu + λf (x,u))ϕ dx, for all ϕ ∈ C∞0 (Ω). (7)Ω {u>0}
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{−u = (logu)χ{u>0} + λf (x,u) in Ω,
u 0 in Ω,
u = 0 on ∂Ω.
(8)
A solution of (8) is a function u ∈ H 10 (Ω), u 0, such that
(
(logu)χ{u>0} + λf (·, u)
)
δ ∈ L1(Ω)
and ∫
Ω
∇u · ∇ϕ dx =
∫
{u>0}
(logu)ϕ dx + λ
∫
Ω
f (x,u)ϕ dx, for all ϕ ∈ C∞0 (Ω). (9)
We say that u is a maximal solution to (1) (or (8)) if u v for any other solution v. A subso-
lution satisfies (7) (or (9)) with  sign and ϕ  0.
For 0 < ε < ε0, we consider a family of approximated problems⎧⎨
⎩−uε = log
(
(uε)2 + εuε + ε
uε + ε
)
+ λf (x,uε) in Ω,
uε = 0 on ∂Ω.
(10)
At least formally, problem (1) is the limit of (10) as ε → 0.
Let uε be the maximal solution of (10). Letting ε → 0, by Fatou’s Lemma the family uε
converges to a function uλ which is the maximal subsolution of (8). We follow the approach
developed in [4,6,11] to get interior and global regularity for uλ. An important step is to prove
a Harnack type estimate that gives a control on the growth of uλ, see Lemma 3.4. Then, we use
this estimate to study the behavior of ∇uλ showing Hölder regularity of the first derivatives up
to the boundary in Lemmas 3.9 and 3.10. It is interesting to remark that we obtain the regularity
for the maximal subsolution. From the heuristical point of view, since logarithm is less singular
than u−β we get more than the C1,(1−β)/(1+β)(Ω) regularity obtained for the maximal solution
of (6) in [4]. This is the content of the next result.
Theorem 1.1. Assume f satisfies (3)–(5). Then, for each λ > 0, problem (8) has a maximal
subsolution uλ and uλ ∈ C1,γ (Ω) for each γ ∈ (0,1).
For proving Theorem 1.1, we decompose uλ = v +w, where v is subharmonic and w ∈ C1,μ,
see Corollary 3.6 and Lemma 3.9. The way we decompose uλ is due to the fact that logarithm
changes sign. The inhomogeneity of logarithmic function affects some scaling arguments, see
the Harnack type Lemma 3.4 and the estimate of Lemma 3.9.
Next we prove a better gradient estimate for uλ in order to show that the maximal subsolution
to (8) is actually a maximal solution to (1). In fact it is enough to show an interior estimate
since we take care of the boundary by means of an adequate test function. Our local interior
estimate (11) below is sharper compared to the estimate |∇uλ|2  C(uλ)1−β for 0 < β < 1
obtained in [6].
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to (8). Then, for each Ω ′ Ω the estimate
|∇uλ|2  Cuλ (11)
holds in Ω ′, where C > 0 depends only on dist(Ω ′, ∂Ω) and supuλ. Furthermore, uλ is actually
the maximal solution of (1).
In the proof of Theorem 1.2 we also need to decompose u in Ω ′ as u = v +w with v subhar-
monic and w ∈ C1,1(Ω ′), see Lemma 4.1. The constant C appearing in (11) depends on supuλ
but, as we shall see, uλ is a priori bounded (see Lemma 2.1).
In the next theorem we state some properties of the maximal solution of (1).
Theorem 1.3. Assume f satisfies (3)–(5). For the maximal solution uλ of (1) there holds:
(i) the branch λ → uλ is increasing and continuous;
(ii) there exists 0 λ∗ < ∞ such that uλ > 0 for all λ > λ∗;
(iii) if Ω satisfies λ1(Ω) > e−1, then λ∗ > 0. In other words, for 0 < λ < λ∗, |{x ∈ Ω:
uλ = 0}| > 0;
(iv) there exists θ > 0 such that, if λ1(Ω) < θ , then uλ > 0 for all λ > 0;
(v) if Ω is such that λ1(Ω) > e−1 and n 11, then
uλ∗  Cδα,
for some constants C,α > 0. Here λ1(Ω) is the first eigenvalue of − in H 10 (Ω).
Item (iii) above implies that the maximal solution of (1) (and hence any nonnegative solution)
vanishes on a set of positive measure if 0 < λ < λ∗. On the other hand, item (iv) says that, if Ω is
sufficiently large, then λ∗ = 0. This issue is quite different from the results in [6], where λ∗ > 0
for any domain, and essentially this is due to the fact that logarithm changes sign.
We now turn to the question of stability. First, remember our notation for gλ(·, u) in Eq. (2).
For a fixed λ > 0, given a function u ∈ L1loc(Ω), u > 0 in Ω , we define the expression
Λ(u) := inf
ϕ∈C∞c (Ω)
∫
Ω
|∇ϕ|2 − ∂gλ
∂u
(x,u)ϕ2∫
Ω
ϕ2
.
A solution uλ of (1) is called stable if Λ(uλ) > 0 and it is called weakly stable if Λ(uλ) 0. We
state next the characterization of the maximal solution in terms of its stability.
Theorem 1.4. Suppose that f satisfies (3)–(5) and is concave. For λ > λ∗, the maximal solu-
tion uλ of (1) is stable. The extremal solution uλ∗ is weakly stable. Conversely, if u is a weak
solution of (1) for λ  λ∗ such that u is positive a.e. and Λ(u)  0, then u = uλ, that is, the
maximal solution is unique in the class of the a.e. positive weakly stable solutions.
The paper is organized as follows. In Section 2 we prove that the limit of the maximal solu-
tions uε of (10) is the maximal subsolution uλ of (8), so we prove the first part of Theorem 1.1.
Section 3 is devoted to prove a Harnack type inequality and, as a consequence, global regularity
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gradient estimate of Theorem 1.1 which implies that the maximal subsolution of (8) is actually
the maximal solution of (1). Theorems 1.3 and 1.4 with further properties of the maximal solution
of (1) are studied in Section 5.
2. Obtaining a maximal subsolution
In this section we obtain a maximal subsolution to (8). We begin by considering the family
of perturbed problems (10) and show that maximal solutions to these problems converge to the
maximal subsolution of (8).
For 0 < ε < 1, the solutions uελ of (10) are a priori bounded independently of ε.
Lemma 2.1. Suppose f satisfies (3) and (5). For 0 < ε  1, let uελ be a solution of (10). There
exists a constant C1 > 0 such that
sup
0<ε<1
∥∥uελ∥∥L∞  C1.
Proof. We omit the symbol λ in uελ and we denote
hε(s) := log
(
s2 + εs + ε
s + ε
)
. (12)
Assume by contradiction that there exists a sequence εj → 0 as j → ∞ and
∥∥uεj ∥∥
L∞ → ∞
as j → ∞, where uεj solves (10). For each j ∈ N we set
αj :=
∣∣uεj ∣∣
L∞ , βj := infs0hεj (s), Ωj := |βj |Ω, x˜ := x/|βj |
and define
Uεj (x) := 1
αj
uεj (x˜), x ∈ Ωj .
Clearly
∥∥Uεj ∥∥
L∞(Ωj ) = 1, for all j ∈ N. (13)
On the other hand,
−Uεj (x˜) = 1
α |β |2
(
hεj
(
uεj (x˜)
)+ λf (x˜, uεj (x˜))).
j j
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C1(Ωj )
→ 0, as j → ∞,
which contradicts (13). 
We shall prove that problem (10) has a maximal solution. First we find a supersolution which
is independent on ε. Clearly u = 0 is a subsolution of (10). Then our solution uελ  0. This is
enough to carry out our arguments. Notice that uελ is positive for any λ > 0 if the domain is
large enough, since in this case there is a positive subsolution, according to Lemma 5.3 adapted
to (10).
Lemma 2.2. Suppose f satisfies (3)–(5). Then, for each λ > 0, there is a supersolution uλ
of (10), for every 0 < ε < 1.
Proof. First consider the solution Y of{−Y = 1 in Ω,
Y = 0 on ∂Ω. (14)
Since Y is bounded in Ω , we choose θ > 0 such that
θ‖Y‖L∞  1.
Next, we fix M > 0 and C1 > 0 in a such a way that
λf (x,u) θu, for all uM,
and
λf (x,u) C1, for all uM.
By our choice of θ > 0 we fix k > 0 such that
k − log(k‖Y‖L∞ + 1) θk‖Y‖L∞
and
k − log(M + 1) C1.
Setting uλ := kY we obtain a supersolution of (10) for all 0 < ε < 1. Indeed, recall the definition
of hε from (12). If uλ M we have
−uλ − hε(uλ) = k − hε(uλ) k − log(uλ + 1)
= k − log(kY + 1) k − log(k‖Y‖L∞ + 1)
 θk‖Y‖L∞  θuλ  λf (x,u).
Whenever uλ M , we obtain
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 k − log(M + 1) C1  λf (x,u).
Consequently, uλ = kY is a supersolution of (10), for all ε > 0. 
Now we use an iteration argument to prove that (10) has a maximal solution.
Lemma 2.3. Let 0 < ε < ε0 and λ > 0 be fixed. Then, the problem (10) has a maximal solution
uελ ∈ C2(Ω) ∩ C(Ω) which is weakly stable. Furthermore, uελ is increasing with respect to λ
and ε.
Proof. Let ε > 0 be fixed and
Fε(x,u) := log
(
u2 + εu + ε
u + ε
)
+ λf (x,u) + aεu,
where the constant aε is fixed in such a way that u → Fε(x,u) is increasing on [uελ,uλ], uni-
formly in x ∈ Ω .
Starting with u0 = uλ, we define the sequence un of (unique) solutions of the problems
{−un + aεun = Fε(x,un−1) in Ω,
un = 0 on ∂Ω. (15)
Then we have uελ  · · · un+1  un  · · · u0 = uλ. In fact, it follows by the Maximum Prin-
ciple applied to the problem
{−(u0 − u1) + aε(u0 − u1) Fε(x,uλ) − Fε(x,uλ) = 0 in Ω,
u0 − u1 = 0 on ∂Ω,
that u0  u1  0. Similarly, uελ  u1 in Ω .
There is a function uελ defined by the pointwise limit
uελ(x) = limn→∞un(x), x ∈ Ω.
By a standard bootstrap argument we may take the limit n → ∞ in (15), so we conclude that uελ
satisfies (10).
A similar argument using the Maximum Principle as above shows that, if v is another solution
of (10), then v  un, for all n ∈ N which implies v  uελ, that is, uελ is the maximal solution
in [0, uλ]. Now, from Lemma 2.1, we can choose k in a way that any subsolution u′ of (10)
satisfies u′  uλ. Hence, uελ is the maximal solution to (10).
An argument using the Maximum Principle as above and the fact that, for λ1 < λ2, uελ1 is
a subsolution to (10) with λ = λ2, we see that λ → uελ is increasing. The same is valid for
ε → uελ.
Weak stability follows from basic facts about sub and supersolution method (see for exam-
ple [13, p. 992]). 
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uλ(x) := lim
ε→0u
ε
λ(x), x ∈ Ω,
is the maximal subsolution of (8). In other words
∫
Ω
uλ(−ϕ)dx +
∫
{uλ>0}
(− loguλ)ϕ dx 
∫
Ω
λf (x,uλ)ϕ dx, (16)
for all ϕ ∈ C∞0 (Ω), with ϕ  0 in Ω .
Proof. Let ϕ ∈ C∞0 (Ω) with ϕ  0 in Ω , λ > 0 and recall the definition of hε in (12). For each
0 < ε < ε0,
∫
Ω
uελ(−ϕ)dx −
∫
Ω
hε
(
uελ
)
dx =
∫
Ω
λf
(
x,uελ
)
ϕ dx. (17)
The Dominated Convergence Theorem implies
lim
ε→0
∫
Ω
λf
(
x,uελ
)
ϕ dx =
∫
Ω
λf (x,uλ)ϕ dx. (18)
Analogously,
lim
ε→0
∫
Ω
uελ(−ϕ)dx =
∫
Ω
uλ(−ϕ)dx. (19)
Since
lim inf
ε→0 −hε
(
uελ
)
−χ{uλ>0}(loguλ),
from the Fatou Lemma,
lim inf
ε→0
∫
Ω
−hε
(
uελ
)
ϕ dx 
∫
{uλ>0}
(− loguλ)ϕ dx. (20)
Letting ε → 0 in (17) and using (18)–(20) we get (16). If u˜ is another subsolution of (8), so
it is also a subsolution of (10), for each ε > 0. This implies u˜  uελ, for all ε > 0 (since uελ is
maximal). Taking the limit, we obtain u˜ uλ and conclude that uλ is maximal. 
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In this section we follow some ideas of [4] and [6] and prove estimates up to the boundary
of Ω for the maximal subsolution uλ of (8).
We introduce scaled domains which allow us to reach the boundary ∂Ω . Since ∂Ω is smooth,
there is r0 > 0 (possibly small) such that, for p ∈ Ω and r ∈ ]0, r0[, one can construct an open
connected set Dp,r with the following properties:
• B3r/4(p) ∩ Ω ⊂ Dp,r ⊂ Br(p) ∩ Ω ;
• the scaled domain D˜p,r := r−1(Dp,r − p) has smooth boundary and the smoothness is in-
dependent on p and r .
We also use the notation
Ω˜ = r−1(Ω − p),
∂1D˜p,r = ∂D˜p,r ∩ ∂Ω˜,
∂2D˜p,r = ∂D˜p,r \ ∂1D˜p,r .
With the next lemma we may construct a local subsolution to (8). This is an important ingre-
dient in the proof of Lemma 3.4, which is a Harnack type inequality.
Lemma 3.1. Let u be a function in H 1/2(∂Dp,r ), 0 < β  1 and θ > 0 be constants. There exist
constants c0 := c0(θ) > 0 and c1 > 0 such that, if
−
∫
∂Dp,r
u dσ  c0, (21)
then there exist a function w ∈ H 1(Dp,r ) satisfying⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−w  β logw − θ in Dp,r ,
w(x) c1δ(x) −
∫
∂Dp,r
u dσ in Dp,r ,
w = u on ∂Dp,r .
Proof. Let H be the harmonic extension of u in Dp,r , that is, H satisfying
{−H = 0 in Dp,r ,
H = u on ∂Dp,r .
From [5, Lemma 9.1], we have
H(x) Cδ(x)m, for all x ∈ Dp,r , (22)
where m := −∫ udσ and the constant C does not depend on p and r .
∂Dp,r
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v = 0 on ∂Dp,r .
Hence v ∈ C1,1−γ (Dp,r ) (see the proof of Theorem 1.1 in [9] or Lemma 2.1 in [4]). Therefore,
there is a constant M > 0 such that
v(x)Mδ(x) in Dp,r . (23)
We set k := Cm2M , where C is from (22), and define
w := H − kv.
From (22) and (23) we obtain
w(x) Cmδ(x)
2
in Dp,r . (24)
We manage to show that, for m sufficiently large (see (21)):
w −β logw + θ in Dp,r .
Since
−β logw w−γ for 0 < γ < 1 and 0 < β  1,
we just need to show that
w w−γ + θ.
Estimate (24) implies
w−γ (x) + θ  (2−1Cmδ(x))−γ + θ  δ−γ (x)((2C)−γm−γ + θc),
where c := supx∈Dp,r δ(x) 1, that is,
w−γ + θ  δ−γ ((2−1C)−γm−γ + θ) in Dp,r . (25)
Choosing now m in such a way that
k 
(
2−1C
)−γ
m−γ + θ,
and coming back to (25) we obtain
w−γ + θ  kδ−γ = w in Dp,r ,
and the proof is concluded. 
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2γ C−γm−γ + θ  C−γ 2m−γ + θ , we may assume m 1, thus obtaining
2γ C1m−γ + θ  2C1 + θ,
where C1 := C−γ . Therefore, we may choose m c0, where
c0(θ) = 2C1M(2C1 + θ).
When Dp,r is the ball B1, we can use Harnack inequality to obtain (22) and in this case C = 2−n
and C1 = 2n.
The next lemma, which is essentially a Harnack type inequality, gives us a control on the
growth of the maximal subsolution uλ.
Remark 3.3. Lemma 3.4 next holds with almost the same proof if we change Dp,r by the
ball Br(p). We will use this in Corollary 3.6.
Lemma 3.4. Let uλ be the maximal subsolution of (8). Let p ∈ Ω and r ∈ ]0, r0[ be fixed. There
exist constants c0, c1 > 0, such that, if
−
∫
∂Dp,r
uλ dσ  c0rα, for 1 α < 2,
then
uλ(x) c1r−1 dist(x, ∂Dp,r ) −
∫
∂Dp,r
uλ dσ, for almost every x ∈ Dp,r .
Proof. We omit the subscript λ and denote u := uλ. Translating to the origin, we may assume
x0 = 0. Scaling u as
ur(y) := r−αu(ry), for y ∈ Dp,1,
we obtain
−ur(y) + r2−α log
(
rαur(y)
)
 r2−αλf
(
ry, rαur(y)
)
, for y ∈ Dp,1.
Using polar coordinates
−
∫
∂D
ur dσ = r−αr−n+1 −
∫
∂D
udσ  r−α −
∫
∂D
udσ.p,1 p,r p,r
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of a function w ∈ H 1(Dp,1) satisfying
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−w  r2−α log(rαw) in Dp,1,
w(x) c1δ(x) −
∫
∂Dp,1
ur dσ in Dp,1,
w = ur on ∂Dp,1.
It follows that w also satisfies{−w + r2−α log(rαw) r2−αλf (ry, rαw) in Dp,1,
w = ur on ∂Dp,1.
Rescaling back,
v(x) = rαw
(
x
r
)
, for x ∈ Dp,r ,
we have
−v − logv  λf (x, v) in Dp,r .
Let z :Ω →R be defined as
z(x) :=
{
u(x) if x ∈ Ω \ Dp,r ,
v(x) if x ∈ Dp,r .
We claim that z is a subsolution of (8). Indeed, let ϕ ∈ C∞0 (Ω) with ϕ  0 in Ω . Therefore,
∫
Ω
z(−ϕ)dx =
∫
Ω
u(−ϕ)dx +
∫
Br
(v − u)(−ϕ)dx
=
∫
Ω
u(−ϕ)dx +
∫
Br
(v − u)(−ϕ)dx
−
∫
Br
ϕ(v − u)dx +
∫
Br
ϕ(v − u)dx.
By Lemma 3.4 from [6], we have
∫
Dp,r
(v − u)(−ϕ)dx +
∫
Dp,r
ϕ(v − u)dx  0.
Then,
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∫
Ω
z(−ϕ)dx 
∫
Ω
u(−ϕ)dx −
∫
Dp,r
ϕ(v − u)dx
=
∫
Ω\Dp,r
u(−ϕ)dx +
∫
Dp,r
ϕ(−v)dx

∫
Ω\Dp,r
(
(logu)χ{u>0} + λf (x,u)
)
ϕ dx +
∫
Dp,r
(
logv + λf (x, v))ϕ dx
=
∫
Ω
(
(log z)χ{u>0} + λf (x, z)
)
ϕ dx,
and z is a subsolution of (8). Since u is the maximal subsolution, we obtain u  z in Ω . In
particular, u v in Dp,r . Therefore,
u(x) v(x) c1δ
(
x
r
)
−
∫
∂Dp,r
u dσ,
for almost every x ∈ Dp,r . 
Remark 3.5. (i) As it can be observed during the proof of Lemma 3.4, for 1 α < 2,
c0 = c0(r) = 2C1M
(
2C1 − r2−α log rα
)
 C,
for some constant C > 0, since limr→0 r2−α log rα = 0. This will be used in the proof of
Lemma 4.1.
(ii) In the case α = 2 we obtain
c0 = c0(r) = A
(
B − log r2),
for some constants A,B > 0 depending just on M > 0 and n, thus, limr→0 c0(r) = ∞.
Next we state some consequences of Lemma 3.4.
Corollary 3.6. Let uλ be the maximal subsolution of (8). Then, the following holds:
(i) the set Ω+ := {x ∈ Ω | uλ(x) > 0} is open;
(ii) uλ satisfies
−uλ = loguλ + λf (x,uλ) in Ω+;
(iii) up to a redefinition on a set of zero measure, uλ ∈ C(Ω) and uλ ∈ C1,μloc (Ω+), for all
μ ∈ ]0,1[.
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Lemma 3.4 with Dp,r changed by Br(p), see Remark 3.3. We define
U(x) := lim
r→0 −
∫
∂Br (x)
udσ, x ∈ Ω.
Then, U(x) = u(x) for almost every x ∈ Ω and we will identify this two functions. Pick up
a point q ∈ Ω with u(q) > 0. We can choose r > 0 such that
−
∫
∂Br (q)
udσ  c0rα.
From Lemma 3.4 and Remark 3.3 we obtain
u(x) τ −
∫
∂Br (q)
udσ > 0 in Br/2(q). (26)
Thus, Br/2(q) ⊆ Ω+ and Ω+ is open, concluding item (i). We also obtain from (26) that u
satisfies
k1  u(x) k2, for all x ∈ Br/2(q), (27)
for some constants k1, k2 > 0.
Now we prove item (ii). The idea is to write u = v + w with v and w satisfying:
{−v = (logu)χ{0<u1} in Ω,
v = 0 on ∂Ω, (28)
and {−w = (logu)χ{u1} + λf (x,u) in Ω,
w = 0 on ∂Ω. (29)
Since u is bounded, w ∈ C1,μ(Ω), for all μ ∈ ]0,1[. Furthermore, v is subharmonic. On the
other hand, in Ω ,
−(v + w) = (logu)χ{u>0} + λf (x,u)
 (logu)χ{u>0} + λf (x,u).
It follows that v + w is a subsolution of (8). Since u is maximal, we have u v + w in Ω . But,
in Ω+
−(v + w) = (logu)χ{u>0} + λf (x,u)−u.
By virtue of the Maximum Principle u v + w in Ω+. Thus, u = v + w in Ω+. But, if u = 0,
then v = w = 0, therefore we achieve the decomposition u = v + w in Ω , concluding (ii).
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u ∈ C1,μloc (Ω+) for each μ ∈ ]0,1[. This proves the second part of item (iii).
Next, we show the continuity of u in Ω .
Since v is subharmonic, we have for r > 0 sufficiently small,
v(x) −
∫
∂Br (x)
v dσ, x ∈ Ω.
For w ∈ C1,μ(Ω), a result for Hölder continuous functions tell us that (see [6, p. 313]), for r
sufficiently small and some constant C > 0,
w(x) −
∫
∂Br (x)
w dσ + Cr1+μ, x ∈ Ω.
It follows that
u(x) −
∫
∂Br (x)
v dσ + −
∫
∂Br (x)
w dσ + Cr1+μ
= −
∫
∂Br (x)
udσ + Cr1+μ.
Multiplying the last inequality by rn−1 we obtain
u(x)rn−1  rn−1 −
∫
∂Br (x)
udσ + rn−1Cr1+μ. (30)
We fix p ∈ ∂Ω+ ∩ Ω , μ ∈ ]0,1[ and consider x ∈ Ω with |x − p| < k, where, k :=
min{dist(p, ∂Ω)/2,1/2}. We also set R := |x − p|. Integrating (30) in ]0,R[ we obtain
u(x)
∣∣BR(0)∣∣
∫
BR(x)
udy + CRn+1+μ

∫
B2R(p)
udy + CRn+1+μ. (31)
Suppose now that
−
∫
udσ  c0rα,
∂Br (p)
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diction with the fact that p ∈ ∂Ω+ ∩ Ω . Thus,
−
∫
∂Br (p)
< c0r
α, for all r ∈ ]0,2R[.
Integrating on ]0,2R[, ∫
B2R(p)
udσ  CRα+n.
Back to (31) we see that
u(x) CRα + CR1+μ.
Thus,
∣∣u(x) − u(p)∣∣= u(x) C(Rα + R1+μ)→ 0,
as R → 0. Finally, if p ∈ ∂Ω , then u  uλ  cδ, for some constant c > 0. Then, u(x) → 0 as
x → p ∈ ∂Ω . 
Remark 3.7. Since uελ → uλ monotonically as ε → 0, we see from Corollary 3.6, item (iii) and
Dini’s Theorem that the convergence uελ → uλ is uniform in Ω .
The elliptic estimate in the next lemma is also used in [4]. We present the proof here for
completeness. It will be used to proof the C1,γ regularity of uλ up to the boundary. Recall the
notation in the beginning of this section for ∂1D˜p,r .
Lemma 3.8. Let p ∈ Ω and r ∈ ]0,1[ be fixed and g be a continuous function in D˜p,r . Suppose
dist(0, ∂D˜p,r ) 1/4 and that v ∈ H 1(D˜p,r ) is a nonnegative function satisfying{
−v  g in D˜p,r ,
v = 0 on ∂1D˜p,r .
Then, there exists a constant c which can be chosen independently of p and r such that
v(y) c dist(y, ∂1D˜p,r )
(
‖g‖L∞ + −
∫
∂D˜p,r
v dσ
)
, for all y ∈ B1/2 ∩ D˜p,r .
Proof. Suppose −v = f and then write v = v1 + v2, with v1 and v2 satisfying:{
−v1 = f in D˜p,r ,
v = 0 on ∂D˜ ,1 p,r
498 M. Montenegro, O.S. de Queiroz / J. Differential Equations 246 (2009) 482–511and {
−v2 = 0 in D˜p,r ,
v2 = v on ∂D˜p,r .
By Schauder estimates,
v1(y) c dist(y, ∂D˜p,r )‖f ‖L∞ , for all y ∈ B1/2 ∩ D˜p,r .
Since dist(0, ∂1D˜p,r ) 1/4, we have
v1(y) c dist(y, ∂1D˜p,r )‖f ‖L∞ , for all y ∈ B1/2 ∩ D˜p,r .
Now, from the definition of Dp,r , we can consider a smooth set D˜, where B3/4 ⊂ D˜ ⊂ B1 and
D˜ = D˜p,r ∩ Ω˜ . Then, we extend v ≡ 0 in D˜ \ D˜p,r . Generically,
v2(y) c dist(y, ∂1D˜p,r )‖∇v2‖L∞, for all y ∈ B1/2 ∩ D˜p,r .
Estimates for harmonic functions give us (see [15, p. 9])
v2(y) c dist(y, ∂1D˜p,r )‖v2‖L1, for all y ∈ B1/2 ∩ D˜p,r .
But, from Lemma 9.2 in [5] or [10] we have
‖v2‖L1  C −
∫
∂D˜
v dσ = C −
∫
∂D˜p,r
v dσ.
The constant C > 0 depends on |∂D˜p,r | but, since this set has regularity independent of p and r
we have |∂D˜p,r | c, and we obtain the estimate with the dependence of the constant as it was
announced. 
We now present two lemmas that describe the behavior of ∇uλ when the behavior of uλ is
like δ. The following lemma is proved in [4] for a solution. We adapt it here for a subsolution
of (8).
Lemma 3.9. Let α ∈ ]1,2[ be fixed and uλ be the maximal subsolution to (8). There exist con-
stants θ1,C1 > 0 depending on Ω , α and supΩ f , such that, if p ∈ Ω and
δ(p) θ1
(
uλ(p)
) 1
α , (32)
then
∣∣∇uλ(p)∣∣ C1 uλ(p) .
δ(p)
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|p − q| θ1
(
uλ(p)
δ(p)
) 1
α−1
, (33)
then ∣∣∇uλ(p) − ∇uλ(q)∣∣ C1|p − q|α−1.
Proof. As before, we denote u = uλ. Let Y be a solution of (14) and take k > 0 large such
that kY is a supersolution of (8). We define L := ‖f ‖∞ + logkY . Let c be the constant appearing
in Lemma 3.8 and then we fix
r =
(
u(p)
c(c0 + L)δ(p)
) 1
α−1
. (34)
But, from (32), (
δ(p)
θ1
)α
 u(p).
Then
r 
(
δ(p)α
θα1 c(c0 + L)δ(p)
) 1
α−1 = δ(p)
(
1
θα1 c(c0 + L)
) 1
α−1
,
that is,
δ(p) r
(
θα1 c(c0 + L)
) 1
α−1 .
We fix θ1 > 0 small so that
δ(p) r
4
.
Translating to the origin we may assume p = 0. Then we define
ur(y) = r−αu(ry), y ∈ D˜r .
We will use analogous notation for vs and ws . Notice that ur satisfies{−ur  r2−α(χ{ur>0} log(rαur)+ f (ry, rαur)) in D˜r ,
ur = 0 on ∂1D˜r .
Since dist(0, ∂1D˜r ) < 1/4, we use Lemma 3.8 to obtain
ur(y) c dist(y, ∂1D˜r )
(
r2−αL + −
∫
˜
ur dσ
)
, for all y ∈ B1/2.∂Dr
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ur(0)
dist(0, ∂1D˜r )
 c
(
r2−αL + −
∫
∂D˜r
ur dσ
)
. (35)
But from (34),
ur(0)
dist(0, ∂1D˜r )
= u(p)
rα−1δ(p)
= c(c0 + L).
Then (35) implies
−
∫
∂D˜r
ur dσ  c0. (36)
Thus,
ur(y) c1
(
−
∫
∂D˜r
ur dσ
)
dist(y, ∂D˜r ), for all y ∈ D˜r . (37)
Let h be the harmonic extension of ur in D˜r . Estimating the average of h,
−
∫
∂D˜r
h dσ = −
∫
∂D˜r
ur dσ 
ur(0)
c1 dist(0, ∂1D˜r )
= c(c0 + L)
c1
.
By harmonic functions estimates
‖h‖
C2(B1/2∩Ω˜)  C, Ω˜ = r
−1Ω.
Consider now the problem{−z = r2−α(log(rαur)+ f (ry, rαur)) in D˜r ,
z = 0 on ∂D˜r .
(38)
From (36) and (37) it follows that the right-hand side of (38) is bounded. Thus, Schauder
estimates gives us
|∇z| C in D˜r ,
for all z satisfying (38). Since ur − h satisfies (38) one sees that
|∇ur | − |∇h|
∣∣∇(ur − h)∣∣ C in D˜r .
In particular
|∇ur | C + |∇h| C in B1/2 ∩ Ω˜.
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∣∣∇u(0)∣∣= rα−1∣∣∇ur(0)∣∣ Crα−1 = C1 u(p)
δ(p)
.
Now, if q ∈ Ω and q = ry with |y| < 1/2, that is, if
|p − q| < r
2
= 1
2
(
u(p)
c(c0 + L)δ(p)
) 1
α−1
,
then we have
∣∣∇ur(0) − ∇ur(y)∣∣ C|y|1−β, for each β ∈ ]0,1[.
Consequently,
∣∣∇u(p) − ∇u(q)∣∣ Crα−1( |p − q|
r
)1−β
 C|p − q|α−1.
Thus, taking θ1 > 0 sufficiently small the result follows. 
Lemma 3.10. For α ∈ ]1,2[, there exists a constant C2 > 0 depending on Ω , α and supΩ f ,
such that, if p ∈ Ω and
δ(p) θ1
(
u(p)
) 1
α > 0, (39)
then
∣∣∇u(p)∣∣ C2(u(p))1− 1α .
Moreover, there exists θ2 > 0 depending on Ω , α and supΩ f such that, if q ∈ Ω and, in
addition to (39) we have
|p − q| θ2
(
u(p)
) 1
α , (40)
then
∣∣∇u(p) − ∇u(q)∣∣ C2|p − q|α−1.
The proof of the above lemma follows from [4], by choosing the constant L defined in
Lemma 3.9,
r =
(
u(p)
c(c0 + L)
) 1
α
,
and using the scaling ur(y) = r−αu(ry), α ∈ ]1,2[, around p = 0.
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Corollary 3.11. The maximal subsolution uλ of (8) belongs to C1,γ (Ω) for each γ ∈ ]0,1[.
Proof. As before, set u := uλ. We fix p,q ∈ Ω with p = q and u(p),u(q) > 0. The constants θ1
and C appearing below are those from Lemma 3.9. We distinguish three cases leading to the
desired estimate:
∣∣∇u(p) − ∇u(q)∣∣ C˜|p − q|γ , γ ∈ ]0,1[, (41)
where C˜ depends on θ1 and C.
Case 1: δ(p) < θ1(u(p))
1
α and δ(q) < θ1(u(q))
1
α
. We use Lemma 3.9 to conclude (41).
Case 2: δ(p) θ1(u(p))
1
α and δ(q) θ1(u(q))
1
α
. Use Lemma 3.10 and proceed as in Case 1.
Case 3: δ(p) < θ1(u(p))
1
α and δ(q)  θ1(u(q))
1
α
. We use Lemma 3.9 or Lemma 3.10. The
details are contained in [4]. 
4. Gradient estimates and existence of a solution to (1)
In this section we obtain the gradient estimate for the maximal subsolution uλ to (8), which
will be used to prove that uλ actually the maximal solution to (1).
Lemma 4.1. Let uλ be the maximal subsolution of (8). Then, for any Ω ′ Ω , we have
|∇uλ|2  Cuλ in Ω ′,
where the constant C > 0 depends only on dist(Ω ′, ∂Ω) and supΩ uλ.
Proof. We denote during this proof u := uλ and Y as a solution of (14). Choose k > 0 such that
ku 1 and then define
ϕ := u + Y logk.
Thus, ϕ satisfies
{−ϕ = log(ku) + λf (x,u) in Ω,
ϕ = 0 on ∂Ω.
We can write ϕ = v + w1, where {−v = log(ku) in Ω,
v = 0 on ∂Ω,
and {−w1 = λf (x,u) in Ω,
w = 0 on ∂Ω.1
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this,
u = v + w in Ω ′
with v subharmonic and w ∈ C1,1(Ω ′). Let y ∈ Ω ′ be fixed and assume without loss of generality
that y = 0 and also u(0) > 0. We define
us(y) = s−2u(sy)
and take s > 0 such that
us(0) = s−2u(0) = 2c0(r),
where r min{dist(Ω ′, ∂Ω),1} will be fixed latter. We also note at this point that c0 = c0(r) by
Remark 3.5. Indeed,
c0(r) = A
(
B − log r2),
A and B being positive constants. And then
s2 = u(0)
2c0(r)
.
As u = v +w, it is clear what we mean by vs and ws . Let C > 0 be such that ‖∇w‖C1,1(Ω ′)  C.
Then
∣∣∇ws(y) − ∇ws(x)∣∣= s−1∣∣∇w(sy)− ∇w(sx)∣∣ C|y − x| in Ω ′,
that is,
‖∇w‖C1,1(Ω ′)  C.
We have the estimates
−
∫
∂Br
us dσ  vs(0) + ws(0) − |∇ws |1,Ω ′s−1r2
= us(0) − Cr2 = 2c0(r) − Cr2
 c0(r)r2
(
2 − C
c0(r)
)
.
Since limr→0 c0(r) = ∞, we choose r > 0 in such a way that(
2 − C
)
 1.c0(r)
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−
∫
∂Br
us dσ  c0(r)r2.
Then, there exists a constant τ > 0 such that
us(x) τ −
∫
∂Br
us dσ, for almost every x ∈ Br/2.
Again, let h be the harmonic extension of us in Br/2. Then
−
∫
∂Br/2
hdσ = −
∫
∂Br/2
us dσ  C.
We note that here the constant C > 0 depends on r . Then harmonic estimates tell us that
|∇h| C in Br/4.
All solutions z of the problem{−z = log(s2us)+ f (sy, s2us) in Br/2,
z = 0 on ∂Br/2, (42)
satisfy the estimate
|∇z| C in Br/2.
Since us − h is a solution of (42) we see that
|∇us | C in Br/4.
In particular
∣∣∇u(0)∣∣2 = s2∣∣∇us(0)∣∣2  C2c0(r)u(0). 
The last lemma leads us to the existence of solution for (1).
Corollary 4.2. The maximal subsolution of (8) is the maximal solution of (1).
Proof. Denote u := uλ. Since now that u ∈ H 10 (Ω) ∩ C1,γloc (Ω) for each γ ∈ ]0,1[ and u sat-
isfy (8) in Ω+ = {x ∈ Ω | u(x) > 0}, for each ϕ ∈ C∞0 (Ω),∫
ϕ(−u)dx =
∫ (
logu + λf (x,u))ϕ dx.
Ω+ Ω+
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∂(Ω+∩Ω)
∂νuϕ dx =
∫
∂Ω+∩Ω
∂νuϕ dx =
∫
Ω+
∇u · ∇ϕ dx +
∫
Ω+
ϕudx.
Thus, if Ω+ has smooth boundary and ∫
∂(Ω+∩Ω)
∂νuϕ dx = 0,
it follows that ∫
Ω+
∇u · ∇ϕ dx =
∫
Ω+
ϕ(−u)dx.
Since ∇u = 0 almost everywhere in Ω \ Ω+, we obtain∫
Ω
∇u · ∇ϕ dx =
∫
Ω+
∇u · ∇ϕ dx =
∫
Ω+
(
logu + λf (x,u))ϕ dx
and u satisfy (1).
However, we need to overcome two difficulties:
(i) Has Ω+ a smooth boundary?
(ii) Is it true that ∫
∂(Ω+∩Ω) ∂νuϕ dx = 0?
Note that, if ∇u(x) = 0 for x ∈ ∂Ω+ ∩ Ω , then, by the continuity of ∇u, we may suppose
|∇u(y)| > 0 in a ball with center x. But such a ball contains points of Ω \ Ω+, where ∇u = 0,
a contradiction. It follows that ∇u = 0 on ∂Ω+∩Ω . So, the answer to the question (ii) is positive.
However, the answer to question (i) is not necessarily “yes.” We bypass this point by ap-
proximating reasoning. Take ϕ ∈ C∞0 (Ω) and η ∈ C∞0 (Ω+). Denote S := support(ϕ)  Ω .
Integrating by parts, ∫
Ω+
∇u · ∇ϕη dx = −
∫
Ω+
ϕuηdx −
∫
Ω+
ϕ∇u · ∇η dx,
that is, ∫
Ω+
∇u · ∇ϕη dx +
∫
Ω+
∇u · ∇ηϕ dx =
∫
Ω+
(
logu + λf (x,u))ϕη dx.
Then ∫
∇u · ∇ϕη dx +
∫
∇u · ∇ηϕ dx =
∫ (
logu + λf (x,u))ϕη dx. (43)Ω+∩S Ω+∩S Ω+∩S
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the C1(Ω+ ∩ S) norm. It follows that ηθ also satisfies (43), that is,∫
Ω+∩S
∇u · ∇ϕuθ dx +
∫
Ω+∩S
(∇u · ∇u)θuθ−1ϕ dx =
∫
Ω+∩S
(
logu + λf (x,u))ϕuθ dx. (44)
We have the estimate∣∣∣∣
∫
Ω+∩S
(∇u · ∇u)θuθ−1 dx
∣∣∣∣ θ |ϕ|∞
∫
Ω+∩S
uθ−1|∇u|2 dx. (45)
Lemma 4.1 implies that
∣∣∣∣
∫
Ω+∩S
(∇u · ∇u)θuθ−1 dx
∣∣∣∣ Cθ |ϕ|∞
∫
Ω+∩S
uθ dx. (46)
Letting θ → 0, we obtain that (46) tends to 0. Back to (44) we have
∫
Ω+∩S
∇u · ∇ϕ dx =
∫
Ω+∩S
(
logu + λf (x,u))ϕ dx,
for all ϕ ∈ C∞0 (Ω). 
5. Further properties of the maximal solution
In this section we study some properties of the maximal solution uλ to (1) and prove
Theorem 1.3. First we show that, for λ sufficiently large, the maximal solution uλ of (1) is
strictly positive in Ω . Furthermore, it satisfy certain estimates involving the distance function
δ(x) = dist(x, ∂Ω) independently of λ.
Lemma 5.1. Suppose f satisfy (3)–(5). There exists λ > 0 such that, for each λ λ, the maximal
solution uλ to (1) is positive in Ω . In particular, there exists a constant a > 0 independent on λ
such that
aδ  uλ.
Proof. We just need to find a strictly positive subsolution. Let Y be the solution of (14) and φ
be the solution of {−φ = λf (x, δν(x)) in Ω,
φ = 0 on ∂Ω, (47)
where ν > 1 will be fixed latter. Since f (x, δν(x)) is not identically zero in Ω , there exists
a constant c > 0 such that φ  2cY . We set v := φ − cY and u := kvν , where k > 0 to be fixed
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that
|∇v|2  η1 > 0 in Ω \ Ω ′,
v  η2 > 0 in Ω ′,
and
− logkvν − kν(ν − 1)vν−2|∇v|2 − logkvν − kν(ν − 1)vν−2η1  0 in Ω \ Ω ′. 
Remark 5.2. Notice that
λ kν‖v‖ν−1|L∞ .
If f (x,u) = up , 0 < p < 1, then
λ λ1
1 − p ‖ϕ1‖L∞,
where λ1 is the first eigenvalue of − in H 10 (Ω) and ϕ1 the corresponding eigenfunction.
By Remark 5.2 we see that, if the domain is large, that is, λ1 is small, then λ should be small.
Actually, from the next lemma we can say more: if the domain is large, then the maximal solution
is positive for all λ > 0.
Lemma 5.3. Let λ1 be the first eigenvalue of − in H 10 (Ω). There exists θ > 0 such that, if
λ1 < θ , then the maximal solution uλ to (1) is positive in Ω , for each λ > 0.
Proof. We modify the proof of Lemma 5.1 in order to find a positive subsolution for the prob-
lem (1) with λ = 0. Thus, let Y be the solution of (14) and ϕ1 be the first eigenfunction associated
with λ1. There exists a constant c > 0 such that ϕ1  2cY . We set v := ϕ1 − cY and u := kvν ,
where ν > 0 and k > 0 to be fixed accordingly. Then, if 0 < ν < 1,
−u = kν(ν − 1)vν−2|∇v|2 + kνλ1vν−1(v − cY ) − ckνvν−1
 kνλ1vν + vν−1ckν(λ1Y − 1).
Supposing now that λ1Y − 1 < 0, then vν−1ckν(λ1Y − 1) → −∞ near the boundary of Ω but
stays controlled away from the boundary. So,
−u kνλ1vν + vν−1ckν(λ1Y − 1) logkvν,
for some k > 0. 
Define
λ∗ := inf{λ > 0 ∣∣ (1) has a maximal solution uλ > 0 in Ω}.
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continuous. In particular, uλ > 0 in Ω for all λ > λ∗.
Proof. From Lemma 2.3, if λ1 < λ2, then uελ1 < u
ε
λ2
. In the limit as ε → 0 we obtain uλ1  uλ2
and, from the Maximum Principle we have the strict inequality. The continuity follows from
Remark 3.7, since, from Lemma 2.3 and the Implicit Function Theorem, for each ε > 0, the
function λ → uελ is a C1 function. 
From Lemma 5.1 we get
λ∗  λ. (48)
If we have strict inequality in (48), we still have a relation between uλ and δ for λ∗ < λ λ.
Lemma 5.5. For each λ > λ∗, let uλ be the maximal solution of (1). Then, there exist constants
c, d > 0, depending on λ, such that
cδ  uλ  dδ.
Proof. Let uλ be a supersolution of (1). Then uλ  uλ  dδ, for some constant d > 0. For the
first inequality, we find a subsolution. Take λ > λ∗ and consider λ∗ < λ0 < λ. Let v be the
solution of
{−v = f (x,uλ0) in Ω,
v = 0 on ∂Ω.
For μ > 0 small enough, w := uλ0 + μv is a subsolution of (1). 
If Ω has a sufficiently small volume, then λ∗ > 0. According to Lemma 5.4, the solutions
of (1) vanish on a set of positive measure in Ω for 0 < λ < λ∗.
Lemma 5.6. Let Ω be a domain such that λ1 > e−1, where λ1 is the first eigenvalue of −
in H 10 (Ω). Then λ
∗ > 0.
Proof. Suppose u is a solution of (1) and u > 0 for all λ > 0. Then, multiplying (1) by ϕ1 and
integrating, we obtain
0 <
∫
Ω
(1 + logλ1)ϕ1 dx 
∫
Ω
(λ1u − logu)dx 
∫
Ω
(λ1u − logu)ϕ1 dx = λ
∫
Ω
ϕ1f (x,u)dx.
Letting λ → 0 we obtain a contradiction. 
Now we treat the question of stability of the maximal solution.
Lemma 5.7. For λ > λ∗ the maximal solution uλ of (1) is stable, that is, Λ(uλ) > 0.
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gελ(x, t) := log
(
t2 + εt + ε
t + ε
)
+ λf (x, t).
Since uελ is the maximal solution of (10), we have∫
Ω
gελ
′(
x,uελ
)
ϕ2 
∫
Ω
|ϕ|2, for each ϕ ∈ C∞c (Ω). (49)
Now, uελ  uλ > cδ, for some constant c > 0. Then, as ε → 0 in (49) we obtain
Λ(uλ) 0.
The strict inequality Λ(uλ) > 0 follows from [6]. 
With the next lemma from [6] we finish the proof of Theorem 1.4.
Lemma 5.8. Assume u is a positive weak solution of (1) and that Λ(u) 0. Then u = uλ.
In the rest of the section we prove Theorem 1.3.
Proof of Theorem 1.3. Item (i) is exactly Lemma 5.4. Item (ii) follows from Lemma 5.5,
item (iii) follows from Lemma 5.6 and Lemma 5.3 implies item (iv). We proceed to prove
item (v). We prove estimates independent of λ > λ∗ and then we let λ → λ∗. So, fix λ > λ∗
and denote u = uλ the maximal solution of (1).
Step 1. If
1 < q < 3 + 2√2, (50)
then, for any ball BR(x) such that B2R(x) ⊂ Ω , we have
(
−
∫
BR
u−q
)1/q
 CR−α, (51)
for each α ∈ (1,2), where the constant C > 0 is independent of λ and R.
Proof. We first note that
−u + u−β −u − logu 0,
for all β ∈ (0,1). We then multiply the left-hand side of the last inequality by η2u−2j−1, where
j > 0 will be fixed latter and η ∈ C∞c (B2R) is such that
0 η 1 and η ≡ 1 on BR.
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BR
u−q  C,
with q = 2j + 1 (where C is independent of λ). To get the dependence on R as stated in (51)
we use a scaling argument, that is, assume that the ball BR is centered at the origin and define
u˜(y) = R−αu(Ry), α ∈ (1,2). Then u˜ satisfies
−u˜ + 1
u˜β
 0 in 1
R
Ω.
Then we apply the preceding computation to u˜. 
Step 2. There exist a constant c > 0, independent of λ, such that, if
n
2
< 3 + 2√2, (52)
then
u cδα, (53)
for each α ∈ (1,2) and λ > λ∗.
Proof. We still work with u˜(y) = R−αu(Ry). Setting v = u˜−1, then v satisfies{−v  v2+β in B1,
v > 0 on ∂B1,
(54)
for β = (2 − α)/α, and from (51) ∫
B1
vq  C,
for q satisfying (50). Using (54) and Moser iteration argument one can show that if
q > (β + 1)n
2
,
that is,
q >
n
2
, (55)
then
v  C on B1/2.
But the inequalities (50) and (55) are compatible only when (52) holds. 
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