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Abstract—This paper summarizes the different characteristics
of web data, the basic components of web mining and its different
types, and their current states of the art. The reason for consid-
ering web mining, a separate field from data mining, is explained.
The limitations of some of the existing web mining methods and
tools are enunciated, and the significance of soft computing (com-
prising fuzzy logic (FL), artificial neural networks (ANNs), genetic
algorithms (GAs), and rough sets (RSs) highlighted. A survey of
the existing literature on “soft web mining” is provided along with
the commercially available systems. The prospective areas of web
mining where the application of soft computing needs immediate
attention are outlined with justification. Scope for future research
in developing “soft web mining” systems is explained. An extensive
bibliography is also provided.
Index Terms—Artificial neural networks (ANNs), data mining,
fuzzy logic (FL), genetic algorithms (GAs), information retrieval
(IR), knowledge discovery, pattern recognition, rough sets (RSs),
search engines.
I. INTRODUCTION
OVER the last decade, we have witnessed an explosivegrowth in the information available on the World Wide
Web (WWW). Today, web browsers provide easy access
to myriad sources of text and multimedia data. More than
1 000 000 000 pages are indexed by search engines, and finding
the desired information is not an easy task. This profusion of
resources has prompted the need for developing automatic
mining techniques on the WWW, thereby giving rise to the
term “web mining.”
To proceed toward web intelligence, obviating the need for
human intervention, we need to incorporate and embed artificial
intelligence into web tools. The necessity of creating server-side
and client-side intelligent systems that can effectively mine
for knowledge both across the internet and in particular web
localities is drawing the attention of researchers from the
domains of information retrieval, knowledge discovery, ma-
chine learning, and artificial intelligence (AI), among others.
However, the problem of developing automated tools in order
to find, extract, filter, and evaluate the users desired information
from unlabeled, distributed, and heterogeneous web data is
far from being solved. To handle these characteristics and
overcome some of the limitations of existing methodologies,
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soft computing seems to be a good candidate; the research area
combining the two may be termed as “soft web mining.”
Soft computing is a consortium of methodologies that
works synergistically and provides, in one form or another,
flexible information processing capability for handling real-life
ambiguous situations. Its aim is to exploit the tolerance for
imprecision, uncertainty, approximate reasoning, and partial
truth in order to achieve tractability, robustness, low-cost solu-
tions, and close resemblance to human-like decision making.
The guiding principle is to devise methods of computation that
lead to an acceptable solution at low cost by seeking for an
approximate solution to an imprecisely/precisely formulated
problem.
At present, the principal soft computing tools include fuzzy
sets, artificial neural networks (ANNs), genetic algorithms
(GAs), and rough set (RS) theory. Fuzzy sets provide a nat-
ural framework for the process in dealing with uncertainty.
Neural networks (NNs) are widely used for modeling complex
functions, and provide learning and generalization capabilities.
GAs are an efficient search and optimization tool. RSs help in
granular computation and knowledge discovery.
The objective of this article is to provide an outline of web
mining, its various classifications, its subtasks, and to give a
perspective to the research community about the potential of
applying soft computing techniques to its different components.
The article, besides reviewing the existing techniques/tools and
their limitations, lays emphasis on possible enhancements of
these tools using soft computing framework. In this regard, the
relevance of fuzzy logic (FL), ANNs, GAs, and RSs is illus-
trated through examples and diagrams, along with the mention
of some commercially available systems. Broad guidelines for
future research, and on web mining in general, are outlined. It
should be noted that the use of soft computing in “web mining”
is a field in its genesis, and thus the significance of this paper at
this juncture is evident.
The rest of this paper is organized as follows: Section II deals
with the characteristics of web data, and the different compo-
nents and types of web mining. The limitations of existing web
mining methods are discussed in Section III. Section IV pro-
vides an introduction to soft computing and its relevance. Sec-
tions V and VI cover, in detail, the use of FL and NNs in the dif-
ferent phases of web mining along with some prospective areas
of applications. Sections VII and VIII give brief outline of pos-
sible applications of GAs and RSs in web mining. Section IX
provides the conclusion and scope of future research in the area
of soft web mining.
1045-9227/02$17.00 © 2002 IEEE
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Fig. 1. Web mining subtasks.
II. WEB MINING
The web is a vast collection of completely uncontrolled
heterogeneous documents. Thus, it is huge, diverse, and dy-
namic, and raises the issues of scalability, heterogeneity, and
dynamism, respectively. Due to these characteristics, we are
currently drowning in information, but starving for knowledge;
thereby making the web a fertile area of data mining research
with the huge amount of information available online. Data
mining refers to the nontrivial process of identifying valid,
novel, potentially useful, and ultimately understandable pat-
terns in data.
Web mining can be broadly defined as the discovery and anal-
ysis of useful information from the WWW. In web mining data
can be collected at the server side, client side, proxy servers,
or obtained from an organization’s database. Depending on the
location of the source, the type of collected data differs. It also
has extreme variation both in its content (e.g., text, image, audio,
symbolic) and meta information, that might be available. This
makes the techniques to be used for a particular task in web
mining widely varying. Some of the characteristics of web data
are
1) unlabeled;
2) distributed;
3) heterogeneous (mixed media);
4) semistructured;
5) time varying;
6) high dimensional.
Therefore, web mining basically deals with mining large and
hyper-linked information base having the aforesaid characteris-
tics. Also, being an interactive medium, human interface is a key
component of most web applications. Some of the issues which
have come to light, as a result, concern
1) need for handling context sensitive and imprecise queries;
2) need for summarization and deduction;
3) need for personalization and learning.
Thus, web mining, though considered to be a particular ap-
plication of data mining, warrants a separate field of research,
mainly because of the aforesaid characteristics of the data and
human related issues.
A. Web Mining Components and the Methodologies
Web mining can be viewed as consisting of four tasks, shown
in Fig. 1, according to Etzioni [1]. Each task is described below
along with a survey of the existing methodologies/tools for the
task.
1) Information Retrieval (IR) (Resource Discovery): Re-
source discovery or IR deals with automatic retrieval of all rele-
vant documents, while at the same time ensuring that the nonrel-
evant ones are fetched as few as possible. The IR process mainly
includes document representation, indexing, and searching for
documents.
Table I [2] shows the different techniques used by various au-
thors for document representation in IR of web content mining
(to be explained in detail in Section III) for semistructured
documents. An index is, basically, a collection of terms with
pointers to places where the information about documents can
be found. However, indexing of web pages to facilitate retrieval
is quite a complex and challenging problem as compared to the
corresponding one associated with classical databases where
straightforward techniques suffice. The enormous number of
pages on the web, their dynamism, and frequent updating make
the indexing techniques seemingly impossible. At present,
four approaches to index documents on the web are human or
manual indexing, automatic indexing, intelligent or agent-based
indexing, and metadata-based indexing.
Search engines are programs written to query and retrieve in-
formation stored in databases (fully structured), HTML pages
(semistructured), and free text (unstructured) on the web. The
most popular indexes have been created by web robots such as
AltaVista and WebCrawler which scan millions of web docu-
ments and store an index of the words in the documents. There
are over a dozen different indexes currently in active use, each
with a unique interface and a database covering a different frac-
tion of the web. MetaCrawler presents the next level of informa-
tion food chain by providing a single unified interface for web
document searching [3]. It submits the query to nine indexes
in parallel, and then collates the results and prunes them. Thus,
instead of tackling the web directly, MetaCrawler mines robot-
created searchable indexes. Future resource discovery systems
will make use of automatic text categorization technology to
classify web documents into categories. This technology could
facilitate the automatic construction of web directories such as
Yahoo by discovering documents that fit Yahoo categories. Al-
ternatively, the technology could be used to filter the results
of queries to searchable indexes. For example, in response to
a query such as “find me product reviews of Encarta,” a dis-
covery system could take documents containing the word “En-
carta” found by querying searchable indexes and then identify
the subset that corresponds to product reviews. Other agents
such as W3QL [4] combine structure queries, based on organ-
ization of hypertext documents and content queries, based on
IR techniques. A number of IR agents use various characteris-
tics of open hypertext web documents to automatically retrieve,
filter, and categorize them [5], [6]. Bookmark Organizer (BO)
[7] combines hierarchical clustering techniques and user inter-
action to organize a collection of web documents based on con-
ceptual information. Research in IR also includes modeling, de-
veloping user interfaces, data visualization, and filtering [8]. A
more detailed survey of IR on the web is available in [9].
2) Information Selection/Extraction and Preprocessing:
Once the documents have been retrieved the challenge is to
automatically extract knowledge and other required informa-
tion without human interaction. Information extraction (IE) is
the task of identifying specific fragments of a single document
that constitute its core semantic content. Until now, the
major methods of IE involve writing wrappers (hand coding)
which map the documents to some data model. Information
integration systems operate by interpreting the various sites as
knowledge sources and extracting information from them. To
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TABLE I
IR AND GENERALIZATION TECHNIQUES OF SOME WCM ALGORITHMS
do so the system processes site documents to extract relevant
text fragments and a library of wrappers is used wherein each
wrapper is an IE system customized for a particular internet
site [10]. Another method for IE from hypertext is given in
[11] where each page is approached with a set of standard
questions. The problem, therefore, reduces to identifying the
text fragments which answer those specific questions. In
other words, slots are to be filled by text fragments in the
document, and these are, thus, called slottfills. Therefore, IE
aims to extract new knowledge from the retrieved documents
by capitalizing on the document structure and representation
of the document, whereas IR experts view the document
text just as a bag of words and do not pay attention to the
structure of the document. Scalability is the biggest challenge
to IE experts; it is not feasible to build IE systems which are
scalable to the size and dynamism of the web. Therefore,
most IE systems extract from specific sites and focus on some
defined areas.
We now give a survey of all systems which aim to dynam-
ically extract information from unfamiliar resources. Some of
the intelligent web agents have been developed to search for rel-
evant information using characteristics of a particular domain
(and possibly a user profile) to organize and interpret the dis-
covered information. Agents such as Harvest [12], FAQ-Finder
[13], Information Manifold [14], OCCAM [15], and Parasite
[16] rely either on prespecified domain specific information
about particular types of documents, or on hard-coded models
of the information sources to retrieve and interpret documents.
The Harvest system [12] relies on semistructured documents to
improve its ability to extract information. For example, it knows
how to find author and title information in Latex documents and
how to strip position information from postscript files. Harvest
neither discovers new documents nor learns new models of doc-
ument structure. Similarly, FAQ-Finder [13] extracts answers to
frequently asked questions (FAQs) from FAQ files available on
the web. ShopBot [17] and Internet Learning Agent (ILA) [18]
attempt to interact with and learn the structure of unfamiliar in-
formation sources. ShopBot retrieves product information from
a variety of vendor sites using only general information about
the product domain. ILA, on the other hand, learns models of
various information sources and translates these into its own
concept hierarchy. ILA learns to extract information from un-
familiar resources by querying them with familiar objects and
then matching the returned output with the knowledge about
the query objects. An IE system, built at Carnegie Mellon Uni-
versity (CMU), Pittsburgh, PA, extracts the course, instructor’s
name, his/her email address, research interests, from the home-
pages of the faculty members of the computer science depart-
ment [19].
A robust preprocessing system is required in order to ex-
tract any kind of knowledge from even medium sized databases.
When a user requests a web page, a variety of files like im-
ages, sound, video, executable cgi and html, are accessed. As
a result, the server log contains many entries that are redundant
or irrelevant for mining tasks. Therefore, these need to be re-
moved through preprocessng. One of the preprocessing tech-
niques used for IE is latent semantic indexing (LSI) that seeks
to transform the original document vectors to a lower dimen-
sional space by analyzing the correlational structure of terms
in that document collection such that similar documents that do
not share the same terms are placed in the same category (topic).
“Stemming” is yet another preprocessing technique, which re-
duces the input feature size by stemming words like informed,
information, informing to their root inform.
3) Generalization: In this phase, pattern recognition and
machine learning techniques are usually used on the extracted
information. Most of the machine learning systems, deployed
on the web, learn more about the user’s interest than the web
itself. A major obstacle when learning about the web is the la-
beling problem: data is abundant on the web but it is unlabeled.
Many data mining techniques require inputs labeled as positive
(yes) or negative (no) examples with respect to some concept.
For example, if we are given a large set of web pages labeled
as positive and negative examples of the concept homepage,
then it is easy to design a classifier that predicts whether any
unknown web page is a home page or not; unfortunately web
pages are unlabeled. Techniques such as uncertainty sampling
reduce the amount of unlabeled data needed, but do not elimi-
nate the labeling problem. An approach to solve this problem
is based on the fact that the web is much more than just a
linked collection of documents, it is an interactive medium.
For example, “Ahoy” [20] takes as input a person’s name and
affiliation, and attempts to locate the person’s homepage; hence
it asks the users to label its answers as correct or incorrect.
Clustering techniques do not require labeled inputs and have
been applied successfully to large collections of documents
[21]. Indeed, the web offers a fertile ground for document
clustering research. Table I shows the different tasks performed
and methods used for generalization in web content mining
(WCM). Association rule mining is also an integral part of this
phase. Basically, association rules are expressions of the type
where and are sets of items. expresses
that whenever a transaction contains then probably
contains also. The probability or rule confidence is defined
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as the percentage of transactions containing in addition to
as compared to overall transactions containing . The idea of
mining association rules originates from the market-based data
where rules like “A customer who buys product and will
also buy product with probability %” are found [22].
Machine processable documents have led to the development
of the concept of the “semantic web,” which is inspired by the
fact that most information on the web is designed for human
consumption, and even if it was derived from a database with
well-defined meanings (in at least some terms) for its columns,
the structure of the data is not evident to a robot browsing the
web. Leaving aside the AI problem of training machines to be-
have like people, the semantic web approach, instead, develops
languages for expressing information in a machine processable
form.
4) Analysis: Analysis is a data-driven problem which pre-
sumes that there is sufficient data available so that potentially
useful information can be extracted and analyzed. Humans play
an important role in the information or knowledge discovery
process on the web since the web is an interactive medium.
This is especially important for validation and or interpretation
of the mined patterns which take place in this phase. Once the
patterns have been discovered, analysts need appropriate tools
like, Webviz system [23], to understand, visualize, and interpret
these patterns. Some others use Online analytical processing
(OLAP) techniques such as data cubes for the purpose of sim-
plifying the analysis of usage statistics from sever access logs.
The WEBMINER [24] system proposes a structured query lan-
guage (SQL)-like querying mechanism for querying the discov-
ered knowledge (in the form of association rules and sequential
patterns). Cohen [25] focuses on the nature of knowledge that
one can derive from the web.
Based on the aforesaid four phases (Fig. 1), web mining can
be viewed as the use of data mining techniques to automati-
cally retrieve, extract and evaluate information for knowledge
discovery from web documents and services. Here, evaluation
includes both “generalization” and “analysis.”
B. Web Mining Categories
Web mining may be of three types, namely, WCM, web struc-
ture mining (WSM), and web usage mining (WUM). Let us now
describe them.
1) WCM: WCM deals with the discovery of useful informa-
tion from the web contents/data/documents/services. As men-
tioned earlier, Table I describes various kinds of document rep-
resentation (used for IR) and the tasks performed (for gener-
alization) [2] in WCM. However, web contents are not only
text, but encompass a very broad range of data such as audio,
video, symbolic, metadata, and hyperlinked data. Out of these,
research at present is mostly centered around text and hyper-
text contents. The web text data can be of three types: 1) un-
structured data such as free text; 2) semistructured data such as
HTML; 3) fully structured data such as in tables or databases.
Mining 1) is termed as knowledge discovery in texts (KDT) or
text data mining or text mining. Text mining is a well-devel-
oped subject and full coverage of it is beyond the scope of this
Fig. 2. Google © architecture.
survey. For details, one may refer to [26]. For mining from sym-
bolic knowledge extracted from the web, one may refer to [27].
In this context, a concept-based knowledge discovery method
from texts, extracted from the web, is given in [28]. Here, in-
stead of analyzing words or attribute values, concepts are ex-
tracted. Since the content of a text document presents no ma-
chine-readable semantic, some approaches have suggested to
restructure the document content in a representation that could
be exploited by machines. Techniques using lexicons for con-
tent interpretation are yet to come. Hypertext mining involves
mining semistructured HTML pages which have hyperlinks, be-
sides text. In hypertext mining, at times, supervised learning or
classification plays a key role, like in email, newsgroup man-
agement, and maintaining web directories. For a good tutorial
on hypertext mining, one may refer to [29].
Due to a large number of services like usenet, newsgroups,
digital libraries, and mailing lists coming up, mining from ser-
vices is also gaining importance. Work in mining from digital
libraries can be found in [30].
It should be noted that web content mining and IR are sep-
arated by a thinline, as some claim IR on the web as an in-
stance of WCM, whereas others associate WCM with intelligent
IR. There are two strategies for WCM: those that directly mine
the content of documents (web page content mining) and those
that improve on the content search of other tools like search en-
gines (serach result mining). Thus, the task of search engines is
closely associated with WCM. Fig. 2 shows, as an example, the
architecture of the popular Google [31] search engine.
WCM can take two approaches: agent-based approach and
database approach. The agent-based approach to web mining
involves the development of sophisticated AI systems that can
act autonomously or semi autonomously on behalf of a partic-
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Fig. 3. Web structure mining.
ular user, to discover and organize web-based information. Gen-
erally, agent-based web mining approach can be further orga-
nized into three categories: intelligent search agents, informa-
tion filtering/categorization, and personalized web agents [32].
The database approach focuses on techniques for organizing
semistructured data on the web into more structured collection
of resources, and uses database querying mechanisms and data
mining techniques to analyze it. Levy et al. [33] discuss general
intelligent internet systems with respect to user modeling, dis-
covery, and analysis of remote information sources, information
integration, and web-site management.
2) WSM: WSM pertains to mining the structure of hyper-
links within the web itself (inter document structure unlike
WCM, which pertains to intra document structure). Here,
structure represents the graph of the links in a site or between
sites. For example, Fig. 3 shows a sample link structure and
levels of the site wharton.upenn.edu. WSM reveals more infor-
mation than just the information contained in documents. For
example, links pointing to a document indicate the popularity
of the document, while links coming out of a document indicate
the richness or perhaps the variety of topics covered in the
document. This was first highlighted and used in the HITS
[41] algorithm. This is analogous to bibliographical citations.
When a paper is cited often, it ought to be important. The
link topology of the web has also been exploited to develop a
notion of hyper linked communities. The analysis shows that
communities can be viewed as containing a core of central
authoritative pages linked together by hub pages; and they
exhibit a natural type of hierarchical topic generalization that
can be inferred directly from the pattern linkage. It shows
that the notion of community provides a surprisingly clear
perspective from which to view the seemingly haphazard
development of web infrastructure [41]. The Page Rank [31]
and CLEVER [4] methods take advantage of this information
conveyed by the links to find pertinent web pages. Focused
Crawling [42] is a further enhancement in the field of hypertext
resource discovery system. The goal of a focused crawler is
to selectively seek out pages that are relevant to a predefined
set of topics. The topics are specified not using keywords,
but using exemplary documents. Rather than collecting and
indexing all accessible web documents to be able to answer all
possible ad hoc queries, a focused crawler analyzes its crawl
Fig. 4. Webminer architecture.
boundary to find the links that are likely to be most relevant for
the crawl, and avoids irrelevant regions of the Web. This leads
to significant savings in hardware and network resources, and
helps to keep the crawl more up-to-date.
3) WUM: While content mining and structure mining uti-
lize the real or primary data on the web, usage mining mines
secondary data generated by the users’ interaction with the
web. Web usage data includes data from web server access logs,
proxy server logs, browser logs, user profiles, registration files,
user sessions or transactions, user queries, bookmark folders,
mouse-clicks and scrolls, and any other data generated by the in-
teraction of users and the web. WUM works on user profiles, user
access patterns, and mining navigation paths which are being
heavily used by e-commerce companies for tracking customer
behavior on their sites. WUM plays a key role in personalizing
space, which is the need of the hour. To satisfy all the users with
the same tool is extremely difficult, and, instead, we need to learn
user access patterns, their path patterns at an individual level, and
also as a whole at web sites. Besides learning access patterns,
one needs to use “collaborative filtering” for listing other users
with similar interests. Collaborative recommender systems
allow personalization for e-commerce by exploiting similarities
and dissimilarities in users’ preferences. A new algorithm is
suggested in [43] for specifically catering to association rule
mining in collaborative recommendation systems. In [44], a
framework is given for applying machine learning algorithms
along with feature reduction techniques, such as singular value
decomposition (SVD), for collaborative recommendation. It
uses feature reduction techniques to reduce the dimension of the
rating data and then NNs are applied on the simplified data to
make a model for collaborative recommendation. However, the
discovery of patterns from usage data by itself is not sufficient
for performing personalization tasks. A way of deriving good
quality and useful “aggregate user profiles” from patterns is
suggested in [45]. It evaluates two techniques based on clustering
of user transactions and clustering of page views, in order to
discover overlapping aggregate profiles that can be effectively
used by recommender systems for real-time personalization. A
framework for web mining has been proposed in WEBMINER
[24] for pattern discovery from WWW transactions. Fig. 4 shows
the WEBMINER architecture. It clearly brings out that, after
integrating registration data and “cleaned” transactions data,
pattern discovery techniques are applied to discover association
rules, sequential patterns and clusters, and classification rules.
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III. LIMITATIONS OF EXISTING WEB MINING METHODS
The web creates new challenges to different component tasks
of web mining (Fig. 1) as the amount of information on the web
is increasing and changing rapidly without any control. As a
result, the existing systems find difficulty in handling the newly
emerged problems during IR, IE, generalization (clustering and
association), and analysis. Some of these are described below.
A. Information Retrieval
The following difficulties may be encountered during this
task.
Subjectivity, Imprecision, and Uncertainty: The aim of an IR
system is to estimate the relevance of documents to users’ in-
formation needs, expressed by means of queries. This is a hard
and complex task which most of the existing IR systems find
difficult to handle due to the inherent subjectivity, imprecision,
and uncertainty related to user queries. Most of the existing IR
systems offer a very simple modeling of retrieval, which privi-
leges the efficiency at the expense of accuracy. Query processing
in search engines, which are an important part of IR systems, is
simple blind keyword matching. This does not take into account
the context and relevance of queries with respect to documents,
while these are important for efficient machine learning.
Deduction: The current search engines have no deductive ca-
pability. For example, none of them gives a satisfactory response
to a query like: How many computer science graduates were
produced by European universities in 1999?
Soft Decision: Current query processing techniques follow
the principle of hard rejection while determining the relevance
of a retrieved document with respect to a query. This is not cor-
rect since relevance, itself, is a “gradual” property of the docu-
ments [46], not a crisp one.
Page Ranking: Page ranks are important since human beings
find it difficult to scan through the entire list of documents re-
turned by the search engine in response to his/her query. Rather,
one sifts through only the first few pages, say less than 20, to
get the desired documents. Therefore, it is desirable, for conve-
nience, to get the pages ranked with respect to “relevance” to
user queries.
However, there is no definite formula which truly reflects
such relevance in top-ranked documents. The scheme for de-
termining page ranks should incorporate 1) weights given to
various parameters of the hit like location, proximity, and fre-
quency; 2) weight given to reputation of a source, i.e., a link
from yahoo.com should carry a much higher weight than a link
from any other not so popular site; and 3) ranks relative to the
user.
Personalization: It is necessary that IR systems tailor the re-
trieved document set as per users’ history or nature. Though
some of the existing systems do so for a few limited problem do-
mains, no definite general methodology is available. Although
efforts in this direction have been made by clustering logged
data, the similarity metric used in clustering is not meaningful
and the principle on which it is derived is not clear.
Dynamism, Scale, and Heterogeneity: IR systems find diffi-
culty in dealing with the problem of dynamism, scaling, and het-
erogeneity of web documents. Because of the time-varying na-
ture of web data many of the documents returned by the search
engines are outdated, irrelevant, and unavailable in the future,
and, hence the user has to try his queries across different in-
dexes several times before getting a satisfactory response. Re-
garding the scaling problem, Etzioni [47] has studied the effect
of data size on precision of the results obtained by the search
engine. Current IR systems are not able to index all the docu-
ments present on the web and this leads to the problem of “low
recall.” The heterogeneity nature of web documents demands a
separate mining method for each type of data.
B. IE
Most of the IE algorithms used by different tools are based
on the “wrapper” technique. Wrappers are procedures for ex-
tracting a particular information from web resources. Its biggest
limitation is that each wrapper is an IE system customized for
a particular site and is not universally applicable. Also, source
documents are designed for people and few sites provide ma-
chine readable specifications of their formatting conventions.
Here, ad hoc formatting conventions, used in one site, are rarely
relevant elsewhere. Harvest and FAQ Finder, discussed in Sec-
tion II, also have two key limitations. First, both systems focus
exclusively on web documents and ignore services for, e.g.,
web-log analysis, performance analysis, and customer relation-
ship management. Second, both rely on a prespecified descrip-
tion of certain fixed classes of web documents.
C. Generalization
The following difficulties may arise during this task:
Clustering: IR community has explored document clustering
as an alternative method of organizing retrieved results, but clus-
tering is yet to be deployed on the major search engines. Google
[31], which seems to be the most effective search engine to date,
currently supports simple hostname-based clustering. Besides,
there are some problems in efficient clustering arising out of
the nature of web data itself. As mentioned in Section II, the
data is not only distributed, heterogeneous, and imprecise, it is
also very high dimensional and overlapping. Thus, existing con-
ventional clustering techniques find difficulty in handling these
characteristics.
Outliers: The web server, which logs the data of all users and
of their transactions, has many outliers (bad observations), in-
cluding incomplete, noisy, and vague data due to various rea-
sons inherent in web browsing and logging. These outliers are
not a very small percentage of the database since many users just
follow links, which are easily visible, big, and prominent. These
outliers, in web log server data during WUM, mainly arise be-
cause users end up traversing paths which are not in accordance
with their interests. Since information on the web is distributed
widely, spotting outliers is difficult without clustering the data.
Association Rule Mining: In association rule mining, the cur-
rent techniques are not able to appropriately mine for linguistic
association rules which are more human understandable. Some
algorithms which convert linguistic rules to numeric ones suffer
from the problem of “hard” rejection. Also, the use of sharp
boundary intervals is not intuitive with respect to human per-
ception. For example, an interval method may classify a person
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as young if the age is less than 35, and old if it is greater than 35
years. This obviously does not always correspond to the human
perception of “young” and “old,” which considers the bound-
aries of these imprecise concepts, not hard/crisp.
D. Analysis
The biggest problem faced in this step is from the point
of view of knowledge discovery and modeling. Discovering
knowledge out of the information available on the web has
always been a challenge to the analysts, as the output of knowl-
edge mining algorithms is often not suitable for direct human
interpretation. This is so, because the patterns discovered are
mainly in mathematical form.
IV. SOFT COMPUTING AND ITS RELEVANCE
Soft computing is a consortium of methodologies which work
synergestically and provides in one form or another flexible
information processing capabilities for handling real-life am-
biguous situations. Its aim is to exploit the tolerance for impre-
cision, uncertainty, approximate reasoning, and partial truth in
order to achieve tractability, robustness, low-cost solutions, and
close resemblance to human-like decision making [48]. In other
words, it provides the foundation for the conception and design
of high machine IQ (MIQ) systems, and, therefore, forms the
basis of future generation computing systems. At this juncture,
FL, RSs, ANNs, and GAs are the principal components, where
FL provides algorithms for dealing with imprecision and uncer-
tainty arising from vagueness rather than randomness, RS for
handling uncertainty arising from limited discernibility of ob-
jects, ANN the machinery for learning and adaptation, and GA
for optimization and searching.
Relevance of soft computing to pattern recognition and image
processing is extensively established in the literature [49] [50].
Recently, the application of soft computing to data mining prob-
lems has also drawn the attention of researchers. A recent re-
view [51] is a testimony in this regard. Here, FL is used for han-
dling issues related to incomplete/imprecise data/query, approx-
imate solution, human interaction (linguistic information), un-
derstandability of patterns and deduction, and mixed media in-
formation (fusion). NNs are used for modeling highly nonlinear
decision boundaries, generalization and learning (adaptivity),
self organization, rule generation, and pattern discovery. GAs
are seen to be useful for prediction and description, efficient
search, and adaptive and evolutionary optimization of complex
objective functions in dynamic environments. RS theory is used
to obtain approximate description of objects in a granular uni-
verse in terms of its core attributes. It provides “fast” algorithms
for extraction of domain knowledge in the form of logical rules.
Recently, various combinations of these tools have been made in
soft computing paradigm, among which neuro-fuzzy integration
is the most visible one [50]. In this context, we mention about
the computational theory of perception which is explained re-
cently by Zadeh [52] as the basic theory behind performing the
tasks like driving a car in a city, cooking a meal, and summa-
rizing a story, in our day to day life. Here, computation may be
done with perception, which is fuzzy-granular in nature.
Web data, being inherently unlabeled, imprecise/incomplete,
heterogeneous, and dynamic, appears to be a very good candi-
date for its mining in the soft computing framework. Besides,
since human interaction is a key component in web mining, as
mentioned in Section II, issues such as context-sensitive and ap-
proximate queries, summarization and deduction, and personal-
ization and learning are of utmost importance where soft com-
puting seems to be the most appropriate paradigm for providing
effective solutions. This realization has drawn the attention of
soft computing community to develop “soft web mining” sys-
tems in parallel to the conventional ones since its inception in or
around 1996. In the following sections, we discuss some such
applications of each of the soft computing tools.
V. FL FOR WEB MINING
The application of FL, so far made, to web mining tasks
mainly falls under IR and generalization (clustering, associa-
tion). These attempts will be described here along with different
commercially available systems. Some of the prospective areas
which need immediate attention are also outlined.
A. Information Retrieval
Yager describes in [53] a framework for formulating lin-
guistic and hierarchical queries. It describes an IR language
which enables users to specify the interrelationships between
desired attributes of documents sought using linguistic quan-
tifiers. Examples of linguistic quantifiers include “most,” “at
least,” “about half.” Let be a linguistic expression corre-
sponding to a quantifier such as “most” then it is represented as
a fuzzy subset over in which, for any proportion ,
belonging to indicates the degree to which satisfies
the concept indicated by the quantifier . Koczky and Gedeon
[54] deal with the problem of automatic indexing and retrieval
of documents where it cannot be guaranteed that the user
queries include the actual words that occur in the documents
that should be retrieved. Fuzzy tolerance and similarity relations
are presented, and the notion of “hierarchical cooccurrence” is
defined that allows the introduction of two or more hierarchical
categories of words in the documents.
As an example of the use of fuzzy set theory to extend
boolean information retrieval, we discuss the methodology pro-
posed by Bordonga and Pasi [55] for semistructured document
(e.g., HTML) retrieval. It models the concept of graduality
of “relevance” of a document to the user query. Formally, a
document is represented as a fuzzy binary relation
(1)
where is the representation of document , the set of
archive documents , the set of index terms, and
the membership function of . is again a dy-
namic function with expressing the significance of the
term in section of document . are based upon the
semantics of the section . For example, in sections containing
fromatted text like author and keywords, a single occurence of
a term makes it fully significant for that section,
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and is a Boolean function. On the other hand, for sec-
tions containing textual descriptions, can be computed
as a function of the normalized term frequency for that section,
for example
(2)
in which is the inverse document frequency of the term
is the normalized term frequency defined as
(3)
where is the number of occurrences of the term in sec-
tion of document , and is a normalization pa-
rameter depending on the sections’ length. To obtain the overall
degree of significance of a term in a document, computed over
all the sections, an aggregation scheme ordered weighted av-
erage (OWA) is used
(4)
Parameters are determined by users specified relative
weights to the sections.
A query is represented by terms and the corre-
sponding weights . The query is evaluated by an function
for a given document, and then aggregation operators are used.
Thus the result of a query evaluation is represented as a fuzzy
subset of the archived documents, given by
(5)
This brings to light that fuzzy Boolean IR models are more flex-
ible in representing both document contents and information
needs.
B. Generalization
Clustering: Etzioni [47] has listed the key requirements of
web document clustering as measure of relevance, browsable
summaries, ability to handle overlapping data, snippet toler-
ance, speed and incremental characteristics. In [56], fuzzy c
medoids (FCNdd) and fuzzy c Trimmed medoids (FCTMdd) are
used for clustering of web documents and snippets (outliers). In
[57], a fuzzy clustering technique for web log data mining is de-
scribed. Here, an algorithm called competitive agglomeration of
relational data (CARD) for clustering user sessions is described,
which considers the structure of the site and the URLs for com-
puting the similarity between two user sessions. This approach
requires the definition and computation of dissimilarity/simi-
larity between all session pairs, forming a similarity or fuzzy
relation matrix, prior to clustering. Since the data in a web ses-
sion involves access method (GET/ POST), URL, transmission
protocol (HTTP/FTP), etc., which are all nonnumeric, corre-
lation between two user sessions and, hence, their clustering,
is best handled using fuzzy set approach. Other techniques for
clustering web data include those using hypergraph-based clus-
tering [58].
Association Rule Mining: Some algorithms for mining
association rules using FL techniques have been suggested in
[59]. They deal with the problem of mining fuzzy association
rules understandable to humans from a database containing
both quantitative and categorical attributes. Association rules
of the form, if is , then is where are attributes
and are fuzzy sets, are mined. Nauck [60] has developed
a learning algorithm that creates mixed fuzzy rules involving
both categorical and numerical attributes.
C. Commercially Available Systems
Here, we list some commercially available systems with their
characteristics.
• Nzsearch: (www.searchnz.co.nz/) is a search engine based
completely on FL. It considers the entire phrase rather than
individual words for the purpose of matching. It also uses
a “fuzziness” parameter while searching, which can be
chosen from the set: “minimal,” “normal,” “moderate,”
“very,” and “extremely.”
• DNS search: (www.amnesi.com/dnssearch) uses FL to
find the closest DNS entry to your typed URL. For ex-
ample, if by mistake one types www.macrosoft.com then
the system gives suggestions on the possible close URLs.
• Finder: (www.finder.co.uk) uses “multidimensional opti-
mization” to display the best or most suitable matches to
a query unlike most existing search engines which display
only the exact matches to a given query. Finder goes way
beyond the simple “yes” or “no” criterion, used by most
database query engines such as SQL or Btrieve. Finder
uses scoring modules designed especially for each data
type. If one is looking for a scarlet car, and the car in the
database was cherry red, it would not ignore the entry al-
together, it would just give it a lower score. The search
engine looks at each element of the database and scores it
using one of its knowledge-based scoring modules.
• Aptronix: (www.aptronix.com) uses the fuzzy inference
data environment (FIDE) to build smart and intelligent
Java applets. The FIDE software package provides a rich
set of functions for building FL controls, expert systems,
automated diagnosis, adaptation to environment, and
self-learning. Their software can convert an application
program in fuzzy inference language (FIL) into Java, C,
MatLab, and assembly code.
D. Prospective Areas of Application
Search Engines: There is immense scope of applying FL
to improve web search from the points of view of deduction,
matching, and ranking, among others. To add human-like
deductive capability to search engine, the use of FL is not an
option, rather it is a necessity. Regarding matching, a probable
approach is to compromise sightly on precision (which is,
anyway, very difficult to achieve due to millions of web pages),
and retrieve most “relevant” documents from an expanded
domain. The retrieved documents may then be clustered
during/after search, or filtered at the client side, or both. The
concept of linguistic variables and membership functions can
be used for keyword matching. Similarly, for page ranking the
degree of closeness of hits in a document can be used for its
computation. For example, variables like “close,” “far,” and
“nearby” may be used to represent the distance between hits
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in a document for a given query. Similarly fuzzy variables like
“reputation” and “importance,” attached to the URL which is
referencing a particular page, can be used in calculating page
ranks. For example, in Fig. 6, which shows a neuro-fuzzy IR
system, match parameters such as “proximity” and subjectivity
in queries can be found using fuzzy sets.
Let us consider the popular Google search engine, which is
considered highly effective among the existing ones. In [31] a
schematic diagram (Fig. 3) of the technology behind Google has
been explained in which we can see that the lexicon gives wor-
dIDs to each word of the query and wordIDs are then matched.
If the query contains quantifiers like less, very less, and more,
then instead of blindly rejecting/selecting pages based on their
absence/presence in the document, a smoother transition based
on their membership value is a better option. Considering fuzzy
queries i.e., if the query text includes linguistic variables like al-
most, somewhat, more or less, about, we can provide more rel-
evant documents by giving grades of membership to different
results. When we consider hits, greater weight should be given
to documents in which query words are closer to each other than
those in which they are far apart.
Similarity Measures: There are certain questions like: What
is the distance between two URLs? Which two URLs are always
requested together? Which users have common interests and re-
quest similar documents? that appear to be better handled in a
fuzzy set theoretic framework since answers to these questions
need not always be crisp.
Others: Some other areas where FL may be applied include
• ontology;
• matching techniques;
• recognition technology;
• summarization;
• e-commerce;
• content management;
• database querying;
• information aggregation and fusion;
• customization and profiling.
VI. NNs AND LEARNING SYSTEMS FOR WEB MINING
An NN can formally be defined as: a massively parallel in-
terconnected network of simple (usually adaptive) processing
elements which is intended to interact with the objects of the
real world in the same way as biological systems do. NNs are
designated by the network topology, connection strength be-
tween pairs of neurons (called weights), node characteristics,
and the status updating rules. Normally, an objective function is
defined which represents the complete status of the network and
the set of minima of it corresponds to the set of stable states of
the network. NN-based systems are usually reputed to enjoy the
following major characteristics: generalization capability, adap-
tivity to new data/information, speed due to massively parallel
architecture, robustness to missing, confusing, ill-defined/noisy
data, and capability for modeling nonlinear decision boundaries.
NNs have been applied, so far, to the tasks like IR, IE, and
clustering (self organization) of web mining, and for personal-
ization. We summarize the existing literature on these lines as
follows. Some of the prospective areas which need immediate
attention are also discussed.
Fig. 5. Mapping advice into ScorePage network.
A. IR
ANNs provide a convenient method of knowledge represen-
tation for IR applications. Also their learning ability helps to
achieve the goal of implementing adaptive systems. Shavlik
[61] suggests an agent, the Wisconsin Adaptive Web Assis-
tant (WAWA-IE IR) system, using NNs with reinforcement
learning, which uses two network modules, namely, ScorePage
and ScoreLink. ScoreLink uses unsupervised learning, while
ScorePage uses supervised learning in the form of advice from
the users. The system uses knowledge-based NNs (KBNNs)
as its knowledge base to encode the initial knowledge of users
which is then refined. This has the following advantages: 1) the
agent is able to perform reasonably well initially because it can
utilize the users’ prior knowledge and 2) users’ prior knowledge
does not have to be correct as it is refined through learning.
Information is derived by extracting rules from KBNNs [62].
In order to map large sized web pages into fixed-sized NNs,
a concept of sliding window is used. This parses each page
considering three words at a time, and the html tags like
act as window breakers. Using self generated
training examples it can act also as a self tuning agent. Rules
of the type: when “precondition” then “action” are extracted
where actions could be of the type strength, followed by “show
page” or “follow link,” or “avoid showing page.” Here, strength
could be weakly, moderately, strongly, or definitely, which are
determined by the weight of the links between layers of the NN.
For example, Fig. 5 shows how to map into ScorePage a rule
like: When “Professor ?Firstname ?Lastname” then show page.
If all three parts of the sliding window give a true result, their
weighted sum exceeds the bias and produce an activation of the
sigmoidal hidden unit near one. Some additional zero-weighted
links are also added to this new hidden unit to further allow
subsequent learning, as is done in KBNN.
In [63], Chen et al. have implemented several search methods
in Java based on NNs and genetic search on databases, intranet,
and internet. Mercure [64] is another IR system, based on
multilayered networks, that allows document retrieval using a
spreading activation process and query optimization using rel-
evance backpropagation. This model consists of an input layer,
which represents users information needs, a term neuron layer,
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a document neuron layer, and an output layer representing the
result of query evaluation.
Lim [65] has developed a concept of visual keywords which
are abstracted and extracted from visual documents using soft
computing techniques. Each visual keyword is represented as an
NN or a soft cluster center. Merkl and Rauber [66] have shown
how to use hierarchical feature maps to represent the contents
of a document archive. After producing a map of the document
space using self-organizing maps, the system provides a hierar-
chical view of the underlying data collection in the form of an
atlas. Using such a modeling the user can easily “zoom” into
particular regions of interest while still having general maps
for overall orientation. An ANN-based hybrid web text mining
system has been described in [67].
B. IE
Most IE systems that use learning fall into two groups: the
one that uses relational learning [68], [40] to learn “extracted
patterns,” and the other group learns parameters of hidden
Markov models (HMMs) and uses them to extract information
[69]. In [70] wrapper induction techniques are combined
with adaBoost algorithm (Schapire and Singer, 1998) called
boosted wrapper induction (BWI) and the system has outper-
formed many of the relational learners and is competitive with
WAWA-IE and HMM. For a brief and comprehensive view of
the various learning systems used in web content mining, one
may refer to Table I.
C. Self-Organization (WEBSOM)
The emerging field of text mining applies methods of data
mining and exploratory data analysis to analyze text collections
and to convey information to the users in an intuitive manner. Vi-
sual map-like displays provide a powerful and fast medium for
portraying information about large collections of text. Relation-
ships between text items and collections, such as similarity, clus-
ters, gaps, and outliers, can be communicated naturally using
spatial relationships, shading, and colors. In WEBSOM [71], the
self-organizing map (SOM) algorithm is used to automatically
organize very large and high-dimensional collections of text
documents onto two-dimensional map displays. The map forms
a document landscape where similar documents appear close
to each other at different points of the regular map grid. The
landscape can be labeled with automatically identified descrip-
tive words that convey properties of each area and also act as
landmarks during exploration. With the help of an HTML-based
interactive tool the ordered landscape can be used in browsing
the document collection and in performing searches on the map.
An organized map offers an overview of an unknown document
collection helping the user in familiarizing oneself with the do-
main. Map displays that are already familiar can be used as vi-
sual frames of reference for conveying properties of unknown
text items. Thematically arranged static document landscapes
provide meaningful background for dynamic visualizations of
time-related properties of the data, for example. The mathemat-
ical preliminaries, background, basic ideas, implications, and
numerous applications of self-organizing maps are described in
a recent book [72].
D. Personalization
Personalization means that the content and search results are
tailored as per users interests and habits. NNs may be used for
learning user profiles with training data collected from users or
systems as in [61]. Since user profiles are highly nonlinear func-
tions, NNs seem to be an effective tool to learn them. An agent
which learns user profiles using Bayesian classifier is “Syskill
and Webert” [73]. Once the user profiles have been learned, it
can be used to determine whether the users would be interested
in another page. However, this decision is made by analyzing the
HTML source of a page, and it requires the page to be retrieved
first. To avoid network delays, we allow the user to prefetch all
pages accessible from the index page and store them locally.
Once this is done, Syskill and Webert can learn a new profile and
make suggestions about pages to visit quickly. Once the HTML
is analyzed, it annotates each link on the page with an icon in-
dicating the user’s rating or its prediction of the user’s rating
together with the estimated probability that a user would like
the page. Note that these ratings and predictions are specific to
only one user and do not reflect on how other users might rate
the pages. As described above, the agent is limited to making
suggestions about which link to follow from a single page only.
This is useful when someone has collected a nearly comprehen-
sive set of links about a topic. A similar system which assists
users in browsing software libraries has been built by Drum-
mond [74].
E. Prospective Areas of Application
Personalized Page Ranking: As mentioned in Section IV-A,
page ranks are important since human beings find it difficult to
scan through the entire list of documents returned by the search
engine in response to his/her query. Therefore, it is desirable, for
convenience, to get the pages ranked with respect to “relevance”
to user queries so that one can get the desired documents only
by scanning the first few pages.
Let us consider here again the case of the popular search en-
gine Google [31]. It computes the rank of a page using
(6)
where is the damping factor, is the rank of page which
has pages pointing to it, and is the number
of outgoing links from page .
Note that it takes into consideration only the popularity of a
page (reputation of incoming links) and richness of information
content (number of outgoing links) and does not take care of
other important factors like:
• User preference: Whether the link matches with the pref-
erences of the user, established from his/ her history?
• Validity: Whether the link is currently valid or not?
• Interestingness: Whether the page is of overall interest to
the user or not?
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Fig. 6. Neuro fuzzy IR system.
These should also be reflected in the computation of page
ranks. The learning/generalization capability of ANNs can be
exploited for determining user preference and interestingness.
user preference can be incorporated by training an NN-based
on user history. Since ANNs can model nonlinear functions and
learn from examples, they appear to be a good candidate for
computing the “interestingness” of a page. Self organizing NNs
can be used to filter out invalid pages dynamically.
An ANN can compute the page rank from a combination of
each of the parameters like hub, authority, reputation, validity,
interestingness, and user preference with weights assigned to
each which the user can modify; thereby refining the network
as per his personalized interest. These factors may sometimes
also be characterized by fuzzy variables. For example, variables
like “close,” “far,” and “nearby” may be used to represent the
distance between hits in a document for a given query. Simi-
larly, fuzzy variables like “reputation” and “importance” can be
attached to the URL which is referencing a particular page. This
is unlike in Google, where these variables are considered to be
crisp. This signifies the importance of integrating synergistically
ANN with FL under neuro-fuzzy paradigm [75] for computing
page ranks. In the next paragraph we describe more details of a
proposed neuro-fuzzy IR system.
Neuro-fuzzy IR: A schematic diagram of a proposed
neuro-fuzzy IR system is shown in Fig. 6. It shows that the total
relevance of a document is the combination of “relevance with
respect to a query” (match parameters) and “relevance with
respect to the user” (interest parameters). This total relevance,
when combined with “richness and reputation” of document
A (currently reflected in Google rank) give the generalized
page rank. The dotted links represent areas not addressed by
existing algorithms. Means of computing each of the quanti-
tities, namely, “relevance with respect to a query,” “relevance
with respect to the user,” and “richness and reputation,” are
mentioned below
Relevance to a query: Here FL can be used in computing
match parameters by handling subjectivity in queries and
approximate matching in documents; thereby better modeling
“relevance to query.” Also structured documents can be handled
more effectively in the framework of FL. Literature described
in Section V-A address many of these tasks.
Relevance with respect to a user: Literature in this area is rel-
atively scarce. Existing approaches belong mainly to three cate-
gories: 1) learning from user “history” or “profile;” 2) clustering
of users into homogeneous groups; and 3) using relevance feed-
back. ANNs can be used to learn the nonlinear user profiles from
their previous history and reflect “relevance to user” of a docu-
ment A in interest parameters.
Richness and reputation: This parameter is reflected in most
existing page ranking systems. However, efficient computation
of the page rank is an open research issue where NNs may be
used.
Clustering and Classification: NNs can be used to classify
web pages as well as user patterns, in both supervised and unsu-
pervised modes. Its ability in modeling complex nonlinear func-
tions can also be exploited here.
Deduction: Another area where NNs may be used is in
building deductive capabilities in web mining systems. As
mentioned earlie, complex nonlinear functions may be learned
using NNs and logical rules may be extracted from trained
networks using rule extraction algorithms. The logical rules are
human interpretable and help in generating deductions.
VII. GAs FOR WEB MINING
GAs, a biologically inspired technology, are randomized
search and optimization techniques guided by the principles
of evolution and natural genetics. They are efficient, adaptive
and robust search processes, producing near optimal solutions,
and have a large amount of implicit parallelism. GAs are
executed iteratively on a set of coded solutions (genes), called
population, with three basic operators: selection/reproduction,
crossover, and mutation. They use only the payoff (fitness
function) information and probabilistic transition rules for
moving to the next iteration.
The literature explaining the use of GAs to web mining seems
to be even poorer than that of FL and NNs. GAs are used, mainly
in search, optimization, and description. Here we describe some
of the attempts.
Search and Retrieval: A GA-based search to find other rel-
evant homepages, given some user-supplied homepages, has
been implemented in G-Search [76]. Web document retrieval by
genetic learning of importance factors of HTML tags has been
described in [77]. Here, the method learns the importance of
tags from a training text set. GAs have also been applied for the
purpose of feature selection in text mining [78].
Query Optimization: In [79], Boughanem et al. developed a
query reformulation technique using GAs, in which a GA gen-
erates several queries that explore different areas of the docu-
ment space and determines the optimal one. Yang et al. [80]
presented an evolutionary algorithm for query optimization by
reweighting the document indexing without query expansion.
Kraft et al. [81] apply genetic programming in order to improve
weighted Boolean query formulation.
Document Representation: Gordon [82] adopted a GA to de-
rive better descriptions of documents. Here each document is
assigned descriptions where each description is a set of in-
dexing terms. Then genetic operators and relevance judgements
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are applied to these descriptions in order to determine the best
one in terms of classification performance in response to a spe-
cific query. Automatic web page categorization and updating
can also be performed using GAs [83].
Distributed Mining: Gene expression messy GA (GEMGA)
[84] which is a subquadratic highly parallel evolutionary search
algorithm, is specially found suitable for distributed data mining
applications including the web. Foundation of GEMGA is laid
on the principle of both decomposing black box search into it-
erative construction of partial ordering and performing selec-
tion operation in the relation, class, and sample spaces. The
GEMGA is designed based on an alternate perspective of evolu-
tionary computation proposed by the SEARCH framework that
emphasizes the role of gene expression or intracellular flow of
genetic information. The research on the use of GEMGA in
distributed data mining is growing fast and it deals with the
problems of finding patterns in data in an environment where
both the data and the computational resource are distributed. In
[85], Kar Gupta et al., suggest CDM as a new approach toward
distributed data mining (DDM) from heterogeneous sites. It is
pointed out that naive approaches to distributed data analysis in
an heterogeneous environment may lead to an ambiguous situ-
ation. CDM processes information locally and builds a global
model in situations where it is not possible, as in the case of
web, to collect all the data in a common data warehouse and
then process.
Regarding the prospective areas of application of GAs, let
us consider here the case of Adaptive Web Sites. These are sites
which automatically improve their organization and presenta-
tion by learning from visitor access patterns [86]. It focuses on
the problem of index page synthesis where an index page is a
page consisting of a set of links that cover a particular topic. Its
basic approach is to analyze web access logs and find groups
of pages that often occur together in user visits (and hence
represent coherent topics in users’ minds) and to convert them
into “index” pages. Here, GAs may be used for prediction of
user preferences, dynamic optimization, and evolution of web
pages.
VIII. RSs FOR WEB MINING
RSs are characterized by their ability for granular computa-
tion. In RS theory a concept is described by its “lower”
and “upper” approximations defined with respect to some
indiscernibility relation. The use of RS theory for knowledge
discovery [87] and rule mining [88], [89] is widely acknowl-
edged. However, the current literature on application of RSs to
web mining, like genetic approach, is very scanty. Some web
mining tasks where RS theory have been used are mentioned
below.
A. IR
Granular IR An important application of RSs is in “granular
information retrieval.” In RS theory, Information granules refer
to homogeneous blocks/clusters of documents as described by
a particular set of features which may vary over the clusters.
The approach is efficient in many document retrieval tasks
where the documents are clustered into homogeneous groups
before they are retrieved. Documents are often represented by
a large number of features or words and dimensionality reduc-
tion needs to be performed for clustering. However, instead of
representing all the clusters by the same set of features (words),
in granular IR using RS theory each cluster is represented by
different feature sets. This is closer to reality because different
word sets are important for different document classes. Wong
et al. [90] suggests reducing the dimensionality of terms by
constructing a term hierarchy in parallel to a document hier-
archy.
Handling Heterogeneous Data: RS as well as rough-fuzzy
hybrid systems [93] have been used for handling multimedia
data and information fusion. A system where RSs have been
used for retrieval of multimedia objects is described in [92].
B. Association/Clustering
RSs have been used for document clustering [93] and mining
of web usage patterns [94]. Uses of variable precision RSs [94]
and tolerance relations are important in this regard.
Some additional areas where RSs may be applied include:
• WSM: Rough mereology [95], which has ability for han-
dling complex objects, is a potential tool for mining multi-
media objects as well as complex representations like web
graphs, semantic structures.
• Multiagent systems and collaborative mining.
• Rough-neuro computing (RNC), as a means of computing
with words (CWW), is likely to play an important role in
natural language query formulation.
• RS theory can also be used for the purpose of approximate
information retrieval, where the set of relevant documents
may be rough and represented by its “upper” and “lower”
approximations. The lower approximation refers to the set
which is definitely relevant and the upper approximation
denotes the maximal set which may be possibly relevant.
Dynamic and focused search, exploiting the above con-
cept, may also help in developing efficient IR systems.
IX. CONCLUSION AND DISCUSSION
Web mining is growing rapidly since its inception in or
around 1996, and new methodologies are being developed
both using classical and soft computing approaches concur-
rently. Considering the immense potential of application of
soft computing to web mining, this paper is timely and appro-
priate.
In this paper, we have summarized the different types of web
mining and its basic components, along with their current states
of art. The limitations of the existing web mining methods/tools
are explained. The relevance of soft computing, including inte-
gration of its constituting tools, is illustrated through examples
and diagrams. Their applications to each web mining task along
with the commercially available systems are described. Last, the
possible future directions of using FL, ANNs, GAs, and RSs for
some of these tasks are given in detail.
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In addition, to those discussed in the article, some aspects of
web mining, in general, where soft computing is likely to play
a key role, in future, are as follows.
1) At present web content is mainly text-centric, and
most mining algorithms are oriented toward and de-
veloped from text mining framework. However, web is
increasingly gaining a multimedia character with pages
containing images, videos, etc. Web mining algorithms
having capabilities for handling multimedia data need
to be developed in near future. Some attempts in this
direction are described in [96] and [97].
2) Currently, queries are in the form of keywords, advanced
search engines may support visual queries. In this regard,
the research on CBIR in soft computing framework has
potential significance.
3) Most search engines perform search on English text
only, not across languages. With these becoming in-
creasingly common, multilingual search engines and IR
systems which can identify languages, translate, per-
form thematic classification, and can provide summaries
automatically are recently being developed. Soft com-
puting may be used to increase the efficiency of such
systems.
4) Collaborative mining and automatic interaction among
sites and constitute a recent research area (e.g., the NET
paradigm of Microsoft). Here, web query is not the only
means to obtain required documents, and answers to
queries can be automatically obtained from distributed
web resources. Thus, text sources could be used for plan-
ning and problem solving tasks (e.g., an agent on the web
could be used to make ones’ travel plans automatically).
Significance of applying soft computing for the above
tasks may therefore be explored.
5) Some tasks related to embedded internet systems that
could be handled using soft computing include, access
control, task scheduling, system configuration, priority
order, device monitoring, bug and failure reporting, as
well as distributed (remote) control of electronic products
(devices).
6) E-commerce is an important application area of soft com-
puting. It may be used to impart human like interaction in
e-shopping portals [98]. For example, buyers’ interest can
be better modeled (as functions of price and quality) using
fuzzy set theory.
7) The development of new knowledge visualization tech-
niques for effective user interface may also be done with
soft computing.
Finally, (soft) case-based reasoning (CBR) [99], which is a
popular AI problem solving paradigm, using soft computing
tools, and is recently drawing the attention of researchers world-
wide, may be used for solving many of the web mining prob-
lems, stated above. In this context, the mention may be made of
the computational theory of perception, recently explained by
Zadeh [52], which is characterized mainly using the concept of
“fuzzy-granularity” of perceptions.
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