Summary: Several algorithms have been proposed to improve positron emission tomography quantification by combining anatomical and functional information in a pixel-by-pixel cor rection scheme, The precision of these methods when applied to real data depends on the precision of the manifold correction steps, such as full-width half-maximum modeling, magnetic resonance imaging-positron emission tomography registration, tissue segmentation, or background activity estimation, A good understanding of the int1uence of these parameters thus is criti-A major limitation of positron emission tomography (PET) is the finite spatial resolution of PET scanners, Activity concentration is systematically underestimated or overestimated in objects smaller than two to three times the full-width at half-maximum (FWHM) of the device point spread function (PSF), Indeed, because of image smoothing by the device PSF, the activity in a structure partly spreads into the nearby tissues ("spill out" effect), whereas the neighborhood activity partly contributes to the structure measurement ("spill-in" ef fect), This so-called partial volume effect (PVE) is glo bally characterized by the recovery coefficient, defined as the ratio of the measured over the true activity con centration (Hoffman et aI. 
the images on a pixel-by-pixel basis. Because of the ill conditioned nature of the restoration problem, some sort of regularization must be used to avoid high-frequency noise amplification (Natterer, 1988; Haber et aI. , 1990; Chan et aI. , 1997) . With the increasing resolution of computed tomography and magnetic reso nance imaging (MRI), a family of algorithms has been proposed, where regularization is achieved by incorpo rating anatomical information and tissue homogeneity constraints in a noniterative pixel-by-pixel correction scheme. These algorithms include the binary atrophy correction (Videen et a!., 1988; Meltzer et aI., 1990) , the gray matter (GM-PET) method (Muller-Gartner et aI. , 1992) , and the four-tissue correction (Meltzer et aI., 1996) . In this report, we refer to these algorithms as the anatomically guided pixel-by-pixel algorithms (APA).
Since they were first proposed, the AP A have gener ated an increasing interest, and several improvements or variants have been published (Kosugi et aI. , 1996; Labbe et aI. , 1996; Knorr et aI., 1997) . However, the impreci sion of the AP A preprocessings, such as MRI segmen tation or MRI-PET registration, significantly affect the corrected image and may make correction reliability questionable (Fahey et aI., 1996; Strul and Bendriem, 1996; Yang et aI., 1996; Meltzer et aI., 1997) .
This article addresses several issues of AP A correction robustness. We first briefly formulate the overall math-ematical frame of AP A correction and show the main sources of instability. We then present a monodimen sional model, which allows a simple theoretical and ex perimental evaluation of correction imprecision. Correc tion robustness in three dimensions then is assessed with computer simulations. Finally, we examine the useful ness and the limitations of regional SD as a criterion for GM-PET correction performance.
THEORY
The anatomically guided pixel-by-pixel algorithm correction formulas
In APA correction, an anatomical image (from MRI or computed tomography) is subdivided by segmentation into several tissue classes, which do not need to be either contiguous or homogeneous. For each tissue, a separate distribution image is derived from the segmented image, with values of 1 in all the pixels that belong to the tissue, and 0 everywhere else. The AP A correction restores the true pixel-by-pixel activity concentration A TT for one tissue only, named here the target tissue (TT). The other classes, for which no restoration is performed, are termed neighbor tissues (NT). Each NT is assumed to be homo geneous, with a mean activity concentration A N T '
The observed image lobs is written as the sum of all the tissue contributions, where each tissue contributes ac cording to its activity concentration and to its distribution function: lobs = ( 2: A tissueXtissue ) * h all tissues where * signs the convolution operator and "h" is the PET image PSF.
The AP A correction assumes that the TT is at least approximately homogeneous (MUller-Gartner et al. , 1992) , so that (2) A corrected estimation C TT of the activity concentration ATT is obtained by combining equations (1) and (2): (3) This correction can be understood as a two-step restora tion process. First, the spill-in from the NT is subtracted from the TT measurement. Second, the l/( X TT * h) term acts as an amplification coefficient, which compensates for the loss resulting from the partial spill-out of TT J Cereb Blood Flow Melab, Vol. 19, No.5, 1999 activity to the NT. The correction must be limited to areas where ( X TT * h) is much greater than zero, to mini mize noise amplification.
The first APA procedure was the binary atrophy cor rection, which relied on only one radioactive compart ment, comprising all of the brain tissue voxels (Videen et al. , 1988; Meltzer et al., 1990) :
The GM-PET algorithm improves correction by separat ing white matter (WM), GM, and CSF (MUller-Gartner et al., 1992) :
The four-tissue correction is a two-step extension of GM-PET (Meltzer et al. , 1996) . The image is first cor rected using GM-PET equation, then a focal hypoactive or hyperactive GM area is set apart from the rest of the GM as a specific TT:
Factors of correction instability Equation (3) shows that APA corrections strongly de pend on the precision of all processing steps: segmenta tion of the anatomical image, anatomical-functional reg istration, sampling rate conversion, measurement of the NT mean activity concentration, and evaluation of the PSF. The limited precision of most of these procedures may lead to significant correction instability. For ex ample, the measurement of the mean activity concentra tions in the NT often is biased by the TT spill-out and scattering, especially when NT -TT contrast is important. The precision of the tissue segmentation also is limited by instrumental artefacts and by classification problems affecting mixed voxels. The accuracy of the PSF model generally is limited by the neglect of resolution nonuni formity or scattering to shorten computation time. Last, unless specially designed head holders and protocols are used, the limited precision of current registration tech niques further limits correction robustness.
The AP A corrections depend on numerous parameters, and an exhaustive study of APA precision would lead to complicated equations. Thus, we address this issue using a simplified monodimensional model, valid both for GM-PET and binary corrections, which allows us to re duce the number of free parameters. To keep generality, we make assumptions only on the tissue maps used for correction, with absolutely no assumption on the real tissue map. This independence is necessary to treat bi nary correction, where the binary tissue map used for correction neglects the WM-GM separation.
The parameters used for AP A correction are assumed to follow the model presented on Fig. lAo The seg mented TT is an active bar, of center Xo and half-width w, thus extending between two locations XI = Xo -w and x2 = Xo + w. It is inserted between two NT, NTI (activity concentration AI' ranging from X3 to XI) and NT2 (activ ity concentration A20 ranging from x2 to x4). The PSF used for correction is a normalized Gaussian function, whose width is specified by its SD (a), with FWHM = 2.35 * a.
This model is approximately met in various common situations, such as GM-PET correction of a small cortex area or an internal GM nucleus, where the NT may be WM and CSF, respectively, or both WM. No distant NT is taken into account in this model for reasons of sim plicity, but the equations presented later are easily ex tended to an arbitrary number of NT. The model may be further simplified if the outer NT boundaries are distant from TT (a few FWHM values are enough) by setting X3 "" -oc and X4 "" +oc. This model also may apply to binary correction by merging all of the active tissues (Fig. I B) .
If we neglect the uncertainty on NT segmentation, the correction now depends on only five parameter estima tions: the activity concentrations A 1 and A2 (if there are any), the PSF SD a, the TT center location Xo (obtained by registration) and the TT half-width w (obtained by segmentation). Thus, by neglecting interparameter cor relations, and by assuming the parameter imprecision to be small, we can write:
This equation expresses the relationship between the pre cision of the AP A parameters and the statistical precision of the corrected image. This statistic is not directly con nected to image noise but rather to correction reproduc ibility: in any point where var[C TT ] is high, APA cor- (7) but was investigated as a bias later in this report. The expressions of the partial derivatives needed for computation of the correction variance are summarized below (see appendix for details of the derivation):
where we use the following notations:
These equations are first-order approximations of the ac- . . : 2w : :.
• l x (mm) tual error and variance functions and are thus limited to small errors. Within their field of validity, these equa tions might provide a foundation for the analysis of APA correction errors and imprecision. In the following text, their characteristic shapes are exemplified, and assessed by comparison with computer simulations.
Quality criteria
The correction robustness is crucial for the effective use of AP A algorithms. Brain PET imaging often is used to discriminate between several groups of subjects such as controls and patients. If the correction performances differ greatly from one subject to another, the results of the comparison may be affected and thus misleading. In this regard, as is pointed out by several authors, absolute quantification is less important than comparison signifi cance (Di Chiro and Brooks, 1988; Strother et aI. , 1991; Kuwert et aI. , 1993) . Thus, the correction errors intro duced earlier could be a major limitation to the practical use of AP A corrections.
Given the complexity of MRI-PET registration and MRI segmentation, improving correction robustness might be difficult. It may then be more relevant to define correction quality criteria. Ideally, such criteria would reveal erroneous corrections and help determine the cause of the error. Correction parameters then could be fixed, in a manual or automatic manner, to improve data processing.
As shown later, correction errors can lead to large artefacts, which severely decrease regional homogeneity in the corrected areas with regard to error-free correction. This then suggests homogeneity as one possible crite rion. In the material that follows, we assess the quality of one criterion measuring homogeneity, the regional SD, to bring into evidence both the utility and the limitations of this approach.
MATERIALS AND METHODS

Monodimensional bar experiment
The APA correction artefacts and variance were explored in the monodimensional case. A model consistent with the cor rection of a short brain profile around the cortex was consid-----TIll e activity --GM-PET ered ( Fig. 2A ). The NTl, corresponding to the WM, was as sumed to be wide enough to be approximated as semi-infinite (x] was rejected toward -(0) to simplify the analysis of the correction artefacts. To be consistent with the hypotheses com monly used in GM-PET correction, the NT 2 (corresponding to the CSF and bone) was assumed inactive and thus was ne glected. The cortex was assumed to be 20-mm wide, and the contrast between cortex and WM was set to 4: I. Simulations were performed according to the following equation (centered on the middle of the cortex): (10) with A GM = 4 nCi . mLl , Al = I nCi . mL-I, w = 10 mm, Xo = 0 mm, and FWHM = 9 mm.
Both binary and GM-PET corrections were applied follow ing equations (4) and (5) (detailed in equations [15] and [21] of the appendix). The tissue distribution used for GM-PET cor rection was the same as the one used for simulation, with the TT being the cortex. For binary correction, the binary tissue map was obtained by merging the NT 1 and the cortex maps (thus rejecting Xl toward _00. Various processing errors were introduced in both corrections: inaccurate NT activity concen tration estimates, incorrect FWHM, segmentation errors, and registration errors, and the corrected image profiles were com pared with those predicted by equation (8).
The pixel-by-pixel corrected activity expectation and SD were computed by performing 10,000 correction tries in pres ence of random parameter errors, extracted from Gaussian dis 
Implementation of anatomically guided pixel-by-pixel algorithm correction
For the following experiments, we used a C implementation of APA correction, which accepts any number of tissue classes for noniterative processing. The correction PSF is the product of a transaxial and an axial Gaussian functions. Sampling rate conversion is achieved by trilinearly downsampling the tissue images after PSF blurring. The correction mask is automati cally created by downsampling the original TT tissue map, then thresholding the result-image at 0.5 to avoid large correction amplification.
Simulation library
We used a simulation library in which any digital phantom model is defined as a combination (addition, subtraction, or embedding) of simple radioactive geometrical shapes, or primi tives. The corresponding model activity function and primitive distribution functions are sampled on a high-resolution image grid to compute the activity concentration image and the primi tive distribution images, respectively. A PET simulation is de rived from the. activity concentration image using a convolu tion-downsampling scheme: the activity image is first con volved with the PSF model, then downsampled to the sampling characteristics of typical PET images. Measurement volumes of interest (VOl) are computed for any primitive by downsam piing its distribution image, then thresholding the result, with threshold = 0.5.
Quantitative analysis
For the sphere experiments described later, all measurements were performed inside six VOl covering the whole spheres. Quantitative accuracy was measured by computing the VOl regional bias, equal to the difference between the measured and the real activity concentrations inside the VOL To evaluate the quantitation recovery performed by APA correction, a performance index, the bias reduction coefficient (BRC), was defined as follows:
The BRC index is used to determine whether APA correction has improved or worsened PVE errors. Large BRC values (» 1) show excellent quantitative recoveries. On the contrary, a BRC lower than 1 indicates that AP A correction has in creased the image bias.
As mentioned previously, we also measured the regional image SD, computed for each VOl as follows:
where N is the number of voxels in the VOl, and I and ly O i are the activity concentration observed in each voxel and in the VOl (mean value), respectively.
Digital sphere phantom experiment
A digital model from a Data Spectrum Sphere phantom (Data Spectrum Corp., Chapel Hill, NC, U.S.A.) was modeled (Fig. 3) . The model comprised six hot spheres (diameters = 9.5,
FIG. 3. The digital sphere phantom (medium slice).
12.7, 15.9, 19.1,25.4, and 31.9 mm, respectively; activity = 1000 nCi/mL) embedded in a warm cylinder (diameter = 200 mm, activity = 250 nCi/mL). We used this model to produce high-definition activity images (256*256* 128 voxels, voxel dimensions = I * I * 1 mm). We then derived low definition simulations from the activity images. The character istics of these simulations were chosen to be similar to those of ECAT 953/31 B images (128* 128*31 voxels, voxel dimensions = 1.995* 1.995*3.375 mm, transaxial FWHM = 9 mm, axial FWHM = 5 mm). We also derived six low-definition VOl from the model, with the downsampling-thresholding scheme described previously, each fully covering one sphere. We in vestigated the quantitative influence on GM-PET correction of four error factors.
Influence of the neighbor tissue activity concentration mea surement. We introduced inaccurate measurements of cylinder activity concentration in APA correction, modulating the error from -50% to +50% of the true value (i.e., 125 to 375 nCi/mL).
Influence of the modeling. Similarly, we used inaccurate transaxial FWHM for correction, with error ranging from -30% (FWHM = 6 mm) to +30% (FWHM = 12 mm) of the true
FWHM.
Influence of magnetic resonance imaging-positron emission tomography registration. We first computed the PET simula tion using the true phantom model, then displaced it (from -5 to +5 mm by steps of 0.5 mm), and used thc mispositioned model to produce the tissue images used in the AP A algorithm and to produce the measurement VOL We chose this procedure to reproduce the current image analysis, in which VOl are drawn on the anatomical images.
Influence of segmentation threshold. Since the most com monly used segmentation approaches rely on the determination of classification thresholds, the modification of these thresholds leads to displacements of tissue boundaries. To assess the in fluence of these global displacements, we added a fixed value (from -1.25 to + 1.25 mm) to each sphere radius after simula tion. We then derived the tissue images and the measurement
VOl from the modified model, as was done in the previous investigation.
RESULTS
Monodimensional experiment
The corrected activity profiles are plotted on Fig. 2B . For the GM-PET correction, the correct activity concen tration is fully recovered within the correction mask (the GM area), whereas no correction is performed outside this mask. For the binary correction, since the binary tissue map merges the NT] and the GM, only the X2 edge is corrected for PYE.
Profiles of the derivatives of C TT (X), as recovered with GM-PET method, are plotted on Fig. 4 . They should be understood as follows: when a partial derivative is posi tive, any overestimation of the corresponding parameter yields a positive artefact, and parameter underestimation leads to a negative artefact. The direction of the artefacts is inverted for negative partial derivatives. Notice that, in the conditions that were chosen for computation, 1 nCi'mL-1 corresponds to a 25% error, with regard to the true GM activity concentration. All correction artefacts appear as error functions propagating from the TT edges toward the center. The errors thus are maximum near the TT edges, except for FWHM mismatches (Fig. 4B ). In the latter case, each edge-error function reaches its maximum (for small FWHM) only at a distance from the edges nearly equal to the PSF SD 0'. For all errors, the correction artefacts vanish at a distance (roughly 3 0' from the TT edges. The ratio between the structure width and the FWHM thus is critical: when the structure is overly small, the edge ar tefacts tend to cover the whole structure, leading to a global increase of the correction error. For FWHM, seg mentation, and registration errors, the contrast is critical, too, with the artefacts on Fig. 4B to D being distinctly smaller on the Xl edge than on the opposite one. The segmentation and registration errors share the same basic artefact pattern, corresponding to the error induced by the shift in the positions of the TT map boundaries Xl and X2 (Fig. 4C and D) . In qualitative terms, there is a negative artefact wherever the correction TT map overlaps the NT, and there is a positive artefact wherever the correction TT map does not reach the real TT boundary. Strikingly, the error magnitude on the TT edges increases rapidly as the FWHM decreases. Indeed, approximating the earlier equation for small FWHM shows that the maximum error is inversely proportional to the FWHM. Figure 5 displays some typical GM-PET correction artefacts. The dashed lines represent the theoretical pre dictions derived from equation (8). The agreement is excellent for NT activity or FWHM errors ( Fig. 5A and  B) . For registration and segmentation errors ( D), discrepancies appear, with the positive artefacts be ing larger than the negative ones. Figure 5E and F ex emplifies some combinations of segmentation and regis tration errors: they compensate each other on one TT edge and are added on the opposite edge, leading to strong artefacts on this edge.
Similar artefact patterns appear for binary correction, but only near the outer edge (Fig. 6) . Since the Xl edge of the binary map is neglected in this model, registration and segmentation errors lead to identical artefacts ( Fig.  6B and C) , which may as well combine in addition (Fig.  6D ) or in subtraction. Notice that binary correction al ways neglects the activity of the tissues located outside of the brain. If this assumption was erroneous, a small edge artefact would appear (symmetrical to the one pre sented on Fig. SA ) and would combine with any other correction error. Figure 7 compares the measured pixel-by-pixel cor rected activity SD with theoretical predictions. The agreement is perfect when correction imprecision comes from NT activity estimation imprecision (Fig. 7 A) . For identical registration and segmentation imprecisions, the profiles are identical, and we have plotted only the reg istration profiles. When the correction mask is ideally located (matching the real TT), the measured imprecision is only slightly superior to the theoretical one (Fig. 7B) . In real conditions, the correction mask is affected in size and position by the registration and segmentation errors. The experimental SD profile then is distinctly different . , , .
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• AT from the theoretical one (Fig. 7C) , being both lower and wider. If registration imprecision is increased to 2 mm, or if l-mm registration and segmentation imprecisions are combined, the discrepancy is more noticeable (Fig.  7D) , the experimental imprecisions being substantially lower than the predicted values.
Digital sphere phantom Figure 9 displays the performance of GM-PET correc tion for each sphere. When it was possible, the data have been fitted with empirical models (first-or second degree polynomials and their inverse functions), and missing BRC values were extrapolated. The influence of the correction mask results from the asymmetry between inward TT edge-shifts, which ex clude the edge points from correction, and outward TT edge-shifts, which induce undercorrection errors. In both cases, the corrected activity is lowered compared with the true activity. Consequently, the imprecision is low ered, but at the price of a negative statistical bias ( Fig  8A) . When the correction mask is fixed, there is a posi tive statistical bias, since positive registration or segmen tation artefacts are globally higher than negative ones (Fig. 8B ).
Correction instability is greater for the smallest spheres. In presence of registration and segmentation er rors, this trend is amplified by their influence on the correction masks. Segmentation is the most critical factor contributing to the imprecision of correction, with the maximum bias (+2350 nCi/mL) appearing for the 1.25-mm undersizing of the smallest sphere. The influence of sphere oversizing is less dramatic (maximum bias: -480 nCi/mL), and is comparable with FWHM overestimation (maximum bias: +420 nCiimL). Maximum biases are lower for errors induced by incorrect WM activity con-f (.) .:. .:. .
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""' ,. .400 J Error on cylinder activity (% of true value) centration values or by misregistrations (290 and -190 nCi/mL, respectively). The BRC plots show that GM PET correction usually improves quantification (BRC above 1). The sole exception occurred during sphere un dersizing, where GM-PET correction degraded the re gional bias (BRC less than 1) when the segmentation errors are larger than 0.75 mm. Table 1 summarizes results extracted from these data. For the smallest sphere, a moderate error of cylinder activity or FWHM can result in a significant corrected image bias (-115 nCi/mL). The bias induced by a typical registration error is smaller (corrected image bias = -55 nCi/mL), whereas even a moderate segmentation error can lead to a severe quantitation error, about -250 nCil mL when sphere is oversized and +450 nCi/mL when it is undersized. Even with these error values, image bias is reduced from 4 to 10 times (respectively 8 to 17 times) for the smallest (respectively largest) sphere, compared with the noncorrected image bias. Notice that the GM-PET performances are significantly worse when there are seg mentation errors, with the BRC ranging from 1. 1 to 2.4. Figure 10 compares the relation between the SD and the bias for each sphere when there are some processing errors. These curves show that there is no direct relation between SD and bias. Even if SD always increases with bias, its evolution rate also depends on the origin of the error and on the sphere diameter. The corrected image SD is extremely sensitive to the presence of registration errors.
DISCUSSION
Previous studies suggest the strong influence of po tential errors on the performance of AP A correction. Videen and coworkers demonstrated the influence of misregistration errors on the binary correction for atro phy of PET simulations of a brain phantom (Videen et aI., 1988) . A later study of Meltzer and associates inves tigated the effects of misregistration and of incorrect seg mentation thresholding on the binary correction of the brain PET image of a patient with Alzheimer's disease (Meltzer et aI., 1990) . The binary correction also was applied to a 16-cm sphere phantom, and the corrected image recovery coefficient was 79%, which is smaller than what was expected. An exhaustive error analysis was performed for the GM-PET method on computer PET simulations of a patient brain (Muller-Gartner et aI., 1992) . Recently, the importance of this topic was under lined by Fahey et aI. , who presented a study on the ac curacy of GM-PET (Fahey et aI., 1996) . All of these previous analyses were applied on complex brain images in which corrected structures are irregularly shaped and affected by interstructure spillover. On such images, it was difficult to conclude the effect of each correction step separately. The current work provides a comprehen sive analysis of these issues by using simplified models, where all correction parameter and artefacts are more readily controlled and isolated.
The one-dimensional theoretical and experimental study demonstrated that each correction artefact exhibits a different and specific shape pattern, at least when the TT is larger than the system FWHM. Correction errors thus may be identified from visual examination. For in stance, the presence of a spike on one structure edge and of a fall on the opposite edge is likely to indicate a registration error. Correct registration thus may be achieved by moving slightly the tissue images toward the spike. Once edge homogeneity is restored, a hypoactive or hyperactive structure outline would indicate either a segmentation error or an erroneous NT activity estima tion (since these two errors produce artefacts that are more difficult to discriminate). The FWHM errors are less critical than the other errors, since this parameter can be optimized based on phantom studies before applying APA correction to real data. Notice that these conclu sions were derived from one-dimensional examples where chosen structures were regularly shaped and at least bigger than 1 FWHM. However, they were ob served for more complex structures in the current use of the GM-PET algorithm in our laboratory.
Correction artefacts are mainly located on the bound aries of the active structures, and this suggests that the robustness of the corrected measure may be improved by lessening or suppressing the influence of the edge voxels Real activity in spheres is 1000 nCi/mL. APA, anatomically guided pixel-by-pixel algorithm; BRC, bias reduction coefficient; FWHM, full-width at half maximum. tion. Standard-<leviation (nCVml) in the determination of the final measure. Several ap proaches may be used for this purpose: limiting the mea surement region of interest (ROI) to small areas around the structure centers, or using suitable measurement sta tistics (Videen et a!. , 1988) . However, remember that for small structures, edge artefacts propagate through the structure center. In that latter case, the approaches pro posed earlier are insufficient to ensure accurate quanti fication. The aim of the sphere phantom experiment was to determine which parameters were most determinant to ensure correction robustness. It appears unequivocal that the quality of tissue segmentation is critical in that mat ter. For small structures, segmentation errors may lead to dramatic biases, especially if active tissue dimensions are underestimated. Second comes the estimation of the NT activity and of the FWHM. Notice that the influence of the NT is likely to be even bigger when the TT is irregu larly shaped. Finally, only severe registration errors (",, 5 mm) may lead to significant biases, since the misregis tration-induced artefacts have opposite directions and thus partly compensate for each other. However, this compensation effect requires that the measurement ROI covers both opposite artefacts; registration errors thus dramatically increase the influence of the ROI design strategy.
Another objective of the sphere phantom experiment was to determine a performance index to verify and quantify correction performance. Our initial estimation was that the regional SD could serve this purpose. The rationale for this choice was that SD strongly depends on ROI homogeneity, which is severely reduced by correc tion edge artefacts. As Figure 10 shows, SD is extremely sensitive to registration errors, and an increase in SD could appear even without any noticeable bias. Obvi ously, the design of reliable correction evaluation in dexes requires taking into account the characteristic shapes of the correction artefacts. This could be achieved by independently computing statistics for the innermost and the outermost voxels. Segmentation or NT activity estimation errors then would be detected by comparing the center mean value and the boundary means value. Similarly, segmentation failure areas could be revealed by detecting local activity peaks.
In summary, APA correction provides a powerful tool for improving PET quantification, but its application to real data is limited by its lack of robustness. Precise segmentation and NT activity estimation are the most crucial issues to ensure a stable correction. The correc tion-induced artefacts arising from registration or seg mentation inaccuracies exhibit characteristic shapes when the structures are big enough, which allows direct recognition from visual examination. Automated detec tion and removal of these artefacts, however, are more complex. The regional SD was assessed as a correction performance index, and our analyses show that it is in adequate as a global performance criterion, since it is overly sensitive to registration errors. The design of re liable performance indexes will require more sophisti cated methods that should take into account the charac teristic shape of each correction artefact. 
By introducing these expressions into APA equation (3), we obtain the correction equation specific to our model:
The derivatives of CTT(x) relative to the NT activity es timations are then These equations may be simplified in several manners, depending on the specific application. Notice in particu lar that, when a location Xi is distant enough (more than a few FWHM), its influence may be neglected by setting
Xi '" -00 (so that Pi(x) '" +1/2 ) or Xi '" +00 (so that Pi(x) '" _1 /2 ), Also notice the binary correction, where no NT is acknowledged, so that equation (15) simplifies to
The derivatives of CTT(x) then are readily computed as follows:
