Some high-dimensional datasets can be mod elled by assuming that there are many dif ferent linear constraints, each of which is Frequently Approximately Satisfied (FAS) by the data. The probability of a data vec tor under the model is then proportional to the product of the probabilities of its con straint violations. We describe three meth ods of learning products of constraints using a heavy-tailed probability distribution for the violations.
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CHOOSING A GENERATIVE MODEL
High-dimensional data can be modelled by assuming that it was produced by some type of stochastic gen erative procedure whose structure and parameters can be estimated from observed data. The first step in this generative approach is to choose a class of gener ative models and there are several important criteria governing this choice.
• It should be easy to generate samples from a fully specified model.
• It should be easy to evaluate the log probability of a test case under the generative model.
• It should be easy to infer the posterior distribu tion over unobserved variables in the model when some variables are observed.
• It should be easy to learn the parameters (or dis tributions over the parameters).
• The model class should be fl exible enough to rep resent the structure of the data efficiently.
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Toronto Ontario M5S 3G4 CANADA Unfortunately, for data like images or speech it is hard to satisfy all of these criteria simultaneously. Mixture models, for example, satisfy the first four criteria but fail on representational adequacy for data in which sev eral separate causes conspire to produce each observed data vector. If, for example, an image can contain several objects, an accurate mixture model of whole images must have a separate mixture component for every possible combination of objects and it is there fore exponentially inefficient.
Directed, acyclic graphical models (i.e. causal models) are an efficient way to represent multiple simultaneous causes so they can overcome the representational in adequacies of mixture models, but exact inference be comes intractable when nodes have more than a few parents which is typically the case for sensory data like speech or images.
1.1

VARIATION AL INFERENCE IN CAUSAL MODELS
Progress has recently been made by using approximate inference techniques in directed acyclic graphs that are too densely connected to allow exact inference. The true posterior distribution over the unobserved vari ables, P, is approximated by using a distribution, Q, that lies within a simpler and more tractable class of distributions and that minimizes the Kullback-Leibler divergence K L( Q liP). When Q is used in place of P for evaluating the log probability of a test case, it gives a lower bound whose tightness is KL(QIIP). When Q is used in place of P for adjusting parameters there is no guarantee that the log likelihood of the parameters increases, but the log likelihood penalized by the inac curacy of the approximate inference, KL(QIIP), does increase (Neal and Hinton, 1998; Jordan et. al., 1999). The obvious way to fit a PoE to data is to follow the gradient of the log likelihood:
The first term on the RHS of equation 2 is tractable if the individual experts correspond to tractable models.
1 Some researchers reserve "generative model" for causal models in which it is easy to generate unbiased samples.
In this paper it will be used in the wider sense of any stochastic process that can, in principle, be used to produce observations with a well-defined probability distribution.
Unfortunately, the second term on the RHS of equa tion 2 involves a sum over all conceivable observations so it seems as if the only hope is to get a noisy but fairly unbiased estimate of this term by using Markov Chain Monte Carlo to sample from the space of possible ob servations with a probability approaching p( cJ81 . .. Bm).
Fortunately, Hinton (2001) shows that it is helpful to replace the log likelihood of the observed data with a different objective function called "contrastive diver gence" which is much easier to optimize than the log likelihood. This allows a product of experts to be fitted to data efficiently. We shall return to contrastive di vergence after considering various types of expert and various other ways of fitting them to data. (Smolensky, 1986; Freund and Haussler, 1992) and they then correspond to PoE's in which each hid den unit and its connections constitute an expert (Hin ton, 2001 ) and the energy contribution of an expert corresponds to a free energy (i.e the negative log of the probability with the state of the binary hidden variable integrated out).
3
TYPES OF EXPERT
The general idea of modelling a probability distribu grating will produce an output close to zero unless the edge is in almost the same orientation as the grating in which case the output may be far from zero. The idea that an oriented filter is ideal for ignoring edges comes as a surprise to some vision researchers. If we implemnt a version of minor components analysis by using a parabolic cost function for the violations, the filters become circularly symmetric.
To encourage the gratings in figure 2 to be different from one another we used a simple heuristic that was weakly inspired by research on boosting (Freund and Schapire, 1995) . In boosting, experts are learned se quentially and the data used to train one expert is ob tained by reweighting the training data so that data that is not well modelled by the previous experts is given a high weight. Our experts are density models as opposed to conditional density models, we train them all in parallel, not sequentially, and we reweight each training case by its total violation energy, E, rather than exp(E), but apart from that it is like boosting.
Reweighting the data tends to make the experts differ-l'
I. Reweighting the training data by the reciprocal of its probability under the previous experts can be very problematic for high-dimensional density models be cause the probability of one particular training case is often much smaller than all the others, so the worst case dominates the reweighted training set. But this objection may be much less serious for experts that use a heavy-tailed distribution over a scalar variable.
However, there does not seem to be anything to pre vent boosting from learning a set of FAS constraints that give much higher probability to some unobserved region of the dataspace than to the training data. To avoid this it is necessary to take into account the sec ond term in equation 2 or some surrogate for this term. Instead of attempting to maximize the log likelihood of the observed data, we could attempt to maximize the log pseudo-likelihood (Besag, 1975) which is defined as:
FITTING MANY CONSTRAINTS USING PSEUDO-LIKELIHOOD
c where d 'f is the state of visible variable i on train ing case c and df denotes the states of all the other visible variables. So long as we maximize the pseudo likelihood by learning the parameters of a single global energy function, the conditional density models for each visible variable given the others are guaranteed to be consistent with one another, so we avoid the prob lems that can arise when we learn n separate condi tional density models for predicting the n visible vari ables.
Rather than using Gibbs sampling to sample ftom the stationary distribution, we are learning to get the indi vidual moves of a Gibbs sampler correct by assuming that the observed data is from the stationary distribu tion so that the state of a visible variable is an unbi ased sample from its posterior distribution given the states of the other visible variables. If we can find an energy function that gets the individual moves cor rect there is no need to ever compute the gradient of the log likelihood. Pseudo-likelihood therefore replaces the exponentially expensive partition function in Eq. 1 with a one-dimensional partition function for each visible variable, and this makes it feasible to compute exact derivatives which allows optimization methods like conjugate gradient to be used.
To get the derivative of the log pseudo-likelihood on a given training case, we first compute the energy con tributed by each of the m constraints given the ob served states of all n visible variables. Empirical research on the effectiveness of finding FAS constraints by optimizing the log pseudo-likelihood is underway but has not yet produced any impressive results and it appears to be considerably slower than the method which we describe next.
FITTING MANY CONSTRAINTS USING CONTRASTIVE
DIVERGENCE
Consider an expert, j, that has a binary latent vari able, s i, that chooses between two different, zeromean Gaussian models for the violation of a linear constraint. The parameters of the expert are the weights >.i that define the constraint plane, the vari ances o}1, o}0 and m1, where the probability of choos ing variance o}1 is 1/(1 + exp(-mJ)). By learning to make one Gaussian broad and the other narrow, the expert can implement a heavy-tailed model of the vi olations that is appropriate for a FAS constraint.
If the latent state of an expert is known, the expert represents an improper distribution that is Gaussian in the direction orthogonal to the constraint plane and uniform in the other n -1 orthogonal directions. As suming the experts represent at least n linearly inde pendent constraints, their product represents a Gaus sian distribution in the space of data vectors, so it is possible to sample randomly from this space pro vided the states of all the binary latent variables, s, are given. It is also straightforward to sample from the states of the binary latent variables given a data vector because they are conditionally independent. So by alternately sampling from p(sld) and p(dls) it is possible to perform Gibbs sampling and prod uce sam ples from p( cl01 ... 0m) in Eq. 2. Following the gradient in Eq. 2 maximizes the log likelihood of the data which is equivalent to minimizing the Kullback-Leibler diver gence, K L(P 0 IIP0 00 ) between the observed data distri bution p 0 and the equilibrium distribution over the visible variables, P'f', that is produced by prolonged Gibbs sampling2• Hinton (2001) describes an effective learning procedure that is much faster than running the Markov chain to equilibrium. We simply run the chain Jor on«=;...fu ll Gibbs step by sampling s "'p(sld) and d ,... ., p(dls), where d is a one-step reconstruction of d. If we then use d in place of an equilibrium sample from the gen erative model, the gradient learning rule defined by Eq. 2 approximates the gradient of the contrastive di vergence, KL(P011Pe 00)-KL(PJIIP 0 00), where PJ is the distribution of the one-step reconstructions of the observed data.
Because the distribution PJ is closer to equilibrium than the distribution P0, the contrastive divergence cannot be negative. The main justification for mini mizing contrastive divergence is that it is easy to do and it produces good results. But an intuitive jus tification may also be helpful. If we had a perfect model of the data and we started the Markov chain used in Gibbs sampling at the data distribution it would just sit there going nowhere. Inadequacies in the model show up as a consistent tendency for the Markov chain to move away from the data distribu-2 p0 is a natural way to denote the data distribution if we imagine starting a Markov chain at the data distribution at time 0.
tion. We do not need to run the chain all the way to equilibrium to sense this tendency. One step is suf fi cient. If KL(P 0 IIPr') > KL(PJIIPOX') we already know that the model is inadequate and we also have information about how to fix it.
6.1
THE GRADIENTS
For a data vector d, let the violation be Vj = >.f d and S j l = E[s J id] and Sjo = 1-sild. The gradients represented by the first term on the RHS of Eq. 2 are:
( 8 )
To get the approximate derivative of the contrastive divergence with respect of each of the parameters mj, log a"J1, log a"J0 When A is not invertible, there are two problemsthe columns of A might not be linearly independent, and they might not span the vector space (the two problems can occur independently of each other since the number of constraints m can be greater or less than the number of dimensions n). We can solve the first problem by increasing the dimensionality of d.
In particular, append m zeros to each input vector, and append mj to each Aj, where mj is the jth unit vector of length m. Now {>.j} is independent, but >.1d stays unchanged so the gradients (7-10) need not be modified.
Now suppose that {>.j} is linearly independent, but does not span the space. Let U be the space spanned by {>.1} and V its orthogonal complement. Note that the (non-trivial) nullspace of� is exactly V. Decom pose d = du + dv where du E U and dv E V. Then � is positive-definite on U so we can sample d u, but � is exactly 0 on V, so dv has infinite variance. To deal with this, consider dv to be Gaussian distributed with zero mean and variance p, and take p � oo. Now u = Ad = Adu still has covariance n-1 so we can sample u first and set du = A#u where A# is the pseudo-inverse of A. Now integrate out dv. This will not affect (7-9). For (10), since d v is zero mean,
Vjdu is independent of p, and taking p � oo will not affect it either.
In summary, we reconstruct with the following algo rithm : Figure 4 shows the constraints that are learned when the algorithm above is applied to 16 x 16 patches of images of outdoor scenes.
MORE GENERAL CONSTRAINTS
This paper has considered planar constraints for which the violation is a linear function of the data. This makes it tractable to map a Gaussian distribution over the violations to a Gaussian distribution over the data space, which was useful when producing the re constructions required for estimating the gradient of the contrastive divergence. The gradient of the log pseudo-likelihood, however, can easily be computed for smooth non-linear constraints, since it only requires the energy contributed by a constraint and its deriva tive. So each "constraint" could be a feedforward, multilayer neural network with one output unit whose activity represents the violation. ( Olshausen and Field, 1996; Bell and Sejnowski, 1996 
