Abstract. In this article, we consider a stochastic PDE of parabolic type, driven by a space-time white-noise, and its numerical discretization in time with a semi-implicit Euler scheme. When the nonlinearity is assumed to be bounded, then a dissipativity assumption is satisfied, which ensures that the SDPE admits a unique invariant probability measure, which is ergodic and strongly mixing -with exponential convergence to equilibrium. Considering test functions of class C 2 , bounded and with bounded derivatives, we prove that we can approximate this invariant measure using the numerical scheme, with order 1/2 with respect to the time step.
Introduction
In this paper, we are interested in the discretization in time of the following stochastic reactiondiffusion equation (1) ∂y(t, ξ) ∂t = ∂ 2 y(t, ξ) ∂ξ 2 + g(ξ, y(t, ξ)) + ∂ω(t, ξ) ∂t , for t ≥ 0, ξ ∈ (0, 1), with the initial condition y(0, ξ) = y(ξ), and homogeneous Dirichlet boundary conditions y(t, 0) = y(t, 1) = 0. The stochastic perturbation ∂ω(t,ξ) ∂t is a space-time white noise: the rigorous interpretation of (1) is given by an abstract evolution equation (2) -in the sense of [3] -in the Hilbert space H = L 2 (0, 1), driven by a Wiener cylindrical process -see Section 2.3.
The numerical approximation of stochastic equations has been extensively studied during the last thirty years. First we recall that one can look at strong approximation results -when the trajectories of the continuous and the discrete-time processes are compared -or at weak approximation results -when the laws at a fixed time are compared. The simplest method in the case of SDEs is the Euler-Maruyama scheme; it is built as a straightforward extension of the well-known explicit Euler method for ODEs, which is of order 1: if we consider in R d a SDE with regular coefficients dX t = f (X t )dt + σ(X t )dB t , X 0 = x, its numerical approximation is defined for a given step-size ∆t by X 0 = x, X n+1 = X n + f (X n )∆t + σ(X n )(B t n+1 − B tn ).
Due to the regularity properties of the Brownian Motion, this scheme is in general only of order 1/2 in the strong sense -i.e. for n∆t ≤ T we have E|X n∆t − X n | 2 ≤ C(T )∆t -while it is of order 1 in the weak sense -i.e. for test functions φ of class C 3 , with bounded derivatives, we have a bound |Eφ(X n∆t ) − Eφ(X n )| ≤ C(T, φ)∆t. The idea for proving that weak order is 1 and not 1/2 is to consider the Kolmogorov equation associated with the process X t , which is satified by the function (t, x) → Eφ(X(t, x)) -see [26] , [28] . The books [14] and [22] -see also [21] -contain various numerical schemes -like the well-known Milstein scheme, some implicit schemes, and methods based on stochastic Taylor expansions -with their order of convergence in both strong and weak senses.
Numerical methods for SPDEs like (1) need discretization both in time and in space. For example, time discretization leads to explicit or implicit methods, while discretization in space can be done with finite difference or finite element methods. Basically, the result for space-time white noise driven equations is convergence with strong order 1/2 in space and only 1/4 in time -under some Courant-Friedrichs-Lewy conditions when necessary: see [5] , [10] , [11] , [12] , [13] , [29] .
If we look at the abstract formulation of (1) in the Hilbert space H, results have also been proved for the time discretization using semi-implicit Euler schemes: the strong order of convergence is 1/4 -see [24] -while the weak order of convergence is 1/2 -see [6] . Moreover in [8] , the authors have studied weak convergence in the case of linear equations when using a finite element method in space. We follow here the framework of [6] : we consider the stochastic evolution equation in H and we use a time discretization with a semi-implicit Euler scheme, with no discretization in space.
In this work, we are interested in the behaviour of the weak convergence estimates when the final time T goes to infinity: can we replace constants C(T, φ) by a constant C(φ) independent from T ? Passing to the limit, we thus ask the more general following question: can we use a numerical scheme to approximate the invariant probability measure of the continuous time process -which is assumed to be unique, ergodic and with exponential convergence to equilibrium? The SDE case has been studied with various methods: in [27] , the weak error analysis is made by showing that the time derivatives of the solution of the Kolmogorov equation are exponentially decreasing in time; in [17] , some general conditions are given for the ergodicity of the numerical scheme, thanks to the theory of geometric ergodicity of Markov Chains. In [19] , the approximation result is shown thanks to the use of a Poisson equation.
In the case of SPDEs, general ergodicity results have only been obtained recently -see Section 4.3 -and the problem of approximation of invariant measures by numerical schemes has not been studied yet.
We prove the following result: The continuous process Y is defined by Equation (2) below, and the numerical approximation (Y m (τ, y)) with time step τ and initial condition y is defined by (8) .
We notice that the right-hand side of the previous estimate contains a singularity when m = 1, which is due to a lack of regularity of the infinite-dimensional processes -details are given in SubSection 6.1 below. However, if we look at the error at a fixed time T = mτ , if τ is small enough we just need to change the constant C = C(T ); moreover since we are interested in the behaviour when m goes to infinity, this term plays no role.
With the assumptions precised below, we show in Section 4.3 that the SPDE admits a unique invariant probability measure µ, which is ergodic and strongly mixing, with exponential convergence to equilibrium; nevertheless we can in general only show the existence, not the uniqueness, of invariant measures for the numerical approximation, and we can prove the following result: Corollary 1.2. For any 0 < κ < 1/2, τ 0 > 0 and for any C 2 b function φ, there exists constants c > 0, C > 0 such that for any 0 < τ ≤ τ 0 , any initial condition y ∈ H and any m ≥ 1
Moreover, if µ τ is an ergodic invariant probability measure of the numerical scheme (Y m (τ, .)) m∈N , we have
all the ergodic invariant measures of the numerical approximation are then close to the unique invariant probability measure of the continuous process.
Up to our knowledge, this is the first result of this kind for SPDEs. The key point, like in [27] , for obtaining bounds independent from the time T = mτ , is to prove that derivatives of the solution u of the underlying Kolomogorov equation -mentioned abovedecrease exponentially in time: this is done in Section 5.2, using a coupling method.
Moreover, an essential tool in [6] is the use of Malliavin calculus and of an integration by parts formula in order to transform a stochastic integral -which is not regular enough in space in the infinite dimensional setting -into an expression which can be controlled; in Lemma 4.5, we see that the involved Malliavin derivatives may increase exponentially fast with respect to time. The solution is to separate the lack of regularity problem and this badly controlled growth with a decomposition of the interval into two parts: in the first one we need the integration by parts formula, and we can control the Malliavin derivatives, while in the other one we can directly give an appropriate bound. We also provide an improvement with respect to [6] : we can consider a more general nonlinear coefficient G -like a Nemytskii operator, see Example 2.7.
We also notice that some more general equations, with additive noise which is white in time but colored in space, can be studied with our method, with suitable assumptions on the coefficients. For a very smooth noise, the numerical analysis on finite time is easier to treat, but then ergodic properties and long-time behaviour require different techniques; this will be treated elsewhere.
The case of some equations with multiplicative noise which satisfy the Strong Feller Property is also covered by our technique of proof, but with some additional difficulties -see for instance the restrictive condition on the diffusion coefficient in [6] . Since all the necessary ideas are contained here and in [6] , we only focus on the additive noise case.
The paper is organized as follows: in Section 2, we precise the assumptions made on the coefficients of the equations, and we define the numerical method in Section 3. In Section 4, we give some bounds on the solutions of the continuous and discrete equations, and we study their asymptotic behaviour: existence of invariant measures, and uniqueness for the continuous equation, following from Proposition 4.7. In Section 5, we explain the proof of Theorem 1.1, and we give a proof of Corollary 1.2; more precisely, in Section 5.2 we prove the exponential decreasing in time of the derivatives of the function u. Eventually Section 6 contains the proofs of the remaining estimates
Notations and assumptions
Let H be a separable Hilbert space, with norm denoted by |.| H or simply |.|. We consider equations of the form
In the next paragraphs, we explain the assumptions on the linear operator B and on the nonlinear coefficient G; we also recall how the cylindrical Wiener process W is defined, and how we can construct solutions of this equation.
Test functions.
To quantify the weak approximation, we use test functions φ in the space C 2 b (H, R) of functions from H to R that are twice continuously differentiable, bounded, with first and second order bounded derivatives. Remark 2.1. In the sequel, we often identify the first derivative Dφ(x) ∈ L(H, R) with the gradient in the Hilbert space H, and the second derivative D 2 φ(x) with a linear operator on H, via the formulas:
In the sequel, we use the following notations:
2.2.
Assumptions on the coefficients.
2.2.1. The linear operator. We denote by N = {0, 1, 2, . . .} the set of nonnegative integers. We suppose that the following properties are satisfied:
(1) We assume that there exists a complete orthonormal system of elements of H denoted by (f k ) k∈N , and a non-decreasing sequence of real positive numbers (µ k ) k∈N such that:
(2) The sequence (µ k ) goes to +∞ and
The smallest eigenvalue of −B is then µ 0 . 
For a N ∈ {1, 2, . . .}, we denote by H N the subspace of H spanned by f 0 , . . . , f N −1 , and by P N the orthogonal projection of
We can more generally define fractional powers of −B, for b ∈ [0, 1]:
with the domains The semi-group (e tB ) t≥0 can be defined by the Hille-Yosida Theorem -see [2] . We use the following spectral formula: if y = +∞ k=0 y k f k ∈ H, then for any t ≥ 0
For any t ≥ 0, e tB is a continuous linear operator in H, with operator norm e −µ 0 t . The semi-group (e tB ) is used to define the solution Z(t) = e tB z of the linear Cauchy problem dZ(t) dt = BZ(t) with Z(0) = z.
To define solutions of more general PDEs of parabolic type, we use mild formulation, and Duhamel principle.
This semi-group enjoys some smoothing properties that we often use in this work. Basically we need the following properties, which are easily proved using the above spectral properties. (1) for any t > 0 and y ∈ H,
(2) for any 0 < s < t and y ∈ H,
(3) for any 0 < s < t and y ∈ D(−A) σ ,
2.2.2.
The nonlinear operator. The nonlinear operator G is assumed to satisfy some general assumptions. In Example 2.7, we give the two main kind of operators that can be used in our framework.
Assumptions 2.5. The function G : H → H is assumed to be bounded and Lipschitz continuous. We denote by L G the Lipschitz constant of G We also define for each N ≥ 1 a function G N : H N → H N , with G N (y) = P N G(y) for any y ∈ H N . We assume that each G N is twice differentiable, and that we have the following bounds on the derivatives, uniformly with respect to N :
• There exists a constant C 1 such that for any N ≥ 1, y ∈ H N and h ∈ H N |DG N (y).h| H ≤ C 1 |h| H .
• There exists η ∈ [0, 1) and a constant C 2 such that for any N ≥ 1, y ∈ H N and any h, k ∈ H N we have
• Moreover, there exists a constant C 3 such that for any N ≥ 1, y ∈ H N and any h,
Since G is bounded, the following property is easily satisfied: Proposition 2.6 (Dissipativity). There exist c > 0 and C > 0 such that for any y ∈ D(B)
We remark that we have uniform control with respect to the dimension N of the bounds on G N and on its derivatives, and that (3) is also satisfied for G N , with constants c and C independent from N . Example 2.7. We give some fundamental examples of nonlinearities for which the previous assumptions are satisfied:
• A function G : H → H of class C 2 , bounded and with bounded derivatives, fits in the framework, with the choice η = 0.
• The function G can be a Nemytskii operator: let g : (0, 1) × R → R be a measurable, bounded, function such that for almost every ξ ∈ (0, 1) g(ξ, .) is twice continuously differentiable, with uniformly bounded derivatives. Then G(y) is defined for every
In general, such functions are not Fréchet differentiable, but only Gâteaux differentiable, with the following expressions:
The conditions in Assumption 2.5 are then satisfied as soon as there exists η < 1 such that D(−B) η is continuously embedded into L ∞ (0, 1) -it is the case for B given in Example 2.3, with η > 1/4. Then the finite dimensional spaces H N are subspaces of L ∞ , and differentiability can be shown.
The cylindrical Wiener process and stochastic integration in H.
In this section, we recall the definition of the cylindrical Wiener process and of stochastic integral on a separable Hilbert space H with norm |.| H . For more details, see [3] . We first fix a filtered probability space (Ω, F, (F t ) t≥0 , P). A cylindrical Wiener process on H is defined with two elements:
• a complete orthonormal system of H, denoted by (q i ) i∈I , where I is a subset of N; • a family (β i ) i∈I of independent real Wiener processes with respect to the filtration ((F t ) t≥0 ); then W is defined by
When I is a finite set, we recover the usual definition of Wiener processes in the finite dimensional space R |I| . However the subject here is the study of some Stochastic Partial Differential Equations, so that in the sequel the underlying Hilbert space H is infinite dimensional; for instance when
A fundamental remark is that the series in (4) does not converge in H; but if a linear operator
We recall that a bounded linear operator Ψ : H → K is said to be Hilbert-Schmidt when
where the definition is independent of the choice of the orthonormal basis (q k ) of H. The space of Hilbert-Schmidt operators from H to K is denoted L 2 (H, K); endowed with the norm |.| L 2 (H,K) it is an Hilbert space. 
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The stochastic integral
, the following two properties hold:
A generalization of Itô formula also holds -see [3] .
For instance, if v = k∈N v k q k ∈ H, we can define
we then have the following space-time white noise property
Therefore to be able to integrate a process with respect to W requires some strong properties on the integrand; in our SPDE setting, the Hilbert-Schmidt properties follow from the assumptions made on the linear coefficients of the equations.
Thanks to Assumption 2.2, it is easy to show that the following stochastic integral is well-defined in H, for any t ≥ 0:
It is called a stochastic convolution, and it is the unique mild solution of
Under the second condition of Assumption 2.2, there exists δ > 0 such that for any t > 0 we have
it can then be proved that W B has continuous trajectories -via the factorization method, see [3] -and that for any 1 ≤ p < +∞
We can now define solutions to Equation (2), thanks to the assumptions made on the coefficients: the following result is classical -see [3] :
Definition of the numerical scheme
We now define the numerical approximation of Y : denoting by τ the time step, we have
where
To simplify the equations, we omit the dependence of Y k on the time-step τ and on the initial condition y.
This expression does not make sense in H. Defining R τ = (I − τ B) −1 , this last equation can be replaced by
which is valid, since R τ is a Hilbert-Schmidt operator on H.
Remark 3.1. Later, we often use the following expression for Y k :
The following expression is also useful:
where l s = ⌊ s τ ⌋ -with the notation ⌊.⌋ for the integer part. We need the following technical estimate:
Preliminary results
We warn the reader that constants may vary from line to line during the proofs, and that in order to use lighter notations we usually forget to mention dependence on the parameters. We use the generic notation C for such constants.
We fix the time step τ , as well as m ∈ N; we then introduce the notation T = mτ . We also define t k = kτ . κ > 0 is a parameter, which is be supposed to be small enough. We also control τ : for some τ 0 > 0, τ ≤ τ 0 .
Galerkin approximation. The first step of the proof is to consider finite dimensional approximations of the H-valued processes (Y (t)) t∈R
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The projection P N and the nonlinear coefficient G N have been defined above. W (N ) = P N W is a N -dimensional Wiener process on the subspace H N . We remark that the above equations are well-defined on H N -which is a stable subspace of B.
The important and not difficult to prove result is the following: for any fixed t ∈ R + and k ∈ N, when N → +∞ we have
We need test functions Φ N adapted to the finite-dimensional approximation: for any N ≥ 1, by restriction we define Φ N (y) = Φ(y) for any y ∈ H N ; we obtain the following decomposition
; the first and the third terms converge to 0 when N → +∞. In the sequel, we prove an estimate of the second term, which is uniform with respect to dimension N ; letting N → +∞ then yields an estimate on the left hand side.
Hence we work with the finite dimensional approximation, but we omit the parameter N . The constants appearing below are independent of N .
In Section 4.2, we prove some estimates on Y (t) and Y m , and in Section 4.3 we focus on the asymptotic behaviour of the processes.
Some useful estimates.
Bounds on moments of Y t and Y k can be proved, uniformly with respect to time.
Lemma 4.1. For any p ≥ 1, there exists a constant C p > 0 such that for every t ≥ 0 and y ∈ H
and by Proposition 2.6
for some new constants c ′ , C ′ . Then almost surely we have for any t ≥ 0
Thanks to (6), the conclusion easily follows.
Proof As in the proof of Lemma 4.1 above, we introduce Z m = Y m − w m , where the process (w m ) is the numerical approximation of W B with the numerical scheme (8) -with G = 0; it is defined by
Using Theorem 3.2 of [24] , giving the strong order 1/4 for the numerical scheme -when the initial condition is 0, with no nonlinear coefficient, with a constant diffusion term and under the assumptions made here -we obtain the following estimate: for any p ≥ 1, τ 0 > 0 and 0 < r < 1/2 there exists C > 0 such that for any 0 < τ ≤ τ 0 and m ≥ 0
Thanks to (6) and (11), we get that for any τ 0 > 0, there exists C > 0 such that for 0 < τ ≤ τ 0 and m ≥ 0
Now Z m defined above satisfies Z 0 = Y 0 = y and
1+µ 0 τ , we obtain the almost sure estimates
and |Z m | ≤ C(1 + |y|). Thanks to (12), we therefore obtain the result.
We now introduce the following process: for 0 ≤ k ≤ m − 1 and t k ≤ t ≤ t k+1 
In the next Lemma, we give a control on Malliavin derivatives of Y k used in the proof. For an introduction to Malliavin calculus, see [23] , [25] . The notations here are the same as in [6] , where the following useful integration by parts formula is given -see Lemma 2.1 therein:
where D s F : h ∈ H → D h s F ∈ H stands for the Malliavin derivative of F , and D 1,2 (H) is the set of H-valued random variables F = i∈N F i f i , with F i ∈ D 1,2 the domain of the Malliavin derivative for R-valued random variables for any i, and i∈N T 0 E|D s F i | 2 ds < +∞. Without any further dissipativity assumption, we are not able to give a uniform control with respect to time of the Malliavin derivative ofỸ . In the proof below, we take care of this problem by using this derivatives only at times t k = kτ and s such that t k−ls ≤ 1.
Lemma 4.5. For any 0 ≤ β < 1 and τ 0 > 0, there exists a constant C > 0 such that for every
Proof For any k ≥ 1, h ∈ H and s ∈ [0, t k ], using the chain rule for Malliavin calculus and expressions (9) and (10), we have
Indeed
Now using Lemma 3.2, we have
To conclude, we see that
4.3. Asymptotic behaviour of the processes. The results of this section are obtained for the initial H-valued processes, and for their finite dimensional approximations. First, we focus on the existence of invariant measures for the continuous and discrete time processes. We use the well-known Krylov-Bogoliubov criterion -see [4] . Tightness comes from two facts: D(−B) γ is compactly embedded in H when γ > 0, and when γ < 1/4 we can control moments: Lemma 4.6. For any 0 < γ < 1/4, τ > 0 and any y ∈ H, there exists C(γ, τ, y), C(γ, y) > 0 such that for any m ≥ 1 and t ≥ 1
Uniqueness of the invariant probability measure for the continuous time process (Y (t)) t∈R + can be deduced from the well-known Doob Theorem -see [4] . Indeed, since in equation (2) noise is additive and non-degenerate, the Strong Feller property -see also Lemma 5.4 below -and irreducibility can be easily proved. In the proof of the main Theorem 1.1, we also need speed of convergence, and thanks to a coupling argument we get the following exponential convergence result -for a proof see Section 6.1 in [7] : Proposition 4.7. There exist c > 0, C > 0 such that for any bounded test function φ, any t ≥ 0 and any
The idea of coupling relies on the following formula: if ν 1 and ν 2 are two probability measures on a state space S, their total variation distance satisfies
which is an infimum over random variables (X 1 , X 2 ) defined on a same probability space, and such that X 1 ∼ ν 1 and X 2 ∼ ν 2 .
Roughly speaking, the principle is to define a coupling (Z 1 (t, y 1 , y 2 ), Z 2 (t, y 1 , y 2 )) t≥0 for the processes (Y (t, y 1 ) t≥0 and Y ((t, y 2 )) t≥0 such that the coupling time T of Z 1 and Z 2 -i.e. the first time the processes are equal -has an exponentially decreasing tail.
This technique was first used in the study of the asymptotic behaviour of Markov chains -see [1] , [9] , [16] , [20] -and was later adapted for SDEs and more recently for SPDEs -see for instance [15] , [18] .
In fact, uniqueness of an invariant probability measure µ is an easy consequence of this Proposition, and moreover we get for any y ∈ H and any t ≥ 0
In general, we do not know whether uniqueness also holds for the numerical approximation (Y k (τ, .)) k∈N .
Remark 4.8.
A sufficient condition for the uniqueness of the invariant probability measure of the discrete time process (Y k ) k∈N is the strict dissipativity assumption
where we recall that L G denotes the Lipschitz constant of G.
Then trajectories of the processes (Y t ) t∈R + and (Y k ) k∈N issued from different initial conditions y 1 and y 2 and driven by the same noise process are exponentially close when time increases: for any τ 0 > 0, there exists c > 0 such that for any 0 < τ ≤ τ 0 , k ≥ 0 and t ≥ 0 we have almost surely
Proof of uniqueness is then straightforward -and we do not need Proposition 4.7 above.
Presentation of the proof of the weak approximation result
The proof of Theorem 1.1 is very technical, so for pedagogy we first introduce the decomposition of the error, and identify the term which we control later in Section 6. Some crucial estimates on the derivatives of the semi-group with respect to the initial conditions -regularization, long-time behaviour -are proved below in Sub-Section 5.2. 5.1. Strategy. We define
which is solution of a finite dimensional Kolmogorov equation associated with the finite dimensional approximation of (2): du dt (t, y) = Lu(t, y) = 1 2 Tr D 2 u(t, y) + < By + G(y), Du(t, y) > .
As explained in the introduction, this is one of the essential tools in the proof of the weak approximation result.
The weak error at time T = mτ can be decomposed with a telescoping sum -where to simplify the dependence of the numerical approximation in τ and y is not written:
This follows from the use of the Kolmogorov equation and of the Itô formula.
Bounds on the derivatives of the transition semi-group. By (17), u(t, y) = E[φ(Y (t, y))];
since φ is of class C 2 , bounded and with bounded derivatives, we are able to prove that with respect to y the function u is twice differentiable, and that the derivatives can be calculated in the following way:
• For any h ∈ H, we have 
Du(t, y).h = E[Dφ(Y (t, y)).η h,y (t)],
where η h,y is the solution of
• For any h, k ∈ H, we have
where ζ h,k,y is the solution of
In [6] , the key point for obtaining the weak order 1/2 is to control the derivatives |Du(t, y)| β and |(−B) β D 2 u(t, y)(−B) γ | L(H) , with β < 1/2 and γ < 1/2 -with the identification of Remark 2.1. Moreover, to obtain a long-time weak estimate we need to prove some exponential decreasing of such quantities when time t goes to infinity. The two Propositions below are the essential results we thus need.
Proposition 5.1. There exists a constantμ > 0 such that for any 0 ≤ β < 1/2, for any t > 0 and y ∈ H 22) |Du(t, y)| β ≤ C β (1 + 1 t β )e −μt (1 + |y| 2 ).
13
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Proposition 5.2. There exists a constantμ > 0 such that for any 0 ≤ β, γ < 1/2, for any t > 0 and y ∈ H
The singularity t −η in (23) is a consequence of the regularity properties satisfied by G. Since in general during the proof of Theorem 1.1, we need β + γ to be close to 1, and therefore greater than η, only the second singularity t −β−γ plays a role.
The proofs require several steps. First in Lemma 5.3 below we prove estimates for a finite horizon and general 0 ≤ β, γ < 1/2; then in Lemma 5.4 we study the long-time behaviour in the particular case β = γ = 0; we finally conclude with the proofs of Propositions 5.1 and 5.2.
First, we prove estimates of these quantities for 0 < t ≤ 1 -see Lemmas 4.4 and 4.5 in [6] , with a difference coming from the assumptions made on the nonlinear coefficient G: Lemma 5.3. For any 0 ≤ β < 1/2, 0 ≤ γ < 1/2, there exist constants C β and C β,γ such that for any y ∈ H and any 0 < t ≤ 1
If we take another time interval ]0, T max ] instead of ]0, 1], the constants C β and C β,γ are a priori exponentially increasing in T max .
Proof Owing to (20) and (21), we only need to prove the following almost sure estimates, for some constants C β and C β,γ -which may vary from line to line below: for any 0 < t ≤ 1
, where the parameter η is defined in Assumption 2.5.
We use mild formulations, and the regularization properties of the semi-group given in Proposition 2.4:
and by the Gronwall Lemma we get the result. For the second-order derivative, we moreover use the properties of G in Assumption 2.5 to get
To conclude, it remains to use the Gronwall Lemma.
14 hal-00669462, version 1 -13 Feb 2012 Thanks to the dissipativity property expressed in Proposition 2.6, we can prove the result in the case β = γ = 0. We notice that the proof would be straightforward under a strict dissipativity assumption -since then η h,y (t) and ζ h,k,y (t) would decrease exponentially in t; in the general case η h,y (t) and ζ h,k,y (t) are exponentially increasing in time so that we can not work directly. Here the result comes from the estimate (15) of Proposition 4.7.
Lemma 5.4. There exist constants C and c > 0 such that for any t ≥ 0 and any y ∈ H (25)
Proof The Bismut-Elworthy-Li formula states that if Φ : H → R is a function of class C 2 with bounded derivatives and with at most quadratic growth -i.e. there exists M (Φ) > 0 such that for any y ∈ H we have |Φ(y)| ≤ M (Φ)(1 + |y| 2 ) -then we can calculate the first and the second order derivatives of (t, y) → v(t, y) := EΦ(Y (t, y)) with respect to y. First, we have for any y ∈ H and h ∈ H (26)
the second equality is a consequence of the identity v(t, y) = Ev(t/2, Y (t/2, y)), thanks to the Markov property. Using the second formula of (26), we obtain a formula for the second order derivative: for any y ∈ H and h, k ∈ H,
We then see, using Lemmas 4.1 and 5.3 -with β = γ = 0 -that there exists C > 0 such that for any
Now when t ≥ 1 the Markov property implies that u(t, y) = Eu(t − 1, Y (1, y)), and by (16) we have
If we choose Φ t (y) = u(t − 1, y) − H φdµ, we have u(t, y) = EΦ t (Y (1, y) ) + H φdµ, with M (Φ t ) ≤ Ce −c(t−1) . With (28) at time 1, we obtain for t ≥ 1
Moreover by Lemma 5.3 we have a control when 0 ≤ t ≤ 1, so that with a change of constants we get the result. We can finally prove the Propositions 5.1 and 5.2. The key tool is the Markov property of the process Y which yields the following formula: for any t ≥ 1
To get the exponential decreasing, we use Lemma 5.4 at time t − 1 when t ≥ 1, while |h| −β appears from η h,y (1), and with estimates coming from Lemma 5.3.
Proof of Propositions 5.1 and 5.2 Using equation (29) and Lemma 5.4, for any t ≥ 1 we have
where the last estimate comes from Lemmas 4.1 and 5.3. Combining this estimate with the result of Lemma 5.3, which gives an estimate for t ≤ 1, we obtain (22) . For the second order derivatives, Lemma 5.3 gives an estimate for t ≤ 1, and for t ≥ 1 we use (29) to see that
Using Lemma 5.4, we get an exponential decreasing; thanks to Lemma 4.1 and to the estimates in the proof of Lemma 5.3 at time 1, we obtain
Then (23) easily follows.
Proof of Corollary 1.2.
The first estimate is a simple consequence of the Theorem, and of the exponential convergence to equilibrium of the continuous-time process -see (16) . We then get
If µ τ is an ergodic invariant probability measure of (Y m (τ, .)) m , then since φ is bounded for µ τ -almost any y ∈ H we have by the ergodic Theorem the following convergence when M → +∞:
To conclude, it remains to choose a initial condition y in this non-empty set, and to use Cesaro Lemma on the right-hand side of the estimate. We notice that if µ τ is an invariant probability measure, not necessarily ergodic, having a finite moment of order 3, then it is enough to integrate the inequality above with respect to µ τ .
Proof of the estimates
We need to control the terms given in (19) , according to the decomposition (18) . We recall that constants C must be independent from the dimension N and the final time T = mτ .
Estimate of u(T, x)
If 0 < κ < 1/2, using Lemma 4.2 and Proposition 5.1 we get
We can write
16
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We use the following properties to estimate the first line in this equality:
therefore the first line in the last expression is almost surely bounded by C(τ 1/2−κ + τ )(1 + |y|).
For the second line, we have
the last term is controlled in the same way:
We thus understand that to obtain weak order 1/2 requires to be careful in the estimate. Here we used Lemma 4.2 instead of Lemma 5.4; otherwise looking at E|Y (τ, y) − Y 1 | 2 would have not been sufficient. The control of the other terms must be done in the same spirit.
6.2. Estimate of a k . We have
We use the equality B τ −B = τ R τ B 2 . We also decompose a 1 k using expression (9):
The idea is to "share" B 2 between different factors -thanks to regularization properties of the semi-group (R k τ ) k∈N and to Lemma 4.2 -in order to increase the order of convergence. 
and we obtain (31)
(2) Estimate of a
1,2 k
First we write
Using Lemma 3.2, we can prove the following useful inequality: for τ ≤ τ 0 and any k ≥ 1
Since G is supposed to be bounded, the estimate (32) yields
With Lemma 4.3 and Proposition 5.2, we can now write
and we get (33)
The analysis of this term is more complicated. We recall that since noise is white in space, for any t > 0, E|(−B) γ W B (t)| 2 < +∞ if and only if γ < 1/4; as a consequence, the strategy used above to control a 1,1 k can not be used directly -otherwise we could only obtain order 1/4.
In [6] , an integration by parts formula is used to deal with the lack of regularity of the stochastic integral appearing in the definition of a 1,3
k . An additionnal difficulty arises in our situation because the estimate given in Lemma 4.5 is not uniform with respect to time. Instead, we remark that the two problems -lack of regularity and bad time dependence -do not occur at the same time; therefore a decomposition of the interval [0,
and [t k − 1, t k ] -for k large enough -can help to treat the problems separately.
Let us explain more concretely the situation at the continuous time level: we have to treatat the finite dimensional approximation level, but with a bound independent from dimension -an expression involving B 2 t 0 e (t−s)B dW (s). The idea to get rid of this expression is to use an integration by parts formula on the whole interval. We can also see that we can do this integration by parts only on a subinterval of size independent from t:
The first term is equal to e B t−1 0 e (t−1−s)B dW (s), so that thanks to regularization properties of the semi-group (e tB ) -see Proposition 2.4 -multiplication by B 2 is possible -in other words we do not require an integration by parts to get a bound independent from the dimension; to treat the second term, the lack of regularity remains but can still be treated by the integration by parts, with the advantage of involving a smaller interval, where at the discrete time level below we can use a uniform control of all quantities, thanks to Lemma 4.5. Then the same idea of "sharing" B 2 can be used again to get order 1/2.
Let us now explain develop this program for the discrete time situation: by using (10), we make the decomposition
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For the first term -which is equal to 0 when t k < 1 -we use the Cauchy-Schwarz inequality and we directly get
thanks to Lemmas 5.4 and 4.3, and to the following inequality -we remark that in the integral below t k−ls ≥ 1:
For the second term, we use the integration by parts formula of Lemma 4.4 to get
, with (13) we see that
and taking supremum over h with |h| ≤ 1 we get
The last quantity is estimated thanks to Lemma 4.5:
When τ ≤ τ 0 and (t k − 1) ∨ 0 ≤ s ≤ t k ≤ t < t k+1 , we see that (1 + L G τ ) k−ls is bounded by a constant. We can then control the second term of a
using Proposition 5.2 and Lemmas 4.5 and 3.2.
On the one hand, we have
On the other hand,
6.2.2. Estimate of a 2 k . We decompose a 2 k using the definition ofỸ -see (13):
k is bounded by the same expression as a 1 k : by (31), (33), (35) we have
2,2 k
We have
We then have
We again use the integration by parts formula to rewrite a
From (13), for t k ≤ s ≤ t ≤ t k+1 we have D h sỸ (t) = R τ h; as a consequence, we do not need to use the same trick as in the control of a
With the previous estimates on a 1 and a 2 , we get
6.3. Estimate of b k . We have
This term is easy to treat: we have
where we have used Proposition 5.1, and the following inequality for 0 ≤ β ≤ 1:
Then we see that
To estimate |b 2 k |, we write the scalar product in coordinates with respect to the orthonormal basis (f i ), and then we expand the terms thanks to the Itô formula.
If we note
The above sum is finite, because we work with finite dimensional approximations. Itô formula gives for t k ≤ t < t k+1
We naturally define b 2,j k , for j ∈ {1, 2, 3, 4}, and we now control each term. The second factor of this expression is |(−B) η Du(T − t,Ỹ (t))| H ; we control it thanks to Proposition 5.1. The first factor is controlled thanks to Assumption 2.5:
since (f j ) j is an orthonormal system. Therefore (ii) For the second term, we again use an integration by parts, after a decomposition of the time interval -as in the estimates for a 
