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1. Introduction
1.1 Aim of Report
The aim of this report was to ascertain the truth of the claim by Owen et 
al. (1997) that SEMAC (Semantically Acceptable) scoring and Exact Word 
scoring correlate very highly. This was necessary to determine whether or 
not the two scoring systems were or were not testing the same criteria. If 
the former applied and they were testing the same thing then, due to the 
ease of marking, preference would probably go to EXACT. Conversely, 
if the latter applied it would then be necessary to examine the differences 
and in doing so establish whether any of the students were being treated 
unfairly by one of the systems.
1.2 Overview of Sections
Since it was the students’ profi ciency which was being tested, all deci-
sions of testing were norm-referenced. That is to say, the norm-referenced 
test (NRT) used in this report was designed to measure global language 
abilities of the testees. The concept of NRT will resurface later on when 
we examine norm-referenced item statistics.
There are four main sections to this report; and a brief overview of them 
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will now be given. Section (2) “Procedure” is divided into two parts: (2.1) 
will look at qualities to consider regarding test design and development; and 
(2.2) the type of passage, including the justifi cation in choosing it. Section 
(3) is also split into two parts. In section (3.1), calculation of the Pearson 
Product Moment Correlation Coeffi cient was calculated to ascertain the 
truth of the claim that SEMAC scoring and Exact Word scoring correlate 
very highly. In section (3.2), certain assumptions had to be met in order 
to interpret PPM in terms of statistical meaningfulness and signifi cance 
(Brown 1996: 157). Two of the assumptions were examined: skewness; 
and linear relationships. One of the three methods used in examining these 
assumptions involved visually inspecting a scatterplot (see p.53), along with 
its corresponding trendline. This visual inspection revealed two ‘outliers’ 
(students scoring highly in one test but low in another). The analysis of 
these outliers was a critically important issue in deciding which system 
of scoring to use in future tests. In section (4), the Spearman Rank-Order 
Correlation Coeffi cient was also calculated. When testees are in excess of 
30 (in our case, n=35) there is usually no difference between Spearman 
ρ and PPM (Owen (1997: 6.6.5). This was shown to be the case in this 
study, with the two methods scoring approximately the same coeffi cient. 
In section (5), two statistical analyses were used in analysing both sets 
(SEMAC and EXACT) of norm-referenced items: IF (item facility analysis) 
and ID (item discrimination analysis) (Brown 1996). It was from these 
statistical analyses that the most reliable items could then be retained for 
future testing. With the item frequencies in place, an estimate of reliability 
was calculated using the Kuder-Richardson formula 20 (K-R20).
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2. Procedure
2.1 Design and Development
“The most important consideration in designing and developing a language 
test is the use for which it is intended, so that the most important quality 
is its usefulness” (Bachman 1997: 17). I have used Bachman’s defi nition 
of usefulness which may be observed here:
Usefulness = Reliability + Construct validity +
Authenticity + Interactiveness + Impact + Practicality
Let us briefl y examine these principles before going on to look at the actual 
structure of the test itself. Reliability was tested using the Kuder-Richardson 
formula 20 reliability estimate, the results of which may be examined in 
Appendices (4) and (5). This appeared to be the most reliable estimate for 
this kind of test (See Brown 1996: Chapter 7) and was chosen over the 
K-R21 which “may produce a very serious underestimate …[with] some 
types of tests, like the cloze procedure” (ibid: 199). The term construct 
validity refers to the extent to which we can interpret a given test score 
as an indicator of the ability, or construct we want to measure. The modi-
fi ed cloze test, which was constructed for this report (See Appendix 1), 
was intended as a supplement for students studying toward Paper (3) of 
FCE/CAE of the Cambridge English Exams. Also, it was hoped that the 
long passages in the modifi ed cloze would aid their reading comprehension 
which is tested in Paper (1) of the exam.
Authenticity was regarded as one of the most important of the criteria 
since: (a) it has become an important aspect of UCLES in assessing lan-
guage profi ciency; and (b) because it would ultimately help the testees 
when adapting into an English speaking environment on the homestay 
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programme.
“in the Use of English paper candidates are asked to select the most 
 appropriate item of vocabulary for a given context, a task they would 
realistically set themselves when using English outside the examination 
room” (UCLES 1995: 7).
Although authenticity was seen as being more important than interactiveness 
(see Bachman 1997: 28-29) regarding the implications concerning these two 
criteria), it was hoped that the testees’ ‘metacognitive strategies’(Bachman 
1997: 25) would help them to overcome any cultural barriers as indicated 
in (2.2) below.
The notion of ‘impact’ has already been outlined in Section(1.1) above. 
Bachman uses the term ‘teaching to the test’ which is essentially what had 
been experienced by the teacher regarding the Step Tests. This “harmful 
washback”, which I believe was “out of touch” with what the students 
essentially needed to prepare themselves for the homestay programme, led 
to the decision to improve instructional practice through the use of tests 
that employed the basic principles of effective teaching and learning (see 
Bachman 1997: 34). Finally, according to the term ‘practicality’, it was 
necessary to ensure that the “design, development and use [of the test] … 
[did] not require more resources than… [were] available” (Bachman 1997: 
36). In order to check the calculations made in sections (3) to (5) of this 
report, use was made of Microsoft Excel; and the ‘function wizard’ was 
particularly useful in calculating phenomena such as the extent of skewness, 
or to double-check the calculations of PPM. Apart from “material resources”, 
the availability of “human resources” had to be considered. According to 
Hughes (1996: 70), “the passage should… be tried out on a good number 
of comparable native speakers and the range of acceptable responses deter-
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mined.” Unfortunately, Hughes does not provide any guidelines as to what 
a “good number” should be. The number fi nally decided upon was ten. 
This decision was confi rmed in the uniformity of their responses. The test 
may be observed in Appendix 1. The items deleted have been underlined 
for ease of reading. Those answers appearing in parentheses, after some 
of the answers, are the ‘acceptable alternatives’.
If any ‘problems’ were encountered regarding these ‘acceptable alterna-
tives’ it would have to be the grammatical errors committed by the testees. 
Since such answers deviated from the ‘acceptable alternatives’ they had 
to be marked wrong. This was felt to be an injustice to those few testees 
involved. For example, when a testee had written “catched” instead “caught” 
in question (16), it was felt to be closer in meaning than “die” written by 
another testee. Observe:
The fi sh, however, did not even have time to digest his meal because, 
shortly after having swallowed the soldier, he was caught in the net of a 
fi sherman.
One way to solve such a problem would have been to use a ‘partial credit 
scoring system’ (see Bachman 1997: 199–201) which, as its name sug-
gests, could give credit according to various categories such as grammar 
and meaning. This method, though considered at one stage, was ultimately 
decided against since the techniques used to analyse the data in sections 
(3) to (5) were designed to work best when: (a) responses were scored 
according to a single criterion for correctness; and (b) scores on the test 
items were dichotomous (Bachman 1997).
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2.2 Modified Cloze Procedure
A modifi ed cloze procedure, or in Weir’s terminology, ‘selective dele-
tion gap fi lling’, was chosen as opposed to a ‘mechanical deletion cloze’. 
According to Weir (1990: 48),
In the light of recent fi ndings on mechanical deletion cloze, increasing 
support has developed for the view that the test constructor should use 
a ‘rational cloze’, selecting items for deletion based upon what is known 
about language, about diffi culty in text and about the way language works 
in a particular text. Linguistic reasoning is used to decide on deletions and 
so it is easier to state what each test is intended to measure.
In a pilot test, the items for deletion had been comprised of a broader 
representation of grammatical functions than those fi nally decided upon in 
the fi nal version. In the former, these had included: verbs, nouns, adjectives 
and adverbs. Those tested experienced diffi culty and/or confusion due to 
the diversity of items being tested. In the latter, however, it was decided 
that the test should be more focused for the sake of clarity, ease, and test 
score reliability.
Thus, it was the use of prepositional verbs as well as verbs with depen-
dant auxiliaries that were fi nally decided upon as the lexical items to be 
measured. These also, to varying degrees, exhibited strong collocational 
links, so the subjects’ collocational knowledge was being tested as well as 
their powers of prediction. The target audience was a group of 35 English 
major sophomores, at a university in Central Japan.
Much care was taken in choosing a passage to be tested. Since it was the 
subjects’ reading comprehension which was at stake, a suitable text needed 
to contain a story which would involve them in some kind of predicting 
exercise. According to Weaver (1980), folk tales are especially good for 
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predicting, because they often contain interculturally predictable patterns 
and because they can be used with students of various ages. Nattinger 
(1984) suggests that “a modifi ed cloze procedure and a Grimm’s fairy tale 
may be a very good combination for an ESL reading class” (1984: 398). 
Thus, the passage eventually chosen was The Tin Soldier from Grimm’s 
Fairy Tales.
This passage also contained 25 paragraphs which neatly corresponded to 
the number of gaps required in the cloze test. Therefore, it was decided 
that each paragraph should contain one gap. To fi ll in the gaps, students 
provided words that made sense with what went before, as well as with 
what they thought would come later. The time allowed was 50 minutes- an 
average of two minutes per question.
3. Calculations and Assumptions
3.1 Calculation of the Pearson Product Moment Correlation 
Coefficient
This was calculated according to three different methods. Firstly, it was 
calculated as described in Owen (1997: 6.6.3) and may be briefl y reiterated 
here. Z-scores were calculated for each candidate for both sets of scores, 
one was multiplied by the other and then an average of the results of these 
multiplications for the whole set was calculated. In Table (1) (overleaf), 
columns C and E represent the z-scores and column F shows the product of 
the two. The fi gure at the bottom of column F shows the sum of products 
which was 31.62. This was then divided by the total number of students 
(n=35) to give a PPM of r=0.90 (2SF).
Although it can be useful to know the z-scores (for instance in calculat-
ing the T-scores also shown in columns G and H of Table 1), they are not 
necessary in calculating the PPM. A much easier method can be found using 
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Table 1: Calculating Pearson–Moment Correlation
Coeffi cient for Exact and Semac Scoring
A
Name
D
Score
E
Z–Scores
B
Score
C
Z–Scores
F
C*E
G
T–Scores
H
T–Scores
A 22 2.2 25 1.91 4.27 72 69
B 19 1.4 24 1.57 2.24 64 66
C 19 1.4 22 0.87 1.25 64 59
D 19 1.4 23 1.22 1.74 64 62
E 18 1.2 23 1.22 1.42 62 62
F 18 1.2 22 0.87 1.01 62 59
G 17 0.9 23 1.22 1.09 59 62
H 17 0.9 22 0.87 0.78 59 59
I 17 0.9 22 0.87 0.78 59 59
J 16 0.6 21 0.53 0.33 56 55
K 16 0.6 22 0.87 0.55 56 59
L 16 0.6 20 0.18 0.11 56 52
M 15 0.4 21 0.53 0.19 54 55
N 15 0.4 21 0.53 0.19 54 55
O 15 0.4 19 –0.17 –0.06 54 48
P 15 0.4 20 0.18 0.06 54 52
Q 14 0.1 20 0.18 0.02 51 52
R 14 0.1 19 –0.17 –0.02 51 48
S 13 –0.2 20 0.18 –0.03 48 52
T 13 –0.2 21 0.53 –0.09 48 55
U 13 –0.2 19 –0.17 0.03 48 48
V 12 –0.4 19 –0.17 0.07 46 48
W 12 –0.4 18 –0.52 0.23 46 45
X 11 –0.7 17 –0.86 0.61 43 41
Y 11 –0.7 19 –0.17 0.12 43 48
Z 11 –0.7 16 –1.21 0.86 43 38
AA 10 –1.0 15 –1.56 1.52 40 34
AB 10 –1.0 17 –0.86 0.84 40 41
AC 10 –1.0 16 –1.21 1.18 40 38
AD 9 –1.2 17 –0.86 1.07 38 41
AE 9 –1.2 15 –1.56 1.94 38 34
AF 8 –1.5 15 –1.56 2.35 35 34
AG 8 –1.5 16 –1.21 1.83 35 38
AH 8 –1.5 13 –2.25 3.40 35 27
AI 8 –1.5 20 0.18 –0.27 35 52
MEAN 13.65 19.5  31.61   
STDEVP 3.74 2.88     
Pearson r   0.90     
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Table 2: Calculating Pearson Product-Moment Correlation
Coeffi cient for Exact and SEMAC Scoring
Column A B  C  D E  F  G H
Students Y – Y = (Y–Y) X – X = (X–X) (Y–Y) (X–X)
A 22 – 13.66 = 8.34 25 – 19.49 = 5.51 45.95
B 19 – 13.66 = 5.34 24 – 19.49 = 4.51 24.08
C 19 – 13.66 = 5.34 22 – 19.49 = 2.51 13.40
D 19 – 13.66 = 5.34 23 – 19.49 = 3.51 18.74
E 18 – 13.66 = 4.34 23 – 19.49 = 3.51 15.23
F 18 – 13.66 = 4.34 22 – 19.49 = 2.51 10.89
G 17 – 13.66 = 3.34 23 – 19.49 = 3.51 11.72
H 17 – 13.66 = 3.34 22 – 19.49 = 2.51 8.38
I 17 – 13.66 = 3.34 22 – 19.49 = 2.51 8.38
J 16 – 13.66 = 2.34 21 – 19.49 = 1.51 3.53
K 16 – 13.66 = 2.34 22 – 19.49 = 2.51 5.87
L 16 – 13.66 = 2.34 20 – 19.49 = 0.51 1.19
M 15 – 13.66 = 1.34 21 – 19.49 = 1.51 2.02
N 15 – 13.66 = 1.34 21 – 19.49 = 1.51 2.02
O 15 – 13.66 = 1.34 19 – 19.49 = –0.49 –0.66
P 15 – 13.66 = 1.34 20 – 19.49 = 0.51 0.68
Q 14 – 13.66 = 0.34 20 – 19.49 = 0.51 0.17
R 14 – 13.66 = 0.34 19 – 19.49 = –0.49 –0.17
S 13 – 13.66 = –0.66 20 – 19.49 = 0.51 –0.34
T 13 – 13.66 = –0.66 21 – 19.49 = 1.51 –1.00
U 13 – 13.66 = –0.66 19 – 19.49 = –0.49 0.32
V 12 – 13.66 = –1.66 19 – 19.49 = –0.49 0.81
W 12 – 13.66 = –1.66 18 – 19.49 = –1.49 2.47
X 11 – 13.66 = –2.66 17 – 19.49 = –2.49 6.62
Y 11 – 13.66 = –2.66 19 – 19.49 = –0.49 1.30
Z 11 – 13.66 = –2.66 16 – 19.49 = –3.49 9.28
AA 10 – 13.66 = –3.66 15 – 19.49 = –4.49 16.43
AB 10 – 13.66 = –3.66 17 – 19.49 = –2.49 9.11
AC 10 – 13.66 = –3.66 16 – 19.49 = –3.49 12.77
AD 9 – 13.66 = –4.66 17 – 19.49 = –2.49 11.60
AE 9 – 13.66 = –4.66 15 – 19.49 = –4.49 20.92
AF 8 – 13.66 = –5.66 15 – 19.49 = –4.49 25.41
AG 8 – 13.66 = –5.66 16 – 19.49 = –3.49 19.75
AH 8 – 13.66 = –5.66 13 – 19.49 = –6.49 36.73
AI 8 – 13.66 = –5.66 20 – 19.49 = 0.51 –2.89
Number 35    35    340.83
Mean 13.66    19.49     
SD 3.74    2.88     
Range 15    13     
Pearson r 0.90        
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the layout employed by Brown (1997: 154) and shown in Table (2).
rxy =
∑ (y – y¯) (x – x¯)
NSy Sx
Since Table (2) is set out exactly as in the formula (above) it is much less 
complicated than Table (1) which makes use of the z-scores. Moreover, 
when using a statistical software package, such as Microsoft Excel, this 
method can be calculated quickly using the copy and drag functions.
Finally, none of these calculations need be administered if such software 
is used. Since Excel is capable of calculating PPM in its “function wizard”, 
simply typing the following “=PEARSON(B3: B37,C3: C37)” into the 
‘entry area’ of the ‘formula bar’ is all that is required. Indeed, when such 
a tedious set of calculations can be bypassed by simply entering a series 
of coordinates, as above, then it is the Spearman Rank-Order Correlation 
Coeffi cient which becomes more time consuming to calculate.
3.2 Assumptions of PPM
According to Brown (1996: 157), certain assumptions must be met in order 
to interpret PPM in terms of statistical meaningfulness and signifi cance. 
We have already touched upon one of these in the introduction: “sample 
size”. Since we have a sample of 35, this would appear to be satisfactory 
(see Owen 1997: 6.6.4). However, we shall now see, even with a size such 
as n=35, that one student with a high score on one test and a low one in 
another can have quite a signifi cant effect on the outcome of the PPM. Let 
us examine, then, two of the assumptions as outlined by Brown (1996): 
skewness (normal distribution); and linear relationships.
Both sets of scores were checked for skewness. This was achieved through: 
(a) using descriptive statistics; (b) visually inspecting a scatterplot (see 
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Fig. 1); and (c) using software to calculate an exact fi gure of skewness 
(to be kept for future reference when comparing it with other tests). Let 
us briefl y examine (a), in the following table:
Table 3: Descriptive Statistics
EXACT SEMAC
Midpoint 15 19
Mean 14 19
Median 14 20
Mode 15 22
These are the four indicators of central tendency, and if the distribution is 
to be normal, then they should be the same, or very similar (Brown: 1996: 
140). As can be observed from Table (3) (above), the EXACT scoring system 
would appear to follow this trend and the ‘SKEW’ function in EXCEL 
only went on to confi rm these results: 0.13. SEMAC also exhibited fairly 
close indicators which from midpoint to mode varied from low to high, 
indicating slight negative skewness. The actual fi gure from EXCEL was 
–0.3. These results show that, as far as normal distribution is concerned 
Fig. 1: Scatterplot
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Table 4: Pearson r Coeffi cient for Exact and SEMAC Scoring
Student With Outlier Without 1st Outlier Without 1st & 2nd Outlier
EXACT SEMAC EXACT SEMAC EXACT SEMAC
A 22 25 22 25 22 25
B 19 24 19 24 19 24
C 19 22 19 22 19 22
D 19 23 19 23 19 23
E 18 23 18 23 18 23
F 18 22 18 22 18 22
G 17 23 17 23 17 23
H 17 22 17 22 17 22
I 17 22 17 22 17 22
J 16 21 16 21 16 21
K 16 22 16 22 16 22
L 16 20 16 20 16 20
M 15 21 15 21 15 21
N 15 21 15 21 15 21
O 15 19 15 19 15 19
P 15 20 15 20 15 20
Q 14 20 14 20 14 20
R 14 19 14 19 14 19
S 13 20 13 20 13 20
T 13 21 13 21
U 13 19 13 19 13 19
V 12 19 12 19 12 19
W 12 18 12 18 12 18
X 11 17 11 17 11 17
Y 11 19 11 19 11 19
Z 11 16 11 16 11 16
AA 10 15 10 15 10 15
AB 10 17 10 17 10 17
AC 10 16 10 16 10 16
AD 9 17 9 17 9 17
AE 9 15 9 15 9 15
AF 8 15 8 15 8 15
AG 8 16 8 16 8 16
AH 8 13 8 13 8 13
AI 8 20
K-R20 0.76 0.64 0.75 0.66 0.75 0.66
SKEWDNESS 0.13 –0.30 0.11 –0.28 0.09 –0.23
KURTOSIS –0.88 –0.61 –0.83 –0.69 –0.90 –0.74
PEARSON 0.90 0.94 0.95
Outlier
Outlier
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regarding NRTs, the test had functioned well with this particular group 
of students.
According to Brown (1996: 158), the most important assumption is that, 
“the relationship between the two sets of scores should be linear” (emphasis 
mine). This was tested by fi rst constructing a scatterplot (see Fig. 1, p.53) 
and then inserting a trendline. This trendline was linear and is shown by 
the following equation: y = 0.6957x + 9.984. We already know that the 
correlation coeffi cient is 0.9 which, although not perfect, is nevertheless a 
strong one. This is perhaps not all that surprising since cloze tests, when 
scored according to EXACT and SEMAC almost always correlate above 
0.90 and usually above 0.95 (Owen 1997: 3.8.5).
Upon observation of the scatterplot it may also be noticed that there is, 
what Brown terms, an ‘outlier’. If the outlier were to be removed from the 
data in Tables (1) and (2), the PPM would jump from r=0.90 to r=0.94. 
Table (4) clearly shows the relevant data.
The omission of the two outliers has quite a signifi cant effect on the mean-
ingfulness of the two tests. Table (5) demonstrates the effect of this:
Table 5
With Outliers Without 1st
Outlier
Without 1st and
2nd Outliers
Correlation Coeffi cient (r) = 0.90 0.94  0.95
Coeffi cient of Determination (r2) = 0.81 0.88 0.9025
Error of Variance (1 – r2) = 0.19 0.12 0.0975
It is the bottom row which is particularly interesting here. It can be observed 
that, in the column entitled “With Outliers”, the error of variance is 0.19 
and that in the column entitled “Without 1st and 2nd Outliers”, the error 
of variance is 0.0975. In other words, by removing two students from 
the data, the percentage which can be said to be unique and/or totally 
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random in nature between the two tests has been halved from 19% to 
9.75%.  According to Brown (1996), one may sometimes be justifi ed in 
omitting an outlier from an analysis. This also has an important bearing 
on the linearity (see above) of the tests, since the “outlier is creating a 
small curvilinear twist in the data” (1996: 160).
Finally, before looking at Spearman ρ, it is necessary to check the sta-
tistical signifi cance of PPM. This is because even random numbers may 
haphazardly produce correlation coeffi cients of some magnitude” (Brown 
1996: 162). The fi rst step in this check was to decide which was the 
appropriate critical value in the Critical Values of the Pearson Product-
Moment Correlation Coeffi cient. For the sake of clarity, a section of the 
table may be observed (below) in accordance with the number of students 
taking the test (n=35).
Table 6
Directional Decision: Sound reasons to expect 
either a positive or a negative correlation
Non-directional Decision: Do not know 
which direction correlation might be
(N-2) 95% Certainty
p < 0.05
99% Certainty
p < 0.01
95% Certainty
p < 0.05
99% Certainty
p < 0.01
30 .2960 .4093 .3494 .4487
35 .2746 .3810 .3246 .4182
Since both EXACT and SEMAC were merely different systems of grading 
the same test, any relationship between them, would probably be a positive 
one. Also, since I would like this to be as correct as possible, the column 
in bold type which reads, “99% Certainty p < 0.01” was chosen. As 2 
needs to be subtracted from the number of students (n=35), the number I 
was looking for in the fi rst column was 33. However, as can be seen, this 
fi gure was not present and an estimate of .39 was deemed appropriate. Since 
the magnitude of the observed correlation coeffi cient, 0.90, is higher than 
the critical value, .39, (i.e. .90 > .39), it can be shown that the correlation 
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coeffi cient is statistically signifi cant at p < .01. Thus, there is only a 1% 
probability that this correlation occurred by chance alone.
4. Spearman Rank-Order Correlation Coeffi cient
Surprisingly, Spearman ρ was more diffi cult to calculate than PPM. This 
is because the data had to be reorganised in descending order of rank. 
Thus, when two or more tests shared the same score, they then had to 
be averaged out according to what they would have been if they had not 
had the same value. An example of this can be seen in Table (7), where 
students B, C, and D all got 19 according to the EXACT method of testing 
(see column B). Instead of their ranks going: 2, 3, 4, they were averaged 
out at 3 each. In the next two rows, students E and F both had a score of 
18, so their ranks were averaged out at 5.5, and so on. Since these fi gures 
have to be averaged out and then inputted by hand, the potential risk of 
human error is high. This problem does not arise when calculating PPM, 
as all the calculations can be managed with the aid of statistical functions. 
The calculations may be observed as follows:
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Notice that with numbers over 30 (in our case, n=35) there is usually no 
difference between Spearman ρ and PPM (Owen (1997: 6.6.5). This has 
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Table 7: Spearman rho Coeffi cient for Exact and SEMAC Scoring
A B C D E F G
STUDENT EXACT RANK SEMAC RANK D D
A 22 1 25 1 0 0
B 19 3 24 2 1 1
C 19 3 22 8 –5 25
D 19 3 23 4 –1 1
E 18 5.5 23 4 1.5 2.25
F 18 5.5 22 8 –2.5 6.25
G 17 8 23 4 4 16
H 17 8 22 8 0 0
I 17 8 22 8 0 0
J 16 11 21 12.5 –1.5 2.25
K 16 11 22 8 3 9
L 16 11 20 17 –6 36
M 15 14.5 21 12.5 2 4
N 15 14.5 21 12.5 2 4
O 15 14.5 19 22 –7.5 56.25
P 15 14.5 20 17 –2.5 6.25
Q 14 17.5 20 17 0.5 0.25
R 14 17.5 19 22 –4.5 20.25
S 13 20 20 17 3 9
T 13 20 21 12.5 7.5 56.25
U 13 20 19 22 –2 4
V 12 22.5 19 22 0.5 0.25
W 12 22.5 18 25 –2.5 6.25
X 11 25 17 27 –2 4
Y 11 25 19 22 3 9
Z 11 25 16 30 –5 25
AA 10 28 15 33 –5 25
AB 10 28 17 27 1 1
AC 10 28 16 30 –2 4
AD 9 30.5 17 27 3.5 12.25
AE 9 30.5 15 33 –2.5 6.25
AF 8 33.5 15 33 0.5 0.25
AG 8 33.5 16 30 3.5 12.25
AH 8 33.5 13 35 –1.5 2.25
AI 8 33.5 20 17 16.5 272.25
SPEARMAN 0.91   639
̶ 59 ̶
been shown here with the former method scoring .91 and the latter .90.
5. Implications of Present Knowledge for Future: Norm-Refer-
enced Item Statistics
According to Brown (1996: 64), “two statistical analyses can help in 
analysing a set of norm-referenced items: item facility analysis and item 
discrimination analysis.” I shall refer to these statistical analyses hereinafter 
as IF and ID respectively.
5.1 Item facility analysis (IF)
IF was used to examine the percentage of students who correctly answered 
a given item. This was calculated by adding up the number of students who 
correctly answered a particular item, and dividing it by the total number 
of students who took the test. The IF data may be observed in Appendices 
(4) and (5). I have used Brown’s formula as follows:
IF =  Ncorrect 
  Ntotal
where Ncorrect = number of students answering correctly
 Ntotal = number of students taking the test
Thus, in column (1) of Appendix (2) the calculation of IF would be as 
follows:
IF =  Ncorrect 
  Ntotal
 =  34 
 35
 = 0.97
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However, in column (6) of Appendix (2), the calculation of IF would 
be as follows:
IF =  Ncorrect 
  Ntotal
 =    9 
 35
 = 0.26
These IF values can be interpreted as a percentage by multiplying these 
fi gures by 100. So that the percentage of students answering item numbers 
(1) and (2) correctly are 97% and 26% respectively. This means that item 
(1) was very easy for the students to answer, just as item (2) was very 
diffi cult to answer. Clearly, such a wide range is unacceptable in a test. 
In discussing the second statistical analysis- ID, I shall explain the reason 
why.
5.2 Item Discrimination Analysis (ID)
According to Brown (1996: 66), “ID indicates the degree to which an 
item separates the students who performed well from those who performed 
poorly.” Firstly, the students’ names, their individual item responses, and 
total scores were lined up in descending order based on their total scores. 
Next, the students were split into three groups of roughly equal propor-
tions: the upper and lower groups comprised twelve students each and the 
middle one comprised a group of eleven (12 + 12 + 11 = 35) (see Appendices 
2 and 3).
With the data already in place on the IF spread sheets, calculating the 
discrimination indexes was a fairly straightforward matter. First, the number 
of students who answered correctly in the upper group was divided by the 
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total number in that group (i.e. IFupper). This was repeated for the lower 
group (i.e. IFlower). Finally, the ID was calculated by subtracting the IF 
for the lower group from the IF for the upper group. Observe:
ID = IFupper – IFlower
where  ID = item discrimination for an individual item
IFupper = item facility for the upper group on the whole test
IFlower = item facility for the upper group on the whole test
This can be exemplifi ed by observing, once more, columns (1) and (6) 
of Appendix (2):
ID(1)  = IFupper – IFlower
=1.00 – 0.92 = 0.08
ID(6)  = IFupper—IFlower
= 0.33 – 0.17 = 0.17 (2SF)
Since the average of the multiple observations are clearly more accurate 
than any of the single observations (Brown 1996: 68), it logically follows 
that those items which separate students into upper and lower groups should 
be kept for any revised version of the test. It must also be remembered 
when considering such revisions that both item statistics should be taken 
into account for each item. The ideal statistics according to Ebel (1979: 
70) would be between 0.40 and 1.00 for ID and between 0.30 and 0.70 
for IF. Given these parameters, it can now be seen that items (1) and (6) 
are outside, and they should probably be omitted from the revised version. 
Item (2), on the other hand, with an IF of 0.49 and an ID of 0.75 would 
appear to be a safe choice. Such an IF score would be considered well 
centred, with roughly half of the 35 students answering correctly and half 
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answering incorrectly. This ID score of 0.75 is also the highest out of the 
25 items, indicating that the item separates the upper and lower groups.
Having looked at a few selected items, let us now examine the whole 25 
items of both the EXACT and the SEMAC tests; apply both Item Statistics 
in accordance with the parameters set out below; and fi nally decide which 
items to retain and which items to delete. Of course, this leaves us with 
a question: what will replace those items deleted? One alternative would 
be to make the test shorter. By ‘shorter’ I am referring to the number 
of items and not the length which could not be condensed as it would 
corrupt the text and render the plot unintelligible since only a skeleton 
text would exist. Probably, as Brown points out (1996: 69) it would be 
better to pilot a relatively large number of test items; analyse them using 
the Item Statistics; then select the best items to make up a shorter, more 
effective revised version of the test.
Generally speaking, the guidelines below, taken from Ebel (1979), could 
be used for making decisions based on ID. Remember that for IF, fi gures 
should be as close to .50, with .30-.70 being within the accepted range.
Table 8
0.40 – 1.00 Very good items
0.30 – 0.39 Reasonably good but possibly subject to improvement
0.20 – 0.29 Marginal items, usually needing and being subject to improvement
0.00 – 0.19 Poor items, to be rejected or improved by revision
Taking these guidelines for both Item Statistics then, I would select ten 
items for inclusion in the revised version. For the sake of clarity they may 
be observed below:
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Table 9
Item Number: 2 3 9 11 12 15 19 21 23 25
EXACT: IF 0.49 0.51 0.71 0.86 0.31 0.51 0.74 0.51 0.34 0.54
EXACT: ID 0.75 0.33 0.67 0.42 0.42 0.50 0.50 0.33 0.50 0.50
SEMAC: IF 0.49 0.54 0.74 0.86 0.46 0.80 0.74 0.66 0.34 0.63
SEMAC: ID 0.67 0.50 0.67 0.42 0.50 0.50 0.50 0.75 0.50 0.58
The IF score for item number (11) is probably a little high, but its ID 
is within the recommended guidelines suggested by Ebel (1979). Brown 
(1996) is also quick to point out that these guidelines should not be used 
as “hard and fast rules but rather as aids in making decisions about which 
items to keep and which items to discard” (Brown 1996: 70).
5.3 Internal Consistency Reliability
With the item frequencies in place, an estimate of reliability was cal-
culated using the Kuder-Richardson formula 20 (K-R20). Although it was 
more diffi cult to calculate than the K-R21, which could underestimate the 
reliability when used for estimating cloze tests (Brown 1996: 199) it was 
still preferable to the work, complexity and time span involved in test-retest 
strategies (Hughes 1996: 32). Based on the information in Appendices (4) 
and (5), the formula and calculations are as follows:
EXACT:
K-R20 = k (1 – ∑IV) = 25 (1 – 3.83 )
k – 1 S
t
2 24 3.742
= 1.0417 (1 – 3.83 ) = 1.0417(1 – .3812)
13.99
= 1.0417 × .7262 = .75648254 ≈ .76
SEMAC:
K-R20 = k (1 – ∑IV) = 25 (1 – 3.83 )
k – 1 S
t
2 24 2.882
̶ 64 ̶
= 1.0417 (1 – 3.16 ) = 1.0417(1 – .3812)
8.29
= 1.0417 × .6188 = .64460396 ≈ .64
According to Owen (1997: 3.8.6), however, the internal-consistency 
reliability should show a higher value for the SEMAC method and not 
vice-versa as the calculations above indicate. Perhaps one reason for this 
could be attributed to the construction of the test itself. Looking at Ap-
pendices (4) and (5) for ID it can be seen that for item (7), the IFupper 
was equal to that of the IFlower, both having a score of .75 (C.f. Exact: 
IFupper score of .17 and an IFlower score of .50). Upon examination of 
the question itself we can see that the Exact Word required was ‘placed’ 
and the SEMAC word was ‘put’. Observe:
The boy picked up the tin soldier and placed (put) him on the window-sill.
The next logical step was to perform a word search for ‘put’ in order to 
establish whether the gap in item (7) was related to another item in the 
test. This assumption in fact turned out to be positive with the exact item 
for (11) being ‘put’:
“Too bad he has just one leg. Otherwise, I’d take him home with me,” one of 
the boys said. The other boy picked him up and put him in his pocket.
Hence, it is quite probable that some students were fi nding ‘clues’ in 
their reading then going back through the test to fi ll in certain blanks 
with their newly acquired information. Clearly questions such as these 
are probably helping to distort the overall picture as pointed out by Owen 
(1997: 2.8.1).
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6. Conclusion
It has been shown in this report that SEMAC scoring and Exact Word 
scoring correlate very highly. The correlation coeffi cient, as shown in the 
PPM, was 0.90 (p<.001). This meant that only 19% of each test was unique 
and/or totally random in nature (i.e. not shared). These fi gures changed 
signifi cantly to 0.95 and 9.75% respectively, when the two outliers were 
excluded from the analysis. Upon further examination, it was found that 
the outliers were not being treated fairly by the exact scoring method since 
they were of a similar level of profi ciency to the other students taking the 
test. This was indicated in their ‘Step Test’ grades in which they had both 
passed the Pre-First grade, and were about to begin studying for either CAE 
(Certifi cate in Advanced English) or FCE (First Certifi cate in English) of the 
Cambridge English Examinations, according their scores in the placement 
tests. Both outliers had already experienced living abroad, had consistently 
received above-average marks at school, and were both generally well 
motivated students. Thus, with T-scores of 48 and 35 according to Exact, 
compared with their respective T-scores of 55 and 52 according to SEMAC, 
it was the former method of scoring which did not appear to be a true 
refl ection of their English ability. For this reason, SEMAC was chosen as 
the preferred method or scoring. As Brown (1996) quite rightly points out, 
processes such as these where the decisions have to be interpreted through 
judgement as opposed to statistics alone are usually less scientifi c than many 
test developers would like. “Bad or mediocre testing is common… [and] 
such practices eventually lead to bad or mediocre decisions being made 
about their students’ lives” (Brown 1996: vii). Ultimately, testers need to 
exercise caution when deciding which system of scoring to use: although 
both the Exact method and the SEMAC may correlate very highly, it is 
the former that discriminates against learners who are more sensitive to 
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linguistic variety.
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7. Appendices
Appendix 1: Modifi ed Close Test
NB: The underlined words are the Exact answers and those in parentheses are the 
(semantically) ‘acceptable alternatives’.
For questions 1–25, read the text below and think of the word which best 
fi ts each space. Use only one word in each space. Write your word on the 
separate answer sheet.
THE TIN SOLDIER
1. Once upon a time, there lived a child who had a lot of toys. The child kept 
his toys in his room and spent many happy hours everyday playing with them. 
One of his favourite games was the battle with the tin soldiers. He arranged 
the little toy soldiers in their respective ranks and fought imaginary battles.
2. When the boy received the soldiers, as a present, he noticed that one of them 
had been made, by mistake, with just one leg. Despite the missing limb, the 
boy placed the little mutilated soldier in the front lines, encouraging him to be 
the most valorous of all the little soldiers. The child did not know that, at night, 
the toys became animated and talked between themselves.
3. It often happened that, when lining up the soldiers after playing with them, the 
little boy would forget about the little tin soldier without a leg and left him 
with all the other toys. It was thus that the little metal soldier got to talk to a 
pretty tin ballerina.
4. A great friendship was born between the two, and pretty soon the little soldier 
fell in love with the ballerina. But the nights went by quickly, and he did not fi nd 
the courage to declare his love to her. When the child played with the soldiers 
and positioned him in the front lines, the little soldier hoped that the ballerina 
would notice his courage in battle. And in the evening, when the ballerina asked 
the soldier if he had been afraid, he proudly answered, “No.”
5. But the loving stares and sighs of the little soldier did not go unnoticed by the 
jack-in-the-box. One night, the jack-in-the-box said to the little soldier: “Hey 
you! Don’t look at the ballerina like that!” The poor little soldier was confused 
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and he blushed, but the kind ballerina cheered him up.
6. “Don’t listen to him, he is ugly and jealous. I am very happy to talk to you,” 
she said blushing too. The two little tin fi gurines were both too shy to speak 
of their love.
7. One day they were separated. The boy picked up the tin soldier and placed 
(put) him on the window-sill.
8. “You stay here and watch (look, wait) for the enemy,” he said. Then the boy 
played inside with the other soldiers.
9. It was summer and in the days that followed the soldier remained on the win-
dow-sill. But one afternoon there was a sudden storm and a strong wind shook 
the windows. The little soldier fell head fi rst off the window-sill. His bayonet 
stuck into the ground. It kept raining and storming and pretty soon the rain 
formed big puddles and the gutters were full. A group of boys in the nearby 
school waited for the storm to end and when it stopped raining hard they ran 
outdoors.
10. Joking and laughing, the boys hopped (jumped) over the bigger puddles while 
two of them cautiously walked next to the wall so that the sprinkling rain 
wouldn’t wet them. These two boys noticed the little tin soldier stuck in the 
sodden earth.
11. “Too bad he has just one leg. Otherwise, I’d take him home with me,” one of the 
boys said. The other boy picked him up and put (placed) him in his pocket.
12. “Let’s take him anyway,” he said. “We could use (keep) him for something.” On 
the other side of the street, the gutter was overfl owing and the current carried 
a little paper boat.
13. “Let’s put the little soldier in the boat and make him a sailor,” said the boy 
who had picked up the tin soldier. And so the little soldier became a sailor.
14. The whirling gutter fl owed into a sewer and the little boat was carried down 
the drain. The water in the underground sewage was deep and muddy. Big rats 
gnashed their teeth as the vessel and its unusual passenger fl owed by. The boat 
was soaked and about to sink. But the little soldier, who had faced far greater 
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dangers in battle, was not afraid (frightened, scared, worried). The water of the 
sewer then fl owed into the river and the little boat, now overturned, was swept 
by the high waves. The little tin soldier realised his end was near. After the 
paper boat was wrecked, he sank in deep waters. A thousand thoughts went 
through the little soldier’s mind, but one in particular anguished him:
15. “I will never see (meet) my sweet little ballerina again!” But a huge mouth 
swallowed the little tin soldier and, once again, his destiny took an unexpected 
turn.
16. The little soldier found himself in the stomach of a large fi sh who had been 
lured by the glittering colours of his uniform. The fi sh, however, did not even 
have time to digest his meal because, shortly after having swallowed the soldier, 
he was caught in the net of a fi sherman. Shortly after, the gasping fi sh ended 
up in a big basket and was brought to the market.
17. Meanwhile, a cook was on her way to the market. She worked (lived, cooked) 
in the very same house where the little soldier used to live.
18. “This fi sh will be perfect for tonight’s guests,” the cook said when she saw 
the big fi sh on the fi sh market’s counter. The fi sh ended up in the kitchen and 
when the cook slit (cut, opened, sliced) its belly to clean it she found the little 
tin soldier.
19. “This looks like one of our boy’s toy soldiers...” she thought, and ran to the 
boy to show (tell) him her discovery.
20. “That’s right, it’s my soldier!” the little boy cheered (shouted, cried), when he 
recognised the soldier with the missing leg.
21. “I wonder how he got (went) into the fi sh’s belly? Poor soldier, he must have 
gone through a lot of trouble since he fell off the window-sill!” The little boy 
placed the soldier on the mantle, right next to his sister’s ballerina.
22. The amazing ways of destiny had once again reunited the two lovers. The little 
soldier and the ballerina were very happy to be close to each other. At night they 
talked about what had happened after their separation. But the ill disposition of 
fate had another surprise in store for them.
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23. One day a sudden gust of wind lifted the heavy drape of the window and hit the 
ballerina, who fell into the fi replace. The little soldier saw his friend fall into 
the fi replace and he was frightened. He knew a fi re was lit because he could 
feel its warmth. He was desperate, conscious of not being able to do anything 
to save the ballerina. In fact, fi re is the greatest enemy of tin fi gurines because 
it melts metals. Rocking back and forth on his one leg, the little soldier tried 
to move the metal base under his feet that held him in place.
24. He kept trying to move until he fell into the fi re as well. The two fi gurines 
were reunited in their misfortune. They were so close to each other now, that 
their metal bases began melting together. The tin of one base melted with the 
metal of the other, and the metal strangely moulded into the shape of a heart. 
As their bodies were about to begin melting as well, the little boy went by the 
fi replace and saw the two little fi gurines enveloped by the fl ames and moved 
(kicked, got) them away from the blaze with his foot.
25. Ever since then the soldier and the ballerina have been melted (moulded, stuck, 
joined) close to each other, sharing their destiny and a common base shaped 
like a heart.
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