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Notation
Throughout all rings are assumed to be associative and any ring R has a multiplica-
tive identity element 1R. A subring S of R contains the identity element of R. We
assume that a ring homomorphism R→ R′ takes the identity of R to the identity of
R′.
Modules over a ring R are assumed to be left R-modules unless otherwise stated.
For an R-module M , we assume that 1Rm = m for every m ∈ M . For a homo-
morphism between R-modules, we will use the terms R-module homomorphism and
R-linear homomorphism interchangeably.
For a field F , a division algebra D over F is defined to be a division ring with
centre F such that [D : F ] <∞.
Some symbols used
For a ring R,
R∗ the group of units of R; that is, the elements of R which have a
multiplicative inverse;
R-Mod the category of R-modules with R-module homomorphisms between
them;
Pr(R) the subcategory of R-Mod consisting of finitely generated projective
R-modules.
For a multiplicative group G and x, y ∈ G,
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[ x, y ] the commutator xyx−1y−1;
[G,G ]= G′ the commutator subgroup of G; that is, the (normal) subgroup of G
generated by the commutators;
G/G′ the abelianisation of G.
Chapter 0
Introduction
For a division algebra D finite dimensional over its centre F , consider the multiplica-
tive group D∗ = D \ 0. The structure of subgroups of D∗ is not known in general.
In 1953, Herstein [35] proved that if D is of characteristic p 6= 0, then every finite
subgroup of D∗ is cyclic. This is an easy result in the setting of fields (see [37,
Thm. V.5.3]), so the finite subgroups of such division algebras behave in a similar
way to those of fields. We give an example here to show that this result doesn’t
necessarily hold for division algebras of characteristic zero. Hamilton’s quaternions
H form a division algebra of characteristic zero, but the subgroup {±1,±i,±j,±k}
is a finite subgroup of H∗ which is not abelian, so not cyclic.
In 1955, Amitsur classified all finite subgroups of D∗ in his influential paper [1].
Since then, subgroups of the group D∗ have been studied by a number of people (see
for example [23, 25, 42, 46]). Herstein [36] showed that a non-central element in a
division algebra has infinitely many conjugates. Since normal subgroups are invariant
under conjugation, this shows that non-central normal subgroups are “big” in D∗.
Note that if D is a non-commutative division algebra, then non-trivial non-central
normal subgroups exist in D∗. For example D′, the subgroup of D∗ generated by
the multiplicative commutators, is non-trivial and is a non-central normal subgroup
of D∗.
So as for normal subgroups, we could ask: how large are maximal subgroups of
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D∗? But it remains as an open question whether maximal subgroups even exist in
D∗. The existence of maximal subgroups ofD∗ is connected with the non-triviality of
K-group CK1(D). For a division algebra D with centre F , we note that CK1(D) ∼=
D∗/(F ∗D′). The group CK1(D) is related to algebraic K-theory; more specifically,
to the functor K1. Before discussing the group, we indicate how algebraic K-theory
has developed.
Algebraic K-theory defines a sequence of functors Ki from the category of rings
to the category of abelian groups. For the lower K-groups, the functor K0 was
introduced in the mid-1950s by Grothendieck, and the functor K1 was developed in
the 1960s by Bass. Many attempts were made to extend these functors to cover all
Ki for i ≥ 0. Milnor defined the functor K2 in the 1960s, but it was not clear how to
construct the higher K-functors. The functor K2 is defined in such a way that there
is an exact sequence linking it with K0 and K1 (see [58, Thm. 4.3.1]). The “correct”
definition of the higher K-functors was required not only to provide such an exact
sequence connecting the functors, but also to cover the given definitions of K0 and
K1. Then in 1974, Quillen gave two different constructions of the higher K-functors,
which are equivalent for rings and which satisfy these expected properties (see [58,
Ch. 5]).
It is straightforward to describe the lower K-groups concretely. The groupK0 can
be considered as the group completion of the monoid of isomorphism classes of finitely
generated projective modules, and K1 is the abelianisation of the infinite general
linear group (see Chapter 2 for the details). The higher K-groups are considerably
more difficult to compute. They are, however, functorial in construction.
Returning to the setting of division algebras, consider a central simple algebra
A. Then by the Artin-Wedderburn Theorem, A is isomorphic to a matrix Mn(D)
over a division algebra D. Let F be the centre of D. Since each Ki, i ≥ 0, is a
functor from the category of rings to the category of abelian groups, the inclusion
map F → A induces a map Ki(F ) → Ki(A). Let ZKi(A) denote the kernel of this
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map and CKi(A) denote the cokernel. This gives an exact sequence
1→ ZKi(A)→ Ki(F )→ Ki(A)→ CKi(A)→ 1. (1)
So the group CK1(A) is defined to be coker
(
K1(F )→ K1(A)
)
. Then it can be shown
that CK1(A) is isomorphic to D
∗/F ∗nD′, and it is a bounded torsion abelian group
(see Section 2.2 for the details).
For a division algebra D, if CK1
(
Mn(D)
)
is not the trivial group for some n ∈ N,
thenD∗ has a normal maximal subgroup (see [33, Section 2]). It has been conjectured
that if CK1(D) is trivial, then D is a quaternion algebra (see [30, p. 408]). One of the
most significant results in this direction proves that if D is a division algebra with
centre F such that D∗ has no maximal subgroups, then D and F satisfy a number
of conditions (see [33, Thm. 1]). This result ensures that certain division algebras,
for example division algebras of degree 2n or 3n for n ≥ 1, have maximal subgroups.
We note that CK1 can be considered as a functor from the category of central
simple algebras over a fixed field to the category of abelian groups (see Section 2.2).
In fact, this can be generalised to cover commutative rings. Central simple algebras
over fields are generalised by Azumaya algebras over commutative rings. Azumaya
algebras were originally defined as “proper maximally central algebras” by Azumaya
in his 1951 paper [3]. We outline in Section 1.6 how the definition has developed
since then. An Azumaya algebra A over a commutative ring R can be defined as an
R-algebra A such that A is finitely generated as an R-module and A/mA is a central
simple R/m-algebra for all m ∈ Max(R) (see Theorem 1.5.3 for some equivalent
definitions).
Then CK1 can also be considered as a functor from the category of Azumaya al-
gebras over a fixed commutative ring to the category of abelian groups (see page 58).
Related to this, various CK1-like functors on the categories of central simple algebras
and Azumaya algebras have been investigated in [27, 28, 45]. In these papers various
abstract functors have been defined, which have similar properties to the functor
CK1. For example, in [28], the functor defined there is used to show that the K-
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theory of an Azumaya algebra over a local ring is almost the same as the K-theory
of the base ring.
Along the same lines, in Chapter 3 we define an abstract functor, called a D-
functor, which also has similar properties to CK1. We show that the range of a
D-functor is a bounded torsion abelian group, and that CKi and ZKi, for i ≥ 0, are
D-functors. By combining these results with (1), we show in Theorem 3.1.5 that if
A is an Azumaya algebra free over its centre R of rank n, then
Ki(A)⊗ Z[1/n] ∼= Ki(R)⊗ Z[1/n]
for any i ≥ 0. This allows us to extend the results of [28] to cover Azumaya algebras
over semi-local rings (see Corollary 3.1.7).
Thus far, we have been considering division algebras. Recently Tignol and
Wadsworth [67, 66] have studied division algebras equipped with a valuation. Val-
uations are more common on fields than on division algebras. However they noted
that a number of division algebras are equipped with a valuation, and the valuation
structure on the division algebra contains a significant amount of information about
the division algebra.
A division algebra D equipped with a valuation gives rise to an associated graded
division algebra gr(D). These graded division algebras have been studied in [6, 34, 38,
39, 67]. In these papers, as they are considering graded division algebras associated
to division algebras with valuations, their grade groups are totally ordered abelian
groups. It was noted in [39] that it is relatively easier to work with graded division
algebras, and that not much information is lost in passing between the graded and
non-graded settings.
We show in Theorem 4.3.3 that a graded central simple algebra (so, in particular,
a graded division algebra) with an abelian grade group is an Azumaya algebra, and
therefore the results of Chapter 3 also hold in this setting. But in the graded setting,
we can also consider graded finitely generated projective modules over a given graded
ring. We define the graded K-theory of a graded ring R to be Kgri (R) = Ki(Pgr(R)),
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where Pgr(R) is the category of graded finitely generated projective R-modules.
However, considering gradedK-theory of graded Azumaya algebras, Example 5.3.2
gives a graded Azumaya algebra such that its graded K-theory is not isomorphic
to the graded K-theory of its centre. In this example, we take the real quater-
nion algebra H. Then we show H is a graded Azumaya algebra over R, with
Kgr0 (H)⊗Z[1/n] ∼= Z⊗Z[1/n] and K
gr
0
(
Z(H)
)
⊗Z[1/n] ∼= (Z⊕Z⊕Z⊕Z)⊗Z[1/n],
so they are not isomorphic. Thus the results of Chapter 3 do not follow immediately
in the setting of graded K-theory.
But for a graded Azumaya algebra subject to certain conditions, we show in The-
orem 5.4.4 that its graded K-theory is almost the same as the graded K-theory of its
centre. More precisely, for a commutative graded ring R, we let Γ∗Mn(R) denote the
elements (d) ∈ Γn such that GLn(R)[d] 6= ∅, where GLn(R)[d] are invertible n × n
matrices with “shifting” (see page 71). We show that if A is a graded Azumaya alge-
bra which is graded free over its centre R of rank n, such that A has a homogeneous
basis with degrees (δ1, . . . , δn) in Γ
∗
Mn(R)
, then for any i ≥ 0,
Kgri (A)⊗ Z[1/n] ∼= K
gr
i (R)⊗ Z[1/n].
Another K-group which has been studied in the setting of division algebras is the
reduced Whitehead group SK1 (see for example [53]). For a division algebra D, the
group SK1(D) is defined to be D
(1)/D′ where D(1) is the kernel of the reduced norm
and D′ is the group generated by the multiplicative commutators of D. For a graded
division algebra D, it has been shown that SK1(QD) ∼= SK1(D), where QD is the
quotient division ring of D (see [34, Thm. 5.7]). Related to this, we study additive
commutators in the setting of graded division algebras in Chapter 6. We show that
for a graded division algebra over its centre F , which is Noetherian as a ring, then
D
[D,D]
⊗F QF ∼=
QD
[QD,QD]
.
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Summary of the Thesis
In Chapter 1, we combine various results from the literature to show some of the
definitions of an Azumaya algebra, their basic properties and the equivalence of some
of these definitions. We also outline how the definition has progressed since the work
of Azumaya. We note here that Grothendieck [26, §5] also defines an Azumaya
algebra on a scheme X with structure sheaf OX , but we do not consider that point
of view.
In Chapter 2, we begin by recalling the definitions of the lower K-groups K0, K1
and K2. We then look at the lower K-groups of central simple algebras, including
the functors CK0 and CK1, and some of their properties. We finish the chapter by
recalling some properties of the higher K-groups.
In Chapter 3, we define an abstract functor, called a D-functor, defined on the
category of Azumaya algebras over a fixed commutative ring. This allows us to show
that the K-theory of an Azumaya algebra free over its centre is almost the same as
the K-theory of its centre. We also note that Cortin˜as and Weibel [13] have shown a
similar result for the Hochschild homology of an Azumaya algebra, which we mention
in this chapter.
Chapter 4 introduces graded objects. Often in the literature the grade groups
are abelian and totally ordered, so torsion-free. We begin this section by adopting
in the graded setting some theorems that we require from the non-graded setting.
Some of these results hold for grade groups which are neither abelian nor totally
ordered. Though in some cases we require additional conditions on the grade group.
We show that for a graded division ring D graded by an arbitrary group, a graded
module over D is graded free and has a uniquely defined dimension. For a graded
field R and a graded central simple R-algebra A graded by an abelian group, we
show that A is a graded Azumaya algebra over R. We also prove a number of results
for graded matrix rings graded by arbitrary groups.
We begin Chapter 5 by defining the group K0 in the setting of graded rings. We
show what this group looks like for a trivially graded field and for a strongly graded
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ring. For a specific example of a graded Azumaya algebra, we show that its graded
K-theory is not the same as its usual K-theory (see Example 5.3.5). Then in a
similar way to Chapter 3, we define an abstract functor called a graded D-functor.
This allows us to prove that the graded K-theory of a graded Azumaya algebra
(subject to some conditions) is almost the same as the graded K-theory of its centre.
In Chapter 6, we study additive commutators in the setting of graded division
algebras. We observe in Section 6.2 that the reduced trace holds in this setting. We
then recall the definition of the quotient division algebra, and show in Corollary 6.4.5
how the subgroup generated by homogeneous additive commutators in a graded
division algebra relates to that of the quotient division algebra.
Chapter 1
Azumaya Algebras
The concept of an Azumaya algebra over a commutative ring generalises the concept
of a central simple algebra over a field. The term Azumaya algebra originates from
the work done by Azumaya in his 1951 paper “On maximally central algebras” [3].
The definition has developed since then, and we will outline in Section 1.6 how it
has progressed. In Theorem 1.5.3, we state a number of equivalent reformulations of
this definition.
This chapter is organised as follows. We begin this chapter by recalling the
various definitions of the term “faithfully projective”, which are required for the
definition of an Azumaya algebra (see Definition 1.4.1). In Sections 1.2 and 1.3 we
discuss separable algebras, which can also be used to define Azumaya algebras. The
definition of an Azumaya algebra in stated in Section 1.4, along with some exam-
ples and properties, and in Section 1.5 we show some additional characterisations
of Azumaya algebras. We conclude this chapter by summarising some of the key
progressions in the development of the theory of Azumaya algebras.
1.1 Faithfully projective modules
Let R be a (possibly non-commutative) ring. Consider a covariant additive functor
T from the category of (left or right) R-modules to some category of modules. We
12
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say that T is an exact functor if, whenever L → M → N is an exact sequence of
R-modules, T (L)→ T (M)→ T (N) is exact. Further T is defined to be a faithfully
exact functor if the sequence T (L) → T (M) → T (N) is exact if and only if the
sequence L→ M → N is exact.
We recall that an R-module M is called faithful if rM = 0 implies r = 0 or,
equivalently, if its annihilator Ann(M) = {x ∈ R : xm = 0 for all m ∈ M} is zero.
An R-moduleM is called a flat module if the functor −⊗RM is an exact functor from
the category of right R-modules to the category of abelian groups. An R-module P
is called a projective module if the functor HomR(P,−) is an exact functor from the
category of left R-modules to the category of abelian groups. This is equivalent to
saying that P is a direct summand of a free R-module. If P is a projective R-module
which is finitely generated by n elements, then P is a direct summand of Rn. See
Magurn [48, Ch. 2] for results involving projective modules.
The following results on faithfully exact functors are from Ishikawa [40, p. 30–33].
Theorem 1.1.1. Let T be an exact functor from the category of left (resp. right)
R-modules to some category of modules. Then the following are equivalent:
1. T is a faithfully exact functor.
2. T (A) 6= 0 for every non zero left (resp. right) R-module A.
3. T (φ) 6= 0 for every non zero R-linear homomorphism φ.
4. T (R/I) 6= 0 for every proper left (resp. right) ideal I of R.
5. T (R/m) 6= 0 for every maximal left (resp. right) ideal m of R.
We will consider the left version of this theorem in the proof below. The right
version follows analogously.
Proof. (1) ⇒ (2): Let T (A) = 0 for an R-module A. Then since T (0) is the zero
module, T (0) → T (A) → T (0) is exact. By (1), this implies that 0 → A → 0 is
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exact, proving A = 0.
(2) ⇒ (3): Let φ : X → Y be an R-linear homomorphism. Then we have exact
sequences X
φ′
→ Im(φ)→ 0 and 0→ Im(φ)
i
→ Y , where i is the inclusion map. Since
T is an exact functor, we get the following commutative diagram with its row and
column exact:
0

T (X)
T (φ′)//
T (φ) %%KK
KK
KK
KK
KK
T
(
Im(φ)
)
T (i)

// 0
T (Y )
If T (φ) = 0, then T (i)◦T (φ′) = 0. This implies that Im
(
T (φ′)
)
⊆ ker
(
T (i)
)
= 0, so
T (φ′) = 0 and, since T (φ′) is surjective, T
(
Im(φ)
)
= 0. By condition (2), Im(φ) = 0,
so φ = 0.
(3)⇒ (1): Let T (A)
T (f)
−→ T (B)
T (g)
−→ T (C) be exact. Since T (g◦f) = T (g)◦T (f) =
0, by condition (3), g ◦ f = 0 and Im(f) ⊆ ker(g). We have exact sequences 0 →
ker(g)
j
→ B
g
→ C, A
f ′
→ Im(f) → 0 and 0 → Im(f)
i
→ ker(g)
p
→ ker(g)/ Im(f) → 0,
where i and j are inclusion maps. Since T is an exact functor, we obtain the following
commutative diagram with exact rows and columns:
0

0 T
(
Im(f)
)
oo
T (i)

T (A)
T (f)

T (f ′)oo
0 // T
(
ker(g)
)
T (j)
//
T (p)

T (B)
T (g)
// T (C)
T
(
ker(g)/ Im(f)
)

0
For x ∈ T
(
ker(g)
)
,
(
T (g) ◦ T (j)
)
(x) = 0, so T (j)(x) ∈ ker
(
T (g)
)
= Im
(
T (f)
)
.
Chapter 1. Azumaya Algebras 15
So there is an element y ∈ T (A) such that T (f)(y) = T (j)(x). Hence T (j)(x) =
T (f)(y) = T (j)◦T (i)◦T (f ′)(y), so that x =
(
T (i)◦T (f ′)
)
(y), since T (j) is injective.
This shows that T (i) is surjective, and hence T
(
Im(f)
)
∼= T
(
ker(g)
)
, which means
that T (p) = 0. By condition (3), this implies p = 0, so Im(f) = ker(g), proving
A
f
→ B
g
→ C is exact.
(2) ⇒ (4) and (4) ⇒ (5) are trivial.
(5) ⇒ (2): Let T (A) = 0. Let a ∈ A and let Ra be the left R-submodule of A
generated by a. Since 0→ Ra→ A is exact and T is exact, T (Ra) = 0. Let L(a) =
{r ∈ R : ra = 0}, which is a left ideal of R. If L(a) 6= R, then there is a maximal
ideal m of R containing L(a). We have an exact sequence R/L(a) → R/m → 0.
Since R → Ra is surjective, Ra ∼= R/L(a) by the First Isomorphism Theorem, and
we have an exact sequence 0 = T (Ra) ∼= T
(
R/L(a)
)
→ T (R/m) → 0. This implies
T (R/m) = 0, contradicting (5). So L(a) = R, which implies a = 0 and therefore
A = 0. 
For fixed left R-modules P andM , the functors T (−) = HomR(P,−) and U(−) =
−⊗R M are covariant functors defined on the category of left R-modules and right
R-modules, respectively.
Definition 1.1.2. An R-module P is said to be faithfully projective if T (−) =
HomR(P,−) is a faithfully exact functor and an R-module M is said to be faithfully
flat if U(−) = −⊗R M is a faithfully exact functor.
By applying Theorem 1.1.1 to the functors U and T respectively, we get the
following theorems.
Theorem 1.1.3. Let M be a flat left R-module. Then the following are equivalent:
1. M is faithfully flat.
2. A⊗R M 6= 0 for every non zero right R-module A.
3. φ⊗R idM 6= 0 for every non zero right R-linear homomorphism φ.
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4. IM 6= M for every proper right ideal I of R.
5. mM 6=M for every maximal right ideal m of R.
Proof. Follows immediately from Theorem 1.1.1. Note that in part (4), R/I⊗RM ∼=
M/IM , and M/IM = 0 if and only if M = IM . 
Theorem 1.1.4. Let P be a projective left R-module. Then the following are equiv-
alent:
1. P is faithfully projective.
2. HomR(P,A) 6= 0 for every non zero left R-module A.
3. HomR(P, φ) 6= 0 for every non zero left R-linear homomorphism φ.
4. HomR(P,R/I) 6= 0 for every proper left ideal I of R.
5. HomR(P,R/m) 6= 0 for every maximal left ideal m of R.
Proof. Follows immediately from Theorem 1.1.1. In part (3), if φ ∈ HomR(X, Y ),
then T (φ) = HomR(P, φ) : HomR(P,X)→ HomR(P, Y ); ψ 7→ φ ◦ ψ. 
Proposition 1.1.5. If an R-module P is faithfully projective, then P is projective
and faithfully flat. Further, when the ring R is commutative the converse holds.
Proof. If an R-module P is faithfully projective, it is projective, and therefore also
flat (see [43, Prop. 4.3]). Using Theorem 1.1.3(2), we assume A⊗R P = 0 and need
to prove that A = 0. Then by [7, §II.4.1, Prop. 1],
HomR(P,HomZ(A,A)) ∼= HomZ(A⊗R P,A) = HomZ(0, A) = 0.
Since P is faithfully projective, by Theorem 1.1.4(2), HomZ(A,A) = 0, so A = 0.
Conversely, let R be commutative and P be faithfully flat and projective. By
Theorem 1.1.3(5), for any maximal ideal m of R, we have P/mP 6= 0. Since R →
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R/m is a surjective ring homomorphism, R/m-linear maps can be considered as R-
linear maps and we have HomR(P/mP,R/m) = HomR/m(P/mP,R/m). Since R/m
is a field and P/mP 6= 0, its dual module HomR/m(P/mP,R/m) is also non-zero,
using
dimR/m(HomR/m(P/mP,R/m)) ≥ dimR/m(P/mP ),
from [37, p. 204, Remarks]. We have an exact sequence
0 −→ HomR(P/mP,R/m) −→ HomR(P,R/m),
so HomR(P,R/m) 6= 0, since HomR(P/mP,R/m) 6= 0. By Theorem 1.1.4(5), P is
faithfully projective. 
In the following proposition, we show that the definition of a faithfully projective
R-module (Definition 1.1.2) can be expressed in a number of different ways, which
are equivalent to the definition given above provided R is a commutative ring. The
second definition is from [4, p. 39] or [22, p. 186], and the third from [41, p. 52].
Proposition 1.1.6. Let R be a commutative ring, and let P be an R-module. Then
the following are equivalent:
1. P is faithfully projective;
2. P is finitely generated, projective and faithful as an R-module;
3. P is projective over R and P ⊗R N = 0 implies N = 0 for any left R-module
N .
Proof. (1) ⇔ (3): This follows from Proposition 1.1.5 and Theorem 1.1.3(2).
(1) ⇔ (2): See Bass [4, Cor. II.5.10]. 
We show below how faithfully flat modules are related to modules which are
faithful and flat.
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Proposition 1.1.7. Let R be a ring. A faithfully flat left R-moduleM is both faithful
and flat.
Proof. See Lam [43, Prop. 4.73], with minor alterations for left modules. 
In general the converse does not hold. For example, if R = Z, then the module
Q is faithful and flat, since Q = (Z \ 0)−1Z is a localisation of Z, and we know
localisations are flat (see [48, Prop. 6.56]). But by Theorem 1.1.3, Q not faithfully
flat over Z, since for the ideal 2Z of Z, Q ⊗Z (Z/2Z) = 0. Even a faithful and
projective R-module M is not necessarily faithfully flat over R. For example, let R
be the direct product Z× Z× · · · , and let M be the ideal Z ⊕ Z ⊕ · · · in R. Then
M is faithful as a left R-module, and it is projective (see [43, Eg. 2.12C]). But we
have M2 = M , so for any maximal ideal m of R containing M , we have Mm = M .
So by Theorem 1.1.3, M is not faithfully flat.
1.2 Separable algebras over commutative rings
In this section, we let R denote a commutative ring. Let A be an R-algebra, and
let Ae = A⊗R A
op be the enveloping algebra of A, where Aop denotes the opposite
algebra of A. Then the R-algebra Ae has a left action on A induced by:
(a⊗ b)x := axb for a, x ∈ A, b ∈ Aop,
which is denoted by (a ⊗ b) ∗ x. Any A-bimodule M can also be viewed as a left
Ae-module. We set
MA = {m ∈M : ma = am for all a ∈ A}.
There is an Ae-linear map µ : Ae → A; a⊗ b 7→ (a ⊗ b) ∗ 1 = ab, extended linearly,
and we let J denote the kernel of µ.
Chapter 1. Azumaya Algebras 19
Definition 1.2.1. An R-algebra A is said to be separable over R if A is projective
as a left Ae-module.
The following two theorems show some equivalent characterisations of separabil-
ity.
Theorem 1.2.2. Let A be an R-algebra. The following are equivalent:
1. A is separable.
2. The exact sequence of left Ae-modules
0 −→ J −→ Ae
µ
−→ A −→ 0
splits.
3. The functor (−)A : Ae-Mod→ R-Mod is exact.
4. There is an element e ∈ Ae such that e ∗ 1 = 1 and Je = 0.
5. There is an element e ∈ Ae such that e ∗ 1 = 1 and (a⊗ 1)e = (1⊗ a)e for all
a ∈ A.
Such an element e as in Theorem 1.2.2 is an idempotent, called a separability
idempotent for A, since e2 − e = (e− 1⊗ 1)e ∈ Je = 0.
Proof. [41, Lemma III.5.1.2], [17, Prop. II.1.1]
(1) ⇔ (2): The forward direction follows immediately from the definition of
a projective module. For the converse, using known results involving projective
modules (see [48, Cor. 2.16]), (2) implies Ae ∼= J ⊕A, so A is projective.
(1) ⇔ (3): For all A-bimodules M , the natural map
ρM : HomAe(A,M) −→ M
A
f 7−→ f(1)
Chapter 1. Azumaya Algebras 20
is an isomorphism of R-modules, with the inverse being
ρ−1M : M
A −→ HomAe(A,M)
x 7−→ Rx : A→ M
a 7→ ax.
Since A is separable if and only if HomAe(A,−) is an exact functor, this proves the
equivalence of (1) and (3).
(2)⇒ (4): Let γ : A→ Ae be an Ae-module homomorphism such that µ◦γ = idA.
Let e = γ(1), so that 1 = µ(e) = e ∗ 1. To show that Je = 0, let a ∈ J . Then as
γ is Ae-linear, ae = aγ(1) = γ(a ∗ 1) = 0, since we have a ∗ 1 = µ(a) = 0, proving
Je = 0, as required for (4).
(4) ⇒ (5): From (4), we have an element e ∈ Ae such that e ∗ 1 = 1 and Je = 0.
Let a ∈ A be arbitrary. Then µ(1 ⊗ a − a ⊗ 1) = 0, so 1 ⊗ a − a ⊗ 1 ∈ J . Hence
(1⊗ a− a⊗ 1)e = 0; that is, (1⊗ a)e = (a⊗ 1)e, proving (5).
(5) ⇒ (2): If e is an element of Ae satisfying the conditions in (5), we can define
a map γ by γ : A→ Ae; a 7→ (1⊗a)e. Using the assumption that (a⊗1)e = (1⊗a)e
for all a ∈ A, we can show that γ is an Ae-module homomorphism. It is a right
inverse of µ since, for a ∈ A, writing e =
∑
xi ⊗ yi gives
µ ◦ γ(a) = µ
(
(1⊗ a)e
)
= µ
(∑
(xi ⊗ yia)
)
=
(∑
xiyi
)
a
= 1.a = idA(a),
completing the proof. 
Theorem 1.2.3. Let A be an R-algebra which is finitely generated as an R-module.
The following are equivalent:
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1. A is separable over R.
2. Am is separable over Rm for all m ∈ Max(R).
3. A/mA is separable over R/m for all m ∈ Max(R).
Proof. See [41, Lemma III.5.1.10]. 
For a free R-module F , we know that F is isomorphic to a direct sum of copies
of R as a left R-module; that is, F ∼=
⊕
i∈I Ri for Ri = R (see [37, Thm. IV.2.1]).
Let fi ∈ HomR(F,R) be the projection of Ri onto R, and let ei be the element of
F with 1 in the i-th position and zeros elsewhere. Then clearly the following results
hold:
1. for every x ∈ F , fi(x) = 0 for all but a finite subset of i ∈ I;
2. for every x ∈ F ,
∑
i fi(x)ei = x.
The following lemma shows that we have similar results when we consider projec-
tive modules, rather than free modules. Moreover, such properties are sufficient to
characterise a projective module.
Lemma 1.2.4 (Dual Basis Lemma). Let M be an R-module. ThenM is projective if
and only if there exists {mi}i∈I ⊆ M and {fi}i∈I ⊆ HomR(M,R), for some indexing
set I, such that
1. for every m ∈M , fi(m) = 0 for all but a finite subset of i ∈ I; and
2. for every m ∈M ,
∑
i∈I fi(m)mi = m.
Moreover, I can be chosen to be a finite set if and only if M is finitely generated.
The collection {fi, mi} is called a dual basis for M .
Proof. See [17, Lemma I.1.3]. 
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The following proposition, from Villamayor, Zelinsky [69, Prop. 1.1] (see also [17,
Prop. II.2.1]), shows that an algebra which is separable and projective is finitely gen-
erated. This is a somewhat surprising result, as the requirement of being separable
and projective does not immediately appear to imply a finitely generated condition.
The proof of the proposition uses the Dual Basis Lemma.
Proposition 1.2.5. Let A be a separable R-algebra which is projective as an R-
module. Then A is finitely generated as an R-module.
Proof. Since A is projective as an R-module, Aop is also projective as an R-module.
Let {fi, ai} be a dual basis for A
op over R, where ai ∈ A
op and fi ∈ HomR(A
op, R).
Then for every b ∈ Aop, b =
∑
i∈I fi(b)ai and fi(b) = 0 for all but finitely many
i ∈ I (using Lemma 1.2.4). Since A⊗R R ∼= A, we can identify A⊗R R with A and
can consider idA⊗fi as a map from A
e to A. This map is A-linear, and we claim
that {idA⊗fi, 1 ⊗ ai} forms a dual basis for A
e as a projective left A-module. Let
a ⊗ b ∈ Ae be arbitrary. Since fi(b) = 0 for all but a finite number of subscripts i,
we also have (idA⊗fi)(a⊗ b) = a⊗ fi(b) = 0 for all but a finite number of i. Then
∑
i∈I
(idA⊗fi)(a⊗ b)(1 ⊗ ai) =
∑
i∈I
a⊗ fi(b)ai
= a⊗ b.
Extended linearly, this holds for all u ∈ Ae. So {idA⊗fi, 1 ⊗ ai} forms a dual basis
for Ae over A.
Let a ∈ Aop be a fixed arbitrary element. We will show that a can be written
as an R-linear combination of a finite subset of Aop, where this finite subset is
independent of a. Let e =
∑
j xj ⊗ yj be a separability idempotent for A over R and
define u = (1 ⊗ a)e ∈ Ae. We have u ∗ 1 =
∑
j xjyja = a and, from Lemma 1.2.4,
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u =
∑
i(idA⊗fi) ((1⊗ a)e) (1⊗ ai). Then
a = u ∗ 1 =
∑
i
((
(idA⊗fi)((1⊗ a)e)⊗ ai
)
∗ 1
)
=
∑
i
(
(idA⊗fi)((1⊗ a)e)
)
· ai. (1.1)
Using Proposition 1.2.2(5),
(idA⊗fi)((1⊗ a)e) = (idA⊗fi)((a⊗ 1)e)
= a(idA⊗fi)(e)
= (a⊗ 1) ∗
(
(idA⊗fi)(e)
)
.
Since {idA⊗fi, 1⊗ ai} forms a dual basis for A
e, (idA⊗fi)(e) = 0 for all but a finite
subset of i ∈ I. So the set of subscripts i for which (idA⊗fi)
(
(1⊗ a)e
)
is non-zero is
contained in the finite set of subscripts for which (idA⊗fi)(e) is non-zero, which is
independent of a. Then since (idA⊗fi)
(
(1 ⊗ a)e
)
is non-zero for only finitely many
i ∈ I, the sum (1.1) may be taken over a finite set. Again writing e =
∑
j xj ⊗ yj,
(1.1) says:
a =
∑
i,j
(xj ⊗ fi(yj a)) · ai
=
∑
i,j
xjfi(yj a)ai
=
∑
i,j
fi(yj a)xj ai.
So the finite set {xjai} generates A
op over R, and therefore generates A over R. This
completes the proof that A is finitely generated. 
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1.3 Other definitions of separability
In Definition 1.2.1 above, we define separability over a commutative ring R. If R is a
field, we also have the classical definition of separability. For a field R, an R-algebra
A is said to be classically separable if, for every field extension L of R, the Jacobson
radical of A ⊗R L is zero, where the Jacobson radical of A ⊗R L is the intersection
of the maximal left ideals. The following theorem shows the connection between the
two definitions of separability when R is a field.
Theorem 1.3.1. Let R be a field and A be an R-algebra. Then A is separable over
R if and only if A is classically separable over R and the dimension of A as a vector
space over R is finite.
Proof. See [17, Thm. II.2.5]. 
There is a further definition of separability for fields. For a field R, an irreducible
polynomial f(x) ∈ R[x] is separable over R if f has no repeated roots in any splitting
field. An algebraic field extension A of R is said to be a separable field extension of
R if, for every a ∈ A, the minimal polynomial of a over R is separable. The theorem
below shows that for a finite field extension, this definition agrees with the definition
of classical separability given above. The theorem also shows their connection with
the definition of a separable algebra given in Definition 1.2.1.
Theorem 1.3.2. Let R be a field, and let A be a finite field extension of R. Then
the following are equivalent:
1. A is separable as an R-algebra,
2. A is classically separable over R,
3. A is a separable field extension of R.
Proof. (1) ⇔ (2): Follows immediately from Theorem 1.3.1.
(2) ⇔ (3): See [71, Lemma 9.2.8]. 
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1.4 Azumaya algebras
Let R be a commutative ring and A be an R-algebra. There is a natural R-algebra
homomorphism ψA : A
e → EndR(A) defined by ψA(a ⊗ b)(x) = axb, extended
linearly. If the context is clear, we will drop the subscript A. We now are ready to
define an Azumaya algebra: this is the definition from [22, p. 186] and [41, p. 134].
Definition 1.4.1. An R-algebra A is called an Azumaya algebra if the following two
conditions hold:
1. A is a faithfully projective R-module.
2. The map ψA : A
e → EndR(A) defined above is an isomorphism.
Example 1.4.2. Any finite dimensional central simple algebra A over a field F is
an Azumaya algebra. A central simple algebra is free, so it is projective and faithful,
and we know A⊗F A
op ∼= Mn(F ) ∼= EndF (A) (see [63, Thm. 8.3.4]).
We will see some further examples of Azumaya algebras on pages 28 and 32.
Proposition 1.4.3. Let E1, E2, F1, F2 be R-modules. When one of the ordered
pairs (E1, E2), (E1, F1), (E2, F2) consists of finitely generated projective R-modules,
the canonical homomorphism
Hom(E1, F1)⊗ Hom(E2, F2) −→ Hom(E1 ⊗E2, F1 ⊗ F2)
is bijective.
Proof. See [7, §II.4.4, Prop. 4]. 
We observe that if E1, . . . , En, F1, . . . , Fm are any R-modules and
φ : E1 ⊕ · · · ⊕En −→ F1 ⊕ · · · ⊕ Fm
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is an R-module homomorphism, then φ can be represented by a unique matrix


φ11 · · · φ1n
...
...
φm1 · · · φmn


where φij ∈ HomR(Ej , Fi). In particular forR-modulesM andN there are R-module
homomorphisms
EndR(M)
i
−→ EndR(M ⊕N)
j
−→ EndR(M)
f
i
7−→

 f 0
0 0



 x y
z w

 j7−→ x
Note that j ◦ i = id, so that i is injective and j is surjective.
The proposition below shows how to construct some examples of Azumaya alge-
bras. The proof is from Farb, Dennis [22, Prop. 8.3].
Proposition 1.4.4. If P is a faithfully projective R-module, then EndR(P ) is an
Azumaya algebra over R.
Proof. Using Proposition 1.1.6, P is a finitely generated projective R-module, so
we can choose an R-module Q with P ⊕Q ∼= Rn for some n. Hence EndR(P ⊕Q) ∼=
EndR(R
n) ∼= Mn(R) ∼= R
n2 as R-modules, so EndR(P ⊕ Q) is a free module. We
saw above that there are homomorphisms EndR(P )
i
→ EndR(P ⊕ Q)
j
→ EndR(P )
with j ◦ i = id. Then EndR(P ) is isomorphic to a direct summand of EndR(P ⊕Q)
and therefore EndR(P ) is finitely generated and projective as an R-module. Suppose
r ∈ R annihilates EndR(P ). In particular r annihilates the identity map on P , and
so rp = 0 for all p ∈ P . But P is a faithful module, so r = 0, which shows that
EndR(P ) is also a faithful R-module. By Proposition 1.1.6, this shows that EndR(P )
is faithfully projective.
Chapter 1. Azumaya Algebras 27
It remains to show the second condition. Consider the following diagram:
EndR(P )⊗ EndR(P )
op
i′

ψP // EndR(EndR(P ))
i′′

EndR(P ⊕Q)⊗ (EndR(P ⊕Q))
op
j′
OO
ψP⊕Q
// EndR(EndR(P ⊕Q))
j′′
OO
where ψP and ψP⊕Q are defined as in Definition 1.4.1, and the maps i
′, j′, i′′ and
j′′ come from the homomorphisms i and j on page 26. For an element f ⊗ g in
EndR(P )⊗ EndR(P )
op, we have
ψP⊕Q ◦ i
′(f ⊗ g) = i′′ ◦ ψP (f ⊗ g) : EndR(P ⊕Q) −→ EndR(P ⊕Q)
α11 α12
α21 α22

 7−→

f ◦ α11 ◦ g 0
0 0


and for f ⊗ g =

f11 f12
f21 f22

⊗

g11 g12
g21 g22

 ∈ EndR(P ⊕Q)⊗ (EndR(P ⊕Q))op, we
have
ψP ◦ j
′(f ⊗ g) = j′′ ◦ ψP⊕Q(f ⊗ g) : EndR(P ) −→ EndR(P )
α 7−→ f11 ◦ α ◦ g11.
So the diagram above commutes and we can show that j′′ ◦ i′′ = idEnd(End(P )) and
j′◦ i′ = idEnd(P )⊗End(P )op . Therefore to show that ψP is an isomorphism it is sufficient
to show that ψP⊕Q is an isomorphism.
Let {e1, . . . , en} be a basis for the freeR-algebra P⊕Q ∼= R
n. Let Eij ∈ EndR(R
n)
be defined by Eij(ek) = δjkei. We can consider Eij as the n × n matrix with 1 in
the i-j entry, and zeros elsewhere. Then {Eij : 1 ≤ i, j ≤ n} is an R-module
basis for EndR(R
n) and {Eij ⊗ Ekl : 1 ≤ i, j, k, l ≤ n} is an R-module basis for
EndR(R
n)⊗ (EndR(R
n))op. By definition of ψP⊕Q, we have
ψP⊕Q(Eij ⊗Ekl)(Est) = Eij ◦ Est ◦ Ekl = δjsδtkEil. (1.2)
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Using this, we will show that ψP⊕Q is an isomorphism. Let h : EndR(R
n) →
EndR(R
n) be an R-module homomorphism. For an arbitrary basis element Exy ∈
EndR(R
n), suppose h(Exy) =
∑
i,j r
(x,y)
ij Eij , where r
(x,y)
ij is an element of R indexed
by i, j, x, y. Then define a map
φ : EndR(EndR(R
n)) −→ EndR(R
n)⊗ (EndR(R
n))op
h 7−→
∑
x,y
∑
i,j
r
(x,y)
ij Eix ⊗Eyj .
Then we can show that φ is anR-algebra homomorphism inverse to ψP⊕Q, completing
the proof. 
Example 1.4.5. For any commutative ring R,Mn(R) is an Azumaya algebra over R.
This follows by applying Proposition 1.4.4: since Rn is free and therefore faithfully
projective over R, EndR(R
n) is an Azumaya algebra over R, and we know that
Mn(R) ∼= EndR(R
n) as R-algebras.
In Proposition 1.4.6 below we show that the tensor product of two R-Azumaya
algebras is again an R-Azumaya algebra. The proof is from Farb, Dennis [22,
Prop. 8.4].
Proposition 1.4.6. If A and B are Azumaya algebras over R, then A ⊗R B is an
Azumaya algebra over R.
Proof. Since A and B are finitely generated projective R-modules (by Proposi-
tion 1.1.6), we can choose R-modules A′ and B′ with A⊕A′ ∼= Rn and B⊕B′ ∼= Rm.
Then (A ⊕ A′) ⊗ (B ⊕ B′) ∼= Rn ⊗ Rm ∼= Rnm. So there is an R-module Q with
(A⊗ B)⊕Q ∼= Rnm, proving A⊗ B is finitely generated and projective.
We know that any projective module is flat, so A is flat over R. Since R →
B; r 7→ r.1B is injective, it follows that
f : A −→ A⊗R R −→ A⊗R B
a 7−→ a⊗ 1R 7−→ a⊗ 1B
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is injective. Let r ∈ R be such that r ∈ Ann(A ⊗ B). Then r(a ⊗ 1) = 0 for all
a ∈ A, so 0 = r(f(a)) = f(ra), and since f is injective this implies that ra = 0 for
all a ∈ A. Thus r ∈ Ann(A) and so r = 0, as A is faithful, proving A ⊗ B is also
faithful. So by Proposition 1.1.6, A⊗ B is faithfully projective.
Let ψA⊗B be the homomorphism defined in the definition of an Azumaya algebra.
Then the following diagram is commutative:
(A⊗Aop)⊗ (B ⊗Bop)
θ

ψA⊗ψB // EndR(A)⊗ EndR(B)
w

(A⊗B)⊗ (A⊗B)op
ψA⊗B
// EndR(A⊗ B)
Here ψA and ψB are isomorphisms since A and B are Azumaya algebras, w is the
isomorphism given by Proposition 1.4.3, and the isomorphism θ comes from the
commutativity of the tensor product and the fact that (A⊗B)op ∼= Aop⊗Bop. This
shows that ψA⊗B is an isomorphism. 
1.5 Further characterisations of Azumaya algebras
In this section, unless otherwise stated, R denotes a commutative ring and A is an
R-algebra. The definition of an Azumaya algebra (Definition 1.4.1) has a number
of equivalent reformulations which are shown in Theorem 1.5.3 below. We firstly
require some additional definitions.
We say that an R-algebra A is central over R if A is faithful as an R-module
and the centre of A coincides with the image of R in A. Thus an R-algebra A is
central if and only if the ring homomorphism f : R → Z(A) is both injective and
surjective. A commutative R-algebra S is said to be a finitely presented algebra if S
is isomorphic to the quotient ring R[x1, . . . , xn]/I of a polynomial ring R[x1, . . . , xn]
by a finitely generated two-sided ideal I. A commutative R-algebra S is called e´tale
if S is flat, finitely presented and separable over R.
Let R be a ring, which is not necessarily commutative. Consider a covariant
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additive functor T from the category of (left or right) R-modules C to some category
of modules D. The functor T induces a function
TX,Y : HomC(X, Y ) −→ HomD(T (X), T (Y ))
for every pair of objects X and Y in C. The functor T is said to be
• faithful if TX,Y is injective;
• full if TX,Y is surjective;
• fully faithful if TX,Y is bijective;
for each X and Y in C. An R-module M is called a generator if the functor
HomR(M,−) is a faithful functor from the category of left R-modules to the category
of abelian groups.
There is another definition of a generator module in [17, p. 5], which is shown
to be equivalent to the definition above (see Proposition 1.5.1). For a ring R (not
necessarily commutative) and any R-module M , consider the subset TR(M) of R
consisting of elements of the form
∑
i fi(mi) where the fi are from HomR(M,R) and
the mi are from M . Then TR(M) is a two-sided ideal of R, called the trace ideal of
M . Then [17] defines M to be a generator module if TR(M) = R.
Proposition 1.5.1. Let R be a (possibly non-commutative) ring. For any R-module
M , the functor HomR(M,−) is a faithful functor if and only if TR(M) = R.
Proof. See [43, Thm. 18.8]. 
Let R be a ring, which is not necessarily commutative. An R-module M is called
a projective generator (or progenerator) if M is finitely generated, projective and a
generator.
Theorem 1.5.2. Let R be a commutative ring. Then an R-module M is an R-
progenerator if and only if M is finitely generated, projective and faithful.
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Proof. See [17, Cor. I.1.10]. 
Theorem 1.5.3. Let R be a commutative ring and A be an R-algebra. The following
are equivalent:
1. A is an Azumaya algebra.
2. A is central and separable as an R-module.
3. A is central over R and A is a generator as an Ae-module.
4. The functors
A-Mod-A −→Mod-R, M 7−→ MA
Mod-R −→ A-Mod-A, N 7−→ N ⊗ A
are inverse equivalences of categories. Further projective modules correspond
to projective modules.
5. A is a finitely generated R-module and A/mA is a central simple R/m-algebra
for all m ∈ Max(R).
6. There is a faithfully flat e´tale R-algebra S and a faithfully projective S-module
P such that A⊗R S ∼= EndS(P ). If R is local, S can be taken as finite e´tale.
Proof. The proof follows by combining various parts from [17, Thm. II.3.4], [4,
Thm. III.4.1] and [41, Thm. III.5.1.1].
(1) ⇔ (2): See DeMeyer, Ingraham [17, Thm. II.3.4].
(1) ⇔ (3): See Bass [4, Thm. III.4.1].
(1) ⇔ (4) ⇔ (5) ⇔ (6): See Knus [41, Thm. III.5.1.1]. 
We state another example of an Azumaya algebra, which follows from the theorem
above.
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Example 1.5.4. Let R be a commutative ring in which 2 is invertible. Define the
quaternion algebra Q over R to be the free R-module with basis {1, i, j, k} and with
multiplication satisfying i2 = j2 = k2 = −1 and ij = −ji = k. As for quaternion
algebras over fields (see [52, Lemma 1.6]), it follows that Q is a central R-algebra.
Then [65, Cor. 4] says that Q is separable over R. Their proof considers the following
element of Q:
e =
1
4
(1⊗ 1− i⊗ i− j ⊗ j − k ⊗ k).
It is routine to show that e is a separability idempotent for Q, so Q is separable over
R. It follows from Theorem 1.5.3(2) that Q is an Azumaya algebra over R.
Remark 1.5.5. If A is an Azumaya algebra over R, then by Theorem 1.5.3, A/mA
is a central simple R/m-algebra for all m ∈ Max(R). If A is free over R, then
[A : R] = [R/m⊗R A : R/m] = [A/mA : R/m].
Since we know the dimension of a central simple algebra is a square number (see [63,
Cor. 8.4.9]), the same is true for A.
We also remark that Azumaya algebras are closely related to Polynomial Identity
rings, thanks to the Artin-Procesi Theorem (see [61, §1.8], [62, §6.1]). While we do
not consider polynomial identity theory here, we mention a result of Braun in the
following theorem. In [9], Braun generalises the Artin-Procesi Theorem and, as a
consequence of this generalisation, he gives another characterisation of Azumaya
algebras in [9, Thm. 4.1], which we state in the theorem below. The proof given
below is a direct proof of this characterisation, which is due to Dicks [19]. The
notation used in the proof is defined in Section 1.2.
Theorem 1.5.6. Let A be a central R-algebra. Then A is an Azumaya algebra over
R if and only if there is some e ∈ Ae such that e ∗ 1 = 1 and e ∗ A ⊆ R.
Proof. Using Theorem 1.5.3, A is an Azumaya algebra over R if and only if A is
separable over R (since we assumed central in the statement of the theorem). Assume
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A is an Azumaya algebra over R. By Theorem 1.2.2(5), this implies there exists an
idempotent e ∈ Ae such that e ∗ 1 = 1 and (a ⊗ 1)e = (1 ⊗ a)e for all a ∈ A. Let
a ∈ A be arbitrary. Then a(e∗A) = (a⊗1)∗(e∗A) = ((a⊗1)e)∗A = ((1⊗a)e)∗A =
(1⊗ a) ∗ (e ∗ A) = (e ∗ A)a, proving e ∗ A ⊆ Z(A) = R.
Conversely, suppose there is some e ∈ Ae with e ∗ 1 = 1 and e ∗A ⊆ R. We want
to show that A is separable over R; that is, there is an e ∈ Ae such that e∗1 = 1 and
Je = 0 (using Theorem 1.2.2). We will first show that AeeAe = Ae, where AeeAe
is the ideal of Ae generated by e. Let I = {a ∈ A : a ⊗ 1 ∈ AeeAe}, which is a
two-sided ideal of A. If I = A, then as 1 ∈ A, 1⊗ 1 ∈ AeeAe and so AeeAe = Ae.
Assume I 6= A. Then there is a maximal ideal M of A such that I ⊆ M $ A.
We can give Ae two left Ae-module structures as follows:
Ae × Ae −→ Ae
(u, a⊗ b) 7−→ u ∗1 (a⊗ b) = (u ∗ a)⊗ b
(u, a⊗ b) 7−→ u ∗2 (a⊗ b) = a⊗ (u ∗ b)
It is routine to check that these are well-defined. Then e ∗2 (a ⊗ b) = a ⊗ (e ∗ b) =
a(e ∗ b) ⊗ 1 and we can show that Ae ∗2 (A
eeAe) ⊆ AeeAe. It follows that every
element of e ∗2 (A
eeAe) is of the form a⊗ 1 for some a ∈ I ⊆ M .
Let A = A/M and R = R/(R ∩ M). Then R →֒ A and R ⊆ Z(A). Let
Ae = A ⊗R A
op
. Then e ∗ 1 = 1 and e ∗ A ⊆ R. To show R = Z(A), let x ∈ Z(A).
Then x = e ∗ x, which shows x ∈ R since we know e ∗ x ∈ R.
Since M is a maximal ideal of A, A is simple, and therefore central simple, over
R. Also A
op
is simple, so Ae is simple. Since e∗1 = 1, e 6= 0 and thus AeeAe = Ae, as
AeeAe is the two-sided ideal generated by e. Then 1⊗1 = e∗2 (1⊗1) ∈ e∗2AeeAe =
e ∗2 AeeAe. But we observed above that every element of e ∗2 A
eeAe is of the form
a⊗1 for some a ∈M , so every element of e ∗2 AeeAe is of the form a⊗ 1 = a⊗1 = 0,
and therefore e ∗2 AeeAe = 0. Since 1⊗ 1 ∈ e ∗2 AeeAe, this is a contradiction, so
our assumption that I 6= A was incorrect, proving AeeAe = Ae.
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It remains to prove Je = 0. Let u ∈ Ae. We claim that AeeAe ∗2 u ⊆ (u∗1A
e)Ae.
Let v, w ∈ Ae and let u =
∑
i ai ⊗ bi. Then
(vew) ∗2 (
∑
i
ai ⊗ bi) =
∑
i
(ai ⊗ (vew ∗ bi))
=
∑
i
(
ai ⊗
(
v ∗
(
e ∗ (w ∗ bi)
)))
But e ∗ (w ∗ bi) ∈ R as e ∗A ⊆ R, so v ∗
(
e ∗ (w ∗ bi)
)
= (v ∗ 1)(ew ∗ bi). Then letting
ew =
∑
j cj ⊗ dj, we have
(vew) ∗2 (
∑
i
ai ⊗ bi) =
∑
i
ai(ew ∗ bi)⊗ (v ∗ 1)
=
∑
i
∑
j
(aicjbidj)⊗ (v ∗ 1)
=
∑
j
((∑
i
ai ⊗ bi
)
∗1
(
cj ⊗ (v ∗ 1)
))
(dj ⊗ 1),
proving the claim.
Since ∗ defines a left module action on A and since e ∗ A ⊆ R, it follows that
Je∗A = J ∗ (e∗A) ⊆ J ∗R. Then it is easy to see that J ∗R = 0, and so Je∗A = 0.
But Je ⊆ Ae ∗2 (Je) = A
eeAe ∗2 (Je) ⊆ (Je∗1A
e)Ae = 0, proving Je = 0 as required.

We recall that for two rings A and A′, an anti-homomorphism of A into A′ is a
map σ : A→ A′ satisfying the following conditions:
1. σ(a+ b) = σ(a) + σ(b) for all a, b ∈ A;
2. σ(1A) = 1A′;
3. σ(ab) = σ(b)σ(a) for all a, b ∈ A.
If A = A′ and σ : A→ A is a bijective anti-homomorphism, then σ is called an anti-
automorphism. An involution is an anti-automorphism satisfying the additional
condition:
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4. σ2(a) = a for all a ∈ A.
If A is a central R-algebra, then an involution σ of A is said to be of the first kind if
the restriction of σ to R is the identity map. We note that an involution of the first
kind is an R-linear involution; that is, the map σ : A→ A is an R-linear map.
For a central R-algebra A admitting an involution of the first kind, Braun [10,
Thm. 5] gives a further characterisation of when A is an Azumaya algebra, which is
stated in Theorem 1.5.7. The theorem shows that, in this setting, the condition that
A is a finitely generated projective R-module is not required.
Theorem 1.5.7. Let A be a central R-algebra admitting an involution of the first
kind. Then A is an Azumaya algebra if and only if ψA : A⊗R A
op → EndR(A) is an
R-linear isomorphism.
Proof. See Braun [10, Thm. 5]. 
This theorem has been further generalised by Rowen [60, Cor. 1.7]. For a central
R-algebra A admitting an involution of the first kind, the result of Rowen proves that
for A to be an Azumaya algebra, it is sufficient to assume that ψA is an epimorphism.
1.6 The development of the theory of Azumaya
algebras
The above results show some of the most general reformulations of the definition of
an Azumaya algebra to date. We will now consider the historical development of
these concepts, beginning with the 1951 paper of Azumaya [3].
In [3], Azumaya introduced the term “proper maximally central algebra” (p. 128).
An R-algebra A which is free and finitely generated as a module over R is defined
to be proper maximally central over R if A ⊗ Aop coincides with EndR(A). It is
known that a free R-module is both faithful and projective as a module over R, so
this definition implies that A is faithfully projective as an R-module, and A⊗Aop ∼=
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EndR(A). This shows that the definition of a proper maximally central algebra is
equivalent to Definition 1.4.1 under the additional assumption that A is free.
Assuming that R is a Noetherian ring, Auslander and Goldman prove Theo-
rem 1.2.3 (see [2], Cor. 4.5 and Thm. 4.7). Further, Endo and Watanabe [21,
Prop. 1.1] generalise this result by removing the Noetherian condition on R, as
stated above in Theorem 1.2.3.
The equivalence of statements (1) and (2) of Theorem 1.5.3 was proven by Auslan-
der and Goldman [2, Thm. 2.1] under the assumption that A is a central algebra over
R, which we can see in Theorem 1.5.3 is not required. In Knus [41, Thm. III.5.1.1(2)],
Theorem 1.5.3(2) has the condition that A is finitely generated, which isn’t required
for the equivalence of the statements. However, we note that given the equivalence
of (1) and (2), the fact that A is finitely generated follows from Proposition 1.2.5.
Part (3) of Theorem 1.5.3 generalises a result of DeMeyer, Ingraham [17, Thm. II.3.4(2)].
Their result says that A is central over R and A is a progenerator over Ae if and
only if A is an Azumaya algebra over R. But we can see that HomAe(A,−) being an
exact functor is superfluous.
Azumaya [3, Thm. 15] proves the equivalence of Theorem 1.5.3 parts (1) and (5)
with the extra condition that A is free over R. Further, with the assumption that
A is projective, Bass [4, Thm. III.4.1] proves this equivalence. Theorem 1.5.3 shows
that neither of these extra conditions on A are required for the equivalence of these
two statements. Bass [4, Thm. III.4.1] shows that the definition of an Azumaya
algebra is equivalent to the following:
There exists an R-algebra S and a faithfully projective R-module P such
that A⊗R S ∼= EndR(P ).
Comparing this with Theorem 1.5.3(6), the result of Knus [41, Thm. III.5.1.1(5)]
refines this result by giving that S is a faithfully flat e´tale R-algebra.
We prove our main theorem of Chapter 3, Theorem 3.1.5, for Azumaya algebras
which are free over their centres. So for an Azumaya algebra A as originally defined
by Azumaya (with A free over its centre R), our Theorem 3.1.5 covers its K-theory.
Chapter 2
Algebraic K-Theory
AlgebraicK-theory defines a sequence of functorsKi(R), for i ≥ 0, from the category
of rings to the category of abelian groups. The lower K-groups K0, K1 and K2
were developed in the 1950s and 60s by Grothendieck, Bass and Milnor respectively.
After much uncertainty, the “correct” definition of the higher K-groups was given
by Quillen in 1974. For an introduction to the lower K-groups, see Magurn [48] or
Silvester [64], and for an introduction to higher algebraic K-theory, see Rosenberg
[58] or Weibel [70].
We begin this chapter by recalling the definitions of K0, K1 and K2, and by
observing some properties and examples of these lower K-groups. We then specialise
to the lower K-groups of central simple algebras. Lastly, we look at the higher K-
groups, and note some of their properties.
2.1 Lower K-groups
K0
Let R be a ring. Let Proj(R) denote the monoid of isomorphism classes of finitely
generated projective R-modules, with direct sum as the binary operation and the
zero module as the identity element. Then K0(R) is defined to be the free abelian
37
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group based on Proj(R) modulo the subgroup generated by elements of the form
[P ]+[Q]− [P ⊕Q], for P , Q ∈ Pr(R). Alternatively, the group K0(R) can be defined
as the group completion of the monoid Proj(R), which is shown in [58, Thm. 1.1.3]
to be equivalent to the definition given here. By [58, p. 5, Remarks], the group
completion construction forms a functor from the category of abelian semigroups to
the category of abelian groups.
Theorem 2.1.1. For rings R and S, let T be an additive functor from the category
of R-modules to the category of S-modules, with T (R) ∈ Pr(S). Then T restricts
to an exact functor from Pr(R) to Pr(S), which induces a group homomorphism
f : K0(R)→ K0(S) with f([P ]) = [T (P )] for each P ∈ Pr(R).
Proof. (See [48, Prop. 6.3].) If P ∈ Pr(R), then P ⊕ Q ∼= Rn for some R-module
Q, and we have T (P ) ⊕ T (Q) ∼= T (R)n. Since T (R)n ∈ Pr(S), it follows that the
functor T takes Pr(R) to Pr(S). All short exact sequences in Pr(R) are split, so
the restriction of T to Pr(R) → Pr(S) is an exact functor. Since functors preserve
isomorphisms, T induces a monoid homomorphism
Proj(R) −→ Proj(S);
[
P
]
7−→
[
T (P )
]
.
Since the group completion is functorial, there is a group homomorphism K0(R)→
K0(S);
[
P
]
7→
[
T (P )
]
. 
For rings R and S, if φ : R → S is a ring homomorphism, then S is a right
R-module via φ. There is an additive functor
S ⊗R − : R-Mod −→ S-Mod
which, by Theorem 2.1.1, induces a group homomorphism f : K0(R) → K0(S);
f([P ]) = [S ⊗R P ] for each P ∈ Pr(R).
Theorem 2.1.2. K0 is a functor from the category of rings to the category of abelian
groups.
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Proof. See [48, Thm. 6.22] for the details. 
Theorem 2.1.3. For rings R and S, there is a group isomorphism K0(R × S) ∼=
K0(R)×K0(S).
Proof. See [48, Thm. 6.6]. 
Recall that rings R and S are Morita equivalent, if R-Mod and S-Mod are equiv-
alent as categories; that is, there are functors
R-Mod
T //
S-Mod
U
oo
with natural equivalences T ◦ U ∼= idS and U ◦ T ∼= idR. It follows from [49,
Prop. II.10.2] that T and U are additive functors. In particular, Mn(R) is Morita
equivalent to R since the functors
Rn ⊗Mn(R) − :Mn(R) -Mod −→ R-Mod
and Rn ⊗R − : R-Mod −→Mn(R) -Mod
form mutually inverse equivalences of categories.
Theorem 2.1.4. For rings R and S, if R and S are Morita equivalent then K0(R) ∼=
K0(S). In particular, K0(R) ∼= K0(Mn(R)).
Proof. (See [70, Cor. II.2.7.1].) This follows from Theorem 2.1.1 since the functors
R-Mod
T //
S-Mod
U
oo
induce an equivalence between the categories Pr(R) and Pr(S), which induces a
group isomorphism on the level of K0. 
Examples 2.1.5. 1. If R is a field or a division ring, then K0(R) ∼= Z. A finitely
generated projective module over R is free, with a uniquely defined dimension.
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Since any two finite dimensional free modules with the same dimension are
isomorphic, we have Proj(R) ∼= N, so K0(R) ∼= Z.
2. Recall that a ring R is a semi-simple ring if it is semi-simple as a left module
over itself; that is, R is a direct sum of simple R-submodules. By the Artin-
Wedderburn theorem, R is isomorphic toMn1(D1)×· · ·×Mnr(Dr), where each
Di is a division ring and each ni is a positive integer. Then using Theorems 2.1.3
and 2.1.4,
K0(R) ∼=
⊕
K0
(
Mni(Di)
)
∼=
⊕
K0(Di) ∼= Zr.
3. If R is a principal ideal domain (a commutative integral domain in which
every ideal can be generated by a single element), or if R is a local ring,
then K0(R) ∼= Z. For a proof of these, see [58], Thm. 1.3.1 and Thm. 1.3.11
respectively.
K1
Let GLn(R), the general linear group of R, denote the group of invertible n × n
matrices with entries in R and matrix multiplication as the binary operation. Then
GLn(R) is embedded into GLn+1(R) via
GLn(R) −→ GLn+1(R)
Mn 7−→

 Mn 0
0 1

 .
The union of the resulting sequence GL1(R) ⊂ GL2(R) ⊂ · · · ⊂ GLn(R) ⊂ · · ·
is called the infinite general linear group GL(R) =
⋃∞
n=1GLn(R). Then K1(R) is
defined to be the abelianisation of GL(R); that is,
K1(R) = GL(R)/[GL(R),GL(R)].
Chapter 2. Algebraic K-Theory 41
By [48, Prop. 9.3], the abelianisation construction forms a functor from the category
of groups to the category of abelian groups.
The elementary matrix eij(r), for r ∈ R and i 6= j, 1 ≤ i, j ≤ n, is defined to
be the matrix in GLn(R) which has 1’s on the diagonal, r in the i-j entry and zeros
elsewhere. Then En(R) denotes the subgroup of GLn(R) generated by all elementary
matrices eij(r) with 1 ≤ i, j ≤ n. We note that the inverse of the matrix eij(r) is
eij(−r) and the elementary matrices satisfy the following relations:
eij(r) eij(s) = eij(r + s)
[eij(r), ekl(s)] =


1 if j 6= k, i 6= l
eil(rs) if j = k, i 6= l
ekj(−sr) if j 6= k, i = l.
Then En(R) embeds in En+1(R), and E(R) is the infinite union of the En(R). The
Whitehead Lemma (see [48, Lemma 9.7]) states that [GL(R),GL(R)] = E(R), so it
follows that
K1(R) = GL(R)/E(R).
Theorem 2.1.6. For rings R and S and a ring homomorphism φ : R→ S, there is
an induced group homomorphism K1(R)→ K1(S) taking (aij)E(R) to (φ(aij))E(S).
Then K1 is a functor from the category of rings to the category of abelian groups.
Proof. A ring homomorphism φ : R→ S defines a group homomorphism GL(R)→
GL(S); (aij) 7→ (φ(aij)). Then there is an induced group homomorphism K1(R) →
K1(S) taking (aij)E(R) to (φ(aij))E(S). See [48, Prop. 9.9] for the details. 
Theorem 2.1.7. For a ring R and a positive integer n, K1(Mn(R)) ∼= K1(R).
Proof. (See the proof of [58, Thm. 1.2.4].) Since Mk(Mn(R)) ∼= Mkn(R), we have a
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commutative diagram:
GLk(Mn(R))
∼= //

GLkn(R)

GLk+1(Mn(R)) ∼=
// GL(k+1)n(R).
It follows that GL(Mn(R)) ∼= GL(R), which induces the required isomorphism on
the level of K1. 
Examples 2.1.8. 1. If R is a field then K1(R) ∼= R
∗. See [70, Eg. III.1.1.2] for
the details. This follows since, for a commutative ring R, the determinant det :
GL(R) → R∗ induces a split surjective group homomorphism det : K1(R) →
R∗; (aij)E(R) 7→ det(aij), with right inverse given by R
∗ → K1(R); a 7→
aE(R). When R is a field, the kernel of the map det is trivial, so K1(R) ∼= R
∗.
2. If R is a division ring, then K1(R) ∼= R
∗/[R∗, R∗]. See [70, Eg. III.1.3.5] for
the details. This follows from the Dieudonne´ determinant (see [64, p. 124]).
The Dieudonne´ determinant defines a surjective group homomorphism Det :
GLn(R)→ R
∗/[R∗, R∗] with kernel En(R), such that
Det


x1 0
. . .
0 xn

 =
∏
i
xi[R
∗, R∗]
and the following diagram commutes:
GLn(R) //
Det %%K
KK
KK
KK
KK
GLn+1(R)
Detxxrrr
rr
rr
rr
r
R∗/R′
It follows that for a division ring R, K1(R) ∼= R
∗/[R∗, R∗]. If R is a field, then
the Dieudonne´ determinant coincides with the usual determinant.
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3. If R is a semi-local ring (subject to some conditions, detailed below), then
K1(R) ∼= R
∗/[R∗, R∗]. See [68, Thm. 2] for the details. Recall that R is a
semi-local ring if R/rad(R) is semi-simple, where rad(R) denotes the Jacobson
radical of R. By the Artin-Wedderburn Theorem, R/rad(R) is isomorphic to
a finite product of matrix rings over division rings. We assume that none
of these matrix rings are isomorphic to M2(Z/2Z) and that no more than
one of the matrix rings has order 2. The required result follows since there
is a Whitehead determinant which gives a surjective group homomorphism
R∗ → K1(R). Vaserstein [68] shows that the kernel of this map is [R
∗, R∗],
giving the required isomorphism.
K2
For n ≥ 3, the Steinberg group Stn(R) of R is the group defined by generators
xij(r), with i, j a pair of distinct integers between 1 and n and r ∈ R, subject to the
following relations which are called the Steinberg relations:
xij(r) xij(s) = xij(r + s)
[xij(r), xkl(s)] =


1 if j 6= k, i 6= l
xil(rs) if j = k, i 6= l
xkj(−sr) if j 6= k, i = l.
We observed on page 41 that the elementary matrices satisfy the Steinberg relations.
So there is a surjective homomorphism Stn(R) → En(R) sending xij(r) to eij(r).
As the Steinberg relations for n + 1 include the Steinberg relations for n, there are
natural maps Stn(R) → Stn+1(R). We write St(R) for the direct limit lim−→ Stn(R).
Then there is a canonical surjective map St(R)→ E(R), and K2(R) is defined to be
the kernel of this map.
Theorem 2.1.9. K2 is a functor from the category of rings to the category of abelian
groups.
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Proof. See [48, Prop. 12.6]. 
Theorem 2.1.10. For rings R and S, if R and S are Morita equivalent then
K2(R) ∼= K2(S). In particular, since Mn(R) is Morita equivalent to R, K2(R) ∼=
K2(Mn(R)).
Proof. See [70, Cor. III.5.6.1]. 
Example 2.1.11. 1. If R is a finite field, then K2(R) = 0. See [58, Cor. 4.3.13].
2. If R is a field, then Matsumoto’s Theorem says that
K2(R) = R
∗ ⊗Z R
∗/ 〈a⊗ (1− a) : a 6= 0, 1〉 .
See [58, Thm. 4.3.15].
3. If R is a division ring, let UR denote the group generated by c(x, y), x, y ∈ R
∗,
subject to the relations:
(U0) c(x, 1− x) = 1 (x 6= 1, 0),
(U1) c(xy, z) = c(xyx−1, xzx−1) c(x, z)
(U2) c(x, yz) c(y, zx) c(z, xy) = 1.
Then there is an exact sequence
0 −→ K2(R) −→ UR −→ [R
∗, R∗] −→ 0
where UR → [R
∗, R∗]; c(x, y) 7→ [x, y]. See Rehmann [55, Cor. 2, p. 101].
2.2 Lower K-groups of central simple algebras
We now specialise to central simple algebras. In this section, all central simple
algebras are assumed to be finite dimensional. Let F be a field and let A be a
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central simple algebra over F . Clearly there is a ring homomorphism F → A. Since
K0 is a functor from the category of rings to the category of abelian groups (see
Theorem 2.1.2), we have an exact sequence
0 −→ ZK0(A) −→ K0(F ) −→ K0(A) −→ CK0(A) −→ 0 (2.1)
where ZK0(A) and CK0(A) are the kernel and cokernel of the map K0(F )→ K0(A),
respectively.
In this section, using the definition of K0, we will show what sequence (2.1) looks
like. Using this, we will observe that CK0(A) and ZK0(A) are torsion abelian groups,
and that CK0 and ZK0 are functors which do not respect Morita equivalence, from
the category of central simple algebras over F to the category of abelian groups. We
have a similar exact sequence for K1, and we show that the same results hold. In
Chapter 3, we will generalise this result to cover Azumaya algebras which are free
over their centres, and to cover all Ki groups for i ≥ 0. This is the key to proving
that Ki(A)⊗Z[1/n] ∼= Ki(R)⊗Z[1/n] for an Azumaya algebra A free over its centre
R of dimension n (see Theorem 3.1.5).
K0
Let A be a central simple algebra over a field F . Wedderburn’s theorem says that
A is isomorphic to Mn(D) for a unique division algebra D and a unique positive
integer n. Since K0 is a functor from the category of rings to the category of abelian
groups, we have K0(A) ∼= K0
(
Mn(D)
)
, and similarly for CK0 and ZK0. Writing
Mn(D) instead of A, sequence (2.1) can be written as
0 −→ ZK0
(
Mn(D)
)
−→ K0(F ) −→ K0
(
Mn(D)
)
−→ CK0
(
Mn(D)
)
−→ 0.
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From the ring homomorphism F → Mn(D) and since Mn(D) is Morita equivalent
to D, there are induced functors
Pr(F ) −→ Pr(Mn(D)) −→ Pr(D)
P ∼= F k 7−→ Mn(D)
k 7−→ Dn ⊗Mn(D) Mn(D)
k ∼= Dkn,
where every finitely generated projective module P over F is free. By Theorem 2.1.1,
these induce group homomorphisms
K0(F )
γ
−→ K0
(
Mn(D)
) δ
−→ K0(D)[
F k
]
7−→
[
Mn(D)
k
]
7−→
[
Dkn
]
where, for [X ] ∈ K0
(
Mn(D)
)
, δ ([X ]) is defined to be
[
Dn ⊗Mn(D) X
]
.
Since F is a field and D is a division ring, from Example 2.1.5(1), K0(F ) ∼= Z;
[F k] 7→ k and K0(D) ∼= Z; [Dk] 7→ k. We have a commutative diagram:
0 // ZK0
(
Mn(D)
)

// K0(F )
id

γ //K0
(
Mn(D)
)
δ

// CK0
(
Mn(D)
)

// 0
0 // ker(δ◦γ) //

K0(F ) δ◦γ
//
∼=

K0(D) //
∼=

coker(δ◦γ)

// 0
0 // 0 // Z ηn
// Z // Zn // 0
where the map ηn : Z→ Z is defined by ηn(k) = kn.
We know that Mn(D) is Morita equivalent to D, so δ is an isomorphism and thus
all the vertical maps in the above commutative diagram are isomorphisms. So the
exact sequence (2.1) can be written as:
0 −→ Z
ηn
−→ Z −→ Z/nZ −→ 0 (2.2)
since ZK0
(
Mn(D)
)
∼= ker(ηn) = 0 and CK0
(
Mn(D)
)
∼= coker(ηn) = Zn. A group
G is said to be n-torsion if xn = e for all x ∈ G. We note that clearly both
ZK0
(
Mn(D)
)
and CK0
(
Mn(D)
)
are n-torsion groups.
Chapter 2. Algebraic K-Theory 47
Let F be a fixed field. We will observe that CK0 and ZK0 form functors from
the category of central simple algebras over F (with F -algebra homomorphisms) to
the category of abelian groups. For any central simple algebra A over F , CK0(A)
is defined to be the cokernel of the map K0(F ) → K0(A); [P ] 7→ [A ⊗F P ], and
ZK0 is its kernel. They are clearly both abelian groups since K0(F ) and K0(A) are
abelian groups. For any two central simple algebras A and B over F with φ : A→ B
an F -algebra homomorphism, then φ restricted to F gives the identity map on F .
There is a commutative diagram:
0 // ZK0(A)

// K0(F )
id

// K0(A)
φ

// CK0(A)

// 0
0 // ZK0(B) // K0(F ) // K0(B) // CK0(B) // 0
where φ : K0(A) → K0(B) is defined by φ([P ]) = [B ⊗A P ] for each [P ] ∈ K0(A).
One can easily check that CK0 and ZK0 form the required functors.
We also observe that CK0 does not respect Morita invariance. For a division
algebra D over the field F , we know that D is Morita equivalent to Mn(D). For D,
the exact sequence (2.1) can be written as
0 −→ 0 −→ Z id−→ Z −→ 0 −→ 0
since the homomorphism K0(F ) → K0(D) maps [F
k] to [D ⊗F F
k] = [Dk]. From
sequence (2.2) we saw that CK0(Mn(D)) ∼= Zn, which is clearly not isomorphic to
CK0(D) = 0.
K1
Let A be a central simple algebra over a field F , such that A is isomorphic to Mr(D)
for a unique division algebra D and a unique positive integer r. Since K1 is a functor
from the category of rings to the category of abelian groups (see Theorem 2.1.6),
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we will write Mr(D) instead of A, since K1(A) ∼= K1
(
Mr(D)
)
. We have an exact
sequence
1 −→ ZK1
(
Mr(D)
)
−→ K1(F ) −→ K1
(
Mr(D)
)
−→ CK1
(
Mr(D)
)
−→ 1, (2.3)
where ZK1
(
Mr(D)
)
and CK1
(
Mr(D)
)
are the kernel and cokernel of the map
K1(F )→ K1
(
Mr(D)
)
respectively.
The ring homomorphism F → Mr(D); f 7→ f · Ir induces a map
GL(F ) −→ GL(Mr(D))
(aij) 7−→ (aijIr).
Using Theorems 2.1.6 and 2.1.7, there are induced group homomorphisms
K1(F )
γ
−→ K1
(
Mr(D)
) δ
−→ K1(D)
(aij)E(F ) 7−→ (aijIr)E(Mr(D))
(dij)E(Mr(D)) 7−→ (dij)E(D).
So we have a commutative diagram:
1 // ZK1
(
Mr(D)
)

// K1(F )
id

γ // K1
(
Mr(D)
)
δ

// CK1
(
Mr(D)
)

// 1
1 // ker(δ ◦ γ) //

K1(F ) δ◦γ
//
det

K1(D) //
Det

coker(δ ◦ γ)

// 1
1 // D′ ∩ F ∗r // F ∗
β
// D∗/D′ // D∗/F ∗rD′ // 1.
The maps det and Det come from Examples 2.1.8 and the map β : F ∗ → D∗/D′ is
defined by β(f) = Det ◦(δ◦γ)◦ det−1(f) = f rD′, where D′ = [D∗, D∗].
We saw in Examples 2.1.8(1),(2) that K1(F ) ∼= F
∗ and K1(D) ∼= D
∗/D′. So all
the vertical maps in the above diagram are isomorphisms and the exact sequence
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(2.3) can be written as
1 −→ D′ ∩ F ∗r −→ F ∗ −→ D∗/D′ −→ D∗/F ∗rD′ −→ 1. (2.4)
We will show that the groups ZK1
(
Mr(D)
)
∼= D′∩F ∗r and CK1
(
Mr(D)
)
∼= D∗/F ∗rD′
are both nr-torsion groups for n = ind(D), where ind(D), the index of D over F ,
is defined to be the square root of the dimension of D over F . Note that by [63,
Cor. 8.4.9], the dimension of D over F is a square number.
Lemma 2.2.1. Let D be a division algebra with centre F of index n. Then for any
a ∈ D, an = NrdD(a)da where da ∈ D
′.
Proof. Let a ∈ D be arbitrary and let fa(x) be the minimal polynomial of a of
degree m. By Wedderburn’s Factorisation Theorem (see [42, Thm. 16.9]), fa(x) =
(x − d1ad1
−1) · · · (x − dmadm
−1) where di ∈ D, and by [56, p. 124, Ex. 1], we have
fa(x)
n/m = xn − TrdD(a)x
n−1 + · · ·+ (−1)nNrdD(a). Then
NrdD(a) = (d1ad
−1
1 · · ·dmad
−1
m )
(n/m)
= ([d1, a]a[d2, a]a · · · a[dm, a]a)
(n/m)
= and′a where d
′
a ∈ D
′.
So an = NrdD(a)da for some da ∈ D
′. 
For ar ∈ ZK1
(
Mr(D)
)
∼= D′ ∩ F ∗r, we have ar ∈ F ∗r ⊆ F ∗, so (ar)n = NrdD(a
r)
where n = ind(D). Since ar ∈ D′, NrdD(a
r) = 1, proving ZK1
(
Mr(D)
)
is nr-
torsion. The equivalent result for CK1
(
Mr(D)
)
will follow from the previous lemma.
For a ∈ CK1
(
Mr(D)
)
= D∗/F ∗rD′, we have a ∈ D∗ with an = NrdD(a)da for
da ∈ D
′ (by Lemma 2.2.1). Since NrdD : D
∗ → F ∗, NrdD(a) ∈ F
∗ and therefore
an ∈ F ∗D′. Then anr ∈ F ∗rD′, which shows anr = 1, proving CK1
(
Mr(D)
)
is also
nr-torsion.
Let F be a fixed field. As for K0, we will observe that CK1 and ZK1 form
functors from the category of central simple algebras over F to the category of
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abelian groups. For any two central simple algebras A and B over F with an F -
algebra homomorphism φ : A→ B, there is a commutative diagram:
1 // ZK1(A)

// K1(F )
id

// K1(A)
φ

// CK1(A)

// 1
1 // ZK1(B) // K1(F ) // K1(B) // CK1(B) // 1
where φ : K1(A) → K1(B) is defined by φ
(
(aij)E(A)
)
=
(
φ(aij)
)
E(B) for each
(aij)E(A) ∈ K1(A). It follows that CK1 and ZK1 are functors from the category of
central simple algebras over F to the category of abelian groups.
We also observe that CK1 does not respect Morita invariance. For a division
algebra D over the field F , the exact sequence (2.3) can be written as
1 −→ D′ ∩ F ∗ −→ F ∗−→D∗/D′ −→ D∗/F ∗D′ −→ 1
since the map K1(F )→ K1(D) takes (aij)E(F ) to (aij)E(D). From sequence (2.4)
we saw that CK1(Mr(D)) = D
∗/F ∗rD′, but CK1(D) = D
∗/F ∗D′. In general they
are not isomorphic (see for example [33, Eg. 7]).
Let us also mention another group which exhibits some similar properties to
CK1(D). For a central simple algebra A over a field F , the group G(A) = A
∗/(A∗)2,
called the square class group of A, has been studied by Lewis and Tignol [45]. They
note that the group G(A) is a torsion abelian group of exponent two. They show
that when A is a central simple algebra of odd degree over a field F , then the map
G(F ) → G(A) induced by inclusion is an isomorphism (see [45, Cor. 2, p. 367]).
Although, in some aspects, the behaviour of G(A) is similar to that of CK1, [45,
Prop. 5] shows an aspect where they differ. It says that if D is a division ring and
n is a positive integer greater than 2, then G(Mn(D)) ∼= G(D), which we observed
above does not hold for CK1(D).
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2.3 Higher K-Theory
For higher algebraic K-theory, the K-groups were defined by Quillen in the early
1970s. Quillen gave two different constructions for higher K-theory, called the +-
construction and the Q-construction. The +-construction defines the higher K-
groups of a ring R. The Q-construction defines the K-groups of an exact category
and, for a ring R, the K-groups Ki(R) are defined to be the K-groups Ki(Pr(R))
where Pr(R) is the category of finitely generated projective R-modules. The two
constructions do in fact give the same K-groups for a ring R, although in appearance
they are very different. (The proof is very involved, see [70, §IV.7].) For i = 0, 1, 2
the construction agrees which the definitions given in Section 2.1 (see [58, §5.2.1]).
The K-groups, although complicated to define, are functorial in construction. We
recall below some of their basic properties.
Example 2.3.1. (See [58, Thm. 5.3.2].) Let Fq be a finite field with q elements.
Then K0(Fq) = Z and for i ≥ 1,
Ki(Fq) ∼=


Zqn−1 if i = 2n− 1,
0 if i is even.
Theorem 2.3.2. If F : C → D is an exact functor between exact categories, then
F induces a map F∗ : Ki(C) → Ki(D). In particular, each Ki is a functor from
the category of exact categories with exact functors to the category of abelian groups.
Moreover, isomorphic functors induce the same map on the K-groups.
Proof. See [70, p. IV.51], [54, p. 19]. 
Corollary 2.3.3. For i ≥ 0, each Ki is a functor from the category of rings to the
category of abelian groups.
Proof. See [70, §IV.1.1.2] or [58, Eg. 5.3.22]. This follows from Theorem 2.3.2, since
a ring homomorphism φ : R→ S induces an exact functor S⊗R− : Pr(R)→ Pr(S).

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Theorem 2.3.4. If the rings R and S are Morita equivalent, then Ki(R) ∼= Ki(S)
for each i ≥ 0.
Proof. See [70, §IV.6.3.5]. This follows from Theorem 2.3.2, since if R and S are
Morita equivalent then there is an equivalence of categories Pr(R) ∼= Pr(S). It
follows that Ki(R) ∼= Ki(S) for each i ≥ 0. 
Let C and D be exact categories. The category of functors from C to D is an
exact category which is denoted by [C,D] and with morphisms defined to be natural
transformations. Then by [54, p. 22], a sequence of functors from C to D
0 −→ F′ −→ F −→ F′′ −→ 0
is an exact sequence of exact functors if for all A ∈ C,
0 −→ F′(A) −→ F(A) −→ F′′(A) −→ 0
is an exact sequence in D.
Theorem 2.3.5. Let C and D be exact categories and let
0 −→ F′ −→ F −→ F′′ −→ 0
be an exact sequence of exact functors from C to D. Then
F∗ = F
′
∗ + F
′′
∗ : Ki(C) −→ Ki(D).
Proof. See [54, Cor. 1, p. 22]. 
In the above theorem, suppose C = D is the category of finitely generated pro-
jective modules (or the category of graded finitely generated projective modules: see
Section 4.5 for its definition). Take both F′ and F′′ to be the identity functor and
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let F : C→ C; A 7→ A⊕A. Then clearly
0 −→ A
ı
−→ A⊕ A
π
−→ A −→ 0
is an exact sequence, with maps ı : A → A ⊕ A; x 7→ (x, 0) and π : A ⊕ A →
A; (x, y) 7→ y. So the homomorphism F∗ : Ki(C)→ Ki(C) induced by F is
F∗ = id+ id : Ki(C) −→ Ki(C)
a 7−→ a+ a.
By induction, if F : C → C; A 7→ Ak for k ∈ N, then the induced homomorphism
is F∗ : Ki(C) → Ki(C); a 7→ ka, which is also multiplication by k. We will use this
result in the proofs of Propositions 3.1.3 and 5.4.3.
The following result was proven by Green et al. [24].
Theorem 2.3.6. For a ring R, let f : R→ R be an inner automorphism of R with
f(r) = a−1ra, where a is a unit of R. Then Ki(f) : Ki(R)→ Ki(R) is the identity.
Proof. (See [24, Lemma 2].) Since f : R → R is a ring homomorphism, there is a
functor
F : Pr(R) −→ Pr(R); P 7−→ R⊗f P,
where R is a right R-module via f and we note that r ⊗ r′p = rf(r′) ⊗ p. We will
show that there is a natural isomorphism φ from the identity functor to the functor
F . For P ∈ Pr(R), define
φP : P −→ R⊗f P ; p 7−→ 1⊗ ap.
Note that φP is an R-module homomorphism, since
φP (rp) = 1⊗ arp = 1⊗ ara
−1ap
= 1⊗ f−1(r)ap = r ⊗ ap = r(φP (p)).
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Then for an R-module homomorphism g : P → P ′ in Pr(R), the following diagram
commutes:
P
id(g)

φP // R⊗f P
F (g)=1⊗g

P ′
φP ′
// R ⊗f P
′
So φ forms a natural transformation from the identity functor to F . Each φP is an
isomorphism in Pr(R) since the map
φ−1P : R⊗f P −→ P ; r ⊗ p 7−→ ra
−1p
is an R-module homomorphism which is an inverse of φP . So the inverses φ
−1
P form
a natural transformation which is an inverse of φ. By applying Theorem 2.3.2, this
shows that the induced map Ki(R)→ Ki(R) is the identity. 
The above theorem allowed Green et al. to prove the main theorem of their paper
[24, Thm. 4], which shows that
Ki(D)⊗ Z[1/n] ∼= Ki(F )⊗ Z[1/n]
for a division algebra D over F of dimension n2. In Chapter 3, we will generalise
this result to cover Azumaya algebras which are free over their centres. Their proof
uses that fact that Ki(R) → Ki(Mt(R)) → Ki(R) is multiplication by t, where
R → Mt(R) is the diagonal homomorphism r 7→ rIt (see [24, Lemma 1]), and also
the Skolem-Noether theorem which guarantees that algebra homomorphisms in the
setting of central simple algebras are inner automorphisms. Their proof combines
these results with Theorem 2.3.6 and with the main result of [16] which states that
lim
i→∞
Mn2i(F ) ∼= lim
i→∞
Mn2(i+1)(D).
Chapter 3
K -Theory of Azumaya Algebras
As we noted in the previous chapter, Green et al. [24] proved that for a division
algebra finite dimensional over its centre, its K-theory is “essentially the same” as
the K-theory of its centre; that is, for a division algebra D over its centre F of index
n,
Ki(D)⊗ Z[1/n] ∼= Ki(F )⊗ Z[1/n]. (3.1)
In this chapter, we prove that the isomorphism (3.1) holds for any Azumaya algebra
free over its centre (see Theorem 3.1.5). A corollary of this is that the isomorphism
holds for Azumaya algebras over semi-local rings. This extends the results of Hazrat
(see [27, 28]) where (3.1) type properties have been proven for central simple algebras
and Azumaya algebras over local rings respectively.
In Section 3.1, we introduce an abstract functor called a D-functor, which is
defined on the category of Azumaya algebras free over a fixed base ring. This is a
continuation of [27] and [28] where Hazrat defines similar functors, over categories
of central simple algebras and Azumaya algebras respectively. Here we show in
Theorem 3.1.2 that the range of a D-functor is the category of bounded torsion
abelian groups. We then prove that the kernel and cokernel of the K-groups are D-
functors, which allows us to prove (3.1) type properties for Azumaya algebras which
are free over their centres (see Theorem 3.1.5 and [31, Thm. 6]).
The Hochschild homology of Azumaya algebras behaves in a similar way to the
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K-theory of Azumaya algebras. Cortin˜as and Weibel [13] have shown that there is a
similar result to Theorem 3.1.5 for the Hochschild homology of an Azumaya algebra.
In Section 3.2, we begin by recalling the definition of Hochschild homology, which
can be found in [47, 71]. We then recall the result of Cortin˜as and Weibel which
shows that HHk∗ (A)
∼= HHk∗ (R) for an R-Azumaya algebra A of constant rank.
3.1 D-functors
Throughout this section, let R be a fixed commutative ring and Ab be the category
of abelian groups. Let Az(R) be the category of Azumaya algebras free over R with
R-algebra homomorphisms.
Definition 3.1.1. Consider a functor F : Az(R)→ Ab; A 7→ F(A). Such a functor
is called a D-functor if it satisfies the following three properties:
(1) F(R) is the trivial group,
(2) For any Azumaya algebra A free over R and any k ∈ N, there is a homomorphism
ρ : F(Mk(A)) −→ F(A)
such that the composition F(A)→ F(Mk(A))→ F(A) is ηk, where ηk(x) = x
k.
(3) With ρ as in property (2), then ker(ρ) is k-torsion.
The name D-functor comes from Dieudonne´, since Dieudonne´ determinant be-
haves in a similar way to Property (2). Note that Mk(A) is an Azumaya algebra
free over R by Proposition 1.4.6, since A and Mk(R) are Azumaya algebras free
over R (see Example 1.4.5) and Mk(A) ∼= A ⊗R Mk(R). Also note that the natural
R-algebra homomorphism A → Mk(A); a 7→ aIk induces a group homomorphism
F(A)→ F(Mk(A)).
The following theorem shows that the range of a D-functor is a bounded torsion
abelian group.
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Theorem 3.1.2. Let A be an Azumaya algebra free over R of dimension n and let
F be a D-functor. Then F(A) is n2-torsion.
Proof. We begin by applying the definition of a D-functor to the R-Azumaya al-
gebra R. Property (1) says that F(R) is the trivial group and property (2) says
that the composition F(R) → F(Mn(R)) → F(R) is ηn. So by the third prop-
erty, F(Mn(R)) is n-torsion. Since A is an Azumaya algebra free over R, we have
A ⊗R A
op ∼= EndR(A) ∼= Mn(R), which means that F(A ⊗R A
op) ∼= F(Mn(R)) is
n-torsion.
The natural R-algebra homomorphisms A → A ⊗R A
op, Aop → EndR(A
op),
EndR(A
op) ∼= Mn(R) and A ⊗R Mn(R) ∼= Mn(A) combine to give the following
R-algebra homomorphisms
A −→ A⊗R A
op −→ A⊗ EndR(A
op) −→ A⊗Mn(R) −→Mn(A).
These induce the homomorphisms F(A)
i
→ F(A ⊗R A
op)
r
→ F(Mn(A)). By prop-
erty (2) in the definition of a D-functor, we have a homomorphism ρ : F(Mn(A))→
F(A) such that the composition F(A) → F(Mn(A)) → F(A) is ηn. Consider the
following diagram
F(A)
i
 ηn

F(A⊗R A
op)
r

F(Mn(A))
ρ // F(A)
(3.2)
which is commutative by property (2). Let a ∈ F(A). Then
an
2
=
(
ηn(a)
)n
= ρ ◦ r
(
(i(a))n
)
= ρ ◦ r(1) = 1
since F(A⊗ Aop) is n-torsion. Thus F(A) is n2-torsion. 
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For a ring A with centre R, consider the inclusion R → A. By Corollary 2.3.3,
this induces the map Ki(R)→ Ki(A) for i ≥ 0. Consider the exact sequence
1 −→ ZKi(A) −→ Ki(R) −→ Ki(A) −→ CKi(A) −→ 1 (3.3)
where ZKi and CKi are the kernel and cokernel of the map Ki(R)→ Ki(A) respec-
tively.
We will observe that CKi can be considered as the following functor
CKi : Az(R) −→ Ab
A 7−→ CKi(A).
For an Azumaya algebra A free over R, clearly CKi(A) = coker
(
Ki(R)→ Ki(A)
)
is
an abelian group. For a homomorphism f : A → A′ of R-Azumaya algebras, there
is an induced group homomorphism f∗ : Ki(A) → Ki(A
′). The map f restricted to
R is the identity map, so it induces the identity on the level of the K-groups. Since
Ki preserves compositions of maps, the following diagram is commutative
Ki(R) //
id

Ki(A) //
f∗

CKi(A)
CKi(f)

Ki(R) // Ki(A
′) // CKi(A
′)
Then it can be easily checked that CKi forms the required functor. Similarly, we can
consider ZKi as the functor
ZKi : Az(R) −→ Ab
A 7−→ ZKi(A).
Proposition 3.1.3. With CKi defined as above, CKi is a D-functor.
Proof. Property (1) in the definition of a D-functor is clear, since Ki(Z(R)) →
Ki(R) is the identity map, and so clearly CKi(R) is trivial.
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To prove the second property, let A be an Azumaya algebra free over R and let
k ∈ N. Consider the functors
Pr(A)
φ
−→ Pr(Mk(A)) and Pr(Mk(A))
ψ
−→ Pr(A)
X 7−→Mk(A)⊗A X Y 7−→ A
k ⊗Mk(A) Y
By Theorem 2.3.2, these functors induce homomorphisms φ and ψ on the level of the
K-groups. Morita theory shows that ψ is an equivalence of categories (see page 39),
so using Theorem 2.3.4, it induces an isomorphism from Ki(Mk(A)) to Ki(A). For
each X ∈ Pr(A), we have ψ ◦φ(X) ∼= Xk. Since Ki are functors which respect direct
sums (see the remarks after Theorem 2.3.5), this composition induces a multiplication
by k on the level of the K-groups. We have the following commutative diagram
Ki(R)
f //
id

Ki(A)
f //
φ

CKi(A) //

1
Ki(R)
g //
ηk

Ki(Mk(A))
g //
ψ∼=

CKi(Mk(A)) //
ρ

1
Ki(R) f
// Ki(A)
f
// CKi(A) // 1
(3.4)
where compositions of columns are ηk, and thus property (2) holds.
Now let x ∈ CKi(Mk(A)) such that ρ(x) = 1. Then there is a ∈ Ki(Mk(A))
with g(a) = x so that 1 = f ◦ ψ(a). As the rows are exact, there is b ∈ Ki(R) with
f(b) = ψ(a). Taking powers of k, we have f(bk) = ψ(ak) and g(ak) = xk. As ψ is
an isomorphism and f ◦ ηk(b) = ψ ◦ g(b), it follows that a
k = g(b). Then by the
exactness of the rows, g ◦ g(b) = 1; that is, xk = 1. So CKi satisfies property (3) of
a D-functor. 
Proposition 3.1.4. With ZKi defined as above, ZKi is a D-functor.
Proof. This follows in exactly the same way as Proposition 3.1.3. 
We are now in a position to prove that the K-theory of Azumaya algebras free
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over their centres and the K-theory of Azumaya algebras over semi-local rings are
isomorphic to the K-theory of their centres up to (their ranks) torsions.
Theorem 3.1.5. Let A be an Azumaya algebra free over its centre R of dimension
n. Then for any i ≥ 0,
Ki(A)⊗ Z[1/n] ∼= Ki(R)⊗ Z[1/n].
Proof. Propositions 3.1.3 and 3.1.4 show that CKi and ZKi are both D-functors.
By Theorem 3.1.2, it follows that CKi(A) and ZKi(A) are n
2-torsion abelian groups.
Tensoring the exact sequence (3.3) by Z[1/n], since CKi(A)⊗ Z[1/n] and ZKi(A)⊗
Z[1/n] vanish, the result follows. 
We recall the definition of a projective module of constant rank, which is used in
the corollary below.
Definition 3.1.6. Let R be a commutative ring and let P be a prime ideal of R.
Set S = R \ P and write RP for the localisation S
−1R, which is a local ring by [48,
Ex. 6.45(i)]. (Recall a ring R is local if the non-invertible elements of R constitute
a proper 2-sided ideal of R.) For an R-module M , we write MP = S
−1M . If M is
a finitely generated projective R-module, then, by [48, Prop. 6.44], MP is a finitely
generated projective module over RP . Every finitely generated projective module
over a local ring is free with a uniquely defined rank (see [58, Thm. 1.3.11]). Then
rankP (M) is defined to be the rank of MP as an RP -module. We say that M is
of constant rank if rankP (M) = n is the same for all prime ideals P and we write
rank(M) = n. IfM is a free module over the ring R, thenM is of constant rank since
MP ∼= RP⊗RM (see [48, Prop. 6.55]) and dimR(M) = dimRP (RP⊗RM) = rank(M).
Corollary 3.1.7. Let R be a semi-local ring and let A be an Azumaya algebra over
its centre R of rank n. Then for any i ≥ 0,
Ki(A)⊗ Z[1/n] ∼= Ki(R)⊗ Z[1/n].
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Proof. Since A is finitely generated projective of constant rank and R is a semi-local
ring, it follows that A is a free module over R (see [8], §II.5.3, Prop. 5), and thus the
corollary follows from Theorem 3.1.5. 
Theorem 3.1.5 covers Azumaya algebras which are free over their centres. We
also mention here a theorem of Hazrat, Hoobler [29, Thm. 12], which shows that a
similar result holds for the K-theory of Azumaya algebras over sheaves. Their result
covers the case of Azumaya algebras over Noetherian centres, but it remains as a
question whether this result holds for any Azumaya algebra of constant rank.
Question 3.1.8. Let A be an Azumaya algebra over its centre R of constant rank
n. Then is it true that for any i ≥ 0, Ki(A)⊗ Z[1/n] ∼= Ki(R)⊗ Z[1/n]?
3.2 Homology of Azumaya algebras
We begin this section by recalling the definition of Hochschild homology, which can
be found in [47, 71].
Let R be a ring. Recall that a chain complex of R-modules (C∗, d∗) is a family of
right R-modules {Cn}n∈Z together with R-module homomorphisms dn : Cn → Cn−1,
such that the composition of any two consecutive maps is zero: dn ◦ dn+1 = 0 for
all n. The maps dn are called the differentials of C∗. The chain complex is usually
written as:
· · · −→ Cn+1
dn+1
−→ Cn
dn−→ Cn−1
dn−1
−→ Cn−2 −→ · · ·
The kernel of dn is denoted by Zn, and the image of dn+1 is denoted by Bn. Then
for all n, 0 ⊆ Bn ⊆ Zn ⊆ Cn. The n
th homology module of C∗ is the quotient
Hn(C∗) = Zn/Bn.
Let K be a commutative ring, R be a K-algebra, and M an R-bimodule. We
will write R⊗n for the n-fold tensor product of R over K. The chain complex which
Chapter 3. K -Theory of Azumaya Algebras 62
gives rise to Hochschild homology is given by C∗ = M ⊗R
⊗∗ and is written as
· · · −→ M ⊗R⊗n
dn−→M ⊗R⊗n−1
dn−1
−→ · · ·
d2−→M ⊗R
d1−→M −→ 0.
Its differentials are dn =
∑n
i=0(−1)
i∂i where ∂i are defined by
∂i(m⊗ a1 ⊗ · · · ⊗ an) =


ma1 ⊗ a2 ⊗ · · · ⊗ an if i = 0
m⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an if 1 < i < n
anm⊗ a1 ⊗ · · · ⊗ an−1 if i = n
for ai ∈ R andm ∈M . Then by [47, Lemma 1.1.2] dn◦dn+1 = 0, so (C∗, d∗) is a chain
complex called the Hochschild complex. The nth Hochschild homology module of R
with coefficients in M is defined to be Hn(M ⊗ R
⊗∗) and is denoted by Hn(R,M).
The direct sum
⊕
n≥0Hn(R,M) is denoted by H∗(R,M), and we will write HH∗(R)
for H∗(R,R). By [47, §1.1.5], if R is commutative then HH∗(R) is an R-module.
For a commutative ring R and an R-algebra A, suppose that K is a commutative
subring of R. Then we consider the Hochschild homology, denoted by HHK∗ , of R
and A as K-algebras.
The following result of Cortin˜as and Weibel [13] shows that for an R-Azumaya
algebra A of constant rank, its Hochschild homology behaves in a similar way to its
K-theory (see Theorem 3.1.5).
Theorem 3.2.1. Let A be an Azumaya algebra over a K-algebra R. If A has con-
stant rank, then there is an isomorphism HHK∗ (A)
∼= HHK∗ (R).
Proof. See [13, p. 53]. 
Chapter 4
Graded Azumaya Algebras
This chapter contains some basic definitions in the graded setting. These definitions
can be found in [14, 39, 51], though not always in the generality that we require. We
also include in this chapter a number of results in the graded setting which will be
used in Chapter 5. In Section 4.1 we define graded rings and give the graded versions
of the definitions of ideals, factor rings and ring homomorphisms. In Section 4.2
we give the corresponding definitions for graded modules. We then define graded
division rings and show that a graded module over a graded division ring is graded
free with a uniquely defined dimension.
In Section 4.3, we study graded central simple algebras graded by an arbitrary
abelian group. We observe that the tensor product of two graded central simple
R-algebras is graded central simple (Propositions 4.3.1 and 4.3.2). This result has
been proven by Wall for Z/2Z -graded central simple algebras (see [72, Thm. 2]), and
by Hwang and Wadsworth for R-algebras with a totally ordered abelian, and hence
torsion-free, grade group (see [39, Prop. 1.1]). We then observe that a graded central
simple algebra, graded by an abelian group, is an Azumaya algebra (Theorem 4.3.3).
This result extends the result of Boulagouaz [6, Prop. 5.1] and Hwang, Wadsworth
[39, Cor. 1.2] (for a totally ordered abelian grade group) to graded rings in which
the grade group is not totally ordered.
We define grading on matrices in Section 4.4, and observe some properties of
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these graded matrix rings. We generalise a result of Caenepeel et al. [11, Thm. 2.1]
in Theorem 4.4.9. We have also rewritten a number of known results on simple
rings in the graded setting, which were required for the proof of this theorem. In
Section 4.5, we define graded projective modules and graded Azumaya algebras. We
prove that for a graded ring R, the graded matrix ring over R is Morita equivalent
to R (see Proposition 4.5.4).
4.1 Graded rings
A ring R =
⊕
γ∈ΓRγ is called a Γ-graded ring, or simply a graded ring, if Γ is a
group, each Rγ is an additive subgroup of R and Rγ · Rδ ⊆ Rγδ for all γ, δ ∈ Γ. We
remark that initially Γ is an arbitrary group which is not necessarily abelian, so we
will write Γ as a multiplicative group with identity element e. Each x ∈ R can be
uniquely expressed as a finite sum x =
∑
γ∈Γ xγ with each xγ ∈ Rγ . For each γ ∈ Γ,
the elements of Rγ are said to be homogeneous of degree γ and we write deg(r) = γ
if r ∈ Rγ. We let R
h =
⋃
γ∈ΓRγ be the set of homogeneous elements of R. The set
ΓR =
{
γ ∈ Γ : Rγ 6= {0}
}
,
which is also denoted by Supp(R), is called the support (or grade set) of R. We note
that the support of R is not necessarily a group.
Examples 4.1.1. 1. Let (Γ, ·) be a group and R be a ring. Set R =
⊕
γ∈ΓRγ
where Re = R and for all γ ∈ Γ with γ 6= e, let Rγ = 0. Then R can be
considered as a trivially Γ-graded ring, with Supp(R) = {e}.
2. Let A be a ring. Then the polynomial ring R = A[x] is a Z-graded ring, with
R =
⊕
n∈ZRn where Rn = Ax
n for n ≥ 0 and Rn = 0 for n < 0. Here
Supp(R) = N ∪ {0}.
3. Let (G, ·) be a group and let A be a ring. Then the group ring R = A[G] is
graded ring, with R =
⊕
g∈GRg where Rg = {ag : a ∈ A}, and Supp(R) = G.
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Proposition 4.1.2. Let R =
⊕
γ∈ΓRγ be a Γ-graded ring. Then:
1. 1R is homogeneous of degree e,
2. Re is a subring of R,
3. Each Rδ is an Re-bimodule,
4. For an invertible element r ∈ Rδ, its inverse r
−1 is homogeneous of degree δ−1.
Proof. (1) Suppose 1R =
∑
γ∈Γ rγ for rγ ∈ Rγ . For some δ ∈ Γ, let s ∈ Rδ be an
arbitrary non-zero element. Then s = s1R =
∑
γ∈Γ srγ where srγ ∈ Rδγ for all γ ∈ Γ.
The decomposition is unique, so srγ = 0 for all γ ∈ Γ with γ 6= e. But as s was
arbitrary, this holds for all s ∈ R (not necessarily homogeneous), and in particular
1Rrγ = rγ = 0 if γ 6= e. For γ = e, we have 1R = re, so 1R ∈ Re.
(2) This follows since Re is an additive subgroup of R with ReRe ⊆ Re and
1 ∈ Re.
(3) This is immediate.
(4) Let x =
∑
γ xγ (with deg(xγ) = γ) be the inverse of r, so that 1 = rx =∑
γ rxγ where rxγ ∈ Rδγ . Since 1 is homogeneous of degree e and the decomposition
is unique, it follows that rxγ = 0 for all γ 6= δ
−1. Since r is invertible, we have
xδ−1 6= 0, so x = xδ−1 as required. 
We say that a Γ-graded ring R =
⊕
γ∈ΓRγ is a strongly graded ring if RγRδ = Rγδ
for all γ, δ ∈ Γ. A graded ring R is called a crossed product if there is an invertible
element in every homogeneous component Rγ of R; that is, R
∗ ∩ Rγ 6= ∅ for all
γ ∈ Γ. For a Γ-graded ring R, let Rh∗ be the set of invertible homogeneous elements
of R. Then Rh∗ is a subgroup of R∗, and the degree map deg : Rh∗ → Γ is a group
homomorphism. Let
Γ∗R =
{
γ ∈ Γ : R∗ ∩ Rγ 6= ∅
}
,
be the support of the invertible homogeneous elements of R. We note that R is a
crossed product if and only if Γ∗R = Γ, which is equivalent to the degree map being
surjective.
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Proposition 4.1.3. Let R =
⊕
γ∈ΓRγ be a Γ-graded ring. Then:
1. R is strongly graded if and only if 1 ∈ RγRγ−1 for all γ ∈ Γ,
2. R is a crossed product if and only if the degree map is surjective,
3. If R is a crossed product, then R is a strongly graded ring.
Proof. (1) The forward direction is immediate. Suppose 1 ∈ RγRγ−1 for all γ ∈ Γ.
Then for σ, δ ∈ Γ,
Rσδ = ReRσδ = (RσRσ−1)Rσδ = Rσ(Rσ−1Rσδ) ⊆ RσRδ
proving Rσδ = RσRδ, so R is strongly graded.
(2) This is immediate.
(3) For δ ∈ Γ, there exists r ∈ R∗ ∩ Rδ. So r
−1 ∈ Rδ−1 and 1 = rr
−1 ∈ RδRδ−1 .

A two-sided ideal I of R is called a homogeneous ideal (or graded ideal) if
I =
⊕
γ∈Γ
(I ∩Rγ).
There are similar notions of graded subring, graded left ideal and graded right ideal.
When I is a homogeneous ideal of R, the factor ring R/I forms a graded ring, with
R/I =
⊕
γ∈Γ
(R/I)γ where (R/I)γ = (Rγ + I)/I.
A graded ring R is said to be graded simple if the only homogeneous two-sided ideals
of R are {0} and R.
Proposition 4.1.4. An ideal I of a graded ring R is a homogeneous ideal if and
only if I is generated as a two-sided ideal of R by homogeneous elements.
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Proof. Suppose I =
⊕
γ∈Γ (I ∩Rγ), and consider I ∩ R
h. This is a subset of I
consisting of homogeneous elements. Any x ∈ I can be written as x =
∑
γ∈Γ xγ
where xγ ∈ I ∩Rγ. So xγ ∈ I ∩R
h, and thus x can be written as a sum of elements
of I ∩ Rh.
Conversely, suppose I is generated by the set {xj}j∈J ⊆ I consisting of homo-
geneous elements, for some indexing set J. Then for any x ∈ I, we can write x as
x =
∑
rkxjsl where rk, sl ∈ R
h. Then for some rk, xj, sl with α = deg(rkxjsl), we
have rkxjsl ∈ I ∩Rα, since xj ∈ I. This shows that I =
⊕
γ∈Γ (I ∩Rγ), as required.

Let R and S be Γ-graded rings. Then a graded ring homomorphism f : R → S
is a ring homomorphism such that f(Rγ) ⊆ Sγ for all γ ∈ Γ. Further, f is called
a graded isomorphism if f is bijective and, when such a graded isomorphism exists,
we write R ∼=gr S. We remark that if f is a graded ring homomorphism which is
bijective, then its inverse f−1 is also a graded ring homomorphism.
For a graded ring homomorphism f : R → S, we know from the non-graded
setting [37, p. 122] that ker(f) is an ideal of R and im(f) is a subring of S. It can
easily be shown that ker(f) is a graded ideal of R and im(f) is a graded subring of
S. Note that if Γ is an abelian group, then the centre Z(R) of a graded ring R is a
graded subring of R. If Γ is not abelian, then the centre of R may not be a graded
subring of R, as is shown by the following example.
Example 4.1.5. Let G = S3 = {e, a, b, c, d, f} be the symmetric group of order 3,
where
a = (23), b = (13), c = (12), d = (123), f = (132).
Let A be a ring, and consider the group ring R = A[G], which is a G-graded ring
by Example 4.1.1(3). Let x = 1d + 1f ∈ R, where 1 = 1A, and we note that x
is not homogeneous in R. Then x ∈ Z(R), but the homogeneous components of x
are not in the centre of R. As x is expressed uniquely as the sum of homogeneous
components, we have x /∈
⊕
g∈G(Z(R) ∩Rg).
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This example can be generalised by taking a non-abelian finite group G with a
subgroup N which is normal and non-central. Let A be a ring and consider the
group ring R = A[G] as above. Then x =
∑
n∈N 1n is in the centre of R, but the
homogeneous components of x are not all in the centre of R.
4.2 Graded modules
Let Γ be a multiplicative group and let R =
⊕
γ∈ΓRγ be a Γ-graded ring. We say
that the group (Γ, ·) acts freely (as a left action) on a set Γ′ if for all γ, γ′ ∈ Γ, δ ∈ Γ′,
we have γδ = γ′δ implies γ = γ′, where γδ denotes the image of δ under the action
of γ. A Γ′-graded left R-module M is defined to be a left R-module with a direct
sum decomposition M =
⊕
γ∈Γ′ Mγ, where each Mγ is an additive subgroup of M
and Γ acts freely on the set Γ′, such that Rγ ·Mλ ⊆ Mγλ for all γ ∈ Γ, λ ∈ Γ
′. From
now on, unless otherwise stated, a graded module will mean a graded left module.
We remark that here we define a graded R-module M which is graded by a set
Γ′, where the grade group of R acts freely on Γ′. It is also possible to fix a group
Γ and, for all graded rings and modules, to work instead with this fixed group Γ as
the grade group. This is the approach taken throughout the book [51]. While our
approach is more general than taking a fixed group Γ, in most cases their weaker
approach suffices.
As for graded rings, Mh =
⋃
γ∈Γ′ Mγ and Γ
′
M =
{
γ ∈ Γ′ : Mγ 6= {0}
}
. A graded
submodule N of M is defined to be an R-submodule such that N =
⊕
γ∈Γ′(N ∩Mγ).
For a graded submodule N of M , we define the graded quotient structure on M/N
by
M/N =
⊕
γ∈Γ′
(M/N)γ where (M/N)γ = (Mγ +N)/N.
A graded R-module M is said to be graded simple if the only graded submodules of
M are {0} and M . A graded free R-module M is defined to be a graded R-module
which is free as an R-module with a homogeneous base.
Let N =
⊕
γ∈Γ′′ Nγ be another graded R-module, such that there is a set ∆
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containing Γ′ and Γ′′ as subsets, where Γ acts freely on ∆. The graded R-module M
can be written asM =
⊕
γ∈∆Mγ with Mγ = 0 if γ ∈ ∆\Γ
′
M , and similarly for N . A
graded R-module homomorphism f : M → N is an R-module homomorphism such
that f(Mδ) ⊆ Nδ for all δ ∈ ∆. Let HomR-gr-Mod(M,N) denote the group of graded
R-module homomorphisms, which is an additive subgroup of HomR(M,N). If the
graded R-module homomorphism f is bijective, then f is called a graded isomorphism
and we write M ∼=gr N . If f is a bijective graded R-module homomorphism, then
its inverse f−1 is also a graded R-module homomorphism.
Suppose ∆ is a group containing Γ′ and Γ′′ as subgroups, where the group Γ acts
freely on ∆, and suppose R, M and N are defined as above. A graded R-module
homomorphism from M to N may also shift the grading on N . For each δ ∈ ∆, we
have a subgroup of HomR(M,N) of δ-shifted homomorphisms
HomR(M,N)δ = {f ∈ HomR(M,N) : f(Mγ) ⊆ Nγδ for all γ ∈ ∆}.
For some δ ∈ ∆, we define the δ-shifted R-module M(δ) as M(δ) =
⊕
γ∈∆M(δ)γ
where M(δ)γ = Mγδ. Then
HomR(M,N)δ = HomR-gr-Mod(M,N(δ)) = HomR-gr-Mod(M(δ
−1), N).
Let HOMR(M,N) =
⊕
δ∈∆HomR(M,N)δ.
Let M,N be ∆-graded R-modules as above. Then M ⊕ N forms a ∆-graded
R-module with
M ⊕N =
⊕
γ∈∆
(M ⊕N)γ where (M ⊕N)γ = Mγ ⊕Nγ.
With R defined as above and for (d) = (δ1, . . . , δn) ∈ Γ
n, consider
Rn(d) = R(δ1)⊕ · · · ⊕ R(δn) =
⊕
γ∈Γ
(R(δ1)γ ⊕ · · · ⊕R(δn)γ)
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where R(δi)γ = Rγδi is the γ-component of the δi-shifted graded R-module R(δi).
Note that for each i, with 1 ≤ i ≤ n, the element ei of the standard basis for R
n(d)
is homogeneous of degree δ−1i . Similarly for {δi}i∈I where I is an indexing set and
δi ∈ Γ, consider the Γ-graded R-module
⊕
i∈I R(δi). Again the i-th basis element ei
of
⊕
i∈I R(δi) is homogeneous of degree δ
−1
i .
Suppose F is a Γ-graded R-module which is graded free with a homogeneous base
{bi}i∈I , where deg(bi) = δi. Then the map
ϕ :
⊕
i∈I
R(δ−1i ) −→ F
ei 7−→ bi
is a graded R-module isomorphism, and we write F ∼=gr
⊕
i∈I R(δ
−1
i ). Conversely,
suppose F is a Γ-graded R-module with
⊕
i∈I R(δ
−1
i )
∼=gr F , as graded R-modules,
for some {δi}i∈I with δi ∈ Γ. Since {ei}i∈I forms a homogeneous basis of
⊕
i∈I R(δ
−1
i ),
the images of the ei under the graded isomorphism form a homogeneous basis for F .
Thus F is graded free if and only if F ∼=gr
⊕
i∈I R(δ
−1
i ) for some {δi}i∈I with δi ∈ Γ.
In the same way, F is graded free with a finite basis if and only if F ∼=gr R
n(d) for
some (d) = (δ1, . . . , δn) ∈ Γ
n.
Proposition 4.2.1. Let R be a Γ-graded ring and let δ ∈ Γ. Then R(δ) ∼=gr R as
graded R-modules if and only if δ ∈ Γ∗R.
Proof. If δ ∈ Γ∗R, then let x ∈ R
∗ ∩ Rδ. Then there is a graded R-module isomor-
phism Rx : R → R(δ); r 7→ rx. Conversely, if φ : R ∼=gr R(δ), then φ(1) ∈ Rδ with
inverse φ−1(1), so φ(1) ∈ R∗ ∩Rδ. 
We note that it follows from the above proposition that R(δ) ∼=gr R for all δ ∈ Γ
if and only if R is a crossed product. For a graded ring R and δ, α ∈ Γ, it is clear
that R(α) ∼=gr R(δ) as graded R-modules if and only if R(α)(δ
−1) ∼=gr R(δ)(δ
−1);
that is, if and only if R(δ−1α) ∼=gr R. Then by Proposition 4.2.1, R(α) ∼=gr R(δ) as
graded R-modules if and only if δ−1α ∈ Γ∗R.
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For a Γ-graded ring R, consider Mn×m(R), the set of n×m matrices over R. For
n = m, in Section 4.4, we will define grading on the matrix ring Mn(R), which gives
Mn(R) the structure of a graded ring. Here we define shifted matrices Mn×m(R),
which will be used in the following proposition. Note that they do not have the
structure of either graded rings or graded R-modules. For (d) = (δ1, . . . , δn) ∈ Γ
n,
(a) = (α1, . . . αm) ∈ Γ
m, let
Mn×m(R)[d][a] =


Rδ−11 α1 Rδ
−1
1 α2
· · · Rδ−11 αm
Rδ−12 α1 Rδ
−1
2 α2
· · · Rδ−12 αm
...
...
. . .
...
Rδ−1n α1 Rδ−1n α2 · · · Rδ−1n αm


So Mn×m(R)[d][a] consists of matrices with the ij-entry in Rδ−1
i
αj
. Further, we let
GLn×m(R)[d][a] denote the set of invertible n ×m matrices with shifting as above.
The following proposition extends Proposition 4.2.1. A similar argument will be used
in the proof of Proposition 5.4.3.
Proposition 4.2.2. Let R be a Γ-graded ring and let (d) = (δ1, . . . , δn) ∈ Γ
n, (a) =
(α1, . . . , αm) ∈ Γ
m. Then Rn(d) ∼=gr R
m(a) as graded R-modules if and only if there
exists (rij) ∈ GLn×m(R)[d][a].
Proof. If r = (rij) ∈ GLn×m(R)[d][a], then there is a graded R-module homomor-
phism
Rr : R
n(d) −→ Rm(a)
(x1, . . . , xn) 7−→ (x1, . . . , xn)r.
Since r is invertible, there is a matrix t ∈ GLm×n(R) with rt = In and tr = Im. So
there is an R-module homomorphism Rt : R
m(a)→ Rn(d), which is an inverse of Rr.
This proves that Rr is bijective, and therefore it is a graded R-module isomorphism.
Conversely, if φ : Rn(d) ∼=gr R
m(a), then we can construct a matrix as follows.
Let ei denote the basis element of R
n(d) with 1 in the i-th entry and zeros elsewhere.
Chapter 4. Graded Azumaya Algebras 72
Then let φ(ei) = (ri1, ri2, . . . , rim), and let r = (rij)n×m. It can be easily verified that
r ∈Mn×m(R)[d][a]. In the same way, using φ
−1 : Rm(a)→ Rn(d) construct a matrix
t. Let e′i denote the i-th element of the standard basis for R
m(a). Since
ei = φ
−1 ◦ φ(ei) = ri1φ
−1(e′1) + ri2φ
−1(e′2) + · · ·+ rimφ
−1(e′m)
for each i, and in a similar way for φ ◦ φ−1, we can show that rt = In and tr = Im.
So (rij) ∈ GLn×m(R)[d][a]. 
For convenience, in the above definition of Mn×m(R)[d][a], if (a) = (e, . . . , e), we
will write Mn×m(R)[d] instead of Mn×m(R)[d][e]. We let
Γ∗Mn×m(R) =
{
(d) ∈ Γn : GLn×m(R)[d] 6= ∅
}
.
Then it is immediate from the above proposition that Rn(d) ∼=gr R
n as graded R-
modules if and only if (d) ∈ Γ∗Mn(R).
A Γ-graded ring D =
⊕
γ∈ΓDγ is called a graded division ring if every non-
zero homogeneous element has a multiplicative inverse. It follows from Proposi-
tion 4.1.2(4) that ΓD is a group, so we can write D =
⊕
γ∈ΓD
Dγ . Then, as a
ΓD-graded ring, D is a crossed product and it follows from Proposition 4.1.3(3) that
D is strongly ΓD-graded.
Examples 4.2.3. 1. Let E be a division ring and let D = E[x, x−1] be the Lau-
rent polynomials over E. Then D is a graded division ring, with D =
⊕
n∈ZDn
where Dn = {ax
n : a ∈ E}.
2. Let H = R⊕Ri⊕Rj⊕Rk be the real quaternion algebra, with multiplication
defined by i2 = −1, j2 = −1 and ij = −ji = k. It is known that H is a
non-commutative division ring with centre R. We note that H can be given
two different graded division ring structures, with grade groups Z2 and Z2×Z2
respectively.
For Z2: Let C = R⊕ Ri. Then H = C0 ⊕ C1, where C0 = C and C1 = Cj.
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For Z2 × Z2: Let H = R(0,0) ⊕ R(1,0) ⊕ R(0,1) ⊕ R(1,1), where
R(0,0) = R, R(1,0) = Ri, R(0,1) = Rj, R(1,1) = Rk.
In both cases, it is routine to show H that forms a graded division ring.
In the following propositions we are considering graded modules over graded
division rings. We note that the grade groups here are defined as above; that is,
we do not initially assume them to be abelian or torsion-free. The proofs follow the
standard proofs in the non-graded setting (see [37, §IV, Thms. 2.4, 2.7, 2.13]), or
the graded setting (see [5, Thm. 3], [51, Prop. 4.6.1], [39, p. 79]); however extra care
needs to be given since the grading is neither abelian nor torsion-free.
Proposition 4.2.4. Let Γ be a group which acts freely on a set Γ′. Let R be a
Γ-graded division ring and M be a Γ′-graded module over R. Then M is a graded
free R-module. More generally, any linearly independent subset of M consisting of
homogeneous elements can be extended to form a homogeneous basis of M .
Proof. Note that the first statement is an immediate consequence of the second,
since for any m ∈ Mh, {m} is a linearly independent subset of M . Fix a linearly
independent subset X of M consisting of homogeneous elements. Let
F = {Q ⊆Mh : X ⊆ Q and Q is R-linearly independent}.
This is a non-empty partially ordered set with inclusion, and every chain Q1 ⊆
Q2 ⊆ . . . in F has an upper bound
⋃
Qi ∈ F . By Zorn’s Lemma, F has a maximal
element, which we denote by P . If 〈P 〉 6= M , then there is a homogeneous element
m ∈ Mh \ 〈P 〉. We will show that P ∪ {m} is a linearly independent set containing
X , contradicting our choice of P .
Suppose rm+
∑
ripi = 0, where r, ri ∈ R, pi ∈ P and r 6= 0. Since r 6= 0 there
is a homogeneous component of r, say rλ, which is also non-zero. Considering the
λ deg(m)-homogeneous component of this sum, we have m = r−1λ rλm = −
∑
r−1λ ripi
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for ri homogeneous, which contradicts our choice of m. Hence r = 0, which implies
each ri = 0. This gives the required contradiction, so M = 〈P 〉, completing the
proof. 
Proposition 4.2.5. Let Γ be a group which acts freely on a set Γ′. Let R be a
Γ-graded division ring and M be a Γ′-graded module over R. Then any two homoge-
neous bases of M over R have the same cardinality.
Proof. Suppose M has an infinite basis Z. Since R is in particular a ring, we can
apply [37, Thm. IV.2.6], which shows that every basis of M has the same cardinality
as Z. We now assume that M has two homogeneous bases X and Y , where X and
Y are finite. Then X = {x1, . . . , xn} and Y = {y1, . . . , ym} for xi, yi ∈ M
h \ 0. As
X is a basis for M , we can write
ym = r1x1 + · · ·+ rnxn
for some ri ∈ R
h, where deg(ym) = deg(ri) deg(xi) for each i. Since ym 6= 0, we have
at least one ri 6= 0. Let rk be the first non-zero ri, and we note that rk is invertible
as it is non-zero and homogeneous in R. Then
xk = r
−1
k ym − r
−1
k rk+1xk+1 − · · · − r
−1
k rnxn,
and the set X ′ = {ym, x1, . . . , xk−1, xk+1, . . . , xn} spans M since X spans M , where
X ′ consists of homogeneous elements. So
ym−1 = smym + t1x1 + · · ·+ tk−1xk−1 + tk+1xk+1 + · · ·+ tnxn
for sm, ti ∈ R
h. There is at least one non-zero ti, since if all the ti are zero, then
either ym and ym−1 are linearly dependent or ym−1 is zero. Let tj denote the first
non-zero ti. Then xj can be written as a linear combination of ym−1, ym and those
xi with i 6= j, k. Therefore the set X
′′ = {ym−1, ym} ∪ {xi : i 6= j, k} spans M since
X ′ spans M . We can write ym−2 as a linear combination of the elements of X
′′.
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Continuing this process of adding a y and removing an x gives, after the k-th
step, a set which spans M consisting of ym, ym−1, . . . , ym−k+1 and n− k of the xi. If
n < m, then after the n-th step, we would have that the set {ym, . . . , ym−n+1} spans
M . But if n < m, then m− n+ 1 ≥ 2, so this set does not contain y1, and therefore
y1 can be written as a linear combination of the elements of this set. This contradicts
the linear independence of Y , so we must have m ≤ n. Repeating a similar argument
with X and Y interchanged gives n ≤ m, so n = m. 
The propositions above say that for a graded module M over a graded division
ring R, M has a homogeneous basis and any two homogeneous bases of M have the
same cardinality. The cardinal number of any homogeneous basis of M is called the
dimension of M over R, and it is denoted by dimR(M).
Proposition 4.2.6. Let Γ be a group which acts freely on a set Γ′. Let R be a Γ-
graded division ring andM be a Γ′-graded module over R. If N is a graded submodule
of M , then
dimR(N) + dimR(M/N) = dimR(M).
Proof. Let Y be a homogeneous basis of N . Then Y is a linearly independent
subset of M consisting of homogeneous elements, so using Proposition 4.2.4, there
is a homogeneous basis X of M containing Y . We will show that U = {x+N : x ∈
X \Y } is a homogeneous basis ofM/N . Note that clearly U consists of homogeneous
elements. Let m+N ∈ (M/N)h. Then m ∈ Mh and m =
∑
rixi+
∑
sjyj where ri,
sj ∈ R, yj ∈ Y and xi ∈ X \Y . So m+N =
∑
ri(xi+N), which shows that U spans
M/N . If
∑
ri(xi +N) = 0, for ri ∈ R, xi ∈ X \ Y , then
∑
rixi ∈ N which implies
that
∑
rixi =
∑
skyk for sk ∈ R and yk ∈ Y . But X = Y ∪ (X \ Y ) is linearly
independent, so ri = 0 and sk = 0 for all i, k. Therefore U is a homogeneous basis
forM/N and as we can construct a bijective map U → X \Y , we have |U | = |X \Y |.
Then dimRM = |X| = |Y |+ |X \ Y | = |Y |+ |U | = dimRN + dimR(M/N). 
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4.3 Graded central simple algebras
Let Γ be a multiplicative group and let R be a commutative Γ-graded ring. A
Γ-graded R-algebra A =
⊕
γ∈ΓAγ is defined to be a graded ring which is an R-
algebra such that the associated ring homomorphism ϕ is a graded homomorphism,
where ϕ : R → A with ϕ(R) ⊆ Z(A). Graded R-algebra homomorphisms and
graded subalgebras are defined analogously to the equivalent terms for graded rings
or graded modules.
Let A and B be graded R-algebras, such that ΓA ⊆ ZΓ(ΓB), where ZΓ(ΓB) is the
set of elements of Γ which commute with ΓB. Then A ⊗R B has a natural grading
as a graded R-algebra given by A⊗R B =
⊕
γ∈Γ(A⊗R B)γ where:
(A⊗R B)γ =
{∑
i
ai ⊗ bi : ai ∈ A
h, bi ∈ B
h, deg(ai) deg(bi) = γ
}
Note that the condition ΓA ⊆ ZΓ(ΓB) is needed to ensure that the multiplication on
A⊗R B is well defined.
Let R be a Γ-graded ring, M be a Γ-graded R-module and let ENDR(M) =
HOMR(M,M), where HOMR(M,M) is defined on page 69. The ring ENDR(M) is a
Γ-graded ring with the usual addition and with multiplication defined as g ·f = f ◦g
for all f, g ∈ ENDR(M). IfM is graded free with a finite homogeneous base, then we
have ENDR(M) = EndR(M) (see [51, Remark 2.10.6(ii)]). In fact, if M and N are
Γ-graded R-modules with M finitely generated, then HOMR(M,N) = HomR(M,N)
(see [51, Cor. 2.4.4]). Further, ifR is a commutative Γ-graded ring and ΓR ⊆ ZΓ(ΓM),
then EndR(M) is a Γ-graded R-algebra.
A graded field is defined to be a commutative graded division ring. Note that
the support of a graded field is an abelian group. Let R be a graded field. A graded
algebra A over R is said to be a graded central simple algebra over R if A is graded
simple as a graded ring, Z(A) ∼=gr R and [A : R] <∞. Note that since the centre of
A is R, which is a graded field, A is graded free as a graded module over its centre
by Proposition 4.2.4, so the dimension of A over R is uniquely defined.
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For a Γ-graded ring A, let Aop denote the opposite graded ring, where the grade
group of Aop is the opposite group Γop. So for a graded R-algebra A, in order to define
A⊗RA
op, we note that the support of A must be abelian. Moreover for the following
propositions, we require that the group Γ is an abelian group (see Theorem 4.3.5
and the preceding comments). Since the grade groups are assumed to be abelian for
the remainder of this section, we will write them as additive groups.
By combining Propositions 4.3.1 and 4.3.2, we show that the tensor product of
two graded central simple R-algebras is graded central simple, where the grade group
Γ, as below, is abelian but not necessarily torsion-free. This has been proven by Wall
for graded central simple algebras with Z/2Z as the support (see [72, Thm. 2]), and
by Hwang and Wadsworth for R-algebras with a torsion-free grade group (see [39,
Prop. 1.1]).
Proposition 4.3.1. Let Γ be an abelian group. Let R be a Γ-graded field and let A
and B be Γ-graded R-algebras. If A is graded central simple over R and B is graded
simple, then A⊗R B is graded simple.
Proof. Let I be a homogeneous two-sided ideal of A⊗B, with I 6= 0. We will show
that A ⊗ B = I. Note that since I is a homogeneous ideal, by Proposition 4.1.4,
it is generated by homogeneous elements. First suppose a ⊗ b is a homogeneous
element of I, where a ∈ Ah and b ∈ Bh. Then A is the homogeneous two-sided ideal
generated by a, so there exist ai, a
′
i ∈ A
h with 1 =
∑
aiaa
′
i. Then
∑
(ai ⊗ 1)(a⊗ b)(a
′
i ⊗ 1) = 1⊗ b
is an element of I. Similarly, B is the homogeneous two-sided ideal generated by b.
Repeating the above argument shows that 1⊗1 is an element of I, proving I = A⊗B
in this case.
Now suppose there is an element x ∈ Ih, where x = a1 ⊗ b1 + · · ·+ ak ⊗ bk, with
aj ∈ A
h, bj ∈ B
h and k as small as possible. Note that since x is homogeneous,
deg(aj) + deg(bj) = deg(x) for all j. By the above argument we can suppose that
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k > 1. As above, since ak ∈ A
h, there are ci, c
′
i ∈ A
h with 1 =
∑
ciakc
′
i. Then
∑
(ci ⊗ 1)x(c
′
i ⊗ 1) =
(∑
(cia1c
′
i)
)
⊗ b1 + · · ·+
(∑
(ciak−1c
′
i)
)
⊗ bk−1 + 1⊗ bk,
where the terms (
∑
i(ciajc
′
i))⊗bj are homogeneous elements of A⊗B. Thus, without
loss of generality, we can assume that ak = 1. Then ak and ak−1 are linearly indepen-
dent, since if ak−1 = rak with r ∈ R, then ak−1 ⊗ bk−1 + ak ⊗ bk = ak ⊗ (rbk−1 + bk),
which is homogeneous and thus gives a smaller value of k.
Thus ak−1 /∈ R = Z(A), and so there is a homogeneous element a ∈ A with
aak−1 − ak−1a 6= 0. Consider the commutator
(a⊗ 1)x− x(a⊗ 1) = (aa1 − a1a)⊗ b1 + · · ·+ (aak−1 − ak−1a)⊗ bk−1,
where the last summand is not zero. If the whole sum is not zero, then we have
constructed a homogeneous element in I with a smaller k. Otherwise suppose the
whole sum is zero, and write c = aak−1 − ak−1a. Then we can write c ⊗ bk−1 =∑k−2
j=1 xj ⊗ bj where xj = −(aaj − aja). Since 0 6= c ∈ A
h and A is the homogeneous
two-sided ideal generated by c, using the same argument as above, we have
1⊗ bk−1 = x
′
1 ⊗ b1 + · · ·+ x
′
k−2 ⊗ bk−2 (4.1)
for some x′j ∈ A
h. Since b1, . . . , bk−1 are linearly independent homogeneous ele-
ments of B, they can be extended to form a homogeneous basis of B, say {bi}, by
Proposition 4.2.4. Then {1⊗ bi} forms a homogeneous basis of A⊗R B as a graded
A-module, so in particular they are A-linearly independent, which is a contradiction
to equation (4.1). This reduces the proof to the first case. 
Proposition 4.3.2. Let Γ be an abelian group. Let R be a Γ-graded field and let A
and B be Γ-graded R-algebras. If A′ ⊆ A and B′ ⊆ B are graded subalgebras, then
ZA⊗B(A
′ ⊗ B′) = ZA(A
′)⊗ ZB(B
′).
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In particular, if A and B are central over R, then A⊗R B is central.
Proof. First note that by Proposition 4.2.4, A′, B′, ZA(A
′) and ZB(B
′) are graded
free over R, so they are flat over R. Thus we can consider ZA⊗B(A
′ ⊗ B′) and
ZA(A
′)⊗ ZB(B
′) as graded subalgebras of A⊗B.
The inclusion ⊇ follows immediately. For the reverse inclusion, let x ∈ ZA⊗B(A
′⊗
B′). Let {b1, . . . , bn} be a homogeneous basis for B over R which exists thanks to
Proposition 4.2.4. Then x can be written uniquely as x = x1⊗ b1 + · · ·+ xn ⊗ bn for
xi ∈ A (see [37, Thm. IV.5.11]). For every a ∈ A
′, (a⊗ 1)x = x(a⊗ 1), so
(ax1)⊗ b1 + · · ·+ (axn)⊗ bn = (x1a)⊗ b1 + · · ·+ (xna)⊗ bn.
By the uniqueness of this representation we have xia = axi, so that xi ∈ ZA(A
′) for
each i. Thus we have shown that x ∈ ZA(A
′)⊗RB. Similarly, let {c1, . . . , ck} be a ho-
mogeneous basis of ZA(A
′). Then we can write x uniquely as x =
c1⊗y1+· · ·+ck⊗yk for yi ∈ B. A similar argument to above shows that yi ∈ ZB(B
′),
completing the proof. 
In the following theorem, since Γ is an abelian group, we define multiplication in
EndR(A) to be g · f = g ◦ f .
Theorem 4.3.3. Let Γ be an abelian group. Let A be a Γ-graded central simple
algebra over a Γ-graded field R. Then A is an Azumaya algebra over R.
Proof. Since A is graded free of finite dimension over R, it follows that A is faithfully
projective over R. There is a natural graded R-algebra homomorphism ψ : A ⊗R
Aop → EndR(A) defined by ψ(a⊗ b)(x) = axb where a, x ∈ A, b ∈ A
op. Since graded
ideals of Aop are the same as graded ideals of A, we have that Aop is graded simple.
By Proposition 4.3.1, A ⊗ Aop is also graded simple, so ψ is injective. Hence the
map is surjective by dimension count, using Theorem 4.2.6. This shows that A is an
Azumaya algebra over R, as required. 
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Corollary 4.3.4. Let Γ be an abelian group. Let A be a Γ-graded central simple
algebra over a Γ-graded field R of dimension n. Then for any i ≥ 0,
Ki(A)⊗ Z[1/n] ∼= Ki(R)⊗ Z[1/n].
Proof. By Theorem 4.3.3, a graded central simple algebra A over R is an Azumaya
algebra. From Proposition 4.2.4, since R is a graded field, A is a free R-module.
The corollary now follows immediately from Theorem 3.1.5, since A is an Azumaya
algebra free over its centre. 
For a graded field R, Theorem 4.3.3 shows that a graded central simple R-algebra,
graded by an abelian group Γ, is an Azumaya algebra over R. This theorem can
not be extended to cover non-abelian grading. Consider a finite dimensional division
algebra D and a group G. The group ring DG is a graded division ring, so is clearly
a graded simple algebra, and if G is abelian, Theorem 4.3.3 implies that DG is an
Azumaya algebra. However in general, for an arbitrary group G, DG is not always
an Azumaya algebra. DeMeyer and Janusz [18] have proven the following theorem.
Theorem 4.3.5. Let R be a ring and let G be a group. Then the group ring RG is
an Azumaya algebra if and only if the following three conditions hold:
1. R is an Azumaya algebra,
2. [G : Z(G)] <∞,
3. the commutator subgroup of G has finite order m and m is invertible in R.
Proof. See [18, Thm. 1]. 
4.4 Graded matrix rings
Let Γ be a group and R be a Γ-graded ring. We will write Γ as a multiplicative
group, since Γ is not necessarily abelian. Throughout this section, unless otherwise
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stated, we will assume that all graded rings, graded modules and graded algebras
are also Γ-graded. Let λ ∈ Γ and (d) = (δ1, . . . , δn) ∈ Γ
n. Let Mn(R)(d)λ denote the
n× n-matrices over R with the degree shifted as follows:
Mn(R)(d)λ =


Rδ1λδ−11 Rδ1λδ
−1
2
· · · Rδ1λδ−1n
Rδ2λδ−11 Rδ2λδ
−1
2
· · · Rδ2λδ−1n
...
...
. . .
...
Rδnλδ−11 Rδnλδ
−1
2
· · · Rδnλδ−1n


Thus Mn(R)(d)λ consists of matrices with the ij-entry in Rδiλδ−1j .
Proposition 4.4.1. With the notation as above, there is a graded ring
Mn(R)(d) =
⊕
λ∈Γ
Mn(R)(d)λ.
Proof. (See [51, Prop. 2.10.4].) For any λ1, λ2 ∈ Γ,
Mn(R)(d)λ1Mn(R)(d)λ2 ⊆ Mn(R)(d)λ1λ2 .
For any i, j with 1 ≤ i, j ≤ n, Rδiλδ−1j ∩
∑
γ 6=λRδiγδ−1j = 0, so
Mn(R)(d)λ ∩
(∑
γ 6=λ
Mn(R)(d)γ
)
= 0.
Any matrix in Mn(R) can be written as a sum of matrices with a homogeneous
element in one entry and zeros elsewhere. If A ∈ Mn(R) has a ∈ Rǫ in the ij-entry
and zeros elsewhere, then taking λ = δ−1i ǫδj gives that A ∈ Mn(R)(d)λ, and hence
any matrix in Mn(R) can be written as an element of Mn(R)(d). 
Let M be a graded R-module which is graded free with a finite homogeneous
base {b1, . . . , bn}, where deg(bi) = δi. We noted in the previous section that the
ring EndR(M) is a graded ring with multiplication defined as g · f = f ◦ g for all
f, g ∈ EndR(M). If we ignore the grading, it is well-known that EndR(M) ∼= Mn(R)
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as rings (see [37, Thm. VII.1.2]). When we take the grading into account, the
following proposition shows that this isomorphism is in fact a graded isomorphism.
Proposition 4.4.2. Let M be a graded free Γ-graded R-module with a finite ho-
mogeneous base {b1, . . . , bn}, where deg(bi) = δi. Then EndR(M) ∼=gr Mn(R)(d) as
Γ-graded rings, where (d) = (δ1, . . . , δn) ∈ Γ
n.
Proof. (See [51, Prop. 2.10.5].) The remarks before the proposition show that
EndR(M) ∼= Mn(R). To show that the isomorphism is graded, let f ∈ EndR(M)λ
for some λ ∈ Γ. Then as in the non-graded setting, there are elements rij ∈ R such
that
f(b1) = r11b1 + r12b2 + · · ·+ r1nbn
f(b2) = r21b1 + r22b2 + · · ·+ r2nbn
...
f(bn) = rn1b1 + rn2b2 + · · ·+ rnnbn,
with associated matrix (rij) ∈ Mn(R). Since we have f(bi) ∈ Mδiλ for each bi, it
follows that each rij is homogeneous of degree δiλδ
−1
j . So (rij) ∈ Mn(R)(d)λ as
required. 
Remark 4.4.3. Note that above all graded R-modules are considered as left mod-
ules. For the λ-component of the graded matrix ring Mn(R)(d), we set the degree of
the ij-entry to be δiλδ
−1
j . Then in the above proposition, we defined the multipli-
cation in EndR(M) as g · f = f ◦ g to ensure that the isomorphism is a graded ring
isomorphism.
If we define multiplication in EndR(M) by g · f = g ◦ f , then in the non-graded
setting, we have a ring isomorphism EndR(M) → Mn(R
op), where this map is the
composition of the homomorphism in the above proposition with the transpose map.
To make EndR(M), with this multiplication, into a graded ring, it will be graded
by Γop. In the above proposition, we will have EndR(M) ∼=gr Mn(R
op)(d), where
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Mn(R
op)(d) is also Γop-graded and the degree of the ij-entry ofMn(R
op)(d) is defined
to be δ−1i ·op λ ·op δj .
In Definition 4.5.3 and in Section 5.4, since Γ is an abelian group and R is a
commutative graded ring, we will define multiplication in endomorphism rings to be
g ·f = g ◦f . Then we will use the grading on matrix rings mentioned in the previous
paragraph.
Suppose M is a graded right R-module and multiplication in EndR(M) is defined
by g · f = g ◦ f (see page 85 for some comments on graded right R-modules). Then
to get a graded ring isomorphism EndR(M) ∼=gr Mn(R)(d), we need to define the
grading on the matrix ring Mn(R)(d) as having its ij-entry in the λ-component of
degree δ−1i λδj.
With a graded R-module M defined as in the above proposition, we define the
graded R-module homomorphisms Eij by Eij(bl) = δilbj for 1 ≤ i, j, l ≤ n, where
δil is the Kronecker delta. We note that the graded R-module homomorphisms Eij,
for 1 ≤ i, j, l ≤ n, are homogeneous elements in EndR(M) of degree δ
−1
i δj . Then
{Eij : 1 ≤ i, j ≤ n} forms a homogeneous basis for EndR(M). Via the isomorphism
EndR(M) ∼=gr Mn(R)(d), the map Eij corresponds to the matrix eij , where eij is the
matrix with 1 in the ij-entry and zeros elsewhere. This observation will be used in
the following proposition to prove some basic properties of the graded matrix rings.
Proposition 4.4.4. Let R be a Γ-graded ring and let (d) = (δ1, . . . , δn) ∈ Γ
n.
1. If π ∈ Sn is a permutation, then
Mn(R)(δ1, . . . , δn) ∼=gr Mn(R)(δπ(1), . . . , δπ(n)).
2. If (γ1, . . . , γn) ∈ Γ
n with each γi ∈ Γ
∗
R, then
Mn(R)(δ1, . . . , δn) ∼=gr Mn(R)(γ1δ1, . . . , γnδn).
If R is a graded division ring, then any set of (γ1, . . . , γn) ∈ Γ
n
R can be chosen.
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3. If σ ∈ Z(Γ), the centre of Γ, then
Mn(R)(δ1, . . . , δn) = Mn(R)(δ1σ, . . . , δnσ).
Proof. (See [39, p. 78], [51, Remarks 2.10.6].) We observed on page 69 that
M = R(δ−11 )⊕ · · · ⊕ R(δ
−1
n )
has a homogeneous basis {e1, . . . , en} with deg(ei) = δi. So from the above propo-
sition, we have EndR(M) ∼=gr Mn(R)(δ1, . . . , δn), where the map Eij corresponds to
the matrix eij .
(1) Let δπ(i) = τi. Then N = R(τ
−1
1 )⊕· · ·⊕R(τ
−1
n ) has a standard homogeneous
basis {e′1, . . . , e
′
n} with deg(e
′
i) = τi, and we have
EndR(N) ∼=gr Mn(R)(τ1, . . . , τn).
We define a graded R-module isomorphism φ : M → N by φ(ei) = e
′
π−1(i), which
induces a graded isomorphism φ : EndR(M)→ EndR(N); f 7→ φ◦f◦φ
−1. Combining
these graded isomorphisms gives the required result:
Mn(R)(δ1, . . . , δn) ∼=gr EndA(M)
φ
−→ EndR(N) ∼=gr Mn(R)(δπ(1), . . . , δπ(n)).
(2) Let u1, . . . , un ∈ R be homogeneous units of R with deg(ui) = γi. Let
N = R(δ−11 )⊕· · ·⊕R(δ
−1
n ), where we are considering N with the homogeneous basis
{u1e1, . . . , unen} with deg(uiei) = γiδi. Then with this basis,
EndR(N) ∼=gr Mn(R)(γ1δ1, . . . , γnδn).
Define a graded R-module isomorphism φ : M → N by φ(ei) = u
−1
i (uiei). The
required isomorphism follows in a similar way to (1). Clearly, if R is a graded
division ring then every non-zero homogeneous element is invertible, so any set of
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(γ1, . . . , γn) ∈ Γ
n
R can be chosen here.
(3) Since σ ∈ Z(Γ), it is clear that Mn(R)(δ1, . . . , δn)λ = Mn(R)(δ1σ, . . . , δnσ)λ
for each λ ∈ Γ, as required. 
We note that if R is a Γ-graded ring, then for a Γ-graded right R-module M , we
have MλRγ ⊆ Mλγ for all λ, γ ∈ Γ. Then as for graded left R-module homomor-
phisms, graded right R-module homomorphisms between graded right R-modules
may shift the grading. We note that they are left shifted; that is, if M,N are
graded right R-modules and f ∈ HomR(M,N)δ, then f(Mγ) ⊆ Nδγ for all γ ∈ Γ.
The δ-shifted right R-module (δ)M is defined as (δ)M =
⊕
γ∈Γ
(
(δ)M
)
γ
where(
(δ)M
)
γ
=Mδγ .
The following four results (Proposition 4.4.5 to Corollary 4.4.8) are the graded
versions of some results on simple rings (see [37, §IX.1]). These are required for the
proof of Theorem 4.4.9.
Proposition 4.4.5. Let D be a graded division ring, let V be a finite dimensional
graded module over D, and let R = EndD(V ). If A and B are graded right R-modules
which are faithful and graded simple, then (γ)A ∼=gr B as graded right R-modules for
some γ ∈ Γ.
Proof. From Proposition 4.4.2, R ∼=gr Mn(D)(d) for some (d) ∈ Γ
n. Then we will
show that Mn(D)(d) contains a minimal graded right ideal. For some i, consider
J1 = {ei,iX : X ∈ Mn(D)(d)}, where ei,i is the elementary matrix with 1 in the
i, i-entry. Then J1 consists of all matrices in Mn(D)(d) with j-th row zero for j 6= i
and J1 is a graded right ideal of Mn(D)(d). If J1 is not minimal, there is a non-zero
graded right ideal J2 of Mn(D)(d), with J2 ⊆ J1. Since J2 is a graded ideal, it
contains a non-zero homogeneous element. Then by using the elementary matrices,
we can show that J1 = J2. So R contains a minimal graded right ideal, which we
denote by I.
Since A is faithful, its annihilator is zero, so there is a homogeneous element
a ∈ Aε for some ε ∈ Γ, such that aI 6= 0 (if not, then aI = 0 for all a ∈ A
h, so
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I ⊆ Ann(A) = 0, contradicting I 6= 0). Then aI is a graded submodule of A as it is
generated by the homogeneous elements a ∈ Aε and all the i ∈ I
h. But A is graded
simple, so aI = A. Define a map
ψ : I −→ (ε)aI = (ε)A
i 7−→ ai.
This is a graded right R-module homomorphism, which is surjective. Since ker(ψ)
is a graded right ideal of I, and I is minimal, this implies the kernel is zero, so
ψ is a graded isomorphism. Similarly, we have I ∼=gr (ε
′)B for some ε′ ∈ Γ. So
(ε)A ∼=gr (ε
′)B, which says (γ)A ∼=gr B for some γ ∈ Γ. 
Proposition 4.4.6. Let D be a graded division ring, V be a non-zero graded D-
module, and let R = EndD(V ). If g : V → V is a left shifted homomorphism
of additive groups such that gf = fg for all f ∈ R, then there is a homogeneous
element d ∈ Dh such that g(v) = dv for all v ∈ V .
Proof. Let u ∈ V h \ 0. We will show u and g(u) are linearly dependent over D.
This is clear if dimD(V ) = 1. Suppose dimD(V ) ≥ 2, and suppose they are linearly
independent. Then {u, g(u)} can be extended to form a homogeneous basis of V .
We can define a map f ∈ EndD(V ) such that f(u) = 0 and f(g(u)) = v 6= 0 for
some v ∈ V . We assumed fg = gf , so f(g(u)) = g(f(u)) = g(0) = 0, contradicting
the choice of f(g(u)). So u and g(u) are linearly dependent over D, and there is
some d ∈ Dh with g(u) = du. Let v ∈ V , and let h ∈ R with h(u) = v. Then
g(v) = g(h(u)) = h(g(u)) = h(du) = d(h(u)) = dv. 
Proposition 4.4.7. Let D, D′ be graded division rings and let V , V ′ be graded
modules of finite dimension n, n′ over D, D′ respectively. If EndD(V ) ∼=gr EndD′(V
′)
as graded rings, then dimD(V ) = dimD′(V
′) and D ∼=gr D
′.
Proof. Let R = EndD(V ). Note that V is a graded right R-module via vr = r(v)
for all v ∈ V , r ∈ R. We will show that V is faithful and graded simple as a graded
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right R-module. If V r = 0 for r ∈ R, then r(v) = 0 for all v ∈ V , so r = 0. To
show graded simple, let M be a non-zero graded right R-submodule of V , and let
m ∈ Mh \ 0. Extend {m} to form a homogeneous basis of V . For some v ∈ V \M ,
define a map θv : V → V by θv(m) = v and θ(w) = 0 for all other elements w in this
basis of V . Then θv ∈ R, and mθv = v /∈ M , so M is not closed under action of R.
This shows V is graded simple.
Denote the given graded ring isomorphism by σ : R → EndD′(V
′). Then using
the same argument as above, we have that V ′ is a faithful and graded simple graded
right EndD′(V
′)-module. Using the isomorphism σ, we can give V ′ the structure of
a graded right R-module by defining wr = wσ(r) for each w ∈ V ′, r ∈ R. It follows
that V ′ is faithful with respect to R. Any graded right R-submodule of V ′ as also
closed under action of EndD′(V
′), so it is a graded right EndD′(V
′)-submodule of V ′.
This shows that V ′ is graded simple as a graded right R-module.
Applying Proposition 4.4.5, there is a graded right R-module isomorphism φ :
(γ)V → V ′ for some γ ∈ Γ. Then for v ∈ V , f ∈ R,
(φ ◦ f)(v) = φ(f(v)) = φ(vf) = φ(v)f = φ(v)σ(f) = σ(f)
(
φ(v)
)
,
so that φ ◦ f ◦φ−1 = σ(f) as a homomorphism of additive groups from V ′ to V ′. For
d ∈ Dh, let αd : V → V ; x 7→ dx. This is a (left shifted) homomorphism of additive
groups. Clearly αd = 0 if and only if d = 0. Similarly for e ∈ D
′h we can define αe.
Let f ∈ R, v ∈ V and d ∈ Dh. Then
(f ◦ αd)(v) = f(dv) = df(v) = (αd ◦ f)(v),
so f◦αd = αd◦f . Then using the above results (φ◦αd◦φ
−1)◦(σ(f)) = (σ(f))◦(φ◦αd◦
φ−1). Since σ is surjective and φ◦αd ◦φ
−1 is a left shifted homomorphism of additive
groups from V ′ to V ′, we can apply Proposition 4.4.6. There is a homogeneous
element e ∈ D′h such that φ ◦ αd ◦ φ
−1(w) = ew for all w ∈ V ′.
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Define a map
τ : Dh −→ D′
h
d 7−→ e
and extend it linearly to cover all of D. It is routine to show that τ is a graded ring
homomorphism. For example, we will show that, for some γ ∈ Γ, if d1, d2 ∈ Dγ then
τ(d1 + d2) = τ(d1) + τ(d2). The others parts are similar. Let e1, e2, e3 ∈ D
′h with
φ ◦ αd1 ◦ φ
−1 = αe1 , φ ◦ αd2 ◦ φ
−1 = αe2 and φ ◦ αd1+d2 ◦ φ
−1 = αe3. Then for w ∈ V
′,
e3w = φ ◦ αd1+d2 ◦ φ
−1(w) = φ
(
(d1 + d2)φ
−1(w)
)
= φ
(
d1φ
−1(w)
)
+ φ
(
d2φ
−1(w)
)
= φ ◦ αd1 ◦ φ
−1(w) + φ ◦ αd2 ◦ φ
−1(w)
= e1w + e2w = (e1 + e2)w.
Then τ is injective, since if τ(d) = 0, then φ ◦ αd ◦ φ
−1(w) = 0 for all w ∈ V ′.
This implies αd = 0, so d = 0. Reverse the roles of D and D
′ and replace φ, σ by
φ−1, σ−1. For each k ∈ D′h, there is d ∈ Dh such that φ−1 ◦αk ◦φ = αd. From above
there is τ(d) ∈ D′h such that φ ◦αd ◦φ
−1 = ατ(d). Combining these gives αk = ατ(d).
Since k and τ(d) are homogeneous of the same degree in D′, it follows that k = τ(d),
so τ is surjective.
Let d ∈ Dh and v ∈ V . Then φ(dv) = φ ◦ αd(v) = ατ(d) ◦ φ(v) = τ(d)φ(v). Then
using this we can show that {u1, . . . , uk} are linearly independent in V if and only
if {φ(u1), . . . , φ(uk)} are linearly independent in V
′. It follows that the former set
spans V if and only if the latter set spans V ′, proving dimD(V ) = dimD′(V
′). 
Corollary 4.4.8. Let D, D′ be graded division rings, and let (d) ∈ Γn, (d′) ∈ Γn
′
.
If Mn(D)(d) ∼=gr Mn′(D
′)(d′) as graded rings, then n = n′ and D ∼=gr D
′.
Proof. As in the proof of Proposition 4.4.4, we can choose a graded D-module V
such thatMn(D)(d) ∼=gr EndD(V ), and a gradedD
′-module V ′ such thatMn′(D
′)(d′) ∼=gr
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EndD′(V
′). Then by Proposition 4.4.7, we have that n = n′ and D ∼=gr D
′. 
Let D be a Γ-graded division ring and let (λ) = (λ1, . . . , λn) ∈ Γ
n. Consider
the partition of Γ into right cosets of ΓD. For distinct elements of (λ), if the
right cosets ΓDλ1, . . . ,ΓDλn are not all distinct, then there is a first ΓDλi such
that ΓDλi = ΓDλj for some j < i. In (λ), we will replace λi by λj, so that now
(λ) = (λ1, . . . , λi−1, λj, λi+1, . . . , λn). If the right cosets
ΓDλ1, . . . ,ΓDλi−1,ΓDλi+1, . . . ,ΓDλn
are still not all distinct, repeat the above process. Continue repeating this process
until all the right cosets of distinct elements of (λ) are distinct. Let k denote the
number of distinct right cosets (which is, after the above process, also the number
of distinct elements in (λ)). Let ε1 = λ1, let ε2 be the second distinct element of
(λ), and so on until εk is the k-th distinct element of (λ). For each εl, let rl be the
number of λi in (λ1, . . . , λn) with ΓDλi = ΓDεl. Using Proposition 4.4.4 we get
Mn(D)(λ1, . . . , λn) ∼=gr Mn(D)(ε1, . . . , ε1, ε2, . . . , ε2, . . . , εk, . . . , εk), (4.2)
where each εl occurs rl times.
Also note that for Γ-gradedD-modulesM andN , by Proposition 4.2.6, dimD(M⊕
N) = dimD(M) + dimD
(
(M ⊕ N)/M
)
. By the first isomorphism theorem, (M ⊕
N)/M ∼=gr N , so dimD(M ⊕N) = dimD(M) + dimD(N).
The following theorem extends [11, Thm. 2.1] from trivially graded fields to
graded division rings.
Theorem 4.4.9. Let D be a Γ-graded division ring, let λi, γj ∈ Γ for 1 ≤ i ≤ n,
1 ≤ j ≤ m and let Ω = {λ1, . . . , λn, γ1, . . . , γm}. If the elements of Ω mutually
commute and if
Mn(D)(λ1, . . . , λn) ∼=gr Mm(D)(γ1, . . . , γm), (4.3)
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then we have n = m and γi = τiλπ(i)σ for each i, where τi ∈ ΓD, π ∈ Sn is a
permutation and σ ∈ ZΓ(Ω) is fixed.
Proof. It follows from Corollary 4.4.8 that n = m. As in (4.2), we can find
(ǫ) = (ε1, . . . , ε1, ε2, . . . , ε2, . . . , εk, . . . , εk) in Γ
n such that Mn(D)(λ1, . . . , λn) ∼=gr
Mn(D)(ǫ). Let V = D(ε
−1
1 ) ⊕ · · · ⊕D(ε
−1
1 ) ⊕ · · · ⊕ D(ε
−1
k ) ⊕ · · · ⊕ D(ε
−1
k ), and let
e1, . . . , en be the standard homogeneous basis of V . Then deg(ei) = εsi, where εsi is
the i-th element in (ǫ). Define Eij ∈ EndD(V ) by Eij(el) = δilej, for 1 ≤ i, j, l ≤ n.
We observed above (before Proposition 4.4.4) that each Eij is a graded D-module
homomorphism of degree ε−1si εsj , the set {Eij : 1 ≤ i, j ≤ n} forms a homogeneous
basis for EndD(V ) and EndD(V ) ∼=gr Mn(D)(ǫ), where Eij corresponds to the matrix
eij in Mn(D)(ǫ). For any i, j, h, l, we have EijEhl = δilEhj , so {Eii : 1 ≤ i ≤ n}
forms a complete system of orthogonal idempotents of EndD(V ).
Similarly, we can find (ǫ′) = (ε′1, . . . , ε
′
1, ε
′
2, . . . , ε
′
2, . . . , ε
′
k′, . . . , ε
′
k′) ∈ Γ
n such that
Mn(D)(γ1, . . . , γn) ∼=gr Mn(D)(ǫ
′). Let
W = D(ε′1
−1
)⊕ · · · ⊕D(ε′1
−1
)⊕ · · · ⊕D(ε′k′
−1
)⊕ · · · ⊕D(ε′k′
−1
)
and let e′1, . . . , e
′
n be the standard homogeneous basis of W with deg(e
′
i) = ε
′
si
. We
have EndD(W ) ∼=gr Mn(D)(ǫ
′), so the graded isomorphism (4.3) provides a graded
ring isomorphism θ : EndD(V ) → EndD(W ). Define E
′
ij := θ(Eij), for 1 ≤ i, j ≤ n,
and let E ′ii(W ) = Qi for each i. Since {Eii : 1 ≤ i ≤ n} forms a complete system
of orthogonal idempotents, {E ′ii : 1 ≤ i ≤ n} also forms a complete system of
orthogonal idempotents for EndD(W ). It follows that W =
⊕
1≤i≤nQi.
For any i, j, h, l, as above, E ′ijE
′
hl = δilE
′
hj so E
′
ijE
′
ji = E
′
jj and E
′
ii acts as
the identity on Qi. By restricting E
′
ij to Qi, these relations induce a graded D-
module isomorphism E ′ij : Qi → Qj of the same degree as Eij , namely ε
−1
si
εsj . So
Qi ∼=gr Q1(ε
−1
si
ε1) for any 1 ≤ i ≤ n, and it follows that W ∼=gr
⊕
1≤i≤nQ1(ε
−1
si
ε1).
Using the observations before the theorem regarding dimension count, it follows
that dimDQ1 = 1. So Q1 is generated by one homogeneous element, say q, with
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deg(q) = α, and we have Q1 ∼=gr D(α
−1). Now ΓDα = Supp(D(α
−1)) = Supp(Q1) ⊆
Supp(W ) =
⋃
i(ΓDε
′
i). But as the right cosets of ΓD in Γ are either disjoint or equal,
this implies ΓDα = ΓDε
′
j for some j. Then Q1
∼=gr D(α
−1) = D(ε′j
−1τ−1j ) for some
τj ∈ ΓD. We can easily show that D(ε
′
j
−1τ−1j )
∼=gr D(ε
′
j
−1), so Q1 ∼=gr D(ε
′
j
−1).
Thus W ∼=gr
⊕
1≤i≤nD(ε
−1
si
ε1ε
′
j
−1). Then V =
⊕
1≤i≤nD(ε
−1
si
), so
V (ε1ε
′
j
−1
) ∼=gr
⊕
1≤i≤n
D(ε−1si )(ε1ε
′
j
−1
) =
⊕
1≤i≤n
D(ε1ε
′
j
−1
ε−1si ).
Using the assumption that the elements of Ω mutually commute, and since the
elements of both (ǫ) and (ǫ′) are elements of Ω, it follows that ε1ε
′
j
−1ε−1si = ε
−1
si
ε1ε
′
j
−1.
So we have W ∼=gr V (ε1ε
′
j
−1). Let σ = ε′jε
−1
1 and denote this graded D-module
isomorphism by φ : W → V (σ−1).
Then φ(e′i) =
∑
1≤j≤n ajej , where aj ∈ D
h and ej are homogeneous of degree
εsjσ in V (σ
−1). Suppose that deg(ej) 6= deg(el) for some j, l with aj, al 6= 0. Then
since deg(φ(e′i)) = ε
′
si
= deg(ajej) = deg(alel) and εsjσ 6= εslσ, it follows that
εsjε
−1
sl
∈ ΓD which contradicts the fact that ΓDεsj and ΓDεsl are distinct. So for all
non-zero terms in the sum, each ej has the same degree. Thus ε
′
si
= τjεsjσ where
τj = deg(aj) ∈ ΓD. Each εsj was chosen as εsj = τlλl for some l with τl ∈ ΓD, and
similarly each ε′si was chosen as ε
′
si
= τhγh for some h with τh ∈ ΓD. Combining
these gives that γi = τiλπ(i)σ for 1 ≤ i ≤ n, where τi ∈ ΓD and σ ∈ ZΓ(Ω). 
Remark 4.4.10. We note that for the converse of the above theorem, we need to
assume that σ ∈ Z(Γ). Suppose n = m and γi = τiλπ(i)σ for each i, where τi ∈ ΓD,
π ∈ Sn is a permutation and σ ∈ Z(Γ) is fixed. Then it follows immediately from
Proposition 4.4.4 that
Mn(D)(λ1, . . . , λn) ∼=gr Mm(D)(γ1, . . . , γm).
Given a group Γ and a field K (which is not graded), it is also possible to define
a grading on Mn(K). Such a grading is defined to be a good grading of Mn(K) if
the matrices eij are homogeneous, where eij is the matrix with 1 in the ij-position.
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These group gradings on matrix rings have been studied by Da˘sca˘lescu et al [15].
The following examples (from [15, Eg. 1.3]) show two examples of Z2-grading on
M2(K) for a field K, one of which is a good grading; the other is not a good grading.
Examples 4.4.11. 1. Let R = M2(K) with the Z2 grading defined by
R[0] =



a 0
0 b

 : a, b ∈ K

 and R[1] =



0 c
d 0

 : c, d ∈ K


Then R is a graded ring with a good grading.
2. Let S = M2(K) with the Z2 grading defined by
S[0] =



a b− a
0 b

 : a, b ∈ K

 and S[1] =



d c
d −d

 : c, d ∈ K


Then S is a graded ring, such that the Z2-grading is not a good grading, since
e11 is not homogeneous. Note that R and S are graded isomorphic, as the map
f is an isomorphism:
f : R −→ S;

a b
c d

 7−→

a + c b+ d− a− c
c d− c


So S does not have a good grading, but it is isomorphic as a graded ring to R
which has a good grading.
Let Γ be a group and let R be a Γ-graded ring. If V is an n-dimensional Γ-graded
R-module then, as above (see §4.2 and page 76), ENDR(V ) = EndR(V ) forms a Γ-
graded ring. Taking R = K with the trivial Γ-grading, then V =
⊕
γ∈Γ Vγ is just a
vector space with a Γ-grading, for subspaces Vγ of V .
Then EndK(V ) ∼= Mn(K), which induces the structure of a Γ-graded K-algebra
onMn(K). Suppose {b1, . . . , bn} forms a homogeneous basis for V , with deg(bi) = γi.
Then the matrix eij ∈ Mn(K) corresponds to the map Eij ∈ EndK(V ) defined by
Eij(bl) = δilbj , where δ is the Kronecker delta. As Eij is homogeneous of degree
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γ−1i γj, eij is also homogeneous, so this construction gives a good Γ-grading onMn(K).
This observation, combined with the following proposition, shows that a grading is
good if and only if it can be obtained in this manner from an n-dimensional Γ-graded
K-vector space.
Proposition 4.4.12. Consider a good Γ-grading on Mn(K). Then there exists a
Γ-graded vector space V such that the isomorphism End(V ) ∼= Mn(K), with respect
to a homogeneous basis of V , is an isomorphism of Γ-graded algebras.
Proof. See [15, Prop. 1.2]. 
4.5 Graded projective modules
Let Γ be a group which is not necessarily abelian and R be a Γ-graded ring. Through-
out this section, unless otherwise stated, we will assume that all graded rings, graded
modules and graded algebras are also Γ-graded.
We will consider the category R-gr-Mod which is defined as follows: the ob-
jects are Γ-graded (left) R-modules, and for two objects M , N in R-gr-Mod, the
morphisms are defined as
HomR-gr-Mod(M,N) = {f ∈ HomR(M,N) : f(Mγ) ⊆ Nγ for all γ ∈ Γ}.
A graded R-module P =
⊕
γ∈Γ Pγ is said to be graded projective (resp. graded faith-
fully projective) if P is projective (resp. faithfully projective) as an R-module. We
use Pgr(R) to denote the subcategory of R-gr-Mod consisting of graded finitely
generated projective modules over R. Then Proposition 4.5.2 shows some equiva-
lent characterisations of graded projective modules. Its proof requires the following
proposition, which is from [51, Prop. 2.3.1].
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Proposition 4.5.1. Let L,M,N be graded R-modules, with R-linear maps
M
g
!!C
CC
CC
CC
C
L
h
>>||||||||
f
// N
such that f = g ◦ h and f is a morphism in the category R-gr-Mod. If g (resp.
h) is a morphism in R-gr-Mod, then there exists a morphism h′ : L → M (resp.
g′ : M → N) in R-gr-Mod such that f = g ◦ h′ (resp. f = g′ ◦ h).
Proof. See [51, Prop. 2.3.1]. 
Theorem 4.5.2. Let R be a Γ-graded ring and let P be a graded R-module. Then
the following are equivalent:
1. P is graded projective;
2. For each diagram of graded R-module homomorphisms
P
j

M g
// N // 0
with g surjective, there is a graded R-module homomorphism h : P → M with
g ◦ h = j;
3. HomR-gr-Mod(P,−) is an exact functor in R-gr-Mod;
4. Every short exact sequence of graded R-module homomorphisms
0 −→ L
f
−→ M
g
−→ P −→ 0
splits via a graded map;
5. P is graded isomorphic to a direct summand of a graded free R-module F .
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Proof. (1) ⇒ (2): Since P is projective and g is a surjective R-module homomor-
phism, there is an R-module homomorphism h : P → M with g ◦ h = j. By
Proposition 4.5.1, there is a graded R-module homomorphism h′ : P → M with
g ◦ h′ = j.
(2)⇒ (3): In exactly the same way as the non-graded setting (see [37, Thm. IV.4.2])
we can show that HomR-gr-Mod(P,−) is left exact. Then it follows immediately from
(2) that it is right exact.
(3) ⇒ (4): This is immediate.
(4)⇒ (5): Let {pi}i∈I be a homogeneous generating set for P , where deg(pi) = δi.
Let
⊕
i∈I R(δ
−1
i ) be the graded free R-module with standard homogeneous basis
{ei}i∈I where deg(ei) = δi. Then there is an exact sequence
0 −→ ker(g)
⊆
−→
⊕
i∈I
R(δ−1i )
g
−→ P −→ 0,
since the map g :
⊕
i∈I R(δ
−1
i )→ P ; ei 7→ pi is a surjective graded R-module homo-
morphism. By (4), there is a graded R-module homomorphism h : P →
⊕
i∈I R(δ
−1
i )
such that g ◦ h = idP .
Since the exact sequence is, in particular, a split exact sequence of R-modules,
we know from the non-graded setting [48, Prop. 2.5] that there is an R-module
isomorphism
θ : P ⊕ ker(g) −→
⊕
i∈I
R(δ−1i )
(p, q) 7−→ h(p) + q.
Clearly this map is also a graded R-module homomorphism, so P ⊕ ker(g) ∼=gr⊕
i∈I R(δ
−1
i ).
(5)⇒ (1): Graded free modules are free, so P is isomorphic to a direct summand
of a free R-module. From the non-graded setting, we know that P is projective. 
Let Γ be an abelian group, R be a commutative Γ-graded ring, and we define
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multiplication in EndR(A) to be g · f = g ◦ f .
Definition 4.5.3. A graded R-algebra A is called a graded Azumaya algebra if the
following two conditions hold:
1. A is graded faithfully projective;
2. The natural map ψA : A⊗R A
op → EndR(A) is a graded isomorphism.
We note that a graded R-algebra which is an Azumaya algebra (in the non-graded
sense) is also a graded Azumaya algebra, since it is faithfully projective as an R-
module, and the natural homomorphism A⊗RA
op → EndR(A) is clearly graded. So
a graded central simple algebra over a graded field (as in Theorem 4.3.3) is in fact a
graded Azumaya algebra.
The following proposition proves, in the graded setting, a partial result of Morita
equivalence (only in one direction), which we will use in the next chapter (see Propo-
sition 5.4.3). For the following proposition, we require the group Γ to be an abelian
group, so it will be written additively. We observe that if Γ is an abelian group, with
R a graded ring and (d) = (δ1, . . . , δn) ∈ Γ
n, then Rn(d) is a graded Mn(R)(d)-R-
bimodule and Rn(−d) is a graded R-Mn(R)(d)-bimodule. By [51, p. 30], we can
define grading on the tensor product of two graded modules in a similar way to that
of graded algebras (as we defined on page 76).
Proposition 4.5.4 (Morita Equivalence in the graded setting). Let Γ be an abelian
group, R be a graded ring and let (d) = (δ1, . . . , δn) ∈ Γ
n. Then the functors
ψ : Pgr(Mn(R)(d)) −→ Pgr(R)
P 7−→ Rn(−d)⊗Mn(R)(d) P
and ϕ : Pgr(R) −→ Pgr(Mn(R)(d))
Q 7−→ Rn(d)⊗R Q
form equivalences of categories.
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Proof. There are graded R-module homomorphisms
θ : Rn(−d)⊗Mn(R)(d) R
n(d) −→ R
(a1, . . . , an)⊗ (b1, . . . , bn) 7−→ a1b1 + · · ·+ anbn;
and σ : R −→ Rn(−d)⊗Mn(R)(d) R
n(d)
a 7−→ (a, 0, . . . , 0)⊗ (1, 0, . . . 0)
with σ ◦ θ = id and θ ◦ σ = id. Further
θ′ : Rn(d)⊗R R
n(−d) −→Mn(R)(d)

a1
...
an

⊗


b1
...
bn

 7−→


a1b1 · · · a1bn
...
...
anb1 · · · anbn


and σ′ : Mn(R)(d) −→ R
n(d)⊗R R
n(−d)
(mi,j) 7−→


m1,1
m2,1
...
mn,1


⊗


1
0
...
0


+ · · ·+


m1,n
...
mn−1,n
mn,n


⊗


0
...
0
1


are graded Mn(R)(d)-module homomorphisms with σ
′ ◦ θ′ = id and θ′ ◦ σ′ = id. So
Rn(−d)⊗Mn(R)(d) R
n(d) ∼=gr R as graded R-R-bimodules and R
n(d)⊗R R
n(−d) ∼=gr
Mn(R)(d) as graded Mn(R)(d)-Mn(R)(d)-bimodules respectively.
Then for P ∈ Pgr(Mn(R)(d)), R
n(d)⊗R R
n(−d)⊗Mn(R)(d) P
∼=gr P . Suppose f :
P → P ′ is a gradedMn(R)(d)-module homomorphism. Then there is a commutative
diagram
Rn(d)⊗R Rn(−d)⊗Mn(R)(d) P
id⊗f

// P
f

Rn(d)⊗R R
n(−d)⊗Mn(R)(d) P
′ // P ′
Chapter 4. Graded Azumaya Algebras 98
For Q ∈ Pgr(R), Rn(−d) ⊗Mn(R)(d) R
n(d) ⊗R Q ∼=gr Q. If g : Q → Q
′ is a graded
R-module homomorphism, then there is a commutative diagram
Rn(−d)⊗Mn(R)(d) R
n(d)⊗R Q
id⊗g

// Q
g

Rn(−d)⊗Mn(R)(d) R
n(d)⊗R Q
′ // Q′
This shows that there are natural equivalences from ψ ◦ ϕ to the identity functor
and from ϕ ◦ ψ to the identity. Hence ψ and ϕ are mutually inverse equivalences of
categories. 
Chapter 5
Graded K-Theory of Azumaya
Algebras
In Corollary 4.3.4, we saw that the K-theory of a graded central simple algebra,
graded by an abelian group, is very close to the K-theory of its centre, where this
follows immediately from the corresponding result in the non-graded setting (see
Theorem 3.1.5). Note that for the K-theory of a graded central simple algebra A,
we are considering Ki(A) = Ki(Pr(A)), where Pr(A) denotes the category of finitely
generated projective A-modules. But in the graded setting, there is also the category
of graded finitely generated projective modules over a given graded ring, which we
will consider in Section 5.4.
In Section 5.1, we consider the functor K0 in the graded setting. For a graded
ring R, we set Kgr0 (R) = K0(Pgr(R)), where Pgr(R) is the category of graded finitely
generated projective R-modules. We show that this definition is equivalent to defin-
ing Kgr0 (R) to be the group completion of Proj
gr(R), where Proj gr(R) denotes the
monoid of isomorphism classes of graded finitely generated projective modules over
R.
We include a number of results involving K0 of strongly graded rings in Sec-
tion 5.2. Then in Section 5.3, we consider a specific example of a graded Azumaya
algebra to show that the graded K-theory of this graded Azumaya algebra is not the
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same as the graded K-theory of its centre (see Example 5.3.2). So for this example,
in the setting of graded K-theory, Corollary 4.3.4 does not hold. We also provide
in Section 5.3 an example of a graded Azumaya algebra such that its (non-graded)
K-theory does not coincide with its graded K-theory.
In Section 5.4, we study the graded K-theory of graded Azumaya algebras. We
introduce an abstract functor called a graded D-functor defined on the category
of graded Azumaya algebras graded free over a fixed commutative graded ring R
(Definition 5.4.1). As in Section 3.1, this allows us to show that, for a graded
Azumaya algebra A graded free over R and subject to certain conditions, we have
a relation similar to (3.1) in the graded setting (see Theorem 5.4.4 and [32]). A
corollary of this is that the isomorphism holds for any Azumaya algebra free over its
centre (see Corollary 5.4.7 and Theorem 3.1.5).
5.1 Graded K0
In Section 2.1, we defined K0 of a ring R to be the group completion of the monoid
Proj(R) of isomorphism classes of finitely generated projective R-modules. In [58,
Ch. 3], there is another definition of K0, which defines K0 for categories, rather than
just for rings. Then using this definition of K0 for categories, K0 of a ring R can
also be defined to be K0(Pr(R)), which is shown in [58, Thm. 3.1.7] to be equivalent
to the definition of K0 given in Section 2.1.
In this section, we let Γ be a multiplicative group and R be a Γ-graded ring. We
begin this section by stating the definition of a category with exact sequences. We
then show that Pgr(R) is a category with exact sequences, and we recall from [58,
Defin. 3.1.6] the definition of K0 of a category (see Definition 5.1.2).
Definition 5.1.1. A category with exact sequences is a full additive subcategory C
of an abelian category A, with the following properties:
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1. C is closed under extensions; that is, if
0 −→ P1 −→ P −→ P2 −→ 0
is an exact sequence in A and P1, P2 ∈ ObjC, then P ∈ ObjC.
2. C has a small skeleton; that is, C has a full subcategory C0 such that ObjC0 is
a set, and for which the inclusion C0 →֒ C is an equivalence.
The exact sequences in such a category are defined to be the exact sequences in the
ambient category A involving only objects (and morphisms) all chosen from C.
Let R be a graded ring. We will show that Pgr(R) is a category with exact
sequences. Firstly note that Pgr(R) is a full additive subcategory of R-gr-Mod,
where R-gr-Mod is an abelian category (by [51, §2.2]). Take
0 −→ P1 −→ P −→ P2 −→ 0
to be an exact sequence in R-gr-Mod. If P1, P2 ∈ ObjPgr(R), then P1 ⊕ Q1 ∼=gr
Rn(δ1, . . . , δn) and P2 ⊕ Q2 ∼=gr R
m(δn+1, . . . , δn+m), for some δi ∈ Γ. So by Theo-
rem 4.5.2, P ∼=gr P1 ⊕ P2 from the exact sequence and
P ⊕ (Q1 ⊕Q2) ∼=gr (P1 ⊕Q1)⊕ (P2 ⊕Q2) ∼=gr R
n+m(δ1, . . . , δn+m);
that is, P ∈ ObjPgr(R).
For the second property, take C0 to be the set of graded direct summands of
{Rn(d) : n ∈ N, (d) ∈ Γn}. We will observe here that this is a set. Graded direct
summands are, in particular, direct summands, and we know from the non-graded
setting that the collection of direct summands of {Rn : n ∈ N} is a set. Taking
the union of these sets over all (d) ∈ Γn, we still have a set since the union of sets
indexed by a set is still a set.
For the second part of property (2), we have an equivalence of categories from C0
to Pgr(R). This follows since for any P ∈ Pgr(R), we know from Theorem 4.5.2 that
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P is graded isomorphic to a graded direct summand of {Rn(d) : n ∈ N, (d) ∈ Γn}.
This gives a functor F : Pgr(R) → C0. Consider the inclusion functor J : C0 →
Pgr(R). Then it is routine to check that the functors F and J form mutually inverse
equivalences of categories.
Definition 5.1.2. Let C be a category with exact sequences with small skeleton C0.
Then K0(C) is defined to be the free abelian group based on ObjC0, modulo the
following relations:
1. [P ] = [P ′] if there is an isomorphism P ∼= P ′ in C.
2. [P ] = [P1] + [P2] if there is a short exact sequence 0 → P1 → P → P2 → 0 in
C.
Here [P ] denotes the element of K0(C) corresponding to P ∈ ObjC0. We note that
relation (1) is a special case of (2) with P1 = 0. Since every P ∈ ObjC is isomorphic
to an object of C0, the notation [P ] makes sense for every object of C.
We will now observe that Projgr(R), the isomorphism classes of graded finitely
generated projective modules, forms a monoid. Firstly it is a set, by the above
argument, since it is the set of direct summands of {Rn(d) : n ∈ N, (d) ∈ Γn},
modulo the equivalence relation of graded isomorphism. We will show the direct
sum on Projgr(R) is well defined. If [P ] = [P ′] and [Q] = [Q′], then P ∼=gr P
′ and
Q ∼=gr Q
′. So we have P ⊕ Q ∼=gr P
′ ⊕ Q′; that is, [P ] + [Q] = [P ′] + [Q′]. Clearly
the binary operation is commutative and associative, and the identity element in
Projgr(R) is the isomorphism class of the zero module.
For a graded ring R, we define
Kgr0 (R) = K0(Pgr(R)),
where K0(Pgr(R)) is defined to be K0 of the category Pgr(R). We show in Theo-
rem 5.1.3 that this definition of Kgr0 is equivalent to defining K
gr
0 (R) to be the group
completion of Projgr(R) (see [58, Thm. 1.1.3] for the group completion construction).
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The following proof follows in a similar way to the equivalent result in the non-graded
setting (see [58, Thm. 3.1.7]).
Theorem 5.1.3. Let R be a graded ring and let Pgr(R) be the category of graded
finitely generated projective modules over R. Then the group completion of Projgr(R)
may be identified naturally with K0(Pgr(R)), where K0(Pgr(R)) is defined in Defi-
nition 5.1.2.
Proof. By definition, K0(Pgr(R)) and the group completion of Proj
gr(R) are both
defined to be abelian groups with one generator for each isomorphism class of graded
finitely generated projective modules over R.
Addition in the latter is defined as [P ]+ [Q] = [P ⊕Q]. In K0(Pgr(R)), [P ]+ [Q]
is defined to be [N ] for a graded finitely generated projective R-module N if there
is an exact sequence
0 −→ P−→N−→Q −→ 0
in Pgr(R). If N = P ⊕Q then there is clearly an exact sequence
0 −→ P−→P ⊕Q−→Q −→ 0
in Pgr(R). Thus [P ⊕ Q] = [N ], and the addition operations in the two groups
coincide.
We also need to check that both groups satisfy the same relations. The group
completion construction is the free abelian group based on Projgr(R) subject to the
relations [P ] = [P ′] if P ∼=gr P
′ and [P ] + [Q] = [P ⊕ Q]. We have observed above
that the second relation holds in K0(Pgr(R)), and it is clear that the first relation
also holds.
Then K0(Pgr(R)) is subject to the relations (1) and (2) as in Definition 5.1.2.
It remains to check that the second of these relations holds in the group completion
construction. Suppose
0 −→ P1
f
−→ P
g
−→ P2 −→ 0
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is an exact sequence in Pgr(R). By Theorem 4.5.2 this is split exact since P2 is
graded projective. So there is a graded R-module homomorphism h : P2 → P with
g ◦ h = idP2 . Then as in the proof of Theorem 4.5.2, there is a graded R-module
isomorphism
P1 ⊕ P2 −→ P
(p, q) 7−→ f(p) + h(q).
So with the group completion construction, [P ] = [P1⊕P2] = [P1]+[P2] which shows
that it satisfies the second relation. 
We also observe that by [58, p. 291], for i = 0, Quillen’s Q-construction of K0
for a category (as in Section 2.3) coincides with Definition 5.1.2 of K0 of a category.
We finish this section by calculating Kgr0 of a trivially graded field.
Proposition 5.1.4. Let F be a field, Γ be a group and consider F as a trivially
Γ-graded field. Then Kgr0 (F )
∼=
⊕
γ∈Γ Zγ where Zγ = Z for each γ ∈ Γ.
Proof. LetM be a graded finitely generated projective F -module. By Theorem 4.2.4,
M is graded free so M ∼=gr F (δ1)
r1 ⊕ · · · ⊕ F (δk)
rk , where ri ∈ N and the δi ∈ Γ
are distinct. To show that M is written uniquely in this way, suppose M ∼=gr
F (α1)
r′1 ⊕ · · · ⊕ F (αl)
r′
l for some r′i ∈ N and some distinct αi ∈ Γ. Consider the
set {γ1, . . . , γn} = {δ1, . . . , δk} ∪ {α1, . . . , αl}. By rearranging the terms and adding
zeros where required, we have
F (δ1)
r1 ⊕ · · · ⊕ F (δk)
rk = F (γ1)
s1 ⊕ · · · ⊕ F (γn)
sn
where si ∈ N and the γi are distinct. Similarly, F (α1)
r′1⊕· · ·⊕F (αl)
r′
l can be written
as F (γ1)
s′1 ⊕ · · · ⊕ F (γn)
s′n.
We note that as Fe-modules
(
F (γ1)
s1 ⊕ · · · ⊕ F (γn)
sn
)
γ−11
∼=
(
F (γ1)
s′1 ⊕ · · · ⊕ F (γn)
s′n
)
γ−11
.
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If s1 = 0, then on the left hand side of the isomorphism we have zero, since F (γi)γ−11
=
0 for all i 6= 1. So we must also have zero on the right hand side of the isomorphism.
Therefore as F (γ1)γ−11
= Fe = F , we must have s
′
1 = 0. If s1 6= 0, then on the left
hand side of the isomorphism, we have F s1. Since it is an F -module isomorphism,
we have the same on the right hand side, and thus s1 = s
′
1.
Repeat the same argument for each γi ∈ {γ1, . . . , γn}. This shows that for each
i, we have si = s
′
i. Thus M can be written uniquely as F (δ1)
r1⊕· · ·⊕F (δk)
rk , where
ri ∈ N and the δi ∈ Γ are distinct. This gives an isomorphism from Proj gr(F ) to⊕
γ∈ΓNγ where Nγ = N for each γ ∈ Γ. As the group completion of N is Z, it follows
that Kgr0 (F ) is isomorphic to
⊕
γ∈Γ Zγ where Zγ = Z for each γ ∈ Γ. 
5.2 Graded K0 of strongly graded rings
Throughout this section, we let Γ be a multiplicative group and R be a Γ-graded
ring. For any Re-module N and any γ ∈ Γ, we identify the Re-module Rγ ⊗Re N
with its image in R⊗Re N . Then R⊗Re N is a Γ-graded R-module, with R⊗Re N =⊕
γ∈ΓRγ ⊗Re N . Consider the restriction functor
G : R-gr-Mod −→ Re-Mod
M 7−→Me
ψ 7−→ ψ|Me,
and the induction functor defined by
I : Re-Mod −→ R-gr-Mod
N 7−→ R⊗Re N
φ 7−→ idR⊗φ.
Proposition 5.2.1 and Theorem 5.2.2 are from Dade [14, p. 245] (see also [51, Thm. 3.1.1]).
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Proposition 5.2.1. Let R be a Γ-graded ring. With G and I defined as above, there
is a natural equivalence of the composite functor G ◦ I : Re-Mod→ Re-Mod with the
identity functor on Re-Mod.
Proof. Let N ∈ Re-Mod. Then G ◦ I(N) = (R⊗Re N)e = Re⊗Re N . We know that
for the ring Re, the map α : Re ⊗Re N → N ; r ⊗ n 7→ rn is an isomorphism. For
φ : N → N ′ in Re-Mod, the following diagram is clearly commutative
Re ⊗Re N
α //
idRe⊗φ

N
φ

Re ⊗Re N
′
α
// N ′
So α is a natural equivalence from G ◦ I to the identity functor. 
Theorem 5.2.2 (Dade’s Theorem). Let R be a Γ-graded ring. If R is strongly
graded, then the functors G and I defined above form mutually inverse equivalences
of categories.
Proof. Let M be a graded R-module. Then I ◦ G(M) = R ⊗Re Me. We will show
that the natural map β : R ⊗Re Me → M ; r ⊗ m 7→ rm is a graded R-module
isomorphism. It is an R-module homomorphism using properties of tensor products,
and is clearly graded. Since R is strongly graded, it follows that for all γ, δ ∈ Γ,
Mγδ = ReMγδ = RγRγ−1Mγδ ⊆ RγMδ ⊆Mγδ
so we have RγMδ = Mγδ. We note that β(Rγ ⊗Re Me) = RγMe = Mγ , so β is
surjective.
Let N = ker(β), which is a graded R-submodule of R⊗ReMe, so Ne = N∩(Re⊗Re
Me). Now Ne = ker(α), where α : Re ⊗Re Me → Me is the canonical isomorphism,
so Ne = 0. Since N is a graded R-module, as above we have Nγ = RγNe = 0 for all
γ ∈ Γ. It follows that β is injective.
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Let ψ :M →M ′ in R-gr-Mod. Then the following diagram commutes
R ⊗Re Me
β //
idR⊗ψ|Me

M
ψ

R ⊗Re M
′
e β
//M ′
so β is a natural equivalence from I◦G to the identity functor, completing the proof.

Proposition 5.2.3. Let R be a Γ-graded ring. If R is strongly graded, then for each
γ ∈ Γ, Rγ is a finitely generated projective left (or right) Re-module.
Proof. See [50, Cor. 2.16.10]. 
We now show that the functors G and I, when restricted to the categories of
finitely generated projective modules, still form an equivalence of categories.
Corollary 5.2.4. Let R be a Γ-graded ring. If R is strongly graded, then the functors
G : Pgr(R) −→ Pr(Re) and I : Pr(Re) −→ Pgr(R)
form mutually inverse equivalences of categories.
Proof. If A ∈ Pr(Re), then A⊕B ∼= R
n
e for some Re-module B. Then I(A⊕ B)
∼=
I(Rne ), so I(A)⊕ I(B)
∼= Rn. This shows I(A) is finitely generated and projective as
an R-module, and we know I(A) ∈ R-gr-Mod, so I(A) ∈ Pgr(R).
If M ∈ Pgr(R), then M ⊕ N ∼=gr R
n(d) for some graded R-module N and
some (d) = (δ1, . . . , δn) ∈ Γ
n. Then G(M ⊕ N) ∼= G(Rn(d)), so G(M) ⊕ G(N) ∼=
Rδ1⊕· · ·⊕Rδn . Since, by Proposition 5.2.3, each Rδi is a finitely generated projective
module over Re, we have that G(M) is also finitely generated and projective as an
Re-module. The result now follows from Theorem 5.2.2. 
We note that I and G as in Corollary 5.2.4 are exact functors between exact
categories. This follows since if 0 → L → M → N → 0 is an exact sequence in
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Pgr(R), then as N is graded projective, the exact sequence splits. So M ∼=gr L⊕N
and G(M) ∼= G(L⊕N) ∼= G(L)⊕ G(N). Thus 0→ G(L)→ G(M) → G(N) → 0 is a
split exact sequence in Pr(Re).
Suppose 0 → A → B → C → 0 is an exact sequence in Pr(Re). Then the exact
sequence splits, so B ∼= A ⊕ C and I(B) ∼=gr I(A ⊕ C) ∼=gr I(A) ⊕ I(C). Define
R-module homomorphisms
π : I(A)⊕ I(C) −→ I(C) and ı : I(A) −→ I(A)⊕ I(C)
(a, c) 7−→ c a 7−→ (a, 0).
From the non-graded setting [48, Prop. 2.7],
0 // I(A)
θ−1◦ı // I(B)
π◦θ // I(C) // 0
is an exact sequence of R-modules, where θ : I(B) → I(A) ⊕ I(C) is the R-module
homomorphism as above. Then as the maps θ, ı, π are graded R-module homomor-
phisms, the exact sequence is an exact sequence in Pgr(R).
Proposition 5.2.5. Let R be a Γ-graded ring. If R is strongly graded, then Kgr0 (R)
∼=
K0(Re).
Proof. Since R is strongly graded, we can apply Corollary 5.2.4, which says that the
category of graded finitely generated projective modules over R is equivalent to the
category of finitely generated projective modules over Re. By Theorem 2.3.2, each Ki
is a functor from the category of exact categories with exact functors to the category
of abelian groups. We observed above that I and G are exact functors between exact
categories, so this implies K0
(
Pgr(R)
)
∼= K0
(
Pr(Re)
)
as abelian groups. That is,
using the previous notation, Kgr0 (R)
∼= K0(Re). 
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5.3 Examples
In this section, we consider a specific example of a graded Azumaya algebra A (see
Example 5.3.2). We show that Kgr0 (A) ⊗ Z[1/n] is not isomorphic to K
gr
0 (Z(A)) ⊗
Z[1/n] for this graded Azumaya algebra A. This leads to the following question,
which we will partially answer in Section 5.4 (see Theorem 5.4.4).
Question 5.3.1. Let Γ be an abelian group, R be a commutative Γ-graded ring,
and A be a graded Azumaya algebra over its centre R of rank n. When do we have
Kgr0 (A)⊗ Z[1/n] ∼= K
gr
0 (R)⊗ Z[1/n]?
We now explain the example mentioned above.
Example 5.3.2. Consider the quaternion algebra H = R ⊕ Ri ⊕ Rj ⊕ Rk. In
Example 1.5.4, we showed that H is an Azumaya algebra over R. Then from Exam-
ple 4.2.3(2), H is a Z2 × Z2-graded division ring, so it is in fact a graded Azumaya
algebra, which is strongly Z2 × Z2-graded.
We can now use Proposition 5.2.5. Here H0 = R, so K
gr
0 (H) ∼= K0(R) ∼= Z. The
centre Z(H) = R is a field and is trivially graded by Z2 × Z2. By Proposition 5.1.4,
Kgr0
(
Z(H)
)
= Kgr0 (R) ∼= Z⊕Z⊕Z⊕Z. We can see thatK
gr
0 (H)⊗Z[1/2] ∼= Z⊗Z[1/2],
butKgr0
(
Z(H)
)
⊗Z[1/2] ∼= (Z⊕Z⊕Z⊕Z)⊗Z[1/2], so they are clearly not isomorphic.
We give here another example, which generalises the above example of H as a
Z2 × Z2-graded ring.
Example 5.3.3. Let F be a field, ξ be a primitive n-th root of unity and let a,
b ∈ F ∗. Let
A =
n−1⊕
i=0
n−1⊕
j=0
Fxiyj
be the F -algebra generated by the elements x and y, which are subject to the relations
xn = a, yn = b and xy = ξyx. By [20, Thm. 11.1], A is an n2-dimensional central
simple algebra over F .
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Further, we will show that A forms a graded division ring. Clearly A can be
written as a direct sum
A =
⊕
(i,j)∈Zn⊕Zn
A(i,j), where A(i,j) = Fx
iyj
and each A(i,j) is an additive subgroup of A. Using the fact that ξ
−kjxkyj = yjxk
for each j, k, with 0 ≤ j, k ≤ n − 1, we can show that A(i,j)A(k,l) ⊆ A([i+k],[j+l]), for
i, j, k, l ∈ Zn. A non-zero homogeneous element fxiyj ∈ A(i,j) has an inverse
f−1a−1b−1ξ−ijxn−iyn−j,
proving A is a graded division ring. Clearly the support of A is Zn × Zn, so A is
strongly Zn × Zn-graded. As for Example 5.3.2, K
gr
0 (A)
∼= K0(A0) = K0(F ) ∼= Z.
The centre F is trivially graded by Zn×Zn, so K
gr
0
(
Z(A)
)
∼=
⊕n2
i=1 Zi where Zi = Z.
Remark 5.3.4. We saw in Example 4.2.3(2) that H can also be considered as a
Z2-graded division ring. So H is also strongly Z2-graded, and K
gr
0 (H) ∼= K0(H0) =
K0(C) ∼= Z. Then Z(H) = R, which we can consider as a trivially Z2-graded field, so
by Proposition 5.1.4, Kgr0 (R) = Z⊕ Z. We note that for both grade groups, Z2 and
Z2×Z2, we have K
gr
0 (H) ∼= Z, but the K
gr
0 (R) are different. So the graded K-theory
of a graded ring depends not only on the ring, but also on its grade group.
We note that in the above example, the gradedK-theory ofH is isomorphic to the
usual K-theory of H. This follows since H is a division ring, so by Example 2.1.5(1)
we have K0(H) ∼= Z, and we observed above that K
gr
0 (H) ∼= Z. But it is not always
the case that the graded K-theory and usual K-theory coincide. For R, we know
that K0(R) ∼= Z. But in the above examples, when R was trivially graded by Z2
(resp. Z2×Z2), we had K
gr
0 (R) ∼= Z⊕Z (resp. K
gr
0 (R) ∼= Z⊕Z⊕Z⊕Z). Below we
will give an example of a graded ring which is not trivially graded, and its graded
K-theory is not isomorphic to its usual K-theory.
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Example 5.3.5. Let K be a field and let R = K[x2, x−2]. Then R is a Z-graded
field, where R can be written as R =
⊕
n∈ZRn, with Rn = Kx
n if n is even and
Rn = 0 if n is odd. Consider the shifted graded matrix ring A = M3(R)(0, 1, 1),
which has support Z. Then we will show that A is a graded central simple algebra
over R, so by Theorem 4.3.3, A is a graded Azumaya algebra over R.
It is clear that the centre of A is R, and A is finite dimensional over R. We
note that if A has a non-zero homogeneous two-sided ideal J , then J is generated by
homogeneous elements (see Proposition 4.1.4). Using the elementary matrices, we
can show that J = A (see [37, Ex. III.2.9]), so A is graded simple.
Further, we will show that A is a strongly Z-graded ring. Using Proposition 4.1.3,
it is sufficient to show that I3 ∈ AnA−n for all n ∈ Z. To show this, we note that
I3 =


0 1 0
0 0 0
0 0 0




0 0 0
1 0 0
0 0 0

+


0 0 0
x2 0 0
0 0 0




0 x−2 0
0 0 0
0 0 0

+


0 0 0
0 0 0
x2 0 0




0 0 x−2
0 0 0
0 0 0


and I3=


0 x−2 0
0 0 0
0 0 0




0 0 0
x2 0 0
0 0 0

+


0 0 0
1 0 0
0 0 0




0 1 0
0 0 0
0 0 0

+


0 0 0
0 0 0
1 0 0




0 0 1
0 0 0
0 0 0


So I3 ∈ A1A−1 and I3 ∈ A−1A1, and the required result follows by induction, showing
A is strongly graded.
As in the previous examples, using Proposition 5.2.5 we have Kgr0 (A)
∼= K0(A0).
Here R0 = K, so there is a ring isomorphism
A0 =


R0 0 0
0 R0 R0
0 R0 R0

 ∼= K ×M2(K).
Then
Kgr0 (A)
∼= K0(A0) ∼= K0(K)⊕K0
(
M2(K)
)
∼= Z⊕ Z,
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since K0 respects Cartesian products and Morita equivalence. Note that for the
usual K-theory of A, K0
(
M3(R)(0, 1, 1)
)
∼= K0(R) = K0
(
K[x2, x−2]
)
. Using the
Fundamental Theorem of Algebraic K-theory [58, Thm. 3.3.3] (see also [48, p. 484]),
K0
(
K[x, x−1]
)
∼= K0(K) ∼= Z, and it follows that K0(A) ∼= Z, since K[x2, x−2] ∼=
K[x, x−1] as rings. So the K-theory of A is isomorphic to one copy of Z, which is
not the same as the graded K-theory of A.
5.4 Graded D-functors
Throughout this section, we will assume that Γ is an abelian group, R is a fixed
commutative Γ-graded ring and all graded rings, graded modules and graded algebras
are also Γ-graded. As mentioned in Remark 4.4.3, in this section we will define
multiplication in EndR(A) to be g · f = g ◦ f . Let Ab be the category of abelian
groups and let Azgr(R) denote the category of graded Azumaya algebras graded free
over R with graded R-algebra homomorphisms. We recall from Section 4.2 that
Γ∗Mk(R) =
{
(d) ∈ Γk : GLk(R)[d] 6= ∅
}
,
where, for (d) = (δ1, . . . , δk) ∈ Γ
k, GLk(R)[d] consists of invertible k × k matrices
with the ij-entry in R−δi (see page 71).
Definition 5.4.1. An abstract functor F : Azgr(R) → Ab is defined to be a graded
D-functor if it satisfies the three properties below:
(1) F(R) is the trivial group.
(2) For any graded Azumaya algebra A graded free over R and for any (d) =
(δ1, . . . , δk) ∈ Γ
∗
Mk(R)
, there is a homomorphism
ρ : F
(
Mk(A)(d)
)
−→ F(A)
such that the composition F(A)→ F
(
Mk(A)(d)
)
→ F(A) is ηk, where ηk(x) =
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xk.
(3) With ρ as in property (2), then ker(ρ) is k-torsion.
Note that these properties are well-defined since both R andMk(A)(d) are graded
Azumaya algebras graded free over R. The proof of the theorem below follows in a
similar way to that of Theorem 3.1.2.
Theorem 5.4.2. Let A be a graded Azumaya algebra which is graded free over
its centre R of dimension n, such that A has a homogeneous basis with degrees
(δ1, . . . , δn) in Γ
∗
Mn(R)
. Then F(A) is n2-torsion, where F is a graded D-functor.
Proof. Let {a1, . . . , an} be a homogeneous basis forA over R, and let (d) = (deg(a1), . . . , deg(an)) ∈
Γ∗Mn(R). Since R is a graded Azumaya algebra over itself, by (2) in the definition of a
graded D-functor, there is a homomorphism ρ : F
(
Mn(R)(d)
)
→ F(R). But F(R) is
trivial by property (1) and therefore the kernel of ρ is F
(
Mn(R)(d)
)
which is, by (3),
n-torsion. Further, the graded R-algebra isomorphism A⊗R A
op ∼=gr EndR(A) from
the definition of a graded Azumaya algebra, combined with the graded isomorphism
EndR(A) ∼=gr Mn(R)(d), induces an isomorphism F(A ⊗R A
op) ∼= F(Mn(R)(d)). So
F(A⊗R A
op) is also n-torsion.
In the category Azgr(R), the two graded R-algebra homomorphisms i : A →
A ⊗R A
op and r : Aop → EndR(A
op) → Mn(R)(d) induce group homomorphisms
i : F(A)→ F(A⊗R A
op) and r : F(A⊗R A
op)→ F(A⊗R Mn(R)(d)), where F(A⊗R
Mn(R)(d)) ∼= F(Mn(A)(d)). Consider the following diagram
F(A)
i
 ηn

F(A⊗R A
op)
r

F(Mn(A)(d))
ρ // F(A)
which is commutative by property (2). It follows that F(A) is n2-torsion. 
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For a graded ring A, let Pgr(A) be the category of graded finitely generated
projective A-modules. Then as for Kgr0 in Section 5.1, we define
Kgri (A) = Ki(Pgr(A))
for i ≥ 0, where Ki(Pgr(A)) is the Quillen K-group of the exact category Pgr(A)
(see Section 2.3).
Let A be a graded ring with graded centre R. Then the graded ring homomor-
phism R → A induces an exact functor A ⊗R − : Pgr(R) → Pgr(A), which in turn
induces a group homomorphism Kgri (R)→ K
gr
i (A). Then we have an exact sequence
1 −→ ZKgri (A) −→ K
gr
i (R) −→ K
gr
i (A) −→ CK
gr
i (A) −→ 1 (5.1)
where ZKgri (A) and CK
gr
i (A) are the kernel and cokernel of the map K
gr
i (R) →
Kgri (A) respectively. We will show that CK
gr
i can be regarded as the following functor
CKgri : Azgr(R) −→ Ab
A 7−→ CKgri (A).
For a graded Azumaya algebraA graded free over R, clearly CKgri (A) = coker
(
Kgri (R) −→
Kgri (A)
)
is an abelian group. Consider graded Azumaya algebras A,A′ graded free
over R and a graded R-algebra homomorphism f : A→ A′. Then there is an induced
exact functor A′ ⊗A − : Pgr(A) → Pgr(A
′), which induces a group homomorphism
f∗ : K
gr
i (A)→ K
gr
i (A
′). We have an exact functor
A′ ⊗A (A⊗R −) : Pgr(R) −→ Pgr(A) −→ Pgr(A
′).
As the map f restricted to R is the identity map, the induced functor Pgr(R) →
Pgr(R) is also the identity. So it induces the identity map Kgri (R) → K
gr
i (R). We
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have an exact functor
A′ ⊗R − : Pgr(R) −→ Pgr(R) −→ Pgr(A
′).
Since these two functors from Pgr(R) to Pgr(A′) are isomorphic, they induce the
same map on the level of the K-groups by Theorem 2.3.2.
Since Ki is a functor from the category of exact categories to the abelian groups,
the following diagram is commutative
Kgri (R)
//
id

Kgri (A)
//
f∗

CKgri (A)
CKgri (f)

Kgri (R)
//Kgri (A
′) // CKgri (A
′)
Then it is routine to check that CKgri forms the required functor. Similarly ZK
gr
i can
be regarded as the following functor
ZKgri : Azgr(R) −→ Ab
A 7−→ ZKgri (A).
Proposition 5.4.3. With CKgri defined as above, CK
gr
i is a graded D-functor.
Proof. Property (1) is clear, since R is commutative so Kgri (Z(R))→ K
gr
i (R) is the
identity map. For property (2), let A be a graded Azumaya algebra graded free over
R and let (d) = (δ1, . . . , δk) ∈ Γ
∗
Mk(R)
. Then there are functors:
φ : Pgr(A) −→ Pgr(Mk(A)(d)) (5.2)
X 7−→Mk(A)(d)⊗A X
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and
ψ : Pgr(Mk(A)(d)) −→ Pgr(A) (5.3)
Y 7−→ Ak(−d)⊗Mk(A)(d) Y.
The functor φ induces a homomorphism from Kgri (A) to K
gr
i (Mk(A)(d)). By the
graded version of the Morita Theorems (see Proposition 4.5.4), the functor ψ es-
tablishes a natural equivalence of categories, so it induces an isomorphism from
Kgri (Mk(A)(d)) to K
gr
i (A).
For X ∈ Pgr(A), ψ ◦ φ(X) ∼=gr X
k(−d). We will use a similar argument to that
of Proposition 4.2.2 to show that Xk(−d) ∼=gr X
k. Since (d) ∈ Γ∗Mk(R), there is
r = (rij) ∈ GLk(R)[d]. Then there is a graded A-module homomorphism
Lr : X
k −→ Xk(−d)
(x1, . . . , xk) 7−→ r(x1, . . . , xk).
Since r is invertible there is an inverse matrix t ∈ GLk(R), and there is an A-module
homomorphism Lt : X
k(−d) → Xk which is an inverse of Lr. So Lr is a graded
A-module isomorphism. By the remarks after Theorem 2.3.5, Ki are functors which
respect direct sums, so this induces a multiplication by k on the level of theK-groups.
The exact functors (5.2) and (5.3) induce the following commutative diagram:
Kgri (R)
//
=

Kgri (A)
//
φ

CKgri (A)
//

1
Kgri (R)
//
ηk

Kgri (Mk(A)(d))
//
ψ∼=

CKgri (Mk(A)(d))
//
ρ

1
Kgri (R)
// Kgri (A)
// CKgri (A)
// 1
where composition of the columns are ηk, proving property (2). A diagram chase
verifies that property (3) also holds. 
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A similar proof shows that ZKgri is also a graded D-functor. We now show that for
a graded Azumaya algebra which is graded free over its centre, its graded K-theory
is essentially the same as the graded K-theory of its centre.
Theorem 5.4.4. Let A be a graded Azumaya algebra which is graded free over
its centre R of dimension n, such that A has a homogeneous basis with degrees
(δ1, . . . , δn) in Γ
∗
Mn(R)
. Then for any i ≥ 0,
Kgri (A)⊗ Z[1/n] ∼= K
gr
i (R)⊗ Z[1/n].
Proof. Proposition 5.4.3 shows that CKgri (and in the same manner ZK
gr
i ) is a graded
D-functor, and thus by Theorem 5.4.2 CKgri (A) and ZK
gr
i (A) are n
2-torsion abelian
groups. Tensoring the exact sequence (5.1) by Z[1/n], since CKgri (A) ⊗ Z[1/n] and
ZKgri (A)⊗ Z[1/n] vanish, the result follows. 
It remains as a question when this result holds for a graded Azumaya algebra of
constant rank.
Question 5.4.5. Let Γ be an abelian group, R be a commutative Γ-graded ring,
and A be a graded Azumaya algebra over its centre R of rank n. When is it true
that for any i ≥ 0,
Kgri (A)⊗ Z[1/n] ∼= K
gr
i (R)⊗ Z[1/n]?
Remark 5.4.6. Using Example 5.3.2, we remark here that the graded Azumaya
algebra H does not satisfy the conditions of Theorem 5.4.4. Suppose H does satisfy
these conditions; that is, suppose there is a homogeneous basis {a1, . . . , a4} for H
over R, such that the elements of the basis have degrees (δ1, . . . , δ4) in Γ∗M4(R). So
there exists a matrix r ∈ GL4(R)[d]. Since Supp(R) = 0, then as each row of r must
contain a non-zero element, this implies δi = 0 for each i. But this would imply that
the support of H is also 0, which clearly is a contradiction. So such a homogeneous
basis for H does not exist.
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Corollary 5.4.7. Let A be an Azumaya algebra free over its centre R of dimension
n. Then for any i ≥ 0,
Ki(A)⊗ Z[1/n] ∼= Ki(R)⊗ Z[1/n].
Proof. By taking Γ to be the trivial group, this follows immediately from Theo-
rem 5.4.4. 
Chapter 6
Additive Commutators
In 1905 Wedderburn proved that a finite division ring is a field. This is an example
of a commutativity theorem; that is, it is a theorem which states certain conditions
under which a given ring is commutative. Since then, Wedderburn’s result has
motivated many, more general commutativity theorems (see [42, §13]). Both additive
and multiplicative commutators play an important role in these theorems. In this
chapter we consider additive commutators in the setting of graded division algebras.
We begin Section 6.1 with two results involving the support of a graded division
ring. We then show that some commutativity theorems involving additive commu-
tators hold in the graded setting. We give a counter-example to show that one such
commutativity theorem for multiplicative commutators does not hold.
In Section 6.2, we show that in the setting of graded division algebras, the reduced
trace exists and it is a graded map. In Section 6.3, we recall some results from the
non-graded setting which will be used in the final section. We end the chapter by
considering, in Section 6.4, the quotient division ring QD of a graded division ring
D. We show how the submodule generated by the additive commutators in QD
relates to that of D (see Corollary 6.4.5).
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6.1 Homogeneous additive commutators
Throughout this chapter, let Γ be an abelian group unless otherwise stated. We
recall from Section 4.1 that the support of a graded ring R =
⊕
γ∈ΓRγ is defined to
be the set
Supp(R) = ΓR =
{
γ ∈ Γ : Rγ 6= {0}
}
.
It follows that a graded ring R is zero if and only if Supp(R) = ∅.
Let D be a Γ-graded division ring with centre F . Since Γ is an abelian group,
the centre of D is a graded subring of D (see Section 4.1). A homogeneous additive
commutator of D is defined to be an element of the form ab − ba where a, b ∈ Dh.
Throughout this chapter, we will use the notation [a, b] = ab− ba and [D,D] is the
graded submodule of D generated by all homogeneous additive commutators of D.
We note that in this chapter we will consider the group Γ to be an abelian group,
unless stated otherwise. This is the natural setting to consider homogeneous additive
commutators. If Γ is not abelian, then a given homogeneous additive commutator
may not be a homogeneous element in D.
A graded division algebra D is defined to be a graded division ring with centre
F such that [D : F ] < ∞. Note that since F is a graded field, D has a finite
homogeneous basis over F . A graded division algebra D over its centre F is said
to be unramified if ΓD = ΓF and totally ramified if D0 = F0. The following lemma
considers the support of [D,D]; the proof of part (2) is due to Hazrat.
Lemma 6.1.1. Let D =
⊕
γ∈ΓDγ be a graded division algebra over its centre F .
1. If D is totally ramified, then ∅ 6= Supp([D,D]) $ ΓD.
2. If D is not totally ramified, then Supp(D) = Supp([D,D]).
Proof. (1): Clearly ∅ 6= Supp([D,D]) ⊆ ΓD. Since D0 = F0 = Z(D) ∩D0 we have
D0 ⊆ Z(D). Suppose 0 ∈ Supp([D,D]). Then there is an element
∑
i(xiyi− yixi) ∈
[D,D], with deg(xi) + deg(yi) = 0 for all i. If xiyi − yixi = 0 for all i, then clearly
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the sum is also zero. Thus there are non-zero homogeneous elements x ∈ Dγ , y ∈ Dδ
with 0 6= xy − yx ∈ D0 and γ + δ = 0.
Then (xy − yx)y−1 6= 0, as y−1 ∈ D−δ \ 0 and xy − yx ∈ D0 \ 0, so their product
is a non-zero homogeneous element of degree −δ. Since
(xy − yx)y−1 = xyy−1 − yxy−1 = y−1yx− yxy−1,
we have y−1(yx) 6= (yx)y−1; that is yx /∈ Z(D). Since yx ∈ D0, this contradicts the
fact that D0 = F0, so 0 /∈ Supp([D,D]).
(2): It is clear that Supp([D,D]) ⊆ ΓD. For the reverse containment, for γ ∈ ΓD
we will show that there is an x ∈ Dγ which does not commute with some y ∈ Dδ
for some δ ∈ ΓD. Suppose not, then Dγ ⊆ Z(D), so Dγ = Fγ . Let x ∈ Dγ, d ∈ D0,
y ∈ Dδ be arbitrary non-zero elements. Then
x(dy) = (dy)x = d(yx) = d(xy) = (dx)y = y(dx) = (yd)x = x(yd).
So for all d ∈ D0, y ∈ Dδ we have x(dy) = x(yd). Since x is a non-zero homogeneous
element, it is invertible. This implies dy = yd, so D0 = F0 contradicting the fact
that D is not totally ramified. Then there is an x ∈ Dγ which does not commute
with y ∈ Dδ, so xyy
−1 − y−1xy 6= 0 proving γ ∈ Supp([D,D]). 
Example 6.1.2. Let H be the real quaternion algebra. We saw in Example 4.2.3(2)
that H forms a Z2×Z2-graded division ring, where its centre is R. Then Supp(H) =
Z2×Z2 and Supp(R) = (0, 0). We can show that Supp([H,H]) = {(1, 0), (0, 1), (1, 1)}.
Let D be a graded division ring and let F be a graded subfield of D which is
contained in the centre of D. We know that F0 = F ∩ D0 is a field and D0 is a
division ring. The group of invertible homogeneous elements of D, denoted by Dh∗,
is equal to Dh \ 0. Considering D as a graded F -module, since F is a graded field,
there is a uniquely defined dimension [D : F ] by Theorem 4.2.4. Note that ΓF ⊆ ΓD,
so ΓF is a normal subgroup of ΓD.
Chapter 6. Additive Commutators 122
The proposition below has been proven by Hwang, Wadsworth [38, Prop. 2.2] for
two graded fields R ⊆ S with a torsion-free abelian grade group.
Proposition 6.1.3. Let D be a graded division ring and let F be a graded subfield
of D which is contained in the centre of D. Then
[D : F ] = [D0 : F0]|ΓD : ΓF |.
Proof. Let {xi}i∈I be a basis for D0 over F0. Consider the cosets of ΓD over ΓF and
take a transversal {δj}j∈J for these cosets, where δj ∈ ΓD. Take {yj}j∈J ⊆ D
h∗ such
that deg(yj) = δj for each j. We will show that {xiyj} is a basis for D over F .
Consider the map
ψ : Dh∗ −→ ΓD/ΓF
d 7−→ deg(d) + ΓF .
This is a group homomorphism with kernel D0F
h∗, since for any d ∈ ker(ψ) there is
some f ∈ F h∗ with df−1 ∈ D0. Let d ∈ D be arbitrary. Then d =
∑
γ∈Γ dγ where
dγ ∈ Dγ and ψ(dγ) = γ+ΓF = δj +ΓF for some δj in the transversal of ΓD over ΓF .
Then there is some yj with deg(yj) = δj and dγy
−1
j ∈ ker(ψ). So dγy
−1
j =
∑
k akgk
for gk ∈ F
h∗ and ak =
∑
i r
(k)
i xi with r
(k)
i ∈ F0. It follows that d can be written as
an F -linear combination of the elements of {xiyj}.
To show linear independence, suppose
∑n
i=1 rixiyi = 0 for ri ∈ F . Since the
homogeneous components of D are disjoint, we can take a homogeneous component
of this sum, say
∑m
k=1 rkxkyk where deg(rkxkyk) = α. Then deg(rk) + deg(yk) = α
for all k, so all of the yk are the same. This implies that
∑
k rkxk = 0, where all of
the rk have the same degree. If rk = 0 for all k then we are done. Otherwise, for
some rl 6= 0, we have
∑
k(r
−1
l rk)xk = 0. Since {xi} forms a basis for D0 over F0, this
implies rk = 0 for all k. 
We include below a number of results involving homogeneous additive commu-
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tators. The proofs follow in exactly the same way as the proofs of the equivalent
non-graded results (see [43, §13]).
Lemma 6.1.4. Let D be a graded division ring. If all of the homogeneous additive
commutators of D are central, then D is a graded field.
Proof. Let y ∈ Dh be an arbitrary homogeneous element of D. Then by assump-
tion, y commutes with all homogeneous additive commutators, and it follows that
y commutes with all (non-homogeneous) additive commutators of D. We will show
y ∈ Z(D).
Suppose y /∈ Z(D). Then there exists x ∈ Dh such that [x, y] 6= 0. We have
[x, xy] = x[x, y] with [x, xy] and [x, y] non-zero. Since y commutes with [x, xy] and
[x, y], it follows that (yx− xy)[x, y] = 0. As we assumed [x, y] 6= 0, it is a non-zero
homogeneous element of D, so is invertible. So yx − xy = 0; that is, [x, y] = 0
contradicting our choice of x. It follows that D is a commutative graded division
ring, as required. 
We include an alternative proof to Lemma 6.1.4 in Section 6.4. This alternative
proof uses the relation between a graded division ring and its quotient division ring
combined with the non-graded result.
Theorem 6.1.5. Let D be a graded division ring with centre F . Then the smallest
graded division subring over F generated by homogeneous additive commutators is
D.
Proof. Let E =
⊕
γ∈ΓEγ be the smallest graded F -division subring containing all
homogeneous additive commutators. Then clearly we have F ⊆ E ⊆ D. To show
D = E, it is sufficient to show that Dh ⊆ Eh. Let x ∈ Dh \ F h. Then there exists
y ∈ Dh such that xy 6= yx. We have [x, xy] = x[x, y] with [x, xy], [x, y] ∈ Eh, since
they are non-zero homogeneous additive commutators. Then x = [x, xy] · [x, y]−1 ∈
Eh, as required. 
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Proposition 6.1.6. Let K ⊆ D be graded division rings, with [D,K] ⊆ K. If
charK 6= 2, then K ⊆ Z(D).
Proof. First note that the condition [D,K] ⊆ K is equivalent to [Dh, Kh] ⊆ Kh.
Let a ∈ Dh \Kh and c ∈ Kh. We will show ac = ca. We have [a, [a, c]] + [a2, c] =
2a[a, c] ∈ K. If [a, c] 6= 0, then, since charK 6= 2, this implies a ∈ K, contradicting
our choice of a. Thus [a, c] = 0.
Now let b, c ∈ Kh. Consider a ∈ Dh \ Kh. Then a, ab ∈ Dh \ Kh and we have
shown that [a, c], [ab, c] = 0. Then [b, c] = a−1 · [ab, c] = 0. It follows that K ⊆ Z(D).

The above results show that, in some aspects, the behaviour of homogeneous
additive commutators in graded division rings is similar to that of additive com-
mutators in division rings. However, this analogy seems to fail for multiplicative
commutators of graded division rings. For example, in the setting of division rings
the Cartan-Brauer-Hua theorem is the multiplicative version of Proposition 6.1.6
and its proof involves multiplicative commutators. In the non-graded setting, the
Cartan-Brauer-Hua theorem states:
Let D and K be division rings, with K ⊆ D. Suppose that K∗ is a
normal subgroup of D∗ and K 6= D. Then K ⊆ Z(D).
This theorem does not hold in the setting of graded division rings, as is shown by
the following counterexample.
Example 6.1.7. Let D be a division ring and let R = D[x, x−1]. Then we saw
in Example 4.2.3(1) that R is a graded division ring. Let K = R0. Then K
∗ is a
normal subgroup of R∗ and K 6= R. Choose a, b ∈ D with ab 6= ba. Then ax0 ∈ K
and bxn ∈ R, and we have (ax0)(bxn) = abxn 6= baxn = (bxn)(ax0). So ax0 /∈ Z(R),
proving that K * Z(R).
Consider a homogeneous multiplicative commutator xyx−1y−1 in a graded divi-
sion ringD. Since x, y ∈ Dh and deg(x−1) = − deg(x), we note that deg(xyx−1y−1) =
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0; that is, xyx−1y−1 is in the zero-homogeneous component of D. This suggests that
there are “too few” multiplicative commutators to affect the structure of the division
ring.
6.2 Graded splitting fields
For a graded division algebra D over its centre F , we will show that D is split
by any graded maximal subfield L of D. This allows us to construct the reduced
characteristic polynomial of D over F .
Lemma 6.2.1 (Graded Schur’s Lemma). Let R be a graded ring and let M be a
graded R-module. If M is graded simple, then ENDR(M) is a graded division ring.
Proof. We know from page 76 that ENDR(M) is a graded ring. If f is a nonzero
homogeneous endomorphism, then ker(f) 6= M and im(f) 6= 0. Since ker(f) and
im(f) are both graded submodules of M , which is graded simple, it follows that
ker(f) = 0 and im(f) =M . Thus f is a graded isomorphism, and hence is invertible.

In the following theorem, we rewrite Rieffel’s proof of Wedderburn’s Theorem in
the graded setting (see [39, Prop. 1.3(a)]). See [51, Thm. 2.10.10] for a more general
version of the theorem.
Theorem 6.2.2. Let A be a graded central simple algebra over a graded field R.
Then there is a graded division algebra E over R such that A ∼=gr Mn(E)(d) for
some (d) = (δ1, . . . , δn) ∈ Γ
n.
Proof. Take a minimal nonzero homogeneous right ideal L of A (which exists since
[A : R] < ∞). Then L is a graded simple right A-module, as it has no nonzero
proper graded right A-submodules. Let E = EndA(L), where EndA(L) = ENDA(L)
since L is finitely generated as a graded A-module. Then E is a graded division
ring, by the graded Schur’s Lemma, and [E : R] ≤ [EndR(L) : R] < ∞. Then L is
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a graded free left E-module, with a homogeneous base, say b1, . . . , bn, of L over E.
Then by Theorem 4.4.2, EndE(L) ∼=gr Mn(E)(d), where (d) = (deg(b1), . . . , deg(bn)).
Consider the map
i : A −→ EndE(L)
a 7−→ i(a) : L → L
x 7→ xa
We will show that i is a graded R-algebra isomorphism. Firstly note that i(a) is an
element of EndE(L), since for all e ∈ E, x ∈ L we have
(i(a))(ex) = (ex)a = (e(x))a = e(xa) = e
(
(i(a))(x)
)
.
It can be easily shown that i is a graded R-algebra homomorphism. Since A is graded
simple, it follows that i is injective. Note that i(A) contains the identity element of
EndE(L). Then to prove surjectivity, it suffices to show that i(A) is a homogeneous
right ideal of EndE(L).
For y ∈ L, let Ly : L → L; x 7→ yx so that Ly ∈ EndA(L). Then for f ∈
EndE(L)
h, x ∈ L we have
f(yx) = f(Ly(x)) = Ly(f(x)) = y(f(x)).
It follows that (i(x) · f)(y) = (f ◦ i(x))(y) =
(
i(f(x))
)
(y), which implies that i(L)
is a right ideal of EndE(L). Also, i(L) =
⊕
γ∈Γ
(
i(L) ∩ (EndE(L))γ
)
giving that
the ideal is homogeneous. The two-sided homogeneous ideal of A generated by L is
ALA = AL, and since A is graded simple, AL = A. Thus i(A) = i(AL) = i(A)i(L)
is a homogeneous right ideal of EndE(L), as required. 
Let D be a graded division algebra over its centre F and let L be any graded
subfield of D containing F . We define a grading on L[x] as follows. Let θ ∈ ΓD and
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let
L[x]θ =
⊕
γ∈Γ
L[x]γ , where L[x]γ =
{∑
aix
i : ai ∈ L
h, deg(ai) + iθ = γ
}
.
Then L[x]θ forms a graded ring, and x ∈ L[x]θ is homogeneous of degree θ. Let
ZD(L) = {d ∈ D : dl = ld for all l ∈ L} denote the centraliser of L in D. Then
ZD(L) is a graded subring of D and it is a graded L-algebra. For any c ∈ ZD(L)
h of
degree θ, let
L[c ] =
{
f(c) : f(x) ∈ L[x]θ
}
.
Then L[c] forms a graded ring with L ⊆ L[c], and we note that L[c] is commu-
tative since c ∈ ZD(L)
h. The map L[x]θ → L[c]; f(x) 7→ f(c) is a graded ring
homomorphism.
Further we will show that L[c] is in fact a graded field. Let a ∈ L[c]γ be a non-zero
element, and consider the γ-shifted L-module L[c](γ). The map La : L[c]→ L[c](γ);
l 7→ al is a graded L-module homomorphism, which is injective since a is invertible
in D. Then dimL(im(La)) = dimL(L[c]). We will show that dimL(L[c]) <∞.
Since c ∈ D and [D : F ] < ∞, we have that c is algebraic over F , and thus is
algebraic over L. So it has a minimal polynomial h(x) = l0+ l1x+ · · ·+ lkx
k, and the
set {1, c, c2, · · · , ck−1} generates L[c] over L. If they are not all linearly independent,
we can write 1 as an L-linear combination of the others and remove it from the set,
leaving a set which still generates L[c] over L. Repeating this process will give a
linearly independent spanning set for L[c] over L.
So dimL(L[c]) < ∞, and La is surjective by dimension count. Then there is
a graded L-module homomorphism ψ which is the inverse of La, and ψ(1L) is the
inverse of a. Since L[c] is also commutative, it is a graded field.
The following result is in [20, p. 40] in the non-graded setting.
Theorem 6.2.3. Let D be a graded division algebra over a graded field F , and let
L be a graded subfield of D. Then L is a graded maximal subfield if and only if
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ZD(L) = L.
Proof. If ZD(L) = L, then for any graded subfield L
′ of D containing L we have
L′ ⊆ ZD(L). So L is a graded maximal subfield. Conversely, assume L is graded
maximal. Then for any homogeneous c ∈ ZD(L), L[c] forms a graded field. By
the maximality of L, we must have L[c] = L and so c ∈ L. Then it follows that
ZD(L) = L. 
Corollary 6.2.4. Let D be a graded division algebra with centre F and let L be a
graded maximal subfield of D. Then
D ⊗F L ∼=gr Mn(L)(d)
for some n ∈ N and some d = (δ1, . . . , δn) ∈ Γn.
Proof. As graded F -modules, we have D ⊗F L ∼=gr L ⊗F D. Since D is a graded
division algebra over the graded field F , and L is graded simple, Theorems 4.3.1,4.3.2
give that L⊗FD is graded central simple over Z(L) = L. We have that D is a graded
simple right module over L⊗F D, with the right action x(l ⊗ d) = lxd for d, x ∈ D,
l ∈ L. Then by Theorem 6.2.2, E := EndL⊗FD(D) is a graded division algebra over
L, such that L ⊗F D ∼=gr Mn(E)(d) for some d = (δ1, . . . , δn) ∈ Γ
n. From Theorem
6.2.3, ZD(L) = L, so it remains to show ZD(L) ∼=gr E. Define
ψ : ZD(L) → EndL⊗FD(D)
d 7→ ψ(d) : D → D
x 7→ dx
It can be easily shown that ψ is a graded L-algebra homomorphism, which is injective
since L is graded simple as a graded ring. Let f ∈
(
EndL⊗FD(D)
)
γ
be a homogeneous
map. Then f(1) ∈ Dγ and since f(1)ℓ = ℓf(1) for all ℓ ∈ L
h, we have f(1) ∈ ZD(L).
For x ∈ D,
f(x) = f(1 · (1⊗ x)) = f(1)(1⊗ x) = f(1)x =
(
ψ(f(1))
)
(x).
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So f = ψ(f(1)), proving that ψ is surjective. It follows thatMn(E)(d) ∼=gr Mn(L)(d),
completing the proof. 
Suppose D is a graded division algebra over a graded field F . We will show that
there exists a graded maximal subfield of D. For any a ∈ Dh \ F h, we have shown
above that F [a] is a graded field, with F ⊆ F [a] ⊆ D. Consider
X = {L : L is a graded subfield of D with F $ L}.
This is a non-empty set since F [a] ∈ X and it is partially ordered with inclusion.
Every chain L1 ⊆ L2 ⊆ . . . in X has an upper bound
⋃
Li ∈ X . By Zorn’s Lemma,
X has a maximal element, so there is a graded maximal subfield of D.
Then Corollary 6.2.4 shows that a graded maximal subfield L of D splits D; that
is, j : D ⊗ L ∼=gr Mn(L)(d). As in the non-graded setting, for an element d ∈ D we
define the reduced characteristic polynomial as
charD/F (d, x) = det
(
xIn − j(d⊗ 1)
)
= xn − TrdD(d)x
n−1 + · · ·+ (−1)nNrdD(d),
where TrdD(d) = trace
(
j(d⊗1)
)
is the reduced trace of d and NrdD(d) = det
(
j(d⊗
1)
)
is the reduced norm.
Since L is a graded module over a graded field F , by Proposition 4.2.4, it is graded
free and therefore free over F . It follows that L is faithfully flat over F , where F
is a ring and D and L are F -algebras, so we can apply [41, Lemma III.1.2.1]. This
shows that the reduced characteristic polynomial lies in F [x] and it is independent
of the choice of j and L. We note that the reduced norm and reduced trace satisfy
the following properties.
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Corollary 6.2.5. Reduced norm and trace satisfy the following rules:
NrdD(ab) = NrdD(a)NrdD(b) TrdD(a+ b) = TrdD(a) + TrdD(b)
NrdD(ra) = r
nNrdD(a) TrdD(ra) = rTrdD(a)
TrdD(ab) = TrdD(ba)
for all a, b ∈ D and r ∈ F .
Proof. This follows immediately from the properties of determinant and trace in a
matrix. 
It follows from the above corollary that TrdD : D → F is an F -module homo-
morphism. Since all three maps D → D⊗F L→Mn(L)(d)
trace
−→ F are graded maps,
we have that TrdD is a graded F -module homomorphism.
Note that a graded division algebra D with centre F is an Azumaya algebra by
Theorem 4.3.3. Since the dimension of an Azumaya algebra is a square, it follows
that [D : F ] is also a square number.
Proposition 6.2.6. Let D be a graded division algebra over its centre F . Then
TrdD : D → F is surjective.
Proof. Suppose TrdD is not surjective. Since im(TrdD) is a graded module over
the graded field F with dimF (im(TrdD)) ≤ dimF (F ) = 1, then dim(im(TrdD)) = 0
and so TrdD is the zero map. Let {x1, . . . , xn2} be a homogeneous basis for D
over F and let L be a graded maximal subfield of D. Then by Corollary 6.2.4,
f : D⊗F L ∼=gr Mn(L)(d) for some (d) ∈ Γ
n and it is known that {x1⊗1, . . . , xn2⊗1}
forms a homogeneous basis for D ⊗F L over L. Since f is a graded isomorphism,
{f(xi ⊗ 1) : 1 ≤ i ≤ n
2} forms a homogeneous basis of Mn(L)(d) over L. By
definition TrdD(di) = tr(f(di ⊗ 1)), which equals zero since TrdD is the zero map.
That is, the trace is the zero function on Mn(L)(d), which is clearly a contradiction.

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6.3 Some results in the non-graded setting
We recall here some results from the non-graded setting, which will be used in the
next section.
Lemma 6.3.1. Let R be a division ring. If all of the additive commutators of R are
central, then R is a field.
Proof. See [43, Cor. 13.5]. 
Theorem 6.3.2. Let D be a division algebra over its centre F of index n. Then for
a ∈ D, TrdD(a) = na + da where da ∈ [D,D].
Proof. Let a ∈ D with minimal polynomial f(x) ∈ F [x] of degree m. Then by [56,
p. 124, Ex. 9.1], we have
f(x)n/m = xn − TrdD(a)x
n−1 + · · ·+ (−1)nNrdD(a).
where the right hand side of this equality is the reduced characteristic polyno-
mial of a. Wedderburn’s Factorisation Theorem [42, Thm. 16.9] says f(x) = (x −
d1ad
−1
1 ) · · · (x− dmad
−1
m ) for d1, . . . , dm ∈ D. Combining these, we have
TrdD(a) =
n
m
(
d1ad
−1
1 + · · ·+ dmad
−1
m
)
=
n
m
(
ma + (d1ad
−1
1 − ad
−1
1 d1) + · · ·+ (dmad
−1
m − ad
−1
m dm)
)
= na + da where da ∈ [D,D],
as required. 
Let R be a commutative Noetherian ring. The dimension of the maximal ideal
space of R is defined to be the supremum on the lengths of properly descending
chains of irreducible closed sets.
Theorem 6.3.3. Let R be a commutative Noetherian ring and let A be an Azumaya
algebra over R. Then every element of A of reduced trace zero is a sum of at most
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2d+2 additive commutators, where d is the dimension of the maximal ideal space of
R.
Proof. See [59, Thm. 5.3.1]. 
Corollary 6.3.4. Let D be a graded division algebra over its centre F , which is
Noetherian as a ring. Then ker(TrdD) = [D,D].
Proof. For any xy − yx ∈ [D,D], we have TrdD(xy − yx) = 0 by Corollary 6.2.5.
The reverse containment follows immediately from the above theorem, since by The-
orem 4.3.3, D is an Azumaya algebra over F . 
Remark 6.3.5. Let D be a graded division algebra over its centre F , which is
Noetherian as a ring. Since ker(TrdD) = [D,D] by Corollary 6.3.4 and TrdD is surjec-
tive by Proposition 6.2.6, the First Isomorphism Theorem says that D/[D,D] ∼=gr F
as graded F -modules. So dimF (D/[D,D]) = dimF F = 1. By Proposition 4.2.6,
dimF ([D,D]) + 1 = dimF (D) <∞.
We recall here the definitions of a totally ordered group and a torsion-free group.
Let (Γ,+) be a group. A partial order is a binary relation ≤ on Γ which is reflexive,
antisymmetric and transitive. The order relation is translation invariant if for all
a, b, c ∈ Γ, a ≤ b implies a + c ≤ b + c and c + a ≤ c + b. A partially ordered group
is a group Γ equipped with a partial order ≤ which is translation invariant. If Γ
has a partial order, then two distinct elements a, b ∈ Γ are said to be comparable if
a ≤ b or b ≤ a. If Γ is a partially ordered group in which every two elements of Γ
are comparable, then Γ is called a totally ordered group.
For a group Γ, an element a of Γ is called a torsion element there is a positive
integer n such that an = e. If the only torsion element is the identity element, then
the group Γ is called torsion-free. By [44], an abelian group can be equipped with a
total order if and only if it is torsion-free.
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6.4 Quotient division rings
Throughout this section, Γ is a torsion-free abelian group and all graded objects are
Γ-graded. In this setting, graded division rings have no zero divisors, and similarly
for graded fields. This follows since we can choose a total order for Γ. So for a graded
division ring D =
⊕
γ∈ΓDγ and two non-zero elements a, b ∈ D, we can write
a = aγ + terms of higher degree and b = bδ + terms of higher degree.
Then ab = aγbδ+ terms of higher degree, so we have that ab is non-zero. Thus the
group of units of D is D∗ = Dh \ 0. Similarly, a graded field F is an integral domain
with group of units F ∗ = F h \ 0. This allows us to construct QF = (F \ 0)−1F ,
the quotient field of F , which is clearly a field and an F -module. For a graded
division algebra D with centre F , we define the quotient division ring of D to be
QD = QF ⊗F D. We observe some properties of QD in the proposition below,
including in part (5) that it is a division ring.
Proposition 6.4.1. Let D be a graded division algebra with centre F , and let QF
and QD be as defined above. Then the following properties hold:
1. QD is an algebra over QF ;
2. D → QD; d 7→ 1⊗ d is injective;
3. QD has no zero divisors;
4. [QD : QF ] = [D : F ];
5. QD is a division ring;
6. QD ∼= (F \ 0)−1D; (f1/f2)⊗ d 7→ (f1d)/f2;
7. The elements of QD can be written as d/f , d ∈ D, f ∈ F .
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Proof. (1): This follows easily.
(2): To show D → QD is injective, we first show that F → QF is injective.
Consider F → QF ; f 7→ f/1. If f/1 = 0, there is s ∈ F \ 0 with sf = 0. Since F is
an integral domain, it follows that f = 0 and the map is injective. As D is graded
free over F , and thus flat over F , the required result follows.
(3): Let x ∈ QF ⊗D, say x =
∑
(fi/f
′
i)⊗ di. Then
x = (f1/f
′
1)⊗ d1 + · · ·+ (fk/f
′
k)⊗ dk
= (1/f)⊗ f1f
′
2 · · · f
′
kd1 + · · ·+ (1/f)⊗ fkf
′
1 · · · f
′
k−1dk
= (1/f)⊗ d,
where f = f ′1f
′
2 · · · f
′
k and d ∈ D. So for any arbitrary element x of QF ⊗D, we can
write x = (1/f)⊗ d, for f ∈ F, d ∈ D. Now let x = (1/f)⊗ d and y = (1/f ′)⊗ d′ be
arbitrary elements of QF ⊗D with xy = 0. Then 1/(ff ′)⊗ dd′ = 0, so
(ff ′ ⊗ 1)
(
1
ff ′
⊗ dd′
)
= 0.
Thus 1⊗ dd′ = 0 and since D → QF ⊗D is injective, we have dd′ = 0. As D has no
zero divisors, it follows that d = 0 or d′ = 0; that is, x = 0 or y = 0 as required.
(4): Since D is free over F and QD = QF ⊗F D, we have
[D ⊗F QF : F ⊗F QF ] = [D : F ];
that is, [QD : QF ] = [D : F ].
(5): We will show that any domain which is finite dimensional over a field is a
division ring. Since QF is a field, using (3) and (4), it follows that QD is a division
ring.
Suppose A is a domain, F is a field, Z(A) = F and [A : F ] = n < ∞. Let
a ∈ A \ 0 and consider 1, a, a2, . . . , an. Then there are ri ∈ F , not all zero, with
r0 + r1a + · · · + rna
n = 0. If rj is the first non-zero element of {r0, . . . , rn}, then
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rj + rj+1a + · · · + rna
n−j = 0. As a 6= 0 and F is a field, we have a(rj+1 + · · · +
rna
n−j−1)(−rj)
−1 = 1, so a is invertible.
(6): Follows immediately from [48, Prop. 6.55]. Note that they are isomorphic as
QF -algebras.
(7): We know from part (3) that if x ∈ QD, then we can write x = (1/f) ⊗ d.
From the isomorphism in (6), QF ⊗D ∼= (F \ 0)−1D; (1/f)⊗ d 7→ d/f . So we can
consider the elements of QD as d/f for d ∈ D, f ∈ F \ 0. 
Note that we have QF ⊗F D ∼= D ⊗F QF as QF -algebras, so we will use the
terms interchangeably. We include here an alternative proof of Lemma 6.1.4, due
to Hazrat, which follows from the non-graded result by using the quotient division
ring.
Alternative proof of Lemma 6.1.4. Let y ∈ Dh be an element which commutes
with homogeneous additive commutators ofD. Then it follows that y commutes with
all (non-homogeneous) commutators of D. Consider [x1, x2] where x1, x2 ∈ QD,
with x1 = d1/f1 and x2 = d2/f2 for d1, d2 ∈ D, f1, f2 ∈ F . Then y[x1, x2] =
y([d1, d2]/f1f2) = y[d1, d2]/f1f2 = [d1, d2]y/f1f2 = ([d1, d2]/f1f2)y = [x1, x2]y. So y
commutes with all commutators of QD, a division ring. Using Lemma 6.3.1, y ∈ QF .
We will show that Dh ∩ QF ⊆ F h. If x ∈ Dh ∩ QF , then x = d/1 = f ′/f for
d ∈ Dh, f, f ′ ∈ F with f 6= 0. So there exists t ∈ F \ 0 with tfd = tf ′, so that
d = f−1f ′. Thus x = (f−1f ′)/1 ∈ F with deg(d) = deg(f−1f ′); that is, x ∈ F h. This
proves that y ∈ F h. It follows that all elements of D are commutative, completing
the proof. 
Proposition 6.4.2. Let D be a graded division algebra over its centre F . Then for
a ∈ Dh, the reduced characteristic polynomial of a with respect to D over F coincides
with the reduced characteristic polynomial of a⊗ 1 with respect to QD over QF .
Proof. Let L be a splitting field of QD over QF , which exists as QD is a finite
dimensional division algebra over QF . So i : QD ⊗QF L ∼= Mn(L), and therefore L
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is a splitting field of D over F , since
j : D ⊗F L ∼= D ⊗QF QF ⊗F L ∼= Mn(L).
Then for a ∈ D,
charQD/QF (a⊗ 1) = det
(
xIn − i((a⊗ 1QF )⊗ 1L)
)
= det
(
xIn − j(a⊗ 1L)
)
= charD/F (a).
So in particular, we have TrdQD(a⊗ 1) = TrdD(a) and NrdQD(a⊗ 1) = NrdD(a). 
Proposition 6.4.3. Let D be a graded division algebra over its centre F , which is
Noetherian as a ring. Then [D,D] = [QD,QD] ∩D.
Proof. We observed in Remark 6.3.5 that dimF ([D,D]) + 1 = dimF (D) < ∞. For
any
∑
i xiyi − yixi ∈ [D,D], as D → QD is injective,
1⊗
∑
i
xiyi − yixi =
∑
i
(1⊗ xi)(1⊗ yi)− (1⊗ yi)(1⊗ xi) ∈ [QD,QD] ∩D.
So we have [D,D] ⊆ [QD,QD]∩D ⊆ D. HereD * [QD,QD], so [QD,QD]∩D 6= D.
Thus [D,D] = [QD,QD] ∩D. 
Corollary 6.4.4. Let D be a graded division algebra with centre F of index n,
where F is Noetherian as a ring. Then for each a ∈ D, TrdD(a) = na+ da for some
da ∈ [D,D].
Proof. Let a ∈ D, where TrdQD(a⊗ 1) = TrdD(a) by Proposition 6.4.2. Since QD
is a division ring, by Theorem 6.3.2, TrdD(a) = n(a ⊗ 1) + c where c ∈ [QD,QD].
We know TrdD(a) ∈ F . Since D → QD is injective, we can consider n(a⊗ 1) as an
element of D. So c = TrdD(a)− na ∈ [QD,QD] ∩D = [D,D] by Proposition 6.4.3,
as required. 
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The proof of the above corollary shows that using the quotient division ring and
the result in the non-graded setting, the graded result follows immediately. We note
that this proof only holds for division algebras with a torsion-free grade group.
Corollary 6.4.5. Let D be a graded division algebra over its centre F , which is
Noetherian as a ring. Then
D
[D,D]
⊗F QF ∼=
QD
[QD,QD]
.
Proof. From the above results we have D/[D,D] ∼=gr F as graded F -modules. So
D
[D,D]
⊗F QF ∼= QF ∼=
QD
[QD,QD]
,
where the second isomorphism comes from the non-graded versions of the above
results. 
Remark 6.4.6. Let D be a graded division algebra over its centre F . By definition
SK1(D) = D
(1)/D′, where D(1) = ker(NrdD) and D
′ is the commutator subgroup of
the multiplicative group D∗. We remark that in [34, Thm. 5.7], they have shown that
SK1(D) ∼= SK1(QD). Corollary 6.4.5 is similar to this result, where in the above
corollary we are considering additive commutators instead of multiplicative ones.
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