Abstract -The basic quantity ro be estimated in the sample set can be learned and the entire sample set 
Finally, conclusions are drawn in section ,,
The last few years have seen significant advances in the fields of sequential montecarlo methods [1, 2] , support vector machines and Bayesian data fusion. Sequential montecarlo methods and associated particle filters enable recursive Bayesian estimation in non-linear, non-Gaussian filtering and identification problems.
These methods represent the underlying probability densities with a set of i. 
Distributed Data Fusion
Distributed data fusion refers to the problem of fusing information available from remote sensors at the fusion node [3] . The problem is illustrated in figure 1 . Bayesian solution to this problem requires the remote nodes to have information available in d X (
the form of the probability density function and can be expressed as follows:
If the measurements are available along with their likelihood functions, the fKst two terms can be easily evaluated. However, when the measurements are not readily available, then the following alternate expression can be used
Thus the most important element of carrying out the fusion is the determination of the following fractions based on the information supplied by the remote sensors.
P(N4
Most of the existing methods of applying Bayesian data fusion to distributed sensor networks assume that the available probabilistic information, i.e., the numerator and denominator of the density function (from remote sensors) are Gaussian and hence can be represented by only two parameters (i.e., mean and covariance). However, in many real world problems, Gaussianity is far from reality and has given rise to a number of approaches to adapt to non-gaussian PDFs. Particle filters or Figure 1 sequential montecarlo methods are a set of techniques that address the problem of nonGaussianity effectively. In such methods, the remote sensors use a particle filter that obtains an iid sample set that captures the non-gaussian elements of the PDF accurately. However, communicating this PDF to the fusion node is non-trivial, as it involves, broadcasting the complete particle or sample set to the fusion node. at the fusion node. This problem is studied in the rest of the paper.
The Density Estimation Problem
Suppose we are given a set of training data:
generated by taking samples from some unknown probability distribution N x ) . We wish to estimate the density function p ( x ) associated with this distribution. In the context of Bayesian data fusion the densities of interest are
P(NWlqk) and
where the training samples are obtained from the respective particulate representations. These densities are obtained and stored in the form of a set of samples at each sensor. Using the density estimation approach out-lined in this paper, we hope to encode the information contained in the sample set into a small set of parameters. In such a context, the density can be communicated to the fusion node via these parameters thus providing a method of solving the Bayesian data fusion problem adequately.
The density function is related to the cumulative density function by:
Using our sample set, we can construct an empirical cumulative distribution function and the related empirical density function as follows:
where: 6 (x -x, ) = Diracdelta function 
Support Vector Machines for Density Estimation
The general non-linear regression problem may be stated as follows. Given a set of training pairs:
where x, is sampled from some unknown probability distribution P ( x ) and z, is generated by some unknown function:
and possibly corrupted by noise, and a class of functions:
we want to find the function f E F that minimises the risk functional:
where I is the loss function. Unfortunately, we do not know P ( x ) , so we are unable to calculate the actual risk. We can only calculate the empirical risk:
It would be unwise to attempt to minimise the empirical risk directly, as this would liiely lead to overfitting and bad generalisation properties. In order to avoid this, it is usual to add a capacity control or reguhrisafion term, n[f], which leads us to the regularised risk functional:
Rm8 [fl= R, [ f ] + C n [ f ] (2.9)
The constant c is called the regularisation constant.
It controls the trade-off between capacity minimisation and empirical risk minimisation. It is usually selected using some form of error crossvalidation.
The loss function r controls bow training errors are penalised. The de-facto standard loss function for
S V M work is Vapnik's &-insensitive loss function:
The motivation behind this choice is the expected existence of noise in OUT measurement of 2,. As can be seen from figure 2, the parameter E, may be used to make the empirical risk insensitive to small errors due to noise. Thus the regularised risk functional bas a degree of noise insensitivity.
The regularisation term n[f] is usually chosen to maximise the margin of separation. Unfortunately, in this case this leads to unacceptable constraints being imposed on our choice of function class F . Motivated by the usual dual form the F in the maxmargin case, we will consider the function set: 2. The density function can be expressed using only the parameters of the regression function.
Essentially, the SV density estimation approach In the density estimation problem, the parameters W , are often used to favour wider distributions over narrower distributions in order to penalise overfitting without leading to underfitting.
allows us to approximate a sample set usin;; s m a~ subset of that sample set that none-the-less gives the characteristics of the density function from which
The resulting approximation of the density function will have the form:
the samples were drawn. 4 consists only of monotonically increasing functions.
The density estimator was implemented in C++ Simulations were run in DOS under Windows Zoo0 on a lGHz Pentium Dl Coppermine computer.
Linear programming was done using the HighOrder Primal-Dual Method, HOPDM, sofn computational load. Incremental methods for SVMs provide a method of reducing this load and future workisfocusedinthisarea.
package with permission.
Results
We tested the SV density estimator using san drawn from the dismbution: 
Conclusions
We consider the problem of density estimation in the context of Distributed Bayesian Data Fusion. The key issue in such a problem is the accurate transmission of the probability density from sensor nodes to the fusion node. We propose a method based on support vector machines for this approach and demonstrate its effectiveness in a two dimensional problem. We show that, in the example shown, the number of support vectors needed to adequately estimate the density function is extremely small at the cost of increased
