Abstract-Research on the temporary staffing industry discusses different topics ranging from workplace safety to the internationalization of temporary labor. However, there is a lack of data mining studies concerning this topic. This paper meets this void and uses a financial dataset as input for the estimated models. Bagged decision trees were utilized to cope with the high dimensionality. Two bagged decision trees were estimated: one using the whole dataset and one using the top 12 predictors. Both had the same predictive performance. This means we can highly reduce the computational complexity, without losing accuracy.
INTRODUCTION
In employment literature, the externalization of labor is often contrasted with the internalization of it. Both have a different purpose, but they work in a complementary way [1] . Internalization is focused on stability, while externalization is employed to improve flexibility [1;2] . This internalization-externalization dualism is also conceptualized as a "make-and-buy" strategy [3] . Here, the make strategy corresponds to internalization where a company builds a skilled employee base itself through the means of training and development, whereas in a buy strategy this process is outsourced [4] . Companies often use a combination of both strategies as each has its own specific costs and benefits [4;5] .
Externalization is a term that refers to a broad range of non-standard working arrangements such as temporary workers, leased workers and independent contractors [1] .The focus of this paper lays within the field of temporary employment. Temporary employees can be defined as those "Individuals who work at the establishment but who are paid through an employment agency and are not on the organization's payroll" [6, p. 151] . Nowadays, this industry is considered as big business [7] . Its corresponding revenue is relatively high, despite a generally low market penetration [8] . It is estimated that in 2005 the temporary staffing industry was already worth over €157 billion per year, and it is on growing.
In the past, temporary staffing was forbidden by law in some countries or discouraged by international conventions in others [8;9] . This changed, starting in the 1970s, gathering momentum in the 1980s and really expediting in the 1990s [8] . Belgian data clearly shows this relatively strong rise during the 1990s (Fig. 1 ). More specifically, in 1990 5.3% of the working force was employed in the temporary staffing industry, rising to 10.2% in 1999 [10] . Starting in 2000 there was a small decline in temporary workers. In 2010, Belgium had 8.1% temporary workers compared to a European percentage of 13.9.
The last years a change is arising in the wellestablished markets, as these markets are becoming 10] increasingly concentrated [7] . A small group of big temporary staffing agencies are currently dominating the market. The biggest future market growth, however, is expected in countries that were strongly regulated in the past, but are sturdily liberalizing now: e.g. Italy and Japan [8] . Temporary staffing supplied by agencies was only legalized in 1994 in Italy, giving rise to more than 300 agencies in a time span of three years. This liberalization is going much slower in Japan, but the potential growth in the long run is even greater. In Belgium the temporary employment market is more or less stabilized with a maturated market.
Research on the temporary staffing industry discusses different topics ranging from workplace safety [e.g. 11] to the internationalization of temporary labor [e.g. 12]. However, to our knowledge, there has not been conducted any data mining studies in this field. Data mining is a way of extracting knowledge hidden in large databases (Ngai et al, 2009 ). As the size of databases keeps growing, this type of analysis is becoming more and more important (Ngai et al, 2009; Rygielski et al, 2002) . This paper tries to fill the data mining void and utilizes a bagged decision tree ensemble to make the predictions. Furthermore, a feature selection is done to greatly reduce the size of the bagged decision trees, while retaining its predictive performance. This is relevant to companies as this limits the infrastructure and computing power they need to foresee in using these models. Moreover, it gives an idea which type of variables are important in predicting the use of temporary services. This is relevant as there are currently no studies addressing this. If the results show that the estimated models render a high accuracy in predicting the use of temporary staffing, they are of a high value to companies that offer temporary employees to other companies. These temporary staffing companies can use the models to predict whether new companies might be inclined to make use of their services. Especially in the Belgian context where there is a saturated market these types of models are valuable. In these types of markets, a customer acquisition strategy might be the only viable strategy. As such, models assisting in this customer acquisition process are more than welcome.
The remainder of the paper is structured as follows. First, the literature on temporary workers is reviewed. Next, we discuss bagged decision trees and the evaluation criterion. Then, the data is presented and the results are discussed. Finally, we end with a conclusion and discussion.
II. TEMPORARY WORKERS
Different explanations have been provided of why companies use temporary workers instead of regular employees. These explanations are described here solely for illustrational purposes. However, they will be linked to the results whenever possible. The reader should note that explaining why a company uses or does not uses temporary workers is not the focus of this paper. Data mining studies operate in a different realm. They mostly stress the predictive performance of a model and not its explanatory power. Still, having a general, more qualitative background on the topic, enhances the comprehensibility of each model. A first explanation is that some employers prefer temporary workers to lower employment costs such as training and monitoring costs or even wages [1;2;13;14]. For example, in some cases the wages for employees are set by a union contract and higher than the market average [6;13] . A company could, as a result, decide to use temporary workers that are not subject to this contract and pay them less. A second reason for hiring temporary workers is numerical flexibility [2;13;14] . It gives companies the ability to adjust to the variable demand in working force, for example in seasonality bound companies such as fruit growers. Building a regular staff large enough to meet the demand at peak moments is in such a case an inefficient way of working [13] . These additional employees would be non-active during slow moments, but they still have to be paid. Thirdly, temporary employees can be used to screen for potential regular workers [2;6;15;16] . It is often much easier to lay off a temporary worker compared to a regular worker. Legal issues prevent companies from simply firing regular employees. A selection of temporary workers can be hired and the best candidate can be consequently hired as a regular employee, ending the contract of the other temporary employees. Unionization is seen as a possible cause as well, but the direction of the relationship is not clear [2] . It might prevent or stimulate the use of temporary staffing. The number of employees also has an influence on the use of temporary employees because larger companies can have the need for specialized services for which it is not efficient to produce them inhouse [2;14] . A final reason for the use of temporary workers in a company is the ratio male-females [2] . A higher proportion of females is linked to more temporary employment. The reason are family obligations for women that makes it hard for them to combine full time working with a family.
III. BAGGED DECISION TREES
Logistic regression is an often used and well-known data mining technique. However, it is not optimal in fitting models that have high dimensional datasets as input. Instead it is recommended using different techniques such as decision trees. A problem with a decision tree is that it has been shown to be unstable [17] . This means that small changes in the training data (e.g. a different random selection) can cause large changes in the predictions. A method to overcome this instability is bagging, short for bootstrap aggregating, developed by Breiman [18] . Bagging can be formalized as follows (Breiman, 1996a; Cunningham et al, 2000) :
(1) where B is the number of bootstrap samples of training set T and is the input. is the average of the different estimated trees [19] . A bootstrap sample is randomly drawn from the training set, but with replacement [18] . Therefore, each observation can appear more than once in a single bootstrap sample or even not at all. The size of a bootstrap sample is usually chosen to be the same size as the training set [20] . It is important that when building bagged trees, the different trees are not pruned [21] . This is necessary because variability is needed for the averaging to give a stable result. A bootstrap sample leaves out about 37% of the observations in the training data [18] . There is no general rule as to how many bootstrap samples should be used. Breiman [18] found that in his case, 50 were enough, while 100 did not decrease the accuracy. That is why, for certainty, we decided to take 100 bootstrap samples. As each bootstrap sample is random, a bagged tree will be different each time it is estimated. An additional advantage of bagged decision trees is that they are capable of outputting a measure of importance for the different variables. This is done by randomly permuting the values of the different variables and evaluating what the effect is on the predictions. Variables that have a high impact on the predictions after the random permutation are deemed more important than those who have a lower impact.
IV. EVALUATION CRITERION
Performance measures are a crucial part of the analysis. A model with a low predictive power has no use, so a measure of model quality is necessary.
The confusion matrix represents the relation between the predicted and real values (Table I) . A company that is predicted as using temporary staffing services and used it in real life as well is called a True Positive (TP). One that is predicted as being a non-user and did not use it in reality is called a True Negative (TN). A company that is predicted as using the services, but is not using them is called a False Positive (FP). A company predicted as not using temporary staffing services, but that is in fact using it is called a False Negative (FN) . The following equations are a measure of quality:
PCC (2) stands for the percentage correctly classified and it calculates exactly that. Sensitivity (3) is equal to the true positive rate. Specificity (4) is equal to the true negative rate. The goal of your model is to get TP and TN as high as possible and FP and FN as low as possible. To be able to construct the confusion matrix, a cut-off value needs to be specified. This cut-off value defines which observations are predicted as using the services (= 1) and which are predicted as not using them ( = 0), because most models output a probability (i.e. a continuous number between 0 and 1, with 1 being the highest probability). The cut-off value can be a probability you define above which you categorize an observation as a user or it could be a real top proportion of your data that is considered as a user. However, this is also the main weakness of these evaluation criteria. There is no clearcut way in deciding which is the ideal cut-off. As a result a more general performance measure is preferred.
The area under the receiver operating curve (also known as the 'AUC') is calculated to evaluate the overall quality of a model. AUC is a common metric to estimate the accuracy of a model [22] . It can vary from 0.5 to 1, with 0.5 being a random model and 1 being the perfect model [23] . The advantage of the AUC measure is that it is cut-off independent. It measures the performance over all possible cut-off values. It represents the probability that a randomly chosen positive example (a user) is ranked higher than a randomly selected negative example (a non-user). The AUC is in fact the relation between the sensitivity and 1-specificity. In the case of AUC being 0.5 you are equally likely to produce false positives as true positives. To conclude whether two AUC outcomes are statistically different we use a method that was developed by DeLong et al [24] . This method uses a Chi-Square to assess if two AUC results are significantly different. A database was used that contains financial data on Belgian companies. This database contains, among others, a summary of financial strength ratios, the average number of employees, key company financials, … A selection of 452 relevant variables were made. The main selection criterion was the amount of missing values. If the amount of missing values was too high, these variables were not included. Missing values are a big and often occurring quality problem in commercial databases.
If missing values were present in the selected variables they were imputed using a tree imputation with surrogates. For each variable that had to be imputed an imputation dummy indicator was created resulting in a final dataset of 554 independent variables. This dummy has the value of one when an observation is imputed for a certain variable and the value of zero when it is not imputed. The reason for this is that missing values might have predictive power as well. In some cases a missing value has a substantive interpretation. The dependent variable indicated whether a company made use of temporary staffing services or not. Around 70% of the companies did not use temporary staffing and 30% did use it. The goal is to build a model that predicts the use of companies of temporary staffing services. All analyses were done using Matlab and SAS. Matlab was used to estimate the different bagged decision trees, while SAS was used to do the data preparation and calculating and comparing the performance of the different decision trees (AUC).
VI. RESULTS
The first bagged decision tree rendered an AUC of 0.7586. This includes the full dataset of 554 variables. As mentioned above, an advantage of bagged decision trees is that they are able to output a measure of importance for each variable. The top variables were selected that had an importance higher than 0.5. This value was arbitrarily chosen, a different cut-off value would also be possible. As a result, 12 variables were retained that had an importance higher than the chosen value. A new bagged decision tree was estimated using these selected variables and it rendered an AUC of 0.7487, which is only marginally lower than the first bagged decision tree. Furthermore, this bagged decision tree was not statistically significant from the previous one, χ² (1, N = 4369) = 2.3749, p = 0.1233. This means that it can be concluded that both bagged decision trees have the same performance, but the second one is greatly reduced in size. This leads for example to a reduction in computing time. Estimating a bagged tree with the full set of variables takes about 1 hour, while estimating a bagged tree that only contained the top 12 predictors ran within minutes.
The top explanatory variables can be roughly divided into three categories. The first category comprises variables related to the financial health of the company (e.g. the yearly turnover of the company). The second category covers general variables concerning the employee base (e.g. the number of employees). The number of employees was already mentioned in section II. So this variable explains the use of temporary services, but also has significant predictive power. A similar explanation concerning the employee base is the flexibility of the workforce. The final category encompasses financial variables concerning the employee base (e.g. staff costs). This was mentioned in section II where employers prefer temporary employees to lower the employee costs.
VII. CONCLUSION AND DISCUSSION
There is a vast literature on temporary staffing services. Research on the temporary staffing industry discusses different topics ranging from workplace safety [e.g. 11] to the internationalization of temporary labor [e.g. 12]. However, as to date, no studies have been done using a data mining methodology in this field of study. The temporary staffing market is more or less stabilized in Belgium. This makes it hard for companies that offer temporary staffing services to other companies to grow in this saturated market. In this regard there is a need for studies that use a data mining point of view. Building models that are able to predict which new companies a temporary staffing provider should pursue is crucial for such a saturated market. This paper tries to fill the data mining void uses a financial dataset as input for the estimated models. Logistic regression is an often used and well-known data mining technique. However, it is not optimal in fitting models that have high dimensional datasets as input. As a result, bagged decision trees were utilized to cope with this high dimensionality. Bagging decision trees was preferred instead of normal decision trees as the latter are shown to be unstable. Two bagged decision trees were estimated: one using the whole dataset and one using the top 12 predictors. The method created by DeLong et al [24] was used to check if both models performed significantly different. However, it was concluded that both bagged decision trees did not differ significantly in their performance. This means we can highly reduce the computational complexity, without losing accuracy. This results, inter alia, in a reduction of computational time.
Estimating a bagged tree with the full set of variables takes about 1 hour, while estimating a bagged tree that only contained the top 12 predictors ran within minutes. Furthermore, it is possible to conclude which are the best predictors of using temporary staffing. This way, temporary staffing providers know which variables they need to focus on and they do not need to use a high dimensional dataset that contains a high volume of irrelevant variables. This highly reduces the needed storage capacity.
The top explanatory variables can be roughly divided into three categories. The first category comprises variables related to the financial health of the company (e.g. the yearly turnover of the company). The second category covers general variables concerning the employee base (e.g. the number of employees). The final category encompasses financial variables concerning the employee base (e.g. staff costs). This makes it clear that there are company specific variables that are linked to the use of temporary staffing services.
A limitation of this research is that it only uses static models to do the predictions. However, the need for temporary staffing services might be seasonally bounded as mentioned in section II. As a result, further research should investigate the use of more dynamic models.
